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The ECG consists of the computer pools of the Erasmus MC and the Hogeschool Rotterdam. The
client computers are controlled by the general ECG Emperor of the grid at EMC and a local
master at HR. “Condor” is used as middleware since it is very well established and open-source.
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World-Map of Condor Grids

Condor is used as the standard for batch systems on many real parallel super-computers as well as
in many distributed trivial parallel computing grids. It is running in very diverse environments of
the highest security levels as e.g. governmental or industry R&D.
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The projects and users currently run on the ECG are mainly basic research and application

development in the biological and medical areas. Currently there are ~15 projects and ~10 users of

agmus MC

ECG Projects and Users %ﬁpmmg Grid

the ECG with large expansion already in sight.

Image Analysis
DNA Sequence Correlation
Genome Duplication Analysis

Epidemiology studies

CT Image Analysis

Structural Genome Simulations
Protein Motive Patterns

Mass Spektrometre Analysis
Chip & Sequencing Analysis
Expression Array Analysis
Protein Structure Prediction

Diffusion of Molecules
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ECG - Middleware

To maintain the ECG data bases for hosts, users and projects were created. They allow to track e.g.
the status of the local clients and gives global statistical data about performance. A dedicated job-
submission and accounting system is currently implemented. The ECG is also working together
with the EGEE, Big-Grid and is a partner of the German nationwide MediGRID / D-Grid.
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Security of the ECG Erasmus,€0mputing Grid

One of the major issues concerning grids is to create a security level sufficient for all involved 2 GM

parties as we did for the ECG. The technology, culture and even the psychology of security have LB wesaonsomnn

been and are treated very seriously by the ECG and are to the highest achievable level guarantying
the integrity and privacy of the system and data !

Security Technology Security Culture

system hardening trained employees

firewalling secure programming

encrypted network communications change management system

intrusion detection monitoring constant check of procedure

logging of session constant test and training of employees
auditing and testing of applications transparent management structure
virus/trojan checking of in-/output transparent infra structure

authentication NAN and ISO certification

The highest security level guarantying privacy is just good enough for us.
&
We still would like to have it better.




ECG - Infrastructure Erasmus,@6mputing Grid

The new infrastructure of the ECG will consist of a dedicated architecture respecting client, user
and management security and efficiency in respect to the fact that the ECG is one of the largest
grids in the world with the highest possible degree of complexity.

Grid Master

Switch H Switch CA
local LAN local LAN

Internal Storage =

1 TByte S
ECGO Grid ECGO Grid ECGO Grid
Mentainance Mentainance Mentainance




ECG - Management Erasmus,@@mputing Grid

To guaranty the integrity and efficiency of the ECG, a dedicated management structure has been 2 M
put in place with corresponding checks and balances. The organization is made such, that also Eragmus NG
collaborations with other grids as e.g. the Dutch Big-Grid or the German nationwide MediGRID / /6‘: ~foy B PO
D-Grid can be exploited most efficiently.
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ECG - BuSineSS C()ncepts Erasmus,@@mputing Grid

For the future the ECG has four major business concepts: the research, education, diagnostics and 2 W
industry arenas. For all of these, separate business concepts, work-flows and user managements are E B, wesonnsonmn
necessary and need to be integrated to allow maximum efficiency. - s B

Research:

K/

< genomic and proteomic analysis

)/

¢ epidemiology

o,

< image analysis, e.g. Applied Molecular Imaging (AMI)

Education:

% training of the coming grid generation of IT specialists

o,

« developing new concepts for grid computing

Diagnostics:

+» clinical image and data analysis

o 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23
oad: 0.11519700406645
a
a

% operation planning and operation support i Toads 1.0270253098253055 @ 8100

oad: 0.230066666666667 @ 16105

Industry:

.,

< brokerage of computing resources



ECG - Budget Erasmus @b’ﬁ?puting Grid

The ECG paradigm is the most effective return of investment for computational efforts existing, since
the client infrastructure is already in place. Also in respect to the Kyoto protocol the ECG is more
efficient due to the initial hardware production and overall energy neutrality during production.
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The ECG paradigm is the most effective return of investment for computational efforts existing, since Z M

the client infrastructure is already in place. Also in respect to the Kyoto protocol the ECG is more e la
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efficient due to the initial hardware production and overall energy neutrality during production.
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The Erasmus Computing Grid

Building a Super-Computer for FREE

Knoch, T. A. & de Zeeuw, L. V.

Erasmus Medical Center, Erasmus University of Rotterdam, Rotterdam, The Netherlands,
May, 2007.

Abstract

Today advances in scientific research as well as clinical diagnostics and treatment are inevitably connected with
information solutions concerning computation power and information storage. The needs for information
technology are enormous and are in many cases the limiting factor for new scientific results or clinical
diagnostics and treatment. At the Hogeschool Rotterdam and the Erasmus MC there is a massive need for
computation power on a scale of 10,000 to 15,000 computers equivalent to ~20 to ~30 Tflops (10'* floating point
operations per second) for a variety of work areas ranging from e.g. MRI and CT scan and microscopic image
anlysis to DNA sequence analysis, protein and other structural simulations and analysis. Both institutions have
already 13,000 computers, i.e. ~18 Tflops of computer power, available!

To make the needed computer power accessible, we started to build the Erasmus Computing Grid (ECG),
which is connecting local computers in each institution via central management systems. The system guaranties
security and any privacy rules through the used software as well as through our set-up and a NAN and ISO
certification process being under way. Similar systems run already world-wide on entire institutions including
secured environments like government institutions or banks. Currently, the ECG has a computational power of
~5 Tflops and is one of or already the largest desktop grid in the world. At the Hogeschool Rotterdam
meanwhile all computers were included in the ECG. Currently, 10 departments with ~15 projects at the Erasmus
MC depend on using the ECG and are preparing or prepared their analysis programs or are already in production
state. The Erasmus Computing Grid office and an advisory and control board were set-up.

To sustain the ECG now further infrastructure measures have to be taken. Central hardware and specialist
personal needs to be put in place for capacity, security and usability reasons for the application at Erasmus MC.
This is also necessary in respect to NAN and ISO certification towards diagnostic and commercial ECG use, for
which there is great need and potential. Beyond the link to the Dutch BigGrid Initiative and the German
MediGRID should be prepared for and realized due to the great interest for cooperation. There is also big
political interest from the government to relieve the pressure on computational needs in The Netherlands and to
strengthen the Dutch position in the field of high performance computing. In both fields the ECG should be
brought into a leading position by establishing the Erasmus MC a centre of excellence for high-performance
computing in the medical field in respect to Europe and world-wide.

Consequently, we successfully started to build a super-computer at the Hogeschool Rotterdam and Erasmus MC
with great opportunities for scientific research, clinical diagnostics and research as well as student training. This
will put both institutions in the position to play a major world-wide role in high-performance computing. This
will open entire new possibilities for both institutions in terms of recognition and new funding possibilities and
is of major importance for The Netherlands and the EU.

Corresponding author email contact: TA.Knoch@taknoch.org
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fractal analysis, scaling analysis, exact yard-stick dimension, box-counting dimension, lacunarity dimension,
local nuclear dimension, nuclear diffuseness, parallel super computing, grid computing, volunteer computing,
Brownian Dynamics, Monte Carlo, fluorescence in situ hybridization, confocal laser scanning microscopy,
fluorescence correlation spectroscopy, super resolution microscopy, spatial precision distance microscopy, auto-
fluorescent proteins, CFP, GFP, YFP, DsRed, fusion protein, in vivo labelling, information browser, visual data
base access, holistic viewing system, integrative data management, extreme visualization, three-dimensional
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