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1. Introduction 

Over the past 20 or 30 years the use of statistics 
in medical research has grown enormously. Impor- 
tant concepts in medical statistics are P-value and 
confidence interval. The use of hypothesis testing 
and P-values still predominates in the medical litera- 
ture where confidence intervals are often more infor- 
mative. In the last decade editorial boards of several 
medical journals have promoted the use of confi- 
dence intervals instead of P-values [l-6]. In this 
Seminar a short introduction to the concepts P-value 
and confidence interval is given, and the advantage 
of the latter is discussed. Since the standard error 
plays an important role in this context, this concept 
is introduced first. 

2. Standard error 

The concept of standard error concerns the preci- 
sion of an estimate of an unknown population pa- 
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rameter. The smaller the standard error, the more 
precise the estimate. An implicit assumption in al- 
most all statistical analyses is that the data may be 
considered as a random sample from a certain popu- 
lation. Based on the data in the sample, an estimate 
is computed of an unknown characteristic of interest 
of the population (often a population mean or a 
percentage, in general a population parameter). For 
example, suppose that in a random sample of size 
n = 200 from the population of Dutch women above 
65 years the body weight (x) is measured. The 
unknown mean in the population is called F. An 
estimate for it is ‘of course the sample mean, x”. The 
standard error of 2 is a measure for the precision of 
E as an estimate of k. Since p, is a mean, this 
standard error is called the ‘standard error of the 
mean’ @EM). The SEM is computed as s/ Jn, 
where s is the sample standard deviation. The vari- 
ability of a variable in the population, in our example 
body weight, is usually described by the standard 
deviation cr. An estimate for this is the sample 
standard deviation s. Also the precision of s as an 
estimate for c could be characterized by a standard 
error, although this is rarely done in the medical 
literature. 

Note that the meaning of the word parameter 
here is different from the terminology often used in 
clinical practice. Physicians often use the term 
‘parameter’ where a variable is meant. In the statisti- 
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cal terminology a parameter cannot vary between 
persons, but is a fixed, usually unknown, number 
that refers to a certain characteristic of a population. 

The standard error of an estimate of a percentage 
is determined as follows. As an example we consider 
the situation where a sample of size n = 200 is 
available from the population of Dutch women above 
the age of 65, and one is interested in the (unknown) 
prevalence (rr) of osteoporosis. Suppose 20 women 
in the sample are observed to have osteoporosis. 
Then, of course, the best estimate for n is the 
sample prevalence p = 20/200 = 10%. The corre- 
sponding standard error is given by SE(p) = 
J(p(100 -p>/n> = J(l0 X 90/200) = 2.1%. 

Often the question of what to report is raised in 
publications-the standard error of the mean or the 
standard deviation? The answer is straightforward, if 
one realises the different aims of the two concepts: 
the standard deviation describes variability in the 
population, while the standard error characterizes 
how precise the estimate of the mean is. However, it 
is not surprising that the two concepts are often 
interchanged, because the standard error can be com- 
puted from the standard deviation and the other way 
around (via SEM = s/&J. Moreover, the standard 
error is in fact also a standard deviation, not of the 
variable itself, but of the distribution of the sample 
mean of that variable. Note that the sample mean has 
a distribution: if sampling is repeated many times, 
then, due to sampling variability, the sample mean 
will vary from sample to sample. So there exists an 
(imaginary) ‘population’ of parameter estimates. The 
precision of the sample mean as an estimate for the 
population mean is determined by the extent of 
variability in this ‘population’: the smaller this vari- 
ability, the better the precision of the estimate. This 
variability in turn can be characterized by its stan- 
dard deviation. In fact, the standard error is just 
defined as the estimate of the standard deviation of 
the distribution of the sample mean. Therefore some- 
times the terminology ‘standard deviation of P’ is 
used instead of standard error of X. 

It is explained above that the standard error can 
be interpreted as the standard deviation of the sample 
mean. A more useful and more concrete interpreta- 
tion is directly related to the concept of the confi- 
dence interval, which is introduced in the next sec- 
tion. 

3. Confidence intervals 

The aim of a confidence interval is to give a range 
of possible values for the unknown population pa- 
rameter of interest. say p,, which are reasonably 
consistent with the data observed in the sample. 
Values outside this interval are implausible values 
for p,. Values inside the interval are more likely, 
where values in the centre of the interval are more 
likely than peripheral values. In the sequel the con- 
cept of the confidence interval is made more precise 
and it will be seen that the standard error plays a 
major role. As an example the situation is considered 
where one is interested in the estimation of a popula- 
tion mean. based on a sample from the population. 

It was explained above that the standard error is 
defined as the estimate of the standard deviation of 
the distribution of the sample mean. A well-known 
theorem from probability theory. the Central Limit 
Theorem, says that the distribution of a sample 
mean, irrespective of the distribution of the variable 
in the population, can be well approximated by what 
is called a ‘normal’ or ‘Gaussian’ distribution. The 
larger the sample size, the better the resemblance to 
a normal distribution. A normal distribution is char- 
acterized by two parameters-its mean TV. and its 
standard deviation o (see Fig. 1 for an illustration) 
-and has the property that the probability of a value 
between k - kg and k + kg only depends on k, not 
on TV or o. For example, the probability of a value 

I-l-k0 P ptka 
Fig. 1. The normal or Gaussian distribution with mean p and 
standard deviation u. The probability of a value between p t ka 
only depends on k (see Table I ). 
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Table I 
The normal distribution: probability of a value between p, f ka 
for some selected values of k 

k Probability between p + ka 

0.5 0.38 
1 0.68 
1.5 0.87 
1.64 0.90 
1.96 0.95 
2.33 0.98 
2.58 0.99 
3.29 0.999 

A more extensive table can be found in Refs. 18%101. 

between p - 1.96o and k + 1.96~ is 95%. In Table 
1 this probability is given for a number of possible 
choices of k. So the distribution of I is approxi- 
mately normal with mean l.r, and standard deviation 
equal to the SEM. The probability that 2 takes a 
value between b & 1.96 X SEM, therefore, is about 
95%. Note that f between p, f 1.96 X SEM implies 
that k lies between ,i! + 1.96 X SEM. Thus the prob- 
ability is approximately 95% that E - 1.96 X SEM 
< k < + 1.96 X SEM. This interval is called an (ap- 
proximate) ‘95% confidence interval’ for k. Roughly 
speaking, this means that there is an about 95% 
chance that the unknown parameter value k lies in 
the interval. Strictly speaking, this holds before the 
experiment is done. Once the experiment has been 
done, F is or is not in the interval, and we can no 
longer talk about a probability. This is why one talks 
about ‘confidence’. More exactly formulated, a 95% 
confidence interval means that if the sampling were 
repeated many times, in the long run 95% of the 
confidence intervals would contain the unknown 
value of p. 

Example 1. Suppose a sample of size n = 50 is 
drawn from the population of Dutch women above 
65 years and body weight is measured. The mean of 
body weight in the sample is f = 67.3 kg and the 
standard deviation is s = 5.2 kg. The standard error 
then is SEM = s / Jn = 5.2/J50 = 0.73. The approx- 
imate 95% confidence interval for the unknown mean 
body weight in the population is: 2 f 1.96 X SEM = 
67.3 + 1.96 x 0.73 = 67.3 f 1.4 = 65.9 kg to 68.7 
kg. The conclusion is that based on this study one 
can be 95% ‘confident’ that the unknown F lies 
between these bounds. 

Example 2. 
Suppose one is interested in the prevalence n of 

osteoporosis in the population of Dutch women above 
65 years. In a sample of size IZ = 200 women 24 
cases of osteoporosis are observed. Then the esti- 
mated prevalence is p = 24/200 = 12%. The corre- 
sponding standard error is SE(p) = J(12 X (100 - 
12)/200) = 2.3%, and the approximate 95% confi- 
dence interval for rr is: p &- 1.96 X SEC p> = 12 + 
1.96 x 2.3 = 12 + 4.5 = 7.5% to 16.5%. 

In most cases the level of confidence is chosen to 
be 95%. There is however no special reason for this 
choice. Another level of confidence may be obtained 
by choosing another value for k (Table 1). For 
instance, a 99% confidence interval is obtained by 
taking k = 2.58, and a 90% confidence interval by 
k = 1.64.The interval x” rf: SEM gives a 68% confi- 
dence interval. The larger the chosen level of confi- 
dence, the wider the confidence interval will be. The 
width of a confidence interval depends on the level 
of confidence and the magnitude of the standard 
error. The width of the confidence interval depends 
on the sample size n through the standard error of 
the mean s/,/n. If n increases, the width decreases 
proportionally to l/Jn: i.e., to halve the length of 
the interval, the sample size must be increased by a 
factor of 4. 

So far, approximate confidence intervals have 
been presented. On the assumption that the distribu- 
tion of x in the population is Gaussian, it is possible 
to construct exact confidence intervals for k. The 
difference from the approximate one is that Student’s 
t-distribution is used to determine k instead of the 
normal distribution. It is beyond the scope of this 
Seminar to go into the details of this. For sample 
sizes above n = 30, the difference between exact and 
approximate is negligible. Also for a percentage 
exact confidence intervals can be computed. How- 
ever, the approximate approach described above is 
usually sufficiently accurate. 

4. P-values 

In the medical literature very often, appropriately 
or inappropriately, P-values are reported. A P-value 
always corresponds to a hypothesis (the ‘null hy- 



pothesis’) concerning the unknown value of a popu- 
lation parameter. Simply said, a P-value can be 
interpreted as a measure of evidence in the data 
nguir~t the null hypothesis. The smaller the f-value. 
the less plausible the null hypothesis is given the 
observed data. Therefore, if a P-value is mentioned. 
the reader first of all should ask what the correspond- 
ing null hypothesis is, otherwise one cannot interpret 
the P-value. Sometimes the P-value is even irrele- 
vant because the reader is not interested in the 
corresponding hypothesis. 

In the sequel the construction, definition and in- 
terpretation of the P-value are discussed. This will 
be done with the following example, based on Exam- 
ple 2. Suppose it is known that the prevalence of 
osteoporosis in the corresponding Belgian population 
is 6%. In the study of the example a prevalence of 
12% was found with standard error 2.3%. On the 
basis of the data observed in the study, is it possible 
to claim that the true prevalence in the Netherlands 
is higher than in Belgium? In statistical terminology 
the null hypothesis (H,,) becomes n = 6% and one 
wishes to quantify the evidence in the data against 
this null hypothesis. In order to do this, a ‘test 
statistic’ is used. In general, this test statistic has the 
following form: 

Parameter estimate - Parameter value if H, true 
z= 

Standard error 

In this case this is: Z = (I 2 - 6)/2.3 = 2.61. It is 
clear that if H, is not true, then Z will tend to have 
a large outcome (in absolute value), while if H, is 

obierved 
value 

Fig. 2. The approximate distribution of the test statistic Z if the 
null hypothesis is true: the standard normal distribution. The 
shaded area is the P-value. 

‘I‘ahle 2 
Some selected possible outcome\ of the test statJ\tic / and the 
corresponding I’-\ alnc 

0.00 I 
0.67 0.50 
I .2x 0.20 
I .(13 0. IO 
I .96 0.05 

2.33 I).02 
2.58 0.0 I 
3.20 0.00 1 

See Refs. [&IO] for a more extensive table. 

true the test statistic 2 will tend to have a small 
outcome (in absolute value). So a large observed 
value of Z indicates that the null hypothesis might 
not be true, while a small outcome of Z supports the 
null hypothesis. How extreme is the observed out- 
come Z = 2.61? In order to judge that, we consider 
the distribution of Z if the null hypothesis is true. 
From probability theory it is known that this distribu- 
tion is well approximated by a standard normal 
distribution: i.e., the Gaussian distribution with (r. = 0 
and u = 1. In Fig. 2 the graph of this distribution is 
given. As a measure of how extreme the observed 
value 2.61 of Z is under H,,, the shaded area in the 
figure is taken. This is the (two-sided 2> P-value. So 
the P-value is the probability on the null hypothesis 
that the test statistic takes a value at least as extreme 
as the value actually observed. From Table 2 it can 
be seen that the P-value corresponding to Z = 2.6 I 
is smaller than 0.01. This means that something has 
happened that was very unlikely under the null hy- 
pothesis, something that had a probability of less 
than 1%. This is why one argues that the null 
hypothesis is not true if the P-value is small enough. 
As a threshold value usually P = 0.05 is chosen. As 
soon as the P-value is smaller than this threshold, 
called the ‘significance level’. one claims that Ho is 

‘The P-value is called two-aided because large negative as 
well as large positive values are considered to be evidence that the 
null hypothesis is not true. If only large negative or only large 
positive values indicate that the null hypothesis is not true, the 
one-sided f-value might be taken. The use of one-sided P-values 
is very rare in medical articles. See Ref. [7] for a recent discussion 
of this topic. 
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not true. Of course, this might be incorrect, but the 
chance that this happens while H, in fact is true, is 
small (i.e., at most 5%). If one considers the risk of 
rejecting H, as too high, one can of course choose a 
smaller significance level (e.g., 0.01). If the P-value 
is smaller than the chosen significance level, one 
says that the test result is ‘statistically significant’. In 
our example it might be claimed that the true preva- 
lence of osteoporosis in the Dutch population is 
higher than 6%, and one says that the observed 
prevalence, p = 12%, is statistically significantly 
higher than 6%. 

In general, there is a close relationship between 
hypothesis testing and a confidence interval: the 95% 
confidence interval exists of all values of ~a for 
which the P-value of the test for H,: v = ITS is 
larger than 5%. In other words, the parameter values 
outside the confidence interval are statistically signif- 
icant, while the parameter values inside the interval 
are non-significant. 

Example 3. In order to investigate the difference 
in efficacy between two treatments A and B, 100 
patients were treated in a double-blind randomized 
clinical trial with treatment A and 100 patients with 
treatment B. The data are summarized in the table 
below. 

Treatment 
Outcome A 
Cured 30 
Not cured 70 
Total 100 

B Total 
40 65 
60 135 
100 200 

The question is whether on the basis of these data 
it is justified to claim that treatment B is more 
effective than A. The statistical null hypothesis then 
is H,,: nB - vA = 0, where nA and 7~~ are the cure 
probabilities corresponding to treatment A and B, 
respectively. The estimated cure probability is 30% 
for A and 40% for B. The corresponding standard 
errors are respectively 4.6% and 4.9%. The estimate 
of the difference between the cure probabilities is 
40% - 30% = 10%. To determine the standard error 
of this estimate, the statistical rule is used that says 
that the standard error of a difference is equal to the 
square root of the sum of the squared standard errors. 
So in this case the standard error is ,/(4.6* + 4.9*) = 

6.7% and the test statistic becomes: 2 = 10/6.7 = 
1.49. From Table 2 it follows that the P-value is 
somewhere between 10% and 20%. (Roughly this 
means that the probability of an observed difference 
between the cure probabilities larger than or equal to 
10% occurs with a probability larger than lo%, 
assuming that the two cure probabilities in fact are 
equal). Therefore the two cure probabilities are not 
significantly different, and, on the basis of these 
data, it is not justified to claim that B has a higher 
cure rate than A. 

5. Discussion 

Although the P-value has its merit as a measure 
of evidence against a certain null hypothesis, it has 
its limitations. This is certainly the case if it is given 
in simple statements as ‘P < 0.05’, ‘P > 0.05’ or 
‘P = NS’, as is frequently done. This reduces the 
result of a study to a simple ‘yes’ or ‘no’ answer, 
which is clearly an oversimplification and not very 
informative. For example, the evidence against the 
null hypothesis is much stronger if P = 0.01 than if 
P = 0.05, although both results are significant at 
level 0.05. Therefore, it is always advised to report 
the exact P-values. The main limitation of the P- 
value is that it does not explicitly refer to the magni- 
tude of the effect. Consider as an example a clinical 
trial comparing an experimental treatment with 
placebo treatment. If the estimated treatment effect is 
statistically significant, then the effect is not neces- 
sarily also clinically relevant. For example, the esti- 
mated treatment effect might be small but is never- 
theless statistically significant, due to a large sample 
size or a small variability in outcome measure. On 
the other hand, a statistically non-significant treat- 
ment effect does not necessarily imply that the treat- 
ment effect is zero. The true treatment effect might 
be of clinically relevant size, but statistical signifi- 
cance is not reached due to a too small number of 
patients or a high variability in the outcome variable. 
This is illustrated by the example in the previous 
section. The cure rate under treatment B is 10% 
higher than for treatment A, but the difference is not 
statistically significant. However, a true difference in 
cure rate of 10% would probably have been very 



clinically relevant, and it is obvious that even larger 
differences cannot be excluded. 

The confidence interval does not have these limi- 
tations. By giving a range of values, on the basis of 
the study data, in which the true value for the 
treatment effect may lie, it is more informative and 
easier to interpret. This is again illustrated by the 
example in Section 4. The 95% confidence interval 
for the true difference in cure rates between treat- 
ment A and B is 10% 1.96x6.7 = 10f 13.1% = 
( - 3.1%. 23.1%). This confidence interval gives an 
adequate description of the uncertainty about the true 
difference. A higher cure rate of 20% or more in 
favour of treatment B is not excluded by the interval. 
So it is immediately clear from the interval that the 
result of the trial is inconclusive. 

In this Seminar it was only possible to touch upon 
the most important biostatistical concepts used in 
medical articles. For a more detailed discussion and 
a broader introduction to biostatistical methods in 
clinical research, the reader is referred to Refs. [g- 
101. 
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