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Chapter 1

Introduction



2 Introduction

1.1 Official Statistics

Traffic and transportation statistics, as produced and published by Statistics Netherlands, aim to
describe relevant properties of real-world traffic states and transportation processes. Statistics
Netherlands, like other statistics-producing institutions worldwide, collects traffic and trans-
portation data from various sources, e.g., Rijkswaterstaat, Water, Traffic and Environment
(WVL), Customs, and private companies, using a variety of formats such as surveys and sec-
ondary databases. After collection, Statistics Netherlands processes the data and publishes
statistics on an annual, quarterly or monthly basis. The target audience includes various stake-
holders, such as governments, employer and employee organizations, industry associations, in-
terest groups, and science and education organizations.

The data collection process is widely perceived as an administrative burden by data providers,
notably firms such as carriers and forwarders. User requirements with respect to the detail and
frequency of publication further strain the data processing and statistical reporting. The tra-
ditional, questionnaire-based approach is rather time-consuming to collect and process, and
involves publishing periods of at least three months up to and including one year. The use of
secondary data sources partly copes with these challenges, but has the downside of making the
data collection and processing dependent on the operations and objectives of data suppliers.
If such data suppliers for some reason implement changes in their activities or abandon data
collection, then the production of official statistics could be seriously hampered. For example,
the formation of the European Union in 1993 led to the abolition of trade declaration forms, and
consequently to the canceling of an important source of information about international trade.

Moreover, the reporting of official statistics is largely on a sector-by-sector basis. This
format is strongly rooted in the overarching framework of the national accounts, but has the
disadvantage that related economic activities are often independently observed. In particular,
the interrelated activities by various supply chain partners are not fully observed, which may
leave economically relevant information unused and ignores a potential source of observational
efficiencies. Finally, current traffic and transportation statistics are of a rather static kind,
embodying highly aggregated information published at large time intervals. This feature is in
contrast to the highly dynamic nature of traffic and transportation processes, which may demand

flexible means of observation and frequent rates of publication.

1.2 Various Types of Transportation Data

In parallel to the survey-based data collection, recent years have seen the massive generation
of dynamic electronic traffic and transport information. This is a result of the rapid diffusion
of devices, such as loop detectors, Weigh-in-Motion (WiM), Automated Number Plate Recog-
nition (ANPR) cameras, Bluetooth, Global System Mobile Communication (GSM), and Global
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Positioning Systems (GPS). These various data capturing technologies differ with respect to the
quality of the collected data and usage cost. Some, like Bluetooth and GPS, allow collection of
information about travel times while others do not. Some can be flexibly used at any location,
while others, like WiM-systems, are bound to a particular location. These data are grouped
into three categories based on the characteristics of the different data sources: point data such
as loop detectors and WiM; point-to-point data or path data such as cameras, Bluetooth and
GSM; and route data such as GPS. Table 1.1 gives an overview of the various data capturing
technologies and their characteristics. These advanced monitoring systems provide Statistics

Netherlands with opportunities for collecting more detailed and more dynamic data.

Table 1.1: Summary of Traffic Data

Point Data Point to Point Data / Path Data Route Data
Loop Detector WiM Camera Bluetooth GSM GPS
Counts yes yes yes yes yes yes
Travel Time no no yes yes yes yes
OD matrix no no yes yes yes yes
Vehicle Type partially yes yes no no no
Location highway highway highway everywhere everywhere arbitrary point
Accuracy 1m 1m 2m 50m 100m 15m
Authorities NDW ILT VID/  Rotterdam Port/  Telecom TomTom
ARS VID Companies Garmin

1.2.1 Loop Detectors

Loop detectors are the most common technology used to collect traffic data. Loop detectors are
installed mainly in the pavement of the highway. In the Netherlands, a loop detector is installed
every 500 meters on a highway. Loop detectors are rare on urban or provincial roads, making
the traffic situation there quite hard to observe. Loop detectors offer information about traffic
flows, time mean speed (the average speed of a traffic stream passing a marked point along a
roadway measured over a specific period of time) and vehicle length. Based on the vehicle length
from loop detectors, one can distinguish three to five vehicle types, such as trucks and trailers.
But vans and cars are counted together, since the lengths of vans and cars are roughly the same,
which complicates the separation of vans from normal traffic. Loop detectors cannot observe
the origin-destination (OD) information directly. Their data are used to estimate OD matrices.
But the associated under-specification problem (Van Zuylen and Willumsen, 1980) leads to an
infinite number of feasible solutions, which renders its exclusive usage for OD matrix estimation
unsatisfactory. In the Netherlands, NDW (national data warehouse) collects and stores the loop

detector data.
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1.2.2 Weigh-in-Motion (WiM)

Weigh-in-Motion devices capture and record the axle weights and gross vehicle weights of ve-
hicles. Once a vehicle passes a WiM device, information such as speed, time, axle weight and
axle distance is measured. But the WiM device does not store data for vehicles with a length
of less than 7 meters. Based on this information, trucks are distinguished from passenger cars
and the types of trucks can be estimated. The data from a WiM device does not reveal OD
information. The data accuracy of WiM systems is within the range of one meter, which is
relatively high, compared to the other data capturing systems. Usually, the WiM device is
combined with a camera, which is called a WiM system in the Netherlands. The WiM system
captures the pictures of all trucks, including the number plates. In the Netherlands, ILT (In-
spectie Leefomgeving en Transport) collects the data of the WiM system. Only a few Dutch
WiM systems have been installed. Eighteen WiM systems have been installed on nine Dutch

highways (one for each direction).

1.2.3 Automated Number Plate Recognition (ANPR)

Automated number plate recognition (ANPR) data, commonly referred to as camera data, can
identify individual vehicles based on their number plates. Combining the recordings of different
cameras allows one to determine the routes of vehicles through the network, depending, of
course, on the coverage of the cameras. Video camera data can capture detailed information of
vehicles passing in a certain lane. Vehicle travel times can be estimated if two or more cameras
have been installed along a route. Obviously, ANPR offers quite detailed information including
traffic counts, OD information if sufficient cameras have been installed, vehicle types, and so on.
In the Netherlands, VID (the traffic information department), ARS T&TT (Traffic & Transport
Technology) and HIG Traffic Systems collect these data.

1.2.4 Bluetooth

Bluetooth scanners are becoming popular as a means of collecting traffic information since they
are widely used on board, and capturing the signals is relatively inexpensive. The flexibility
of Bluetooth scanners allows them to be installed throughout the road network. They capture
the Bluetooth signals of any Bluetooth devices on board of vehicles, once carrier vehicles are
within a range of approximately 50 meters. This spatial accuracy of Bluetooth scanners is
lower than that of loop detectors, Weigh-in-Motion, cameras and GPS, as illustrated in Table
1.1. This relatively low accuracy may result into data outliers. In order to remove the outliers,
statistical detection methods are used, such as the moving standard deviation algorithm (Quayle
and Koonce, 2010), the smoothed histogram algorithm (Haghani et al., 2010), and the box plot
filtering method (Schneider et al., 2009). Quayle et al. (2010) show the usefulness of Bluetooth

scanners for travel time measurements for a 2.5-mile corridor in Portland, USA. Bluetooth
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information can be used to estimate an OD matrix. But it is difficult to estimate the truck flow,
because not all vehicles have Bluetooth devices installed, and those that have them cannot be
identified by type of vehicle. In the Netherlands, VID and the Port of Rotterdam collect and
use Bluetooth data.

1.2.5 Global System Mobile Communication (GSM)

GSM data is provided by mobile phones within a certain radius using an antenna tower as the
center-point. The data includes time, antenna tower, and phone identification. Normally GSM
data is obtained only if phones are in use. At that moment, the signal is strong enough to be
received. However the phone signal may also be received even if the phone is not calling, though
it may be too weak to be accurate. Travel time and route information can be assessed from
GSM data while OD data is partially observable. Vehicle types are hard to separate from GSM
data and data accuracy is not that high, only about 100 meters. In the Netherlands, TomTom
collects GSM data from Vodafone and stores the data in its servers. Mezuro uses the Vodafone

network data for statistical research on mobility.

1.2.6 Global Positioning System (GPS)

The Global Positioning System is a space-based satellite navigation system that provides spatial
data of single vehicles, such as location (latitude, longitude), speed, time and direction. Such
detailed individual real-time data can describe traffic trajectories along temporal-spatial dimen-
sions, with a high observation frequency of 1575MHz (Raju, 2003). Through this, travel time,
origin-destination, and route information of each observed vehicle are available. However, at
present the penetration of GPS installed vehicles is quite low. Therefore the subset of vehicles
with GPS installed may not provide a representative sample of the actual traffic states on the
roads. In addition, the accuracy of GPS data is within 15 meters. Many factors affect the accu-
racy: surrounding conditions, number of satellites in view, distance from reference receivers, and
so on. Nevertheless, OD information derived from GPS data is much more accurate than that
from other data sources. Although registered GPS data can identify vehicles, it cannot recognize
the type of vehicle unless the registration of the data is linked to a vehicle specification. Thus,
without this specification information, separating trucks from passenger cars based on registered
GPS data is difficult.

There are two main reasons which restrict the availability of GPS data: commercial value
and privacy. Commercial value implies a cost to users. In the Netherlands, TomTom and Garmin
collect GPS data, including cars and trucks, and stores the data in their servers. This information
from vehicles with GPS is not offered for free. In other countries including China, Germany
and Austria, vehicles with GPS are a common method for collecting information about traffic

conditions, mainly from taxi companies. Their GPS data is not freely accessible. Additionally,
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privacy issues may arise either through customer confidentiality agreements or legal restrictions.
In most of the countries, companies that collect GPS data as part of the navigation services

they provide, are not willing to share this information.

1.3 Representation of Multiple Data Sources

The availability of multiple data sources in the road network attracts the attention of many
traffic and transportation companies. For instance, TomTom wants to use this rich data to
generate accurate traffic information, and to direct travelers to drive on roads with the lowest
travel time. Google buys various traffic data from different companies and maps the real-time
traffic information on Google maps, informing travelers about the current traffic situation in the
road network.

Besides road traffic information, the Port of Rotterdam is interested in the number of vehicles
traveling from origins to destinations to gain insight into the freight truck demand (NMmagazine,
2016). For that, they installed multiple data sensors in the areas of the A15 motorway which
are important to them, to capture flow data and to further estimate the traffic demand.

The A15 motorway in the Netherlands connects the so-called Maasvlakte - the most Western
port area of Rotterdam on the sea shore - with the German border. The A15 is heavily used
by trucks to transport cargo from the port region to destinations elsewhere in the Netherlands,
abroad and vice versa. The A15 motorway provides us with a concrete example of how differ-
ent data capturing technologies are used in combination with the aim of gaining insight into
transport behavior in the road network. The loop detector and WiM data have been obtained
from the Dutch Ministry of Infrastructure and the Environment. The Bluetooth data have been
collected during a pilot project called Roportis, which was initiated by the Port of Rotterdam.

Figure 1.1 is a map of a part of the A15 area, showing where different data capturing tech-
nologies are located: loop detectors, WiM systems and Bluetooth scanners. Camera locations
have not yet been included in 2012. Two WiM systems are placed on the secondary roads near
the A15. Bluetooth scanners are located near the motorway and parallel roads. There are 24
scanners in total. The locations of the Bluetooth scanners have been selected by the Port of
Rotterdam as the main points for freight transport in the port area. With the patterns plotted

from this available data, we can get a valuable insight into the travel behavior of vehicles.

1.3.1 Information from Weigh-in-Motion and Loop Detectors

Due to location restrictions, the Weigh-in-Motion systems in the Dutch highway network mainly
provide transport cargo weight data for each passed vehicles. The system cannot present network
information, although cameras are involved in the WiM systems. In contrast, loop detectors
cannot identify trucks, but they do give a general impression of truck flows and traffic flows.

The flows from loop detectors are representative for the network. Assuming the truck types in
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Figure 1.1: The locations of Bluetooth devices, WiM systems and loop detectors around
the A15 motorway. (Source: Reportis.com)

the network are similar to the truck types in WiM locations, we can have the average cargo
weight per truck per hour. By way of illustration, we present graphs of the average cargo weight
per truck and the occupancy rates of trucks, by hours of the day and days of the week in Figure
1.2(a). The results are obtained from WiM data collected in March 2010. For weekdays, we find
from Figure 1.2(a) that the ratio of weight and truck flow is much higher during the period from
20:00 to 05:00 am the next day than for the rest of the time. The patterns are a consequence of
the fact that during daytime, a range of commercial vehicles, including vans, light trucks and
lorries, travel on the roads, while during the evening hours and night time, there are mainly
heavy lorries with full loads, such as international transport from and to the Port of Rotterdam.
Additionally, Figure 1.2(b), plotted based on the WiM data in March and April, 2009, shows
that the occupancy rate of trucks on the A15 highway from the port area to the hinterland is
high during the early times of the day (00:00-07:00) and then gradually lowers as the network

presence of passenger cars increases.

1.3.2 Truck Trajectory Analysis based on Bluetooth Data

Bluetooth data may be used to improve the accuracy of the OD estimation of freight trucks,
since they identify individual vehicles and provide information about vehicle routes. Still, it may
be challenging to extract truck routes from these data. We illustrate this with the Bluetooth
recorded trajectories of two vehicles in Figure 1.3. Both charts have the scanner ID on the
vertical axis and the recording time on the horizontal axis.

Vehicle 1 is first detected in the early morning of July 5 2011 by scanner 5 on a secondary
road. It is observed to travel via the A15 (scanner 10) to another secondary road. After arriving
at a transit location, it waits for about two hours, possibly for loading and unloading, and then

travels back to the location nearby scanner 9 for another task. At about 12:50, the vehicle
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(b) Ratio between truck flow and traffic flow

Figure 1.2: Relation among weight, truck flow and traffic flow per hour.

drives to the Port of Rotterdam (scanner 16) and in the afternoon returns via the A15 to the
departure location. Based on the journey and the locations visited, one may infer that the
vehicle actually is a truck. In contrast, the trajectory of vehicle 2 is relatively simple. In the
early morning it drives in the direction opposite to the port area via a road parallel to the A15
and in the afternoon, around 16:00, it leaves the A15 area. In this case, there is no way to

infer anything about the type of vehicle. However, the Bluetooth data is sufficiently precise to
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(a) Trajectory of Vehicle 1

(b) Trajectory of Vehicle 2

Figure 1.3: Two examples of truck trajectories from Bluetooth data on July 5th, 2011

determine individual routes and to distinguish between the usage of motorways or secondary
roads.

1.4 Freight Demand Management

All these data can support decision making, taking the research of freight truck demand man-

agement as an example. The interpretation of freight truck demand in this dissertation mainly
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refers to the number of trucks travelling from an origin to a destination. The concept of an
origin and destination matrix (OD) is introduced in transportation planning to represent the
trip production and attraction from one zone to another during a certain time interval. Usually,
an OD matrix is taken as an input to the traffic assignment to obtain flow observations in the

road network.

1.4.1 Origin Destination Matrix

The trip production and attraction of freight vehicles, as part of the general vehicles, can be
represented in a freight truck origin destination matrix as illustrated in Table 1.2. The origins
are denoted as O; the destinations are denoted as D. The T% is the number of vehicles from

origin 4 to destination j in a certain time period.

Table 1.2: A Freight Truck Origin Destination Matrix

Zones 1 2 J 5 Production
1 T 12 T3 T1B o7
92 T21 T22 T2j T2/3 02
; il i Tis T8 o
g g T T s e
Attraction D!  D? .. DI ... DP T

note: D7 =37, 79, 0" =35, T, and T =3, T

The estimation and forecasting of freight truck OD matrices has become increasingly im-
portant over time (Afandizaden and Yadi, 2006; Li, 2009; Shan and Li, 2008). Freight vehicles
contribute significantly to network congestion and air pollution (Stanley et al., 2009), and their
activities adversely affect the pavement substantially more than other road users. Insight into
their journeys greatly enhances our understanding of which links in the road network, both
primary and secondary, are influenced by developments at origins and destinations and to what
extent. Traffic operators can use freight truck OD information to guide freight vehicles arriv-
ing at easily congested destinations, such as port areas and other logistic hubs, or to alleviate
traffic congestion in the network through demand management. For instance, they may provide
logistics companies with information about optimal time slots for loading and unloading trucks,
thus enabling them to align their departure times and routing decisions (Ma et al., 2010). Fur-
thermore, freight truck OD information can be useful for future infrastructure design, such as
decisions whether and where to build extra terminals, or to evaluate the logistic consequences

of the economic development of certain regions.
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1.4.2 Origin Destination Tuples

The vehicles traveling along an OD pair to fulfill demand are usually assumed to be homogeneous
and the trips of vehicles are asumed to be independent. However, in reality vehicle trips are
inter-related. One vehicle may contribute to time dependent OD matrices several times a day,
according to its schedule or travel plans. Commuters travel from home to work in the morning
and back home in the afternoon. Trucks with multiple tasks drive from a distribution center to
a store and later to a port area, for instance. The drivers have to find a rest area after driving
for two hours.

In practice, the traditional definition of OD matrix lacks a behavioral basis and trip-based
model structure (Kitamura, 1996). This traditional setup ignores the fact that people plan
ahead and choose attributes of each trip (including mode, destination, and departure time)
while considering the entire trip chain, not each individual trip separately (Kitamura, 1996). To
estimate OD matrices in the field of traffic engineering, link flows observed from loop detectors
are taken as a main data source. The loop detector on each link simply counts the number of
vehicles passing by. Thus, one reason for the ignorance of the trip chain in the OD matrices
could be the anonymous loop detector data, which cannot identify vehicles.

Meanwhile, another research stream of travel activity-based research digs into individual
travel behavior, such as activity schedules and travel choice. Jones et al. (1990) provide a
comprehensive definition of activity analysis: it is a framework in which traveling is analyzed as
daily or as multi-day patterns of behavior, related to and derived from differences in life styles and
activity participation among the population. They take into account the fact that travelers have
travel plans as a trip chain, such as HWH (from home to work and back) and HWH+(work tour
with at least one additional stop for another activity) (Bowman and Ben-Akiva, 2001). Survey
data (Stavins, 1999; Kroes and Sheldon, 1988) is the main information source supporting this
research. Although surveys may demonstrate some trip chains of travelers, the sparseness of
survey data is an issue restricting the presentation of travel behavior. It is consequently hard to
estimate OD matrices from patterns of behavior and to use the survey data as input for dynamic
traffic assignment. Hence, the scope of the patterns of behavioral research is normally limited
to the demand side, ignoring the road network.

Due to conceptual differences and data capturing limitations, there is no link between OD
matrices in transportation planning and trip chains in behavioral activity-based research, al-
though many similarities and potential benefits have been shown. We introduce the concept of
Origin Destination Tuple (ODT) to represent traffic demand. A tuple as used in set theory is a
sequence of elements. An Origin Destination Tuple is a sequence of OD pairs within a certain
time period, which represents a trip chain in the road network. The traditional OD pair is
obviously the simplest case of an ODT.

An ODT is an ordered set of OD pairs: a number of vehicles with the same entry and exit

points on the road network. Clustering travelers with the same travel pattern from a geographic
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point of view during a certain time period actually takes some individual travel behavior into
account. ODT brings the travel demand from the aggregated level to the disaggregated behavior
level. It does not only address the issue of the anonymous vehicles from an origin to a destination,
but also focuses specifically on the trip chains of vehicles with the same travel pattern.

For example, in the network of part of the A15 motorway in the Netherlands, illustrated in
Figure 1.4, the traditional OD data for a whole day could be 6000 vehicles for in3 — out4 and
5000 for in6 — out7. But in practice there are 500 vehicles among these demand data traveling
with the trips of first in3 — out4 and then in6 — out7 as an ODT. Consequently, the demand
data should be with three OD tuples instead of two OD pairs: 5500 vehicles for in3 — out4,
4500 for inl — out4, and 500 for in3 — out4 ~ in6 — out7.

out7 in6 outh out4 in3 in2

out8 inl

HS7  HS6 HS5 HS4 HS3 HS2 HS1

Figure 1.4: Part of A15 motorway from Hoogvliet to Havens

In the short term, forecasting ODT's can help to better understand the interaction between
discrete trips and real travel behavior in the network. For the long term, transport policies such
as road pricing or tolling systems to improve the travel situations may also benefit from the use
of ODTs.

1.4.3 Research Questions

The two main data sources for statistics offices to generate annual official statistics are surveys
and secondary databases. Also for freight statistics, they send out questionnaires and analyze the
sample data. In the field of transportation management, there are several types of monitoring
data available. Thus, the main general research question in this thesis is: how to use these
captured monitoring data of freight transport to generate official statistics?

Narrowing down to freight truck demand management, research sub-questions arise from two
aspects. One is related to the freight truck OD matrix. What are the proper methods, such as
information methods and Bayesian inference, to estimate the freight truck OD matrix based on
available information? If we want to forecast the freight truck OD matrix, which method can be
aligned with the estimation methods? How to evaluate the estimated and forecasted demand?

The other aspect is about the multiple data sources. How to integrate multiple data sources
either from surveys or from monitoring systems? Do multiple data sources help to improve the

estimation accuracy of the demand?
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1.5 Contributions of this Dissertation

This dissertation has theoretical, methodological and practical contributions to the field of freight

transportation statistics.

1.5.1 Theoretical Contributions

The main issue this dissertation addresses is the connection between official statistics and trans-
portation management. Official statistics are mainly based on bottom-up methods. Organiza-
tions which produce official statistics usually obtain the data, plot the data to understand the
patterns, and publish the patterns. Transportation management is usually carried out through
a top-down approach. Researchers observe phenomena, model the phenomena, and use data
to validate the proposed model. This dissertation combines these two approaches and takes
advantage of the observations for transportation management to update traditional statistics.
In addition, the concept of Origin Destination Tuple as a sequential dependence of the OD
matrices is introduced taking advantage of path flows. This concept bridges transportation
modeling which considers only OD pairs, and activity-based model research (Cascetta, 1984;
Bell, 1991; Bierlaire and Toint, 1995) that focuses on travel behavior with the trip chain concept.
ODTs actually bring extra uncertainty to the under-specification problem for the estimation
and forecasting. Taking advantage of monitoring systems that are able to identify trip chains
of vehicles, the path flows from identification devices such as cameras, significantly decrease the
uncertainty due to the OD tuples. To our knowledge, this concept is introduced and tested in

the freight transportation field for the first time.

1.5.2 Methodological Contributions

This dissertation has several methodological contributions. Firstly, it shows how data fusion
brings benefits to freight transport, particularly when different data sets are involved, such
as survey data and monitoring data. Traditional surveys consist of a rich content. Taking
surveys for logistics companies for instance, there is information on departure time, arrival time,
location, travel mode, cargo weight and so on. But it requires manpower and time to fill in
data. In 2010 surveys are sent out twice per year by Statistics Netherlands. The response rate
is around 60% in total. In 2015, the response rate has increased to 80% due to on-line surveys.
Comparing with surveys, advanced monitoring systems can capture data automatically, thereby
providing data in seconds for the whole day. With a certain capture error, the road network
is full of flow information. However, the variety of advanced monitoring systems is limited.
Loop detectors can provide link flow data during a certain time, mean flow data and length
of vehicles. Cameras with identification function can capture more information, but limited to

number plates and path flow data. Combining survey data and monitoring data extends the
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data collection methods. Surveys collect data with various variables and advanced monitoring
systems collect data continuously.

Secondly, the method of Kullback-Leibler divergence proposed in Chapter 3 generalizes the
information minimization method to estimate OD demand. Comparing with the information
minimization approach (Van Zuylen and Willumsen, 1980), the Kullback-Leibler divergence
method better represents the underlying concept of information minimization for estimating
the OD matrix and relaxes the assumption implied by Stirling’s approximation. The Stirling’s
approximation is feasible when flow data is large. For the situation where the flow data is small,
the Kullback-Leibler divergence method has lower average deviations between the estimated
demand and the ground truth demand than the information minimization method. Thus, the
Kullback-Leibler divergence model is regarded as a generalized approach of the information
minimization method.

Thirdly, the dissertation demonstrates the feasibility of applying hierarchical Bayesian net-
works to estimate and forecast freight truck demand. In Chapter 4, the normal distribution and
the log-normal distribution are applied in the framework of hierarchical Bayesian networks. An
analytical approach is applied in the case of normal distributions, which leads to very fast compu-
tations. But the symmetric shape of the normal distribution may under-present the probability
of a large number of trips. Log-normal distributions avoid these disadvantages. But a simula-
tion approach has to be applied to the log-normal model, such as the Gibbs sampling nested by
the Metropolis-Hastings sampling. This requires extensive computing resources. In addition,
Chapter 5 contributes the approach to forecast the next-day demand. The multi-process model
associated with auto-regressive dynamics is first applied to forecast transportation demand, to
our knowledge. This model has the advantage of taking the demand in several previous days
into account, giving each pre-defined scenario of combination of the previous days’ demand a
prior probability, and coming up with posterior probabilities for each scenario. Usually, one of
the scenarios gains a unit probability, and the rest has zero probability. In the case of same
scenarios, they will share the unit probability with the same proportions of the prior probabili-
ties. With this multi-process model, people’s experience is taken into account in the pre-defined
scenario. The observed data together with errors update the prior probability and end up to
the most likely scenario.

Lastly, this dissertation explicitly takes measurement errors into account when conducting
the modeling. The observation error in most relevant research (Maher, 1983; Hazelton, 2000;
Castillo et al., 2008a; Zhou and Mahmassani, 2006) is additive. The underlying assumption of
additive errors is that whatever the problems are in the detectors, the errors stay the same. In
our model of log-normal distributions, multiplicative errors are proposed, which actually relaxes
the underlying assumption. These multiplicative errors represent the percentage failure of each

device.
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1.5.3 Practical Contributions

The results of this dissertation can be used by statistics offices to update transportation databases
with more accurate and recent data. The OD demand of on-ramps and off-ramps can be ag-
gregated to a certain area with the same postal code or even a city. The aggregation could be
along space and time, such as monthly demand or yearly demand. The relationship between
official statistics and transportation planning is illustrated in Figure 1.5. The prior freight de-
mand information from the statistics offices, associated with observations in the road network,
is taken as an input to the OD estimation approach. The output of the estimated OD matrix is
aggregated to get freight demand statistics. The use of the observation data could reduce the

administrative burden by statistics offices and produce accurate information.

Official Transportation
Statistics Planning
QObservations
in the Road
Metwork
L 4
Pnor_Dngln Q0D Estimation
Destination Approach
Matrix PR
Freight Demand |
Statistics h

Figure 1.5: Relation between Official Statistics and Transportation Planning

From the product point of view, statistics offices process the historical data to get the useful
information published, so they may not be interested in forecasting. But from the methodology
point of view, forecasting methods can be applied to deal with missing data and to smoothen
historical data, which is aligned with the goal of statistics offices. In addition, statistics offices
nowadays would like to have information reported or published in a more efficient way. That
is why they are interested to make a step forward to more detailed real time information. In
the near future, if statistics offices want to publish real time data, they must do the short term
forecasting first. With the forecasting model and the coming data, statistics offices are able to
have an efficient data reporting system. With the real time information, statistics offices can do

more than right now.
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1.6 Outline

The outline of this dissertation is presented schematically in Figure 1.6 and discussed in more
detail in this section. This dissertation consists of six chapters.

Chapter 2 gives an overview of the methods used to estimate freight truck demand. There
are two main approaches: one is point estimation, such as maximum likelihood, least squares and
information methods; and the other is distribution estimation, such as the Bayesian inference
methods. This chapter compares these two approaches. The distinction between the anonymous
link flows observed from loop detectors and the path flows from cameras or Bluetooth scanners
which can identify vehicles are described.

Chapters 3 and 4 address the issue of freight truck demand estimation. Chapter 3 extends the
work of Van Zuylen and Willumsen (1980), in which an information minimization method was
utilized. In order to get insight into their research and relax their assumptions, we introduce the
Kullback-Leibler divergence approach and show that these two methods are strongly connected
from a mathematical point of view. The Kullback-Leibler divergence approach generalizes the
information minimization method with fewer assumptions.

In order to relax the assumptions in Chapter 3 even further, such as independence of the link
flows and no measurement errors, a stochastic approach is taken. Chapter 4 applies hierarchical
Bayesian networks to estimate the stochastic freight truck demand, taking historical data as
prior information and multiple sensor data as evidence. To model the freight truck demand,
two situations are discussed. One is that all quantities follow normal distributions, where an
analytical approach is sufficient to obtain the posterior demand. The symmetric shape of the
normal distribution may under-present the probability of a large number of trips. Therefore, the
log-normal distribution is applied as another alternative associated with multiplicative errors.
The multiplicative errors represent uncertain scales. The case study on the A15 motorway
illustrates the proposed hierarchical Bayesian networks.

The goal of Chapter 5 is to forecast day-to-day freight truck demand. The framework
setting is with hierarchical Bayesian networks, and further involves a multi-process model to do
the forecasting. The model is able to identify the right demand weights among several proposed
scenarios. A concept of origin destination tuple additionally is introduced to represent the trip

chains of vehicles. Chapter 6 concludes the dissertation.

1.7 Cooperation Contributions in Each Chapter

Statistics Netherlands funded this research. Dr. Chris de Blois is the supervisor from Statistics
Netherlands, helping me to conduct interviews with the right people in Statistics Netherlands,

providing the necessary data, and coordinating the relevant support.



1.7 Cooperation Contributions in Each Chapter 17

Ch.1 Introduction

!

Ch.2 State of the Art

Multiple Freight
Data Demand

™ M

, !

Freight Demand Estimation
Ch.3 Chd Ch.5
Information Hierarchical Freight Der_nand
Methods & Bayesian Forecasting
Kullback-Leibler

Networks

Divergence
A
Ch.6

Conclusion and
Recommendation

Figure 1.6: Outline of the Dissertation

In Chapter 2, I have summarized the statistical methods of OD estimation, associated with
different types of detector data. On top of the static route proportion for link flows, Dr. Roelof
Kuik and I proposed the route proportion associated with the path flows, from cameras for
instance. This approach is based on the Hadamard product of the route proportions for link
flows, from loops for instance. Prof. Leo Kroon, Dr. Jan van Dalen and Prof. Henk van Zuylen
gave comments on this chapter and polished my texts.

In Chapter 3, I have reviewed in detail the information minimization method for OD estima-
tion (Van Zuylen and Willumsen, 1980). To relax the assumptions in the paper, Dr. Roelof Kuik
and I have proposed another information measure, called Kullback-Leibler divergence method.
Mathematically, I have shown the connection between these two methods. Practically, the re-
sults from the case study demonstrates the feasibility of the Kullback-Leibler divergence method.
Prof. Henk van Zuylen and Dr. Jan van Dalen devoted their effort on the methodology check.
Prof. Leo Kroon and Dr. Chris de Blois provided their feedback and polished my texts.

In Chapter 4, Prof. Henk van Zuylen suggested implementing the Bayesian inference for
demand estimation. I set up the Bayesian framework for OD estimation, together with Dr.
Roelof Kuik. Two distributions of errors, normal distributions and log-normal distributions,
are proposed. After deriving the posterior demand based on these two distributions, I have
conducted a case study with the Markov Chain Monte Carlo simulation, Gibbs sampling and

Metropolis-Hasting sampling. A part of this chapter has been published. T was the first author,
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together with Dr. Roelof Kuik and Prof. Henk van Zuylen. Prof. Leo Kroon, Dr. Jan van
Dalen and Dr. Chris de Blois gave comments on this chapter and polished my texts.

In Chapter 5, I came up with the idea of demand forecasting in the Bayesian framework.
Dr. Roelof Kuik and I proposed the innovative concept of the origin destination tuple, which
was supported by Prof. Henk van Zuylen. This proposed concept connects the travel activity
model and the transportation planning. I have implemented the state-space model associated
with the auto-regressive model, the Kalman filtering and the multi-process model to forecast
the demand. To my knowledge, there is no paper to apply the multi-process model to forecast
demand. Dr. Roelof Kuik and Dr. Jan van Dalen devoted their efforts on the methodology
checking and the case-study adjustment. The initial version of this chapter has been published.
I was the first author, together with Dr. Roelof Kuik and Prof. Henk van Zuylen. Prof. Leo

Kroon and Dr. Chris de Blois gave comments on this chapter and polished my texts.
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2.1 Introduction

There are two ways to define freight: one is based on freight vehicles and the other is based on the
commodities transported. Consequently, determining a freight OD matrix has two approaches:
one is the vehicle-trip-based approach and the other is the commodity-based approach. The
vehicle-trip-based approach focuses on the movements of freight vehicles. The idea is to use
data captured on the roads, mainly loop detector data, to estimate a freight truck OD matrix.
The commodity-based approach, in contrast, focuses on the flow of transported cargo. Due to
the inability to model empty trips, where the complexity of transportation activities and the
confidential nature of cargo information are involved, the application of this approach is limited.

Additionally, the use of multiple data sources for traffic OD estimation, especially Automatic
Vehicle Identification (AVI) data, has emerged in recent years. In principle, AVI data makes
it possible to distinguish trucks from other vehicles and vehicles can be traced from one AVI
location to another. Furthermore, the path flow data obtained from AVI may increase estimation
accuracy substantially (Dixon and Rilett, 2002; Zhou and Mahmassani, 2006).

In this chapter, the classical problem of OD matrix estimation is demonstrated. Papers with
the vehicle-trip-based approach are reviewed from both the modeling and the solution point
of view. Two general estimation methods, point estimation and distribution estimation, are

discussed. Following this, the use of freight flow data from multiple data sources is demonstrated.

2.2 Linear Relation between Origin Destination Ma-
trix and Flow

The general relationship between the observed flow and the origin-destination (OD) demand
makes use of route proportions. Denote the flow at link a as V,, the OD demand from origin
i to destination j as T%, the route proportion at link a from origin i to destination j as A
(in some cases, the route proportion is dependent on the flow.), and the error term as F,. The

so-called flow-demand equation is formulated as follows.

Vo= AUTY 4+ B, (2.1)

ij

Using matrix notation, flows are represented as a column vector with length n, V' =
[Vi,...,V,]. The OD demand T is a column vector with length m = «- 3, where « is the number
of origins and § is the number of destinations. The demand with a format of a column vector can
be obtained by stacking the columns of an OD matrix like Table 1.2, TT = [(TY)T,...,(T*)"]T.

The route proportion as A is with a matrix of n x m, A = [A¢],xm. The error term is a column
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vector with length n, ET = [Ey, ..., E,]. The relation is expressed as follows.
V=AxT+E (2.2)

Traffic assignment is applied to determine the route proportions A. There are four main

approaches to determine these proportions for trip generation, illustrated in Table 2.1.

Table 2.1: Classification of Static Traffic Assignment
Congestion Effect Modeled

NO YES
) e . NO  All-or-Nothing Deterministic Equilibrium
Random Utility Route Choice Modeled YES Stochastic Stochastic Equilibrium

First, the All-or-Nothing rule applies the shortest path method without considering conges-
tion. The shortest path is one of the key technologies used in distributed route guidance systems.
It is concerned with finding the shortest path from a specific origin to a specific destination in a
given network, while minimizing the total distance, time or cost associated with the path (Deng
and Tong, 2011). Well-known algorithms, including Bellman’s dynamic programming algorithm
(Bellman, 1956), Dijkstra’s algorithm (Dijkstra, 1959) and Bellman-Ford’s successive algorithm
(Bellman, 1956; Ford and Fulkerson, 1962), are referred to as standard shortest path algorithms.
For navigation systems, which can track and trace the trajectories of vehicles, the A-star algo-
rithm (Kumar and Kumar, 2011) is more suitable. This algorithm improves Dijkstra’s approach
by maintaining a heuristic estimate of how close a given node is to the best route. This is
provided by calculating the Euclidian distance to the destination at every node (Jenkins, 2007).
Bell (2009) introduces the hyper-star algorithm as a multi-path A-star algorithm for risk averse
vehicle navigation. The hyper-star algorithm takes travel time reliability into account, and can
deliver all paths that may be optimal. It overcomes the shortcomings of the A-star algorithm
which offers only one path.

Second, in the deterministic equilibrium assignment a distribution of trips over multiple
routes may arise if it is assumed that the traveler chooses the shortest route. The key assump-
tion underlying the user equilibrium (UE) assignment model is that each traveler has perfect
information concerning the attributes of the network and each traveler chooses a route that
minimizes travel time or travel costs, such that all travelers between the same origin and desti-
nation have the same travel time or cost (Wardrop, 1952). Equilibrium methods take account
of the volume-dependency of travel times and result in the calculation of link flows and travel
times. Equilibrium flow algorithms require iterating back and forth between assigning flows and
calculating travel times (Sheffi, 1985). A variational inequality formulation is usually applied to
solve the network user equilibrium problem (Friesz et al., 1993; Wu et al., 1994; Ran and Boyce,
1994).
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Third, stochastic assignment distributes the trips between two zones over several routes
connecting those zones, making assumptions concerning route choice behavior. This approach is
mainly useful for the analysis of traffic during non-congested periods. The definition of stochastic
assignment is that all travelers choose their perceived shortest path from origin to destination
without taking the effects of congestion into account. The stochastic assignment model assumes
that the value of the generalized travel time that a traveler attaches to a route, known as
travel time, follows a probability distribution. The average of this probability distribution
generally equals the generalized objective travel time. The standard deviation of the probability
distribution is a measure for the behavioral differences between travelers.

Fourth, the stochastic user equilibrium assignment (SUE) or Wardrop (1952) principle com-
bines the properties of the stochastic assignment and the deterministic user equilibrium assign-
ment (Daganzo and Sheffi, 1977). This model is based on the assumption that travelers have
imperfect information about network paths and vary in their perceptions of the network at-
tributes. In the road network, there are many alternative routes that can be used to travel from
a single origin zone to a single destination zone. Often, trips from various points within an origin
zone to various points in a destination zone will use entirely different major roads to make the
trip. Also, individuals will judge each alternative in a different way. These mechanisms cause
many paths between origin and destination to be used, even if link costs are assumed to be
independent of link flows. SUE leads to an equilibrium in which no traveler can improve his
perceived travel time by unilaterally changing routes (Wardrop, 1952).

In this thesis, a static route choice model without congestion effect is applied, as Viti and
Corman (2012). The contributions focus on the demand estimation.

Furthermore, the error term in Equation (2.2) may be from different sources, such as ob-
servational devices and traffic simulation. The first type of error is labeled as observation error
or measurement error (Zhou and Mahmassani, 2006), which results from disruptions of the de-
vices, for instance. The second is from the route choice mapping. The inconsistency of the
shortest paths in the traffic assignment and the real travel behavior in the road network leads
to a difference between the observed flow and the expected flow.

Due to the fact that the dimension of observed flows defined by the number of links n is
much less than the dimension of an unobserved OD matrix m in Equation (2.2), estimating an
OD matrix based on link flows is an under-specified problem (Van Zuylen and Willumsen, 1980).

This under-specification increases the uncertainty of getting an accurate OD matrix.

2.3 Origin Destination Matrix Estimation Model with
Traffic Data

The estimation of the traffic OD matrix has been subject to research for about three decades.

There are two main approaches to model the OD matrix estimation: point estimation and
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distribution estimation. In statistics, point estimation involves the use of sample data to infer
a single value that serves as a best guess or a best estimate of an unknown, fixed population
parameter. Distribution estimation aims to predict the random variables. Point estimation can
be done with maximum likelihood, least squares and maximization of entropy or minimization
of information methods. Distribution estimation is done with Bayesian inference and Kalman
filtering.

Other methods that have drawn attention are variational inequality (Nie and Zhang, 2008),
gradient approximation (Frederix et al., 2011) and Thompson estimation (Zhang et al., 2010).
Most of the research uses loop detector data, while some of the most recent research combines
this with AVI data, such as camera data or Bluetooth data. Table 2.2 presents an overview of

the literature.

Table 2.2: Summary of OD Estimation Literature

Loop Loop & AVI Loop & Survey
Spiess (1987)
Maximum Cascetta and Nguyen (1988) Watling (1994)
Likelihood Nihan and Davis (1989)
Point Watling and Maher (1992)
Estimation Generalized Li and Moor (2002) Asakura et al. (2000) Cascetta (1984)
Method Least Squares Zhou and Mahmassani (2006)
Information ~ Van Zuylen and Willumsen (1980)
Method Van Zuylen (1981)
Bayesian Inference Hazelton (2008) Van Der Zijpp (1997)
Distribution Chang and Wu (1994)
Estimation Kalman Ashok and Ben-Akiva (2000) Dixon and Rilett (2002)
Method Filtering Lin and Chang (2007) Barcelé et al. (2010)

Zhou and Mahmassani (2007)

2.3.1 Point Estimation Methods

Point estimation is used to determine a single value which serves as a best estimate of an un-
known population parameter. Maximum likelihood and generalized least squares are the two
common methods to arrive at point estimates. Information and entropy in information theory
(Brillouin, 1956; Cover and Thomas, 2006) are measures of the average uncertainty in a random
variable (Cover and Thomas, 2006). The optimum value is obtained by minimizing the uncer-

tainty.

Maximum Likelihood

The maximum likelihood determines values of the model parameters that have the highest
likelihood to give the observed data. This method was applied mainly in early studies of OD
matrix estimation by Spiess (1987), Cascetta and Nguyen (1988), Nihan and Davis (1989),
Watling and Maher (1992), and Watling (1994).
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Spiess (1987) applies maximum likelihood in a convex programming problem, in which the
elements of an OD matrix are assumed to be outcomes of flow observations with a Poisson
distribution with an unknown mean. He ignores the connectivity and topology of the network
and defines his likelihood function solely in terms of a set of independent observations on each
OD pair (Hazelton, 2000). Nihan and Davis (1989) estimate an intersection OD matrix by
minimizing the error between observed and predicted exiting counts. Watling (1994) applies
maximum likelihood to a partial registration plate survey, in which all possible combinations
of the observed data are considered. At that time, since the maximum likelihood cannot be

obtained analytically, alternative numerical techniques were applied.

Generalized Least Squares

The least squares method minimizes the sum of the squared deviations between a prior OD
matrix and an estimated OD matrix, based on the observed flows. It became popular in the
eighties and the beginning of the nineties, and has been applied by many researchers: Cascetta
(1984), Carey and Revelli (1986), Cascetta and Nguyen (1988), Bell (1991), Bierlaire and Toint
(1995), Yang (1995). Estimators based on least squares have the advantage of being relatively
easy to solve mathematically. Especially for larger problems, such as the simultaneous estima-
tion of OD matrices for several time steps in large networks, this methodology gives a feasible
solution. Additionally, the least squares method gives the same results as maximum likelihood,

if normal distributions of the OD demand variables are assumed.

Information or Entropy based Method

Van Zuylen and Willumsen (1980) and Van Zuylen (1981) gave an approach to generate the
most likely OD matrix based on maximization of the entropy of the trip matrix or minimization
of the information with respect to a prior OD matrix. Assuming that there are no errors in the
observations of the link flows and independence among the flows in the highway sections, they
formulate the equality of the assigned and the observed traffic flows on the links of the network.
Willumsen (1984) extends the entropy approach with a scaling factor of the flow observations

to estimate an OD matrix.

2.3.2 Distribution Estimation Methods

Distribution estimation methods take the stochastic nature of freight demand into account. The
parameters of the distributions represent the features of the sample data. A Bayesian inference
method is a typical distribution-based approach. In general, Bayesian inference methods can
deal with all kinds of distributions.

Bayesian inference

Bayesian inference updates a prior OD distribution based on the flow observations to generate
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a posterior OD matrix. This approach reduces the overall uncertainty of the estimates by
producing posterior distributions for the parameters as well as predictive distributions for future
OD flows (Perrakis et al., 2011). The approach began gaining popularity in the middle of
the nineties, due to a paper by Tebaldi and West (1998), although Maher (1983) had already
introduced this method to estimate OD matrices. Later, many researchers contributed to this
method, such as Hazelton (2000), Li (2005), Sun et al. (2006), Castillo et al. (2008a), Hazelton
(2010) and Perrakis et al. (2011).

Maher (1983) assumes a multivariate normal distribution of a prior OD matrix and consid-
ers normally distributed errors in the observations. This makes the computations very fast. Li
(2005) applies a Bayesian method to deal with the under-specification problem. He states that
a Bayesian analysis provides a research framework by specifying prior demand that amounts
to introducing extra information based on accumulated knowledge. He uses an expectation
maximization algorithm to overcome the problem of an analytically intractable likelihood. In
addition, Bayesian Networks are applied by Castillo et al. (2008a) to represent the relation be-
tween OD demand variables, where linear relations of each layer in Bayesian Networks are built
up. In order to deal with empirical distributions, Tebaldi and West (1998), Hazelton (2010) and
Perrakis et al. (2011) propose a Markov Chain Monte Carlo (MCMC) simulation in Bayesian

inference methods to estimate the OD matrix.

Kalman Filtering

Kalman filtering is widely used to adapt model parameters in a rolling horizon to the measured
characteristics of the modeled reality. This method usually considers a state space and induces
observable values. The relationships for the dynamics of the states and how the states induce
observations may include errors. These errors are usually assumed to have normal distributions
making computations easy and efficient. Chang and Wu (1994), Ashok and Ben-Akiva (2000),
Dixon and Rilett (2002), Zhou and Mahmassani (2007), and Barcel6 et al. (2010) use Kalman
filtering to estimate and predict dynamic OD matrices.

Zhou and Mahmassani (2007) present a structural state-space model to systematically incor-
porate regular demand pattern information, structural deviations and random fluctuations. By
considering demand deviations from the prior estimate of the regular pattern as a time-varying
process with a smooth trend, a polynomial trend filter is developed to capture possible struc-
tural deviations in the real-time demand. An optimal adaptive procedure is proposed based on
a Kalman filtering framework, to capture day-to-day demand evolution, and to update the prior

demand pattern estimates using new real-time estimates and observations obtained every day.

2.3.3 Discussion

Compared with point estimation methods, Bayesian inference treats parameters as random

variables, instead of single realizations. Bayesian inference considers prior information and
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determines the posterior distribution of the parameters, conditioned on the observed data. The
core characteristic of Bayesian inference is the updating of prior beliefs to obtain posterior belief
(Greenberg, 2008).

Maximum likelihood, least squares, Bayesian inference and Kalman filtering show great
similarity in their basic mechanisms if normal distributions are assumed for the errors. Kalman
filtering and Bayesian methods are popular for OD estimation and prediction due to the recursive
method of updating estimates based on new (recent) data. Kalman filtering, where normality
dominates distributions, is a special case of recursive Bayesian estimation (Koopman et al.,
2012).

2.4 Capturing Freight Flow by Multiple Data Sources

The general linear relation between flows and demand is well known. This flow-demand equation
is connected by the route proportion. Multiple data sources bring different ways to capture flows
including link flows and path flows. The route proportion of the path flows is discussed, which

is different from the one of the link flows.

2.4.1 Link Flows Obtained from Loop Detectors and Weigh-in-
Motion Equipment

Loop detectors record the total traffic flow on a link during a certain time interval. They can
record passing vehicles and register characteristics, such as weight and length, which may be
used to estimate the share of trucks among the total number of vehicles. If we denote the
observed truck flow over loop detector [, for a given time period as V;, and the link proportion
that is the share of trucks passing detector & when traveling from origin i to destination j as

A;Z , then the relationship between the observed truck flow and truck OD trips is:

Vi, =Y A7 TV 44, (2.3)

ij
The error term ¢;, could be assumed with zero mean and a certain variance. Weigh-in-Motion
equipment is installed in a limited number, only nine locations in the Netherlands, for instance.

Thus, estimating OD matrices only based on the truck flow data from WiM is inaccurate.

2.4.2 Path Flows Obtained from Cameras and Bluetooth Scan-

ners

Cameras have the advantage of capturing the vehicle identification: trucks can be recognized

when passing cameras during their trips. These identified continuous recordings recognized by
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the set of cameras on the highways reduce the uncertainty in the OD demand. The set of cameras
which identify the paths is denoted as c;...c,. The relationship between path flow W, ., from

cameras and OD trips T% is:
Wcz...cy = § AZCV . Tij + 5cz...cy (24)
ij

where the route proportion A¢. . is the share of trucks passing a set of cameras Cy-Cy

y
when traveling from origin 4 to destination j.

Bluetooth scanners can identify devices on-board of vehicles using their 16 digit MAC ad-
dresses. The method to obtain the trip flow from Bluetooth scanners is similar to cameras.
Wh,...b, denotes the path flows from a set of Bluetooth scanners b,...b, and Azi by is the share

of trucks passing a set of Bluetooth scanners when traveling from origin ¢ to destination j:

Wh,..b, = ZAZJJM T + ey, .0, (2.5)

Regarding the characteristics of Bluetooth data, there are at least three disadvantages when
compared with cameras. First, incomplete flow data may arise when no Bluetooth devices are
on board of a freight truck. Vehicles without Bluetooth devices will not be visible for Bluetooth
scanners. This incomplete information could be captured by the error term in Equation (2.5).
Second, vehicles may carry multiple Bluetooth devices that lead to redundantly captured infor-
mation. Current Bluetooth systems are able to filter multiple signals. Third, Bluetooth devices
cannot be directly related to the type of vehicle, implying that trucks cannot be distinguished
from the traffic flow. A solution may be to estimate the proportions of Bluetooth recordings
coming from trucks and other vehicles. This could be done by looking at camera data at loca-
tions where both cameras and Bluetooth scanners are available. The estimated proportion is

assumed to apply to all the links.

2.4.3 Route Proportion associated with Path Flows and De-

mand

Link flows usually cannot determine the exact OD demand, because the rank of the route
proportion matrix A is not full in most of the cases, with many ones in each row. These
ones make it difficult to estimate OD demand. When vehicles can be identified, we can do
a little better by processing the counts and therefore obtain more detailed information about
OD volumes. The path flows from the identification function cannot exactly represent the OD
pairs, if the devices are not located at all origins and all destinations. The combined use of
identification devices can reduce the number of ones in each row of the route proportion matrix,

which decreases the uncertainty in the OD demand.
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To illustrate the concept of the route proportions in the case of link flows and path flows, a
small artificial road network with four OD pairs and three links is presented in Figure 2.1. On

each link, a loop detector and a camera are installed.

Figure 2.1: Small Network for Explaining the Route Proportion

T
The OD pairs are summarised as T = (TAC TAD  TBC TBD> . Loop detectors are

T
located on the three links. So the link flows can be represented as V; = (Vl1 Vi, le) .

Following the linear relation V' = A - T, the route proportion matrix A is defined as:

TAC
Vi, 1100 AD
V| =111 | e (2.6)
Vi 0101 TBD

It shows, for instance, that trucks traveling from B to C' and trucks going from B to D are
captured in the flow recorded at loop detector ls. The equation also shows that trips 7% cannot
be uniquely identified based on the three flow recordings Vj,, Vi,, and Vj,, which illustrates the
underspecification problem.

Cameras do allow one to identify the trips in this network, by combining the recordings from
different devices. Given the three available cameras, seven possible combinations exist: ¢, ca,
c3, ¢1C2, c1c3, cocs, and cicocg. The recorded flows of these combinations are denoted as Wy,
Weay, Wes, Weieo, Wetes, Weaes, and Weyeaes, where Weyeo, for instance, is the number of trucks

recorded by cameras ¢; and c¢p. The flow-demand equation for these combined camera flows is:

Wer 0000

Weo 001 0f /4

Wes 000 0f[ 4

Weiea =110 0 0 TBC (27)
Weaes 000 1|\ 5o

Weies 0000

Wclc203 0100

Clearly, not all combined camera flows contribute to identifying OD trips: no trucks are
recorded solely by camera ¢; or camera cs, nor by the combination of cameras ¢; and ¢3. Thus,
three pieces of combined flow information, Weica, Weaes, and Weyeaes, suffice to uniquely identify
the OD trips in this example. Due to the specific location of camera 2 and the identification

function of cameras, camera 2 is able to capture the demand from B to C, associated with Wea.
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Comparing the route proportion matrix for link flows in Equation (2.6) and the route pro-
portion matrix for path flows in Equation (2.7), there are more ones in the route proportion
matrix for link flows than for path flows. Path flows thus reduce the uncertainty to estimate
OD demand.

Path flows and link flows are clearly not unrelated. In fact, the route proportions for path
flows can be obtained from those of the link flows. Denoting the route proportion of each device
as D, the route proportion of single loop detector [} or single camera c¢; without identification
function is denoted as Dy = (1 1 0 0), which is the same as the first row from the route
proportion matrix A in Equation (2.6). The same principle holds for the other devices: Dy =
(1 11 1)and D3 = (0 1 0 1). Dy, Dy and D3 are the rows of the route proportion
matrix in Equation (2.6).

The route proportion of path flows based on the route proportion of link flows is obtained
through element-wise matrix multiplication, the so-called Hadamard product (Shao et al., 2014),
represented by o. If a camera c is not triggered, then the associated vector of route proportions
may be defined as D, = ¢ — D,, where ¢ is a vector of ones of appropriate length. For instance,
Dey =1—Dey =(1111)=(0101)=(1010). The element-wise multiplication of the

appropriate route proportion vectors gives the vector associated with a particular path. For

C3

instance, the triggered camera 1 and camera 2 are associated with the route mapping A¢icoe,:

T T T

AC1(:233 = DC1 o DCz OEC;; = = (1 0 0 0)

(=R el
—= = =
(= =

The same principle is applied to other route proportion of valid path flows:

T T T

Azieses = Dey © Dey 0 Doy = =0 0 0 1)

o= O O
]

[ S S
[}

= o = O

Acyeses = Dey © Dey 0 Dey = =0 1 0 0

[}

—_ = = e
o

= O = O

S O = o=

Az coz = 561 © De, Oﬁcg = =0 0 1 0)

= = O O
— = =
o
O = O =
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These four route proportions are the same as the route proportion matrix in Equation (2.7).
If the set of cameras cannot offer the valid path flow, there are zeros in the corresponding route
proportion. For instance, if the set of combined cameras consist of only one camera c;, the

associated mapping A. ze, has:

AC15253 = D61 Oﬁcz Oﬁcg = = (0 0 0 O).

S O = =
S O O O
[¢]
= o = O

In general, having n cameras installed, there exist 2" —1 possible combined camera recordings,

for which the associated mappings can be derived as described.

2.5 Multiple Data Sources for Origin Destination Es-
timation

With the development of technology, different data collection devices have been introduced.
These devices capture different characteristics of transport data. Automatic Vehicle Identifi-
cation (AVI) data has attracted research interest for estimating OD matrices. AVI is used to
collect OD information about vehicle movements between detector stations or key locations in
the transportation network. The advantage of exploiting AVI data for extracting information on
networks is its extreme flexibility and possibility to cover a large part of links with a relatively
small share of the total demand chaptured (Viti and Corman, 2012).

Zhou and Mahmassani (2006) estimate OD matrices by extracting the link-to-link informa-
tion from AVI counts in fixed locations of AVI, without considering the optimal locations of
the AVI devices and without estimating the penetration rates of AVI devices. They develop a
joint estimation method based on the ordinary least-squares model, taking errors into account,
such as model assumption errors, sensor errors, sampling errors, aggregation errors and dynamic
traffic assignment estimation errors. They argue that it is advantageous to locate AVI detectors
in major OD demand zones with large traffic attraction or production in order to capture the
essential OD distribution pattern in the network. Furthermore, Zhou and List (2010) discuss
the selection of the AVI locations and the maximization of the expected information gain for
OD matrix estimation, considering several important error sources, such as measurement errors
and assignment errors. A scenario-based, stochastic optimization procedure and a beam search
algorithm were developed to find suboptimal point and point-to-point sensor locations subject
to budget constraints.

Others, like Dixon and Rilett (2002) and Asakura et al. (2000) addressed the added value of

AVT data for OD estimation, using generalized least squares and Kalman filter approaches and
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least squares, respectively. Dixon and Rilett (2002) addressed the issue of market penetration

rates using AVI and counts data.

2.6 Conclusion

In this chapter, the methods for estimating OD matrices have been reviewed. There are two
approaches: point estimation and distribution estimation. Maximum likelihood, least squares
and information methods belong to the point estimation approaches; Bayesian inference and
Kalman filtering are distribution estimation approaches. The main advantage of distribution
estimation is that it takes the stochastic features of flows and demand into account. Bayesian
inference is able to update the prior information to obtain posterior belief.

In addition, link flows and path flows are introduced, associated with the linear relation
between flows and demand. The route mapping of loop detectors has been developed to link
flows and demand. Based on the route proportion of link flows, the route proportion of path
flows is proposed through element-wise matrix multiplication, the so-called Hadamard product.
In such a way, a mapping with the combined use of cameras can be obtained.

Building on the literature review, the following chapters further develop the methodology

for estimating OD demand and demonstrate the use of multiple data sources.






Chapter 3

Kullback-Leibler Divergence Method
for Freight Truck OD Estimation



34 Kullback-Leibler Divergence Method for Freight Truck OD Estimation

3.1 Introduction

Because demand management is so important in the field of transportation, it helps if decision
makers are able to get insight into travel behavior in the road network. Usually, demand is
unobservable, while we can only capture flow data in the network. A proper estimation method
is required to obtain an accurate OD demand. Nowadays, different types of devices are installed
in the network to capture the flow data. These new data sources may help to get high-quality
demand data.

In this chapter, information methods are applied to estimate a freight truck OD matrix.
Van Zuylen and Willumsen (1980) and Van Zuylen (1981) proposed an information minimiza-
tion approach. In their approaches, a Stirling’s approximation is applied which requires large
flow data. In order to elaborate the theoretical background of their papers and relax the ap-
proximation method, the relative entropy or Kullback-Leibler divergence approach, another
information method, is described. Mathematically, the information minimization method and
the Kullback-Leibler divergence approach appear to have a strong connection. In addition,
Van Zuylen and Willumsen (1980) applied only loop detector data, while we take multiple data
sources into account, such as cameras in addition to loop detectors. The path flow data from
cameras for instance can improve the quality of the estimated OD matrix, which is shown by a
case study.

Research questions arise such as what are the connections and differences between the in-
formation minimization approach and the Kullback-Leibler divergence approach; whether the
Kullback-Leibler divergence approach is a proper method to estimate demand; and what is the
benefit of using multiple data sources to estimate OD demand. Based on a case of the Al5
region in the Netherlands, we illustrate how different data capturing technologies are actually
implemented, and demonstrate the benefit of these multiple data sources for estimating a freight

truck OD matrix.

3.2 Review of the Information Minimization Method

In an early study, Van Zuylen and Willumsen (1980) reached an estimate of an OD matrix
through information minimization and entropy maximization. The under-specification issue
associated with OD matrix estimation arises from the fact that the information available in the
counts on the links is insufficient to determine a complete OD matrix. Choosing a trip matrix
that adds as little flow information as possible seems reasonable (Van Zuylen and Willumsen,
1980). The work of Van Zuylen and Willumsen (1980) on estimating the most likely OD matrix
starts from Brillouin’s information measure in information theory (Brillouin, 1956).

Van Zuylen and Willumsen (1980) measure the difference between a prior OD matrix and

an estimated OD matrix. The information I, (Brillouin, 1956) contained in V,, vehicle counts at
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a link a, with n¥ vehicles traveling from origin ¢ to destination j via a, and a prior probability

g7 of a vehicle traveling from i to j via a is expressed as:

(qidymd
Lo=—In [ Va!]] e (3.1)
g !
()

The total number of vehicles travelling from i to j via link a, nfzj, can be written as a

proportion A% of the total number of vehicles going from ¢ to j. V, is the summation of n¥ over

ij.

ni =T Al (3:2)
Vo=Y nd =Y 1947 (3.3)
i i

The qflj in Equation (3.1) is a prior probability of a vehicle traveling via link a from origin i
to destination j. This probability is normalized over all vehicle counts on link a from the prior
OD matrix t¥.

o
g = A

P= (3.9

where

S0 Y 10AY
ij

In view of Equations (3.2) and (3.4), the information on link a can be expressed as a function

of the actual demand, as follows:

o\ T AY
iJ AY L
L) =~ |V ] (t SA“> JTIr 4y (3.5)
ij @ ij

Considering the complexity of calculation, Stirling’s approximation is applied by Van Zuylen
and Willumsen (1980) to approximate the factorial part, In X! = X In X — X. Thus, the infor-

mation on a link can be formulated as in Equation (3.6).

o T .
I(T) ==Y TYAJn ( VtSa )
ij a

(3.6)

Note that the application of Stirling’s approximation is applied to the situation where the
factorial part is a large number (Nemes, 2010). It means that Van Zuylen and Willumsen (1980)
assume that the link flows are always large. For the case where there are small link flows, such

as night time, this approximation may lead to less accuracy.
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Further, assuming that link flows in the highway sections are independent, we have the total

information I over the network as:

ij Aid TS,
I(T):_ZZT]AGJIH<M¢H) (3.7)
a ij )

subject to
Vo= T9AY (3.8)
ij

This independence actually ignores the network structure. Summing the information about
all vehicles on each link of the network is not proper. Usually, the network is fixed with a
certain number of links, while the number of vehicles on each link varies case by case. This will
be further addressed in the next section.

Since the expression of information I(T') is concave in the variable T for both the objective
and constraint parts, Lagrangian relaxation is applied. Lagrangian relaxation uses a Lagrangian
factor to account for the equality constraints between the observed and allocated traffic flows
on the links. A new function ¢(7, \), where T = (T%);; and A = (\q), is set up with variables
T and .

max o(T, \) Z Z T A4 ln

a

@ Z Ao Z TYAY — (3.9)

By partially differentiating the Lagrangian over T% and \,, respectively, Van Zuylen and
Willumsen (1980) arrive at the estimated OD trips by updating a prior OD matrix with multi-
pliers X,. Since Equation (3.9) is convex either in 7% with a fixed A, or in A\, with a fixed 7%,

it has only one maximum value.

T — i fogj/g” (3.10)

a

X, = Va-(+x)

g = Aid
; f

S TUAT -V, =0 (3.11)

ij
The idea expressed in Equation (3.10) is that the prior trips ¢ are updated through the
multipliers X, and the route proportion AY divided by ¢“, the number of times that a trip
between i and j is detected. The multipliers involve the Lagrangian factor \,, and the ratio of
observed and prior expected link counts V,/S,. Substituting Equation (3.10) into (3.11), the

estimated demand T% can be obtained in principle. But Equation (3.10) is in the form of a
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posynomial (Duffin et al., 1967), where the power of a matrix is a matrix as well. It is impossible
to solve the formulas analytically. The approach proposed in Van Zuylen and Willumsen (1980)
often does not converge.

In order to relax the assumption of the Stirling’s approximation and to have a proper
approach to model the information measure in the network, the Kullback-Leibler divergence

method is proposed in the next section.

3.3 Kullback-Leibler Divergence to Estimate OD De-
mand

The Kullback-Leibler divergence method (Kullback and Leibler, 1951) is also called informa-
tion measure or relative entropy method in probability theory and in information theory. The
Kullback-Leibler divergence (Cover and Thomas, 2006) is a non-symmetric measure of the dif-
ference between two probability distributions P and @Q. Typically, P represents the true distri-
bution of data, observations, or a precisely calculated theoretical distribution, while the measure
@ represents a prior, theory, or approximation of P.

The original idea of connecting OD trips and link flows is done through an experiment:
randomly selecting one vehicle and assigning the vehicle to the road network. The probability
of the vehicles having the OD pair (4, 5) is 7% /T, where T% is the number of trucks with OD
pair (i,7) and T is the total number of trucks in all OD pairs. Given counts on a link a, the
probability of a truck having OD pair (i, ) is the conditional probability, denoted as p(ij|a),
which is proportional to the joint probability of OD pair (4,j) and link a, p(ij,a). The joint
probability is the product of the route proportion p(alij) (or pid ) and the probability of an OD
trip at (4,7), p(4,7). The concept indicates that the demand follows a multinomial distribution.

T

plij,a) = plalij)p(ij) = AY - — (3.12)

The conditional probability p(ijla) is proportional to p(ij,a) and is given as:

y ij,a ij,a alij)p(ij T Al
plijla) = PE:9) _ P(J'I'), I IJA)/p'fJ)M - . (3.13)
pla) Xy (@5 a) Yy p(aldi)p(is) Y, TV AL

Thus, the probability of vehicles from OD matrix Tj; contributing to the flow on link a is
expressed as §
T4 AY

Va

P(ijla) = (3.14)



38 Kullback-Leibler Divergence Method for Freight Truck OD Estimation

Denoting the probability that trucks from OD pair 4j in the prior OD matrix ¢t/ appear on
link a as Q(ij|a), we have -

Qijla) = <2 3.15)
Zi’j’ ' Ay’

Thus, the divergence is represented by the expected number of extra counts required to get
the probability of the real OD matrix 7% when using an assignment probability based on a prior
OD matrix t7. The Kullback-Leibler divergence of the discrete probability distribution of each
vehicle at link a, denoted as Dk, 4, is expressed in Equation (3.16). It measures the difference
between P(ijla) and Q(ij|a), given the prior OD matrix t¥ and the estimated OD matrix T

of a single truck in link a.

Dir,a(T) =Zl (SEZ} ;) P(ijla )—ZTZZL’ In (fj‘f“) (3.16)

ij

Assuming an independent network structure without correlations among link flows, the
Kullback-Leibler divergence of each vehicle over the road network is simply the summation
of Dir,,q(T) over all links:

ij AL i
Dg (T ZDKLa ZZT]A (ij‘ia> (3.17)

subject to
Vo= 3T A7
ij
To find the maxima and minima of Dy (T') subject to the equality constraints, Lagrange
relaxation is applied. Denoting the Lagrange multipliers for each link a as A4, the new objective

function is presented in Equation (3.18), with two variables T% and \,.

e =SS (G DS e

Differentiating (T, ), where T = (T%);;, over the variable 7%, we have the expression of
the estimated OD matrix 7% in Equation (3.19).

OF(TY,\,) = Ad  (TYS, T”A” L o
szvaln _ + +ZAA

-y A, (G >+Z—(1+A V)
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i Ad | Va ij
T8, Ay
In H<tijv ) :_27(1"')\11‘/11)
iGN\ Da A/ Va AV, ij
v Va Ag
( i ) = H (Sia) Oxp[* Z 70(1 + /\ava)}
Hence,
T = ¢ T] X4/ (Veg™) (3.19)
Xo = %6_(1+A“V“)
, Al
ij _ fa
g g v,

Equation (3.19) gives the optimal 7% as a function of \,. Closed form expressions of both
T% and ), cannot be easily obtained. In Section 3.5 a Genetic Algorithm is proposed to find

numerical approximations of the optimal values.

3.4 Connection between Information Minimization
and Kullback-Leibler Divergence

The information minimization method applied to the OD estimation starts with a physics inter-
pretation that vehicles travel on the link @ in a road network where the probability of vehicles
traveling from ¢ to j is given by qu as in Equation (3.4). Based on the information minimiza-
tion method, the information for all vehicles on link a is expressed as I,(7"). This link-based
information is aggregated to the network level through Stirling’s approximation. Summing the
information about all vehicles of the network is not suitable. In order to have relatively stable
information measures, it could be suitable to add up the average information of vehicles per
link. In such a way, it allows to represent the network structure. Denoting the information of

each vehicle in a link as I, Equation (3.6) can be updated in Equation (3.20).

s, ) (3.20)

’ 1 .. .
1,(T) = =— —TYAY1 —
=2 =Yg d (o
Mathematically, the expression for information at each link I, in Equation (3.6) used by
Van Zuylen and Willumsen (1980) has a strong connection with the expression of Kullback-

Leibler divergence at each link D% in Equation (3.16):

Vi Dicpo(T) = —I(T). (3.21)
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Consequently, the expressions for the estimated demand 7% from the information method in
Equation (3.10) and from the Kullback-Leibler divergence in Equation (3.19) are quite similar.
There are two main differences. One is that the Lagrangian factor )\, in Equation (3.19) is
multiplied with a factor V,. It can be simplified if we assume a new Lagrangian multiplier \' =
AoV The other is that the mapping A is scaled by the flow V,, in Equation (3. 19) Comparlng
the exponents of A%/ > A% in Equation (3.10)

Equation (3.19), the difference between these two approaches is small when the dev1at10ns of

the flows varying among links are limited. The difference could be large when the deviations of

the flows significantly vary among links.

3.5 Kullback-Leibler Divergence Method with Mul-
tiple Data Sources

Different data sources have distinct characteristics. Here, we consider the link flow data from
loop detectors and the path flow data from cameras. The information for freight truck OD
estimation is contained in a set of freight flow observations. The observation set consists of
information from independent link flows. Due to independence, the set could be extended to
have both link flow data and path flow data, generated from multiple data sources besides loop
detectors, such as cameras and Bluetooth. Starting from the Lagrangian expression of link flow

information V;, from loop detector [,, on this link, and path flow information W, indicated

z.e-Cy

by several cameras c,...cy, we get the following equation:

@(TU >\l >\cz ..Cy)
AZ] TZ] T ]Slr

_Z V ti +Z)‘l (Z TZ]A”

Ag Tii TSI
¢ A g S e (DT W)

c ..c
Cg...Cy Loty Cg...Cy

where,

S, =Y 94y

ij

_ Z ij Aij
Scx.”cy - t Acwmcy
i
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From partial differentiation over T, we have

Oe(T N\, s Acy.cy)

oT
Al Tii g Al 5
1 Ly l P
= L] — z N AY
Vi n(‘/lzt”>+%:vlz+%: o
n Z A::chy 1 T/L‘jSCz..-Cy + Z AZCJsz + Z A Al
S i T CooCy Ay e,
oy Cx...Cy ch___cyTZJ i WCa;---Cy s yiiCy...cy
=0
Thus,
i AY i Aoy /Weg.c
I H (TL]S.l?) lz/vlq; H TZ]SCIN.c_y. Y Y
0 Vit ey Wey..cytV
AY e,
:—Z L+ AL VL) Z(lﬂcz Weio)) o
Co Cz...Cy
Thus,

Tii ) Sty AL Vit Sy ey Ay oy Wes.cy

ij
() ()
la Slz Cp...Cy Scw'“c'y
4 AV,
o _Z(IHM”)VZZ exp = ) (L A, W)
v Cg...Cy x---Cy
Hence, the estimated truck ODs T is found as follows:
TNy Aey.ey) = 19X TTXP) /Y T (X, ) A Weaen” (3.22)
lI 4 Cg...Cy
where,
ij y . ;
Xij - H le Al,E/Vlgcg'J H M A, ey [Weg..oyg
0= S 5
Lo v Cp...Cy Cx--Cy
X;’Z — (AL V)
X — o (HAepcy Weg.cy)

Cy...Cy
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Al Al
o Ca.-:Cy
N DS
e V” Cu..Cy WCI Cy
In addition, by partial differentiation over A, and A.,. .,, we have
850(Tij7>‘lz7)‘m--» 'z) ij A1F
5 Ll = NCTUAY —V, =0 (3.23)
= b
QW(T >\lz7 z---Cy
T crecy) ZT”ACZ ey~ Wepcy =0 (3.24)
---Cy

3.6 Genetic Algorithm to Find OD Demand

Combining Equations (3.22), (3.23) and (3.24), the OD matrix 7% cannot be solved analytically
as indicated in Section 3.2. Additionally, there are several issues during the OD estimation.

First, the underspecification problem that the number of equations is less than the number
of variables leads to multiple solutions for the OD matrix.

Second, either measurement errors or assignment (A4; 7 and AY ) errors may exist, which

Crnny
violate Equations (3.23) and (3.24). Involving errors in the observations means bringing un-
certainty to the measurements. The more different devices, the less consistent the observation
data.

Third, there may exist inconsistencies of different data sources and inconsistencies of in-flows
and out-flows. The inconsistency of in-flows and out-flows of a node in the road network can
be eliminated using fuzzy reasoning (Kikuchi et al., 2000) or a likelihood estimator (Van Zuylen
and Branston, 1982). The first approach assumes that each observation is a member of a fuzzy
(uncertain) set. The volume that is consistent and fits as well as possible to the observed data
(maximum membership to the set) is used (Kikuchi et al., 2000). The other approach assumes
that traffic counts have a certain probability distribution and estimates the consistent traffic
volumes as the most likely volumes (Van Zuylen and Branston, 1982).

In order to deal with the three issues mentioned and to have at least one solution from the
feasible solution space, the deviations between the estimated flow and the observed flow are
minimized as illustrated in the following equations. Substituting the expression of 7% into the
minimization functions, the Lagrangian multipliers of two data sources, loops and cameras, can

be obtained.

min} (Vi = DAL T 00 Aesy))? (3.25)
Tl ij

min Z Cq...Cy ZACI cy' )\ll,/\rl (1,))2 (326)

cg..c
T gy

Since the expression of T% (A, Ac,..c,) in Equation (3.22) is in the form of a posynomial

(Duffin et al., 1967), it is hard to solve the optimization problems by non-linear programming.
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A heuristic approach is an option. There are three main characteristics of heuristic approaches:
easy to learn, easy to implement, and generally efficient. But they do not guarantee finding an
optimal solution. Heuristic approaches can be applied to many general problems, because they
do not rely on rigorous mathematical characteristics. Among the heuristic approaches, such as
simulated annealing, tabu search, genetic algorithm and ant colonies, we chose one of the general
methods to solve Equation (3.25) and (3.26), which is a Genetic Algorithm (GA).

A Genetic Algorithm is a global search heuristic, a particular class of evolutionary algorithm
that uses techniques inspired by evolutional biology such as inheritance, mutation, selection and
crossover. The general procedure starts with a set of solutions called population. Then GA
evaluates the fitness of each individual in the population. All such things can be handled as
weighted components of the objective function, making it easy to adapt GA to the particular
requirements of a wide range of possible objectives. However, GA also brings criticisms. First,
it is hard for GA to handle repeated fitness function evaluations for complex problems (Mitchell
et al., 1997), which is often the most prohibitive and limiting issue of artificial evolutionary
algorithms. Finding the optimal solution to complex high dimensional problems often requires
very expensive fitness function evaluations. In some real world problems, a single function
evaluation may require several hours to several days to complete the simulation. Second, the
stop criterion in GA is not clear. In many problems, GA may have a tendency to converge
towards local optima or even arbitrary points rather than the global optimum of the problem
(Mitchell et al., 1997).

3.7 Case Study of the A15 Motorway

A case study numerically demonstrates the use of multiple data sources for estimating demand
based on the Kullback-Leibler divergence together with a Genetic Algorithm. To show the added
value of path flows, six scenarios of different combinations of detectors are designed. A test of
the estimated demand being sensitive to the prior information involved in the Kullback-Leibler

divergence method is carried out.

3.7.1 General Settings

This case study considers part of the A15 motorway in the Netherlands, which connects the Port
of Rotterdam to Germany. Statistics Netherlands has freight truck demand data for this area
aggregated at the level of three-digital postcodes around the A15 motorway. The areas with the
three-digital postcodes are illustrated in Figure 3.1 using the software MapPoint.

Part of the A15 motorway, from Hoogvliet (east) to Havens (west) within the three-digital
zones 307 and 308, the same section as the test bed in Ma et al. (2010), is selected for further
study. This area is quite nearby the port and has a stable geography, which is suitable to be
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Figure 3.1: Three-Digit Post Code Areas around the A15 Motorway

used as a test bed. There are seven highway sections, four on-ramps (inl, in2, in3 and in6) and

four off-ramps (out4, outh, out7 and out8), illustrated in Figure 3.2.
out? in6 outd out4 in3 in2

out8 inl

HS7  HS6 HS5 HS4 HS3 HS2 HS1

Figure 3.2: Part of A15 motorway from Hoogvliet to Havens

A prior OD matrix is derived from the demand data for zones 307 and 308 in Figure 3.1
from Statistics Netherlands. The data refer to the morning peak of March 11th, 2008. Each
three-digit postcode area includes several on-ramps and off-ramps as origins and destinations.
The prior OD data have been obtained by splitting the demand equally to the on-ramps and
off-ramps within each area. This leads to an approximate prior OD matrix as shown in Table
3.1.

Table 3.1: Prior OD Matrix from Statistics Netherlands

outd outh out?7 out8

inl 2014 1869 1696 1236
in2 1989 1877 1699 1236
ind 1200 1862 1588 1236
in6 - - 1696 1236

In addition, we take an OD matrix on this motorway from previous work of Ma et al. (2010)
as the ground truth matrix shown in Table 3.2. This ground truth matrix is used to evaluate
the estimated demand.

The link flows from loop detectors and path flows from cameras are generated based on the
ground truth demand, taking the error terms in Equation (2.3) and Equation (2.4) into account.
These error terms are assumed to follow normal distributions with zero mean. The path flows
are assumed to be more accurate than the link flows, so the variance of the link flows is set to

be 50 and the variance of the path flows is set to be 1.
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Table 3.2: Ground Truth OD Matrix
outd outh out?7 out8

inl 1709 1527 1401 1569
in2 2295 2569 2105 2357
ind 3549 3275 3638 3163
in6 - - 1576 1362

3.7.2 Estimation Accuracy among Six Scenarios with Kullback-
Leibler Divergence Method

The proposed Kullback-Leibler divergence method is applied together with the settings of GA.
To consider the influence of the different combinations of detectors, six scenarios are designed

with three randomly selected locations. The detectors are added up step by step.
1. only loops on highway sections 3, 4 and 6;
2. full coverage of loops;
3. only cameras on highway sections 3, 4 and 6;
4. full coverage of cameras;
5. full coverage of loops plus cameras on highway sections 3, 4 and 6;
6. full coverage of both cameras and loops.

Table 3.3 gives an overview of the relationship among six scenarios. The horizontal axis
represents the number of loop devices from non loops to the full coverage of loops. The vertical
axis is the number of cameras. Scenarios 2, 5 and 6 take the full coverage of loops as a base
to add on cameras. There is no such scenario between scenario 4 and scenario 6 that has full
coverage of cameras plus three loops. Full coverage of cameras can identify demand properly.

Whatever the number of loops is added up may not have a big influence.

Table 3.3: Six Scenarios

Cameras
Full | sce 4 - sce 6
HS3,4,6 | sce 3 - sce b
Non - sce 1 sce 2

Non HS3,4,6 Full Loops

To evaluate the demand estimation accuracy among the six scenarios, the average deviation
between the ground truth demand and the estimated demand in different combinations of de-
tectors is taken as the criterion. The results are demonstrated in Table 3.4. The second column

in the table is the prior demand from Statistics Netherlands; the third column is the ground
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truth demand as a benchmark; the column with |%]| is the absolute ratio between the estimated
demand and the ground truth demand. The last row gives the average relative differences over
the 14 OD combinations. Table 3.4 illustrates that the scenario with only three loops on the
highway has the largest average deviation, 40%, between the ground truth demand and the
estimated demand. When more loops are added to cover the whole network, the average devi-
ation reduces to 15.44%. If cameras are installed on the highway sections 3, 4 and 6, together
with a full coverage of loops, the average deviation slightly decreases to 12.44%. The reason of
the insignificantly decreased deviations from scenario 2 to scenario 5 could be that the limited
number of cameras, offering the path flow, cannot cover the rest of the freedom from the link
flow data. Furthermore, in the scenario with full coverage of cameras and loops, the average
deviation is as low as expected, only 0.32%.

Due to the fact that cameras measure the path flows, allocating three cameras on highway
sections 3, 4 and 6 gives better demand information, leading to an average deviation of 35.21%,
than 40.00% from the situation with three loops. The scenario with full coverage of cameras
has the lowest deviation, only 0.04%, which is even lower than that from the scenario with the
full coverage of both cameras and loops. It can be argued from the fact that the flow data from
loop detectors has a much higher variance which stretches the estimated result in the wrong

direction.



47

3.7 Case Study of the A15 Motorway

00'2SPT 08°60T 01'95€ vE0LE 9T'FT 2e11e anfep uopoung
gz'0 [ $0°0 LV'LT S6'€T £L'8% uoreIAS(] 9FeIAY
¥2'0 ¥2'0 ¥0'2T 66'92ST c00 202981 98'L 10°69%T €LFT  RGTIST  G8'9T 99'L2LT z9eT 1 8-9
$T°0 FT°0 70T 96'TTPT €00 S0'928T 6L°9 10697 T €L2T  PPELET 296 99'LTLT 9281 1 L-9
600 60°0 186 £0°0 £0°€91€ 00T L6'TT  §9°TELT  €LLT £6'982T £9T€ 1 8-¢
L0°0 L0°0 LeeT 200 90°8€9¢ 08'vE LS'ST  OL'TLOE  LT'LE £6'98CT 8€9¢ 1 L-€
G0°0 €00 09'8 200 68'7L2€ 867 108 TeLese  1L°6T 976292 qLze 1 g-¢€
£0°0 £0°0 0s'F 200 68'8TSE 90°62 €1°08  TP'E9gy  90°6C L9°LT¢T 675E 1 v-¢g
120 12°0 LE'T 700 86'99£T ¥9°0 ST'TLET L€°0 QI'8VEZ  T0'E £6'482T L9€T T 8¢
€20 €20 vrgl £0°0 S6'7012 6921 STTLET L6'LT  0£'€8VC 098 £6'68CT co1e 1 L-7
600 60°0 6.8 £0°0 66'8952 9e'Y 96'9¢7T P8L 0L'L98T  SET 976292 6952 1 $-z
2070 200 16°C 70°0 667622 0L'6 0L°21¢T vEL €9'9z1Z  0L°6 L9°LTST €62 1 v-c
18°0 18°0 88°01 800 €0°695T 61T ST'TLET €6°€T  VSLSLT  69°CT £6'G82 6991 T 8 -1
16°0 16°0 GL'ET 90°0 S6°0071 2€'69 S1TLET VLG 09°68L1  9T'€9 £6'98CT TovT 1 L-1
£€°0 £€°0 co'e S0°0 £0°L85T 0609 96'9¢7T 00 98°¢OVT  0T'TL 976292 1881 1 ¢-1
€10 €10 02'92 02'1921T €00 10°60LT Te LY 0L°L1¢T S6'TE  VO'EOTT  TELY L9°LT¢T 60LT 1 v-1
seroure) [[ng 9pg selourey) serourey 9pe sdoor] o€ yjnay, puewa(y
pue sdoop (g %] pue sdoor g %] ma 1% serowey %) ma 1% sdoor] punoip toug ao
puewd(] ([ I0LI JU() [IM SUOIIRIAD(] 9FRIIAY :G'E O[(R],
2€0 reT 70°0 12°gE et 00°0% uoEIAd( dBeIAY
PE'0  GLEIET 1L°9Z  8L'STLT 90°0  F6T9ET 90°6 LE'8ETT €T°L6  L9LORT  L0°6C  96'LGLT z9eT 9eg1 8-9
120 €LPLST 80'€Z  0TCIgT S0°0  86°CLST P8L £6°6691 cree  6L690T  90°€S  GTEIVE 981 9691 L-9
U0 €0F9IE o’ 746008 €00  S6°C91E 009 LT'720T 92°0T  LS'8E8T  FSIF G6'8FSIT €91€ 9€T1 8¢
600 61°9£9€ [ 70'90€€ 200 T0O'8€9E TG'8C  £9°0092 £9°0T  €8°7SCE  OL'FE  TSGLET 8£9€ 88¢T L-¢
80°0  FeLzE 6EVT  PTOVLE 200 16°FLTE LT'6C GELYVE VeI ST'6L9€  8LTI  LG'9S8T gLzE 2981 g-¢
900  OV'6VSE v LL798E 200 P0'6YSE 2608 66 TVLI cg'R TH'Te8e  T6'0S  68'TVLL 6v9E 0021 v-€
80 €6°LSET ]L'8 L0°0812 €0°0  TO'LSET SUPT LT'PE0T 198 P6'FSIE  9SIE G6'SPRL 1962 9€T1 8-¢
80 9LT0TC T¢9T  CPEsTe $0'0 00°€0TT 8T'2E  TP'e8LT 69°TC  09°656T  FL0T  99'TFET cote 6691 L-z
110 €2°0L9T PP 06'861% €0°0  L6'89SC 16'€ L0°L9Ve TSTl  BELVEE  60°CT  6S6LST 6992 LL81 g-z
01’0 08'¢62¢ v6'6 20°€35T ¥0'0  01°S62¢ I8'¢C  9€'L88T 96'C 86'796C  08'SC  |I'L8ST [it44 6861 -z
€T €T€9ST £2°0 9€°69GT 900  L0°69ST 1062 L1V20C €8T G8'68GT  PRLT  G6'SPRL 69¢T 9€T1 8- 1
61T 6S°0TFT 987 CE6VLT 900 90°TOFT ST'86  09LLLT CO'TE  00°9€8T  60°'T8  LO'LEST 1071 9691 L-1
vE'0  LVPesT 199 60°92VT S0°0  S0°LeST 18°09  €S'9SFT ar'g ELEPPT  LLLR  TE'LI8T 1881 6981 g1
LU0 66°L0LT STVl 6£°GoVT S0°0  66'80LT LO'TL  S9'€T6T GL1T  TELEET  90'TL  LV'ET6T 6041 ¥102 -1
serowre)) Mg 9F¢ serowre)) serotre)) 9¥e sdoorp 9¥e qInag, purwaq
1%] pue sdoo [ng %] pue sdoo g |%] 1 1%] serwe) %] ma 1% sdoorp punoin torag ao

$1090999(T JO SUOIJRUI(UIO)) JUSISPI(] Ul PURTIS(] POIRWIISH PUR PURTIS(] YINLI], PUNOIL) TaMIS( SUOIIRIAD(] 9SRIOAY :°¢ S[(R],



48 Kullback-Leibler Divergence Method for Freight Truck OD Estimation

3.7.3 Sensitivity to Prior Demand

In order to test the sensitivity of the average deviation between the estimated demand and
the ground truth demand with respect to the prior demand (Antoniou et al., 2015), there are
three artificially designed combinations of OD trips besides the prior demand from Statistics
Netherlands. The first alternative prior is the unit prior OD demand in Table 3.6. The second
alternative prior is with large differences among the prior OD trips in Table 3.7, where we gave
some prior demand as 1, while others as 1000. The third one is with relatively small differences
among the prior OD trips in Table 3.8, where we gave some prior demand as 100, while others as
1000. The variances of the link flows from loops and the path flows from cameras are assumed

to be the same.

Table 3.6: Alternative Prior Demand 1
outd outbh out?7 out8

inl 1 1 1 1
in2 1 1 1 1
in3 1 1 1 1
in6 - - 1 1

Table 3.7: Alternative Prior Demand 2

outd outdh out?7 out8

inl 1 1000 1 1000
in2 1 1000 1 1000
in3 1 1000 1 1000
in6 - - 1 1000

Table 3.8: Alternative Prior Demand 3
outd outh out?7 out8

inl 100 1000 100 1000
in2 100 1000 100 1000
in3 100 1000 100 1000
in6 - - 100 1000

Further, Table 3.5, Table 3.9 and Table 3.10 illustrate the average deviations under the
three alternative prior demands. These tables show that adding detectors to the basis of loops
(three loops, the full coverage of loops, the full coverage of loops and three cameras, and the
full coverage of both loops and cameras), can reduce the average deviation. With the basis
of cameras, the average deviation in the scenario of three cameras is not larger than in the
scenario of the full coverage of both loops and cameras, except for the prior demand with large

differences among the OD trips in Table 3.9. This could arise from the wrong pattern of the
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prior demand. Even with many flow observations, this bad prior demand worsens the estimated
results. Whatever the prior OD trips are, the scenario with the full coverage of cameras always
offers very low average deviations, 0.04%, between the estimated OD trips and the ground truth.
In addition, the function values from the Genetic Algorithm in Table 3.9 with large differences
among the OD trips are quite large. It may take more generations to reach convergence.

The function values of the objective functions, Equations (3.25) and (3.26), in the tables
represent the deviation between the flow observations and the assigned flow from the estimated
demand. In the scenario of the full coverage of loops and cameras, the function value is largest
among the scenarios. It may come from the fact that the larger the number of detectors, the
more errors add up together.

In a nutshell, information methods take measures of the differences between a true distribu-
tion and a prior distribution. Thus, the quality of the prior distribution is essential. Unrepre-

sentative prior demand results in bad estimated demand as demonstrated in this section.
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3.7.4 Summary of the Case Study

In summary, this case study first shows that path flow data from cameras play a significant role
in estimating the freight truck OD matrix. The situation with full coverage of cameras has the
lowest average deviation between the ground truth demand and the estimated demand, as 0.04%.
Although the final scenario with the full coverage of both cameras and loops exceeds the scenario
with full coverage of cameras as well, the average deviation is not as low as the scenario with
only full cameras. It is because loops introduce extra errors. Second, the influence of the prior
OD matrix in the Kullback-Leibler divergence method to the estimated OD matrix is significant.
Information methods take measures of the differences between a true distribution and a prior
distribution. Bad prior demand has a rather strong impact on the estimation. Even the very
accurate observations in the road network may not entirely lead to a low average deviation
between the ground truth demand and the estimated demand. Third, a Genetic Algorithm is
one option of a heuristic method to estimate freight truck demand, but it is time consuming,

around 20 minutes for each scenario with a laptop of 4GB RAM and 32-bit Operating System.

3.8 Numerical Comparison between Information Min-
imization and Kullback-Leibler Divergence

The Kullback-Leibler divergence and the information minimization method differ with respect
to the weighing of flows. In addition, the Stirling’s approximation applied in the information
minimization is making the assumption that the flow is large. It means that this method may
not be suitable for the situation that the flow is small, during the night for instance. In order
to test the proper use of the Stirling’s approximation and further to compare the information
minimization method and the Kullback-Leibler divergence, a test with small flows is designed.
The A15 motorway is applied as the road network. We assume that the ground truth demand
is 5 for all OD pairs. With this demand, the link flows and the path flows are generated with
variances of 0.5 and 0.01, respectively. The prior demand is designed as 1 for each OD pair.
With these settings, the average deviations of the estimated demand and the ground truth
demand based on both methods are shown in Table 3.11. It demonstrates that the Kullback-
Leibler divergence offers smaller deviations than the information minimization for all the situ-
ations except the full-cameras situation where they are equal. Therefore, the Kullback-Leibler
divergence method is able to better deal with the situation of small demand than the information

minimization method.
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Table 3.11: Average Deviations of Estimated Demand and Ground Truth from Informa-
tion Method and Kullback-Leibler Divergence Method (%)

Loops Full Cameras Full Loop and  Full Loop and

346  Loops 346 Cameras Cameras 346  Full Cameras

Information Method 3.61 2.15 1.35 0.66 4.00 1.44
Kullback-Leibler divergence 2.29 1.16 0.14 0.66 1.46 1.39

3.9 Conclusion

In this chapter, we reexamine the information minimization method from Van Zuylen and
Willumsen (1980) for OD estimation, and introduce the Kullback-Leibler divergence method
on top of the information minimization method. Theoretically, these two methods have strong
connections: information is mathematically the negative value of a product between a scale of
flow counts and the Kullback-Leibler divergence. The expressions of the estimated demand from
both methods can reach similar results if the flow data is large. For the situation where the flow
data is small, the test demonstrates that the Kullback-Leibler divergence method has lower aver-
age deviations between the estimated demand and the ground truth demand. It can be argued
from the fact that Stirling’s approximation applied in the information minimization method
has the underlying assumption that the flow should be large. Therefore, the Kullback-Leibler
divergence method can be treated as a generalized approach of the information minimization
method, although the Kullback-Leibler divergence method still belongs to the point estimation
methods discussed in Chapter 2, where a single value serves as a best estimate of an unknown
population parameter, and has no error involved.

In addition, comparing with previous research illustrated in Table 2.2, three types of data
are integrated in the Kullback-Leibler divergence method, link flow from loop detectors, path
flow from cameras, and prior demand from Statistics Netherlands. The effectiveness of the
combination of these data sources has been demonstrated. The A15 case study shows that
the more cameras are installed, the fewer uncertainties are involved, and the more accurate
the estimated OD matrix is. Additionally, since information methods take measures of the
differences between a true distribution and a prior distribution, the estimated OD matrix is
sensitive to the prior demand. But if there are accurate observed flow data in the road network,
like the path flow data from cameras, the impact of the prior OD matrix is small. The average
deviation between the estimated demand and the ground truth demand is always 0.04% in the
A15 case study, whatever the prior OD matrix is. Thus, the high quality of prior demand results

in good estimated demand.
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4.1 Introduction

Road traffic has stochastic characteristics. This is also the case for freight traffic. Both the
demand and the flows of freight vehicles in a network during a certain time period are non-
deterministic. In order to properly represent the truck demand and flows, stochastic methods
need to be applied. Bayesian inference is one approach used to account for the stochastic na-
ture of phenomena. In contrast with traditional estimation methods, parameters in Bayesian
inference are treated as random variables, instead of as single deterministic realizations. Typ-
ically, Bayesian inference updates the probability density function of prior belief based on the
likelihood of the evidence to obtain posterior belief (Greenberg, 2008). This method takes the
posterior distribution of the unknown parameters, conditioned on the observed data.

In this chapter, a hierarchical Bayesian network (Castillo et al., 2008a), a particular Bayesian
inference approach, is used to estimate a freight truck OD matrix. Castillo et al. (2008a) develop
the framework of Bayesian networks to estimate demand, assuming normal distributions both
for the prior demand and for the flows, given demand. They assume a single type of data source:
loop detectors. Moreover, they assume flow data without measurement errors. In this thesis,
models with both normal distributions and log-normal distributions are proposed. The closed
form of the demand estimation from normal distributions leads to a fast calculation, while log-
normal distributions require a simulation approach to get the estimated demand. In addition,
compared with the information minimization method in Chapter 3, hierarchical Bayesian net-
works allow errors being taken into account. Multiple data sources are investigated to improve
the accuracy of the estimation. Examples of data sources are link flow data from loop detectors
and path flow data from cameras.

The sensor location problem has received more and more attention over the last two decades.
Its main objective is to determine optimal sensor locations in a transportation network to esti-
mate OD demand, such as Bianco et al. (2001), Gentili and Mirchandani (2005), Castillo et al.
(2008b), Hu et al. (2009), Larsson et al. (2010), Zhou and List (2010), and Fei and Mahmassani
(2011). Among them, Bianco et al. (2001), Gentili and Mirchandani (2005), Hu et al. (2009),
and Larsson et al. (2010) make the assumptions of a static traffic assignment and no errors in-
volved. However, Castillo et al. (2008b), Zhou and List (2010), and Fei and Mahmassani (2011)
take errors such as measurement errors, estimation errors and simulation errors into account.
Especially, Zhou and List (2010) applied a least mean square OD estimator, analysed the co-
variance matrix of estimated demand, and gave advice about sensor locations. Furthermore, a
few studies have been conducted to locate cameras or path-flow detectors for sensor location
problems. Zhou and List (2010) focused on locating a limited number of point-flow detectors
and path-flow detectors in a network to update an estimated OD trip table. Viti and Corman
(2012) describe several rules for sensor locations, such as the OD-coverage rule guaranteeing that
all OD pairs are observed at least for a small portion, the maximum flow fraction rule where

the portion of flow measured belonging to that OD pair with respect to all other OD pairs
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measured by that sensor is maximized, the maximum flow intercepting rule, and the maximal
net OD flow captured rule. Combining several elements mentioned in the literature, this chapter
intends to address sensor coverage in a framework of hierarchical Bayesian networks, aiming to
demonstrate the randomness reduction in demand estimation and static traffic allocation after
adding multiple data source detectors, such as loops and cameras. Prior error, measurement
error and estimation error are considered during the analysis. Due to the assumption of the
known static route proportion, simulation error is not applied in the thesis.

The research questions are whether hierarchical Bayesian networks in the respective situ-
ations of normal distributions and log-normal distributions are able to achieve estimation of
freight truck demand, whether there is any connection between the models based on these two
distributions, how multiple data sources can be combined to estimate freight truck demand, and

how the sensor coverage influences the demand estimation.

4.2 Literature Review

There are two main approaches to model the OD matrix estimation: point estimation and
distribution estimation. In statistics, point estimation involves the use of sample data to infer
about a single value that serves as a best guess or a best estimate of an unknown, fixed population
parameter. Distribution estimation aims to predict the random variables. Point estimation can
be done with maximum likelihood, least squares and maximization of entropy or minimization
of information methods. Distribution estimation is done with Bayesian inference and Kalman

filtering.

4.2.1 Point Estimation Methods

Point estimation is used to determine a single value which serves as a best estimate of an un-
known population parameter. Maximum likelihood and generalized least squares are the two
common methods to arrive at point estimates. Information and entropy in information theory
(Brillouin, 1956; Cover and Thomas, 2006) are measures of the average uncertainty in a random
variable (Cover and Thomas, 2006). The optimum value is obtained by minimizing the uncer-

tainty.

Maximum Likelihood
The maximum likelihood determines values of the model parameters that have the highest
likelihood to give the observed data. This method was applied mainly in early studies of OD
matrix estimation by Spiess (1987), Cascetta and Nguyen (1988), Nihan and Davis (1989),
Watling and Maher (1992), and Watling (1994).

Spiess (1987) applies maximum likelihood in a convex programming problem, in which the

elements of an OD matrix are assumed to be outcomes of flow observations with a Poisson
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distribution with an unknown mean. He ignores the connectivity and topology of the network
and defines his likelihood function solely in terms of a set of independent observations on each
OD pair (Hazelton, 2000). Nihan and Davis (1989) estimate an intersection OD matrix by
minimizing the error between observed and predicted exiting counts. Watling (1994) applies
maximum likelihood to a partial registration plate survey, in which all possible combinations
of the observed data are considered. At that time, since the maximum likelihood cannot be

obtained analytically, alternative numerical techniques were applied.

Generalized Least Squares

The least squares minimize the sum of squared deviations between a prior OD matrix and an
estimated OD matrix, based on the observed flows. It became popular in the eighties and the
beginning of the nineties, and has been applied by many researchers: Cascetta (1984), Carey
and Revelli (1986), Cascetta and Nguyen (1988), Bell (1991), Bierlaire and Toint (1995), Yang
(1995). Estimators based on least squares have the advantage of being relatively easy to solve
mathematically. Especially for larger problems, such as the simultaneous estimation of OD
matrices for several time steps in large networks, this methodology gives a feasible solution.
Additionally, the least squares method gives the same results as maximum likelihood, if normal

distributions of the OD demand variables are assumed.

Information or Entropy based Method

Van Zuylen and Willumsen (1980) and Van Zuylen (1981) gave an approach to generate the
most likely OD matrix based on maximization of the entropy of the trip matrix or minimization
of the information with respect to a prior OD matrix. Assuming that there are no errors in the
observations of the link flows and independence among the flows in the highway sections, they
formulate the equality of the assigned and the observed traffic flows on the links of the network.
Willumsen (1984) extends the entropy approach with a scaling factor of the flow observations

to estimate an OD matrix.

4.2.2 Distribution Estimation Methods

Distribution estimation methods take the stochastic nature of freight demand into account. The
parameters of the distributions represent the features of sample data. A Bayesian inference
method is a typical distribution-based approach. In general, Bayesian inference methods can
deal with all kinds of distributions.

Bayesian inference
Bayesian inference updates a prior OD distribution based on the flow observations to generate
a posterior OD matrix. This approach reduces the overall uncertainty of the estimates by

producing posterior distributions for the parameters as well as predictive distributions for future
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OD flows (Perrakis et al., 2011). The approach began gaining popularity in the middle of
the nineties, due to a paper by Tebaldi and West (1998), although Maher (1983) had already
introduced this method to estimate OD matrices. Later, many researchers contributed to this
method, such as Hazelton (2000), Li (2005), Sun et al. (2006), Castillo et al. (2008a), Hazelton
(2010) and Perrakis et al. (2011).

Maher (1983) assumes a multivariate normal distribution of a prior OD matrix and con-
siders normally distributed errors in observations. This makes the computations very fast. Li
(2005) applies a Bayesian method to deal with the under-specification problem. He states that
a Bayesian analysis provides a research framework by specifying prior demand that amounts
to introducing extra information based on accumulated knowledge. He uses an expectation
maximization algorithm to overcome the problem of an analytically intractable likelihood. In
addition, Bayesian Networks are applied by Castillo et al. (2008a) to represent the relation be-
tween OD demand variables, where linear relations of each layer in Bayesian Networks are built
up. In order to deal with empirical distributions, Tebaldi and West (1998), Hazelton (2010) and
Perrakis et al. (2011) propose a Markov Chain Monte Carlo (MCMC) simulation in Bayesian

inference methods to estimate the OD matrix.

Kalman Filtering

Kalman filtering is widely used to adapt model parameters in a rolling horizon to the measured
characteristics of the modeled reality. This method usually considers a state space and induces
observable values. The relationships for the dynamics of the states and how the states induce
observations may include errors. These errors are usually assumed to have normal distributions
making computations easy and efficient. Chang and Wu (1994), Ashok and Ben-Akiva (2000),
Dixon and Rilett (2002), Zhou and Mahmassani (2007), and Barceld et al. (2010) use Kalman
filtering to estimate and predict dynamic OD matrices.

Zhou and Mahmassani (2007) present a structural state-space model to systematically incor-
porate regular demand pattern information, structural deviations and random fluctuations. By
considering demand deviations from the prior estimate of the regular pattern as a time-varying
process with a smooth trend, a polynomial trend filter is developed to capture possible struc-
tural deviations in the real-time demand. An optimal adaptive procedure is proposed based on
a Kalman filtering framework, to capture day-to-day demand evolution, and to update the prior

demand pattern estimates using new real-time estimates and observations obtained every day.

4.2.3 Discussion

Compared with point estimation methods, Bayesian inference treats parameters as random
variables, instead of single realizations. Bayesian inference considers prior information and

determines the posterior distribution of the parameters, conditioned on the observed data. The
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core characteristic of Bayesian inference is the updating of prior beliefs to obtain posterior belief
(Greenberg, 2008).

Maximum likelihood, least squares, Bayesian inference and Kalman filtering show great
similarity in their basic mechanisms if normal distributions are assumed for the errors. Kalman
filtering and Bayesian methods are popular for OD estimation and prediction due to the recursive
method of updating estimates based on new (recent) data. Kalman filtering, where normality
dominates distributions, is a special case of recursive Bayesian estimation (Koopman et al.,
2012).

4.3 Methodological Framework of Hierarchical Bayesian
Networks

Bayesian inference starts with modeling a stochastic process by means of a prior distribution of
parameters © ~ f(0O), where f(-) is a probability density function. A sampling distribution of
the data is involved given parameters: y ~ f(y|6), where f(:|f) is a probability density function
of y given outcomes 0 of ©. From the prior distribution and the sampling distribution, the
joint distribution of parameters and data is f(0,y) = f(0)f(y|f). The posterior distribution is
obtained as follows:

sioly) = L220 = LRI o 166 st (1)
where f(y) = jg f(0,y)d0 is the marginal distribution of the data, and f(y|0)/f(y) is called the

likelihood ratio. Since f(y) does not depend on the parameter 6, the posterior distribution is

proportional to the joint distribution.

For instance, supposing that 6 is the parameter of transport demand which needs to be
estimated and y is the flow observation data, the probability of transport demand given observed
flows, f(Demand|Flow), follows Equation (4.1) as

f(Demand, Flow)

f(Flow)
_ f(Flow|Demand) f (Demand)
N f(Flow)

x f(Demand) f(Flow|Demand).

f(Demand|Flow) =

Hierarchical Bayesian networks belong to the field of Bayesian inference. They make use
of a network structure to represent the relationships between variables. Hierarchical Bayesian
networks (HBNs), also called belief networks, are probabilistic models that represent a set of
stochastic variables and their conditional dependencies via a directed acyclic graph (Greenberg,
2008). HBNs consist of a set of nodes, each of which represents a variable, and a set of directed

arcs connecting the nodes. A node where a directed arc starts is called a parent, and a node
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where a directed arc ends is called a child. A conditional distribution can be represented by
the variable of each child node given its parents. Hierarchical Bayesian networks are acyclic
graphs. The simplest Bayesian Network is a graph with only two nodes and one arc, where 6 is

a parameter and y is data, see Figure 4.1.

f(0) f(ylo)
0 Y

Figure 4.1: Minimal Bayesian Network

In this section, hierarchical Bayesian networks are applied to estimate freight truck demand,
taking as inputs a prior distribution of the OD matrix and a sampling distribution that specifies
how flow data arise given a particular OD matrix.

In the following, we explain how to determine the posterior OD matrix. There are two
proposed approaches to obtain the posterior density. One is to assume that all the density
functions have normal distributions, as Castillo et al. (2008a) did. Johnson and Wichern (2002)
argue that for the sampling distributions, once the magnitudes of the flows are large enough, the
density functions of the sampling distributions can be assumed to follow normal distributions.
Assuming normal distributions, an analytical approach can be used. However, if the symmetric
shape of the normal distribution under-represents the probability of large flows, a log-normal
distribution may be applied. As an analytical approach is not feasible in this case, Markov
Chain Monte Carlo simulation is applied to estimate the unknown parameters of OD demand.

In hierarchical Bayesian networks, a prior distribution on an OD of freight trucks is updated
taking freight truck flow observations as evidence. The prior beliefs of the available historical
demand data are updated with the likelihood ratio of the conditional density function of ob-
served flows given freight truck demand and the density function of observed flows. We extend
the method of Castillo et al. (2008a), by considering three kinds of errors: prior error, estimate
error and measurement error; and also by applying multiple data sources to increase the esti-
mation accuracy of the OD matrix. Three steps are involved: 1) specification of the hierarchical
Bayesian networks; 2) derivation of the joint distribution in the hierarchical Bayesian networks;

3) derivation of the posterior distribution in the hierarchical Bayesian networks.

Step 1: Specification of the Hierarchical Bayesian Networks

The elements to construct a hierarchical Bayesian network (Rossi et al., 2005) are the prior
freight truck OD parameters, the freight truck OD matrix, and the observed freight flow. These
are represented by three layers in Figure 4.2. The available information consists of the historical
OD information, which could be the monthly demand as a scalar or a historical OD matrix, and

the observed freight truck flows in the road network.
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Prior Freight
Truck OD Hyperparameters
(U)

Freight
Truck OD Parameters

(T)

Data

Link Flow Path Flow
V) (W)

Figure 4.2: Bayesian Networks for Freight OD Estimation

The hyperparameters consist of the stochastic prior OD distribution parameter U. There
are two different situations in which to consider this prior OD information, since the prior
information comes from different sources in the format of either a matrix or a scalar. One
situation is that the prior OD variables between origin 7 and destination j pairs, denoted as
U% | with the same dimension as the number of origins and destinations as the freight truck
demand, T%. The other situation is that the prior OD data is the total demand of freight trucks
represented by a scalar, such as a monthly freight truck demand from a statistics office, and
denoting the total prior OD matrix as U. In order to separate the total prior OD volume into
the matrix U% with the same dimension as the estimated OD matrix 7%, a constant weight of

the prior OD parameter z% is introduced to represent the proportion of OD pair ij:

U = 29y (4.2)
Z 7 =1
2

U is a random variable following a normal distribution U ~ N(u, Xy7). In other words, p is
the mean of U, with the relation of U = pu + ¢yy. ey is the prior error which follows a normal
distribution ey ~ N(0,%). In this way, U¥ is also a random variable with mean equal to z*/
times the expected value of U, U% ~ N (2% y, 29 %y).

The middle parameter layer identifies the freight truck OD matrix, which is an unobserved

hidden variable. A linear relation is assumed between OD demand 7% and prior demand U¥:

T9 =U% + BY = 29U + EY (4.3)
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where the estimation error E¥ ~ N(0, EEZ) Note that the estimation error E% indicates the
freedom for U, although U% in Equation (4.2) is perfectly correlated with U*. Equation (4.3)
generalizes the prior information in Castillo et al. (2008a), where the total mean flow is taken
as the prior knowledge. It also brings stochasticity to the prior OD information in Van Zuylen
and Willumsen (1980).

The bottom data layer in Figure 4.2 consists of data about the flows of freight trucks, which
are observed by different detectors. These detectors, such as loops, cameras and Bluetooth
scanners, generate two types of information: link-based truck flows, V', and path-based truck
flows, W, as mentioned in Section 2.5. The linear relation, as below, between the observed flows
and the freight truck demand is given by the route proportions, A, taking measurement errors

into account. The route proportions in the linear relation are assumed to be deterministic.
Vi = i ASTY + E,, (4.4)

Here m is the indicator of multiple devices. E,, is the measurement error with covariance D.
Note that the mean prior p, the proportion of prior demand z%, all the variances, and the

route proportion A are given.

Step 2: Derivation of the Joint Distribution in Hierarchical Bayesian Networks

A hierarchical model is built up through a sequence of two or more conditional distributions
that specify the prior information (Rossi et al., 2005). Each arrow in Figure 4.2 represents
a conditional distribution. U and T represent the parameters which are unobserved random
variables, and V' and W reflect the data. The joint distribution of the three layers in Figure 4.2
is:

FUT,V,W) = f(O)HTWU) F(VIT) F(WIT) (4.5)

where V|T and W|T are called the sampling distribution, i.e. the distribution of the observed

data given an OD matrix.

Step 3: Derivation of the Posterior Distribution in Hierarchical Bayesian Networks

The posterior probability of the parameters of the freight truck OD matrix given observed
data f(T,U|V,W) is proportional to the joint distribution of the OD matrix and the observed
data, which is the product of the density function of the data given certain parameters, f(V|T')
and f(W]T), and the density function of these parameters:

ﬂﬂwMWﬁﬂjﬂWﬂﬂ%f%VWVW) (4.6)

l,c
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where

f(V,W)=/U/Tll}f(Vle)f(WuT)f(TIU)f(U)dUdT

The link flow observations V' and the path flow observations W are assumed to be condi-
tionally independent given T'. Note that the stochastic prior OD, U, as a hyperparameter is
updated, together with the joint posterior of the freight truck OD matrix 7', given all the flows

in the road network as parameters:

VIIT) f(WelT) f(TIU) f(U)
Fv,w)

(T, UV, W) :Hf(

l,c

(4.7)

4.4 Posterior Demand Estimation

In this section, two approaches to estimate the posterior demand distribution are presented.
One is an analytical approach associated with the assumption of normal distributions, and the

other is a simulation approach associated with a log-normal distribution of errors.

4.4.1 Analytical Approach of Posterior Estimation with Normal
Distributions

To obtain the density function of f(7,U|V,W), the right hand side of Equation (4.7) should
be analyzed. If the density functions in the right hand side of Equation (4.7) are assumed to
be normal, then the posterior density function on the left hand side of the equation follows a

normal distribution as well. Mean and variance characterize a normal distribution.

Basic Multivariate Normal Distributions for Demand Estimation

From Koopman et al. (2012) and Rossi et al. (2005), suppose that estimated demand 7" and

observed flow V' are joint normally distributed random variables with the following expectation

r)- ()

COV T _ Xrr Yrv
Vv S Syv

Here Yyy is assumed to be a nonsingular matrix. Shao et al. (2014) mentioned that most

and covariance matrix:

of the conventional OD demand estimation models mainly make use of the first-order statistical
property (i.e. the mean) of the hourly traffic counts. The second-order property (say the

covariance) of the count data is usually ignored. Here, we consider the both statistical properties.
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Then, the conditional distribution of 7" given V' is normally distributed with a mean vector
E(T|V) =T+ SrvE,(V = V), (4.8)

and a variance-covariance matrix
COV(T|V) = X1 — SrvEpy Sy (4.9)

Denoting the covariance matrix of the prior demand as C' and the covariance of the flow
data as D that has been referred to in Equation (4.4) where D is the covariance of E,,, the

covariance matrices of Xy and Xy can be expressed as follows:

Yry = COV(T,V) = COV[T, (AT + E)] = COV (T, T)AT = CAT
Yyy = COV[(AT + E),(AT + E)] = A-COV(T,T)- A" + D= ACA" + D

Note that the relation CAT(ACAT + D)™t = (ATD™'A+ C~')~'AT D! helps to transfer
the computations from the OD dimensions to the flow measurement dimensions based on the

Sherman-Morrison formula (Sherman and Morrison, 1950). The proof is as follows.

Proof.

ATDTVACAT + AT = ATD ' ACAT + AT
—(ATD A+ C HCAT = ATD Y (ACAT + D)
—CAT(ACAT + D) ' =(ATD A+ Cc 1) tATD! 0

Combining Equations (4.7) and (4.8) the expectation and covariance of the trips conditional

on the flow information are obtained as:

E(T|V)=T+CAT(ACAT + D) L(V - V)
=T+(A' DA+ H ATD YV -V) (4.10)

COV(T|V)=C—CAT(ACAT + D)~tACT
=C—(A"TD'A+Cc Y)Y taATDtACT (4.11)

The covariance matrix of the posterior demand in Equation (4.11) is related to the structure
of the sensor network presented by the route proportions A, the variances of the prior demand
C, and the variances of the observed flows D, but independent of the flow data V. The flow
data play an essential role in the conditional expectation of the posterior demand in Equation
(4.10).
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Expressions based on Multiple Data Sources

The basic conditional distribution of estimation demand given observed flow has been repre-
sented in the previous session. The general expressions of the conditional expectation in Equa-
tion (4.10) and the covariance of the demand given the flow data in Equation (4.11), may hide
any relationships among the freight truck demand 7', the prior demand U, the link flow data V,
and the path flow data W.

The expressions of estimated demand considering multiple data sources and prior demand
are discussed, assuming a fixed % as X in Equation (4.3), and denoting T, U, V, and W as

the corresponding means. We combine demand parameters as (T U ) , and combine loop flow

T T
vector and camera flow vector as (V W) . Vi is defined as a vector element in (V W> ,
where m is an index of multiple data sources, including loops and cameras. The route proportion

A

matrix is defined as ( , where zeros serve U. A; is a matrix with a number of rows equal

C
to the number of loop detectors and with a number of columns equal to the number of ODs, and

A, is a matrix with a number of rows equal to the number of camera combinations and with
a number of columns equal to the number of ODs. The notation, A,,, is introduced for a row

A

0 E
vector in the matrix of ( O). The error vector is defined as <E1>’ where FEj is a column

C C

vector with the error for each loop and E. is a column vector with the error for each camera

combination. F,, is introduced as a vector element in the error vector. The covariance matrix

X 0
of the prior demand is defined as C, and the covariance matrix of the flow data as <01 . )
c

which simplifies the correlations between link flows and path flows. ¥; is a matrix with the
covariance of each loop flow in the diagonal, and Y. is a matrix with covariance of each camera
combination in the diagonal. D, is introduced to represent a matrix element in the covariance
matrix of the flow data. The expected value and covariance of the freight truck demand T
and prior demand U are obtained as follows, with the covariance matrix of the prior demand
o (XEUXT XEU>:

X Sy
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In detail, the conditional expectation of the posterior OD matrix is related to the flow data
V and W, the structure of the sensors A; and A., the variance of the prior OD matrix Xy, and
the variance of the errors including X, ¥; and .. The covariance of the posterior OD matrix is
independent on the observed flows V' and W, but dependent on the choices made upfront, such
as the demand portion X, the structure of the sensor network A; and A., the variances of the
prior OD matrix ¥, and the variances of the error terms Y, ¥, Y.

In conclusion, normal distributions give an analytical way to obtain the mean and covariance
matrix of the posterior probability of the estimated demand in Equation (4.7). In this way, a

fast computation in numerical studies is facilitated.
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4.4.2 Simulation Approach of Posterior Estimation with Log-

Normal Distributions

The assumed normal distributions are convenient to find and update parameters. However,
they do not plausibly describe the underlying traffic process in situations with relatively high
probabilities of large traffic demand and flow. The symmetry of the assumed normal distribution
implies that the probabilities of overshoots and undershoots of the mean have equal values. If
the demands and link counts are not too small, the boundary at zero will be largely irrelevant
(Shao et al., 2014). It means that the log-normal distribution excluding zero is not an issue.
In addition, the flow errors with normal distributions imply that the errors are independent on
devices. Errors are additive to the flows. In most situations, the flow errors are dependent on
devices. Different devices have different error percentages. Errors are proportional to the flows.
In order to cope with the skewness of large flows and take the multiplicative errors into account,
a log-normal distribution is proposed.

Below the models derived from Figure 4.2 are different from the ones in Section 4.2.1. First,
the stochastic prior demand U has the following relationship with the known OD demand pu.
The error term, E,p.;, is normally distributed with a zero mean and covariance ¥g. The term

exp(Eqpri) is the error of the prior demand, called prior error.
U=u- eXp(Eapri) (4.12)

where Egpri ~ N(0,Xy).
In the parameter layer, the relation between the demand 7% and the prior demand U is

expressed with an error term exp(E%).
TY = 29U - exp(EY) (4.13)

where, E% ~ N(0, E;Z) and the prior demand U and the error E¥ are independently distributed.
The error term adjusts the prior demand z“U for each OD pair ij to obtain the demand T%.
Since the prior demand U is log-normally distributed, and the exponent of Equation (4.13) is
always positive, the expression guarantees positive values of the estimated demand 7% . Equation

(4.13) can also be formulated as:
In7T% =n(z%U) + EY = Inz¥ +InU + EY (4.14)

In the data layer, the flow V is related to the route proportion A, the demand 7" and the
random measurement error E,,. The exponent of measurement errors exp(E,,) in Equation
(4.15) represents the uncertain scales of the observed flow and the estimated flow from each

detector.
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Vi = (Z Agz : Tij) ’ OXp(Em) (4'15)

ij
i i . (% 0
where, E,, ~ N(0,D,,), D, is a diagonal matrix element in 5 (note that we assume
C

\% A
that ¥; and X, are diagonal), V,,, is a vector element in (W)’ and A,, is a row in <A1>.
C

The measurement equation can be written as:

IV, =In (> A5-T9 | + E, (4.16)

ij
Notice that the use of a log-normal distribution brings multiplicative errors, such as in Equa-
tions (4.12), (4.13) and (4.15), instead of additive errors as in the case of a normal distribution.
As Caroll (2006) points out, much attention has been paid to additive measurement error mod-
els. Much less work has been done for multiplicative error models. The multiplicative errors in
this study represent the scales of variables and cover the large variability of demand and flows.

Further, the posterior probability density function is expressed as follows.

oy =1] f(Vm\T)ff((VT)\U)f(U)

where,

J) = /T /U [1 £ (Vi D) $(TI0) (U dU AT

Probability Density Functions

The prior demand U in Equation (4.12) follows a log-normal distribution U ~ LN (Inu, Xy).
The parameter In p is the mean of the prior demand distribution on the log scale and will be
referred to as log-mean below. Similarly, the parameter ¥ is the standard deviation of the
distribution on the log scale. This quantity will be referred to as log-std below. These values
are the parameters of the associated normal distribution. T'|U follows a log-normal distribution
with log-mean In(2¥U) and log-std ZiTj, T|U ~ LN(In(2YU), 2172) VI|T follows a log-normal
distribution with V|T'~ LN (In(}_,; AR, - T4, Dyy,), where Dy, is a covariance of flow.

Markov Chain Monte Carlo simulation

Since the log-mean of V|T', In(3_,; A .TJ), is the logarithm over summations, the integral over
the high dimensional term f(V') is hard to compute explicitly, and an analytical solution is not
available. Instead, the Markov Chain Monte Carlo simulation method is applied, which is based

on sampling of the probability density functions. The differences between numerical integration
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(Rossi et al., 2005) and Monte Carlo Integration are presented in Table 4.1, which motivates us

to apply the Markov Chain Monte Carlo simulation method.

Table 4.1: Comparison of Numerical Integration and Monte Carlo Integration

Numerical Integration Monte Carlo Integration

Convergence speed Fast Slow
Convergence speed depends Yes. Speed decreases
on dimension of for higher No.
the integral dimensional integrals.

Increasing exponentially May not increase
Computational burden with the dimension exponentially with the

of the integral dimension of the integral
Dimension of Integral Low-dimensional integrals High-dimensional integrals

Among Markov Chain Monte Carlo simulation methods, the Gibbs sampler is one solution to
the problem of numerical integration. Gibbs sampling is commonly used as a means of statistical
inference, especially Bayesian inference, and when the model is built up from hierarchies of
relatively standard distributions (Rossi et al., 2005). The idea of the Gibbs sampler starts at a
point of a prior demand U. Draw U|T,V from the density function of f(U|T, V'), and then draw
T|U,V from the density function of f(T'|U, V). Repeat as long as desired to obtain f(T,U|V).
The first few generated samples, the so called burn-in period, are discarded. The way to judge
the convergence is to plot the posterior and to check whether the draws as stationary.

The U|T,V is drawn from the density function f(U|T,V), which is proportional to the
product of f(T|U) and f(U). Assume E;Z = (a¥)2f where T is an identity matrix with the
dimensions of |OD| x |OD| and Xy = (oy/)?.

T, v)
< f(TIU)f(U)

1
o — exp
HO’;ZT”\/27T { 2(op)?

ij

x H % exp
ij

(InT5 — ln(xijU))T 1
exp
O’UU\/ 2
7(1nTij —Inz¥ —InU)? - (U - In p)?
2(0')?2 2(ov)?

~(nU - IHM)T
2(07)?

Based on the rule of completing the square, this density function of U|T,V follows a log-

normal distribution, with the parameters log-mean a and log-std b, where

1 1 T -
a = le(l/(0¥)2)+1/(UU)2 ;(O’?)Q(IHT] 1 xj)+7(UU)21 1
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1
> (1/ (@) +1/(ov)?

Then we draw T'|U, V,,, from the density function of f(T'|U, V;;,), which is proportional to the
product of f(V,,|T') and f(T|U).

F(TU, Vin)
o f (Vi T) F(TNU)
IV, —In Y, ABRTY)? (InT% — In(290))?
oxexp |— 2D7n] x I;Iexp {— 2002 (4.17)

Equation (4.17) can be simulated with general-purpose tools including the Metropolis class of
algorithms to produce Markov Chain samples (Rossi et al., 2005). Among the general tools, the
Metropolis-Hastings algorithm is a Markov Chain Monte Carlo method for obtaining a sequence
of random samples from a probability distribution for which direct sampling is hard (Chib and
Greenberg, 1995). This sequence can be used to compute an integral. The advantage of this
approach is that it permits the sampling from a distribution for which the normalizing constant
is not available.

The basic idea of the Metropolis-Hastings algorithm is as follows. It starts with an arbitrary
starting point and searches for a next step. It is based on a proposed density function, from which
random values are sampled. This movement is accepted when the sample from the proposed
density function is not the same as the initial starting point. This movement is regarded as a
trend to the target density function. Then iterations are carried out until the samples become
stable (Rossi et al., 2005). Generally speaking, the approach used to draw the joint probability
of f(T,U|V) is through Gibbs sampling nested by the Metropolis-Hastings algorithm.

4.4.3 Summing up

In this section, hierarchical Bayesian networks have been introduced to obtain the posterior OD
matrix through updating the prior OD matrix with the flow observations in the road network.
Two approaches were investigated. One is the analytical approach based on the assumption
of normally distributed flows and demand associated with additive errors. The other is based
on log-normal distributions of flows and demand and makes use of Markov Chain Monte Carlo
simulation associated with multiplicative errors. The computations involving the first method
are fast because of the closed form solution. The second modeling approach is more realistic,

but the computation process is time consuming.
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4.5 Evaluation Criteria

The proposed method is evaluated based on the deviations between the conditional expectation
of demand and the ground truth demand, and on the differences between the predicted flows
and the observed flows. For the case with log-normal distribution, model complexity is addi-
tionally used to examine the power of data to estimate parameters. For the case with normal
distributions, sensor coverage is discussed to demonstrate the randomness reduction in demand

estimation and static traffic assignment after adding multiple data source detectors.

4.5.1 Demand Estimation Accuracy

Using the hierarchical Bayesian networks, the conditional expectation and variance of the esti-
mated demand in Equations (4.10) and (4.11) can be obtained. Further, the difference between
the conditional expectation E(7'|V) and the ground truth demand 7T is further specified. This
difference, as the estimation error A between the conditional expectation and the ground truth

demand can be derived by the following equations.

A=ET|V)-T

=T+ CAY(ACAT + D) {(V -V)-T

=T+CAT(ACAT+ D)"Y A-T+E-V)-T

= [CAT(ACA" + D) A —IIT + CAT(ACA" + D) 'E — CAT(ACAT + D)WW + T

=I\T+ LoE + L3
where,

Ly =CAT(ACAT + D)'A -1,
Ly=CAT(ACAT + D)1,
Ly=—CA"(ACAT + D)™ "W+ T = —L,T.

The expectation of the estimation error is zero with a general property.
E(A) =E(E(T|V)) —E(T)=E(T)-E(T)=0 (4.18)

The covariance of the difference COV (A, A) depends on the route proportions A, the vari-
ance of the prior demand C', and the variance of the flow data D, but is independent of the flow

observations V.
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COV(A,A) =E(AAT)
=E[(L1T + LoE + Ls)(L1T + Lo E + L) "]
= LE(T-TYL] + LoDL] + [\ TL] + LsTL] + L3L]
=L(C+T-T")L] + LyDL] + LyTL] + LyTL{ + L3L]
= LiCL] + LyDLj

4.5.2 Flow Prediction Accuracy

Considering the fact that the flow observations in the network are unique measurements, they
can be used to benchmark the quality of the estimated demand. Thus, the posterior estimated
demand is reassigned to the network, obtaining the predicted flows. The deviations between the

predicted flows and the observed flows are called flow prediction errors, denoted as <>.

O=A-E(T|V)-V
=A-[T+CAT(ACAT + D) ' (Vv -V -V
=A-T+QA-T+E-V)-AT - E
=(QA-A)-TH+(Q-DNE+A-T-Q -V

where, Q = ACAT(ACAT + D)~

In the following, the expectation and the covariance matrix of the flow prediction error are
determined. The expectation is zero, which means that the proposed model can find the correct
mean value of the flow. The covariance matrix depends on the sensor locations A, the covariance
matrix of the prior demand C', and the covariance matrix of the flow observations D.

For convenience, we define
M =QA—A=ACAT(ACAT + D) 'A— A= MA,
My=Q—1=ACAT(ACAT + D)™' — 1,
Ms=A-T—-Q - V=A-T—ACAT(ACAT + D)~*. V.

As a result, we have

E(¢) = E[AE(T|V) = V)] =0

COV($,$) = MiCM| + MaDM, = MyACA" My + My DM,
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4.5.3 Model Complexity

Model complexity in Van der Linde (2012) is quantified as the power of data for parameters,
how hard it is to learn parameters from data, how sensitive parameters are to observations, or
how large the estimation variance is. The model complexity is also called the general degrees of

freedom of a modelling procedure (Ye, 1998), which is defined as:
COV(T)—E(COV(T|V)) =COV(E(T|V)) (4.19)

This equation follows the Law of Total Variance (Weiss et al., 2006), where E(COV (T'|V))
is called the unexplained part of the covariance of T', and COV (E(T'|V')) is called the explained
part. If there is no measured flow data V, COV (E(T'|V)) is the covariance of the prior demand.
The expectation of the conditional variance E(COV (T|V')) will be large, but the variance of the
conditional expectation COV (E(T|V)) will be small since its value is the covariance of the prior
demand. Adding detectors to measure flow leads to a decrease of the value of E(COV(T|V)),
and an increase of the value of COV (E(T'|V')). In other words, the more detectors involved, the

higher the model complexity.

4.5.4 Sensor Coverage for the Case with Normal Distributions

Sensor coverage is represented by the route proportion A, connecting demand and flows from
different detectors. The impact of the different combinations of sensors to the demand estimation
is analysed by means of the route proportion. The conditional expectation in Equation (4.10)
gains from flow observations. Thus, the smaller (ATD™'A + C~1)~! in the case with normal
distributions, the more the gain. AT A can be analyzed since the covariance matrix of the prior
demand C and the covariance matrix of the flow observations D are fixed. In general, the larger
the norm of AT A is, the smaller (AT D' A4C~1)~1 is. Thus, adding detectors helps to increase

the value of AT A, which is proved as follows.

A
Proof. Suppose A = (AO>7 then
1

Ao

ATA=(A] AI)(A>:A§AO+AIA12A§A020 ]

1
As long as D and Dy are positive definite matrices, AT D~'A + C~1 > AJ Dy Ag + O~
Actually, this approach to represent sensor coverage fits into the three rules of Viti and

Corman (2012). First is the maximum flow fraction rule (so called F1), which says that the

sensors should be installed so that the portion of flow measured belonging to that OD pair

with respect to all other OD pairs measured by that sensor is maximized. Thus priority must

be given to locations containing the largest information distributed over fewer OD pairs. Our
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approach proves that adding detectors helps to increase the value gain presented by ATA (A
is mapping), which is aligned with this rule. The second rule of maximal OD demand fraction
rule (F3) and the third rule of maximal net OD flow captured rule (F4) are analogous to the
first rule. Comparing with these rules, our approach provides another aspect of the value gain

from the mapping AT A to view the sensor coverage problem.

4.6 Application of Normal Distributions

The road network of part of the A15 motorway between Hoogvliet and Havens (from locations
43.1km to 49.9km) in the Netherlands serves as a case study. Its structure is illustrated in Figure
4.3. The available information consists of an OD demand based on survey data obtained from
Statistics Netherlands. In order to test the methodology and represent the stochastic behavior
of the model, a ground truth OD matrix, link flow data, and path flow data are generated. The

methods are tested with both normal distributions and log-normal distributions.

out7 in6 outd out4 in3 in2

out8 inl
HS7 HS6 HS5 HS4 HS3 HS2 HS1

Figure 4.3: Part of A15 motorway from Hoogvliet to Havens

Seven scenarios are employed to illustrate the usage and effectiveness of the flow data from
the different combinations of loops and cameras. These scenarios are defined in a hierarchical
way, in the sense that a base scenario with loops or cameras is stepwise extended with more
loops or cameras. Specifically, the first three scenarios consist of three loops on highway section
3, 4 and 6, which is extended with loops on all highway sections, and cameras on highway section
3, 4 and 6. The next three scenarios consist of cameras on highway section 3, 4 and 6, which is
extended with cameras on all highway sections, and loops on highway section 3, 4 and 6. Last

scenario consists of loops and cameras on all sections. In detail,

1. loops on highway section 3, 4 and 6;
2. loops on highway section 3, 4 and 6; plus loops on highway section 1, 2 and 5;

3. loops on highway section 3, 4 and 6; plus loops on highway section 1, 2 and 5; plus cameras

on highway section 3, 4 and 6;
4. cameras on highway section 3, 4 and 6;

5. cameras on highway section 3, 4 and 6; plus cameras on highway section 1, 2 and 5;
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6. cameras on highway section 3, 4 and 6; plus cameras on highway section 1, 2 and 5; plus

loops on highway section 3, 4 and 6;

7. both loops and cameras on all highway sections.

4.6.1 Data Generation with Normal Distributions

The process of data generation is illustrated in Figure 4.4. For the model with normal distri-
butions, we take the demand data from Statistics Netherlands as the expected value p of the
prior demand U, y = 22,434. The prior variance ¥y is 200. 2% is taken as 1/14 (14 OD pairs).
To generate the ground truth OD matrix 7% as step (1) in Figure 4.4, a multivariate normal
distributed error term E¥ is introduced according to Equation (4.3), where E¥ ~ N(0,20).
Based on the generated demand T as the ground truth demand, the link flow data and the path
data are obtained with certain values of variances, as step (2) in Figure 4.4. Both variances of
the link flow from loops ¥; and the path flow from cameras 3. to be 1. Note that although the
estimation error is independent on the flow data as mentioned before, the purpose here is to

generate data for further analysis.

D) = () 2o

Estimation Error A

Figure 4.4: Process of Generating Data

4.6.2 Demand Estimation Accuracy

Once the data have been generated, the model should be able to re-estimate the generated
ground truth demand 7. The expectation of the difference between the conditional expectation
and the ground truth demand in Equations (4.18) is equal to zero, which means that the proposed
model can reach the conditional expectation of the OD demand given the observations. Thus,
the expectation of the difference is not influenced by the mean of the prior demand or other
parameters of the assumed distributions.

However, the covariance of the estimation error varies among the scenarios due to the size of
route proportion A, flow covariance D, prior demand covariance C' and flow data V. We demon-
strate the features of the covariance matrices among the scenarios using their trace. The larger
the trace of the covariance matrices, the more randomness is involved. Table 4.2 demonstrates

the trace of the covariance matrices of the estimation errors in the scenarios. There is 90.21%
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reduction of the trace of the demand estimation error covariance, from the situation with three

loops to the situation with full coverage of cameras and loops.

Table 4.2: Trace of the Covariance Matrices of the Estimation Errors in Each Scenario

Loops Full Full Loops Cameras Full Full Cameras Full Cameras
346 Loops +Cameras346 346  Cameras + Loops346  + Full Loops
2695.70  1811.58 1809.71  2474.10 268.60 266.33 263.87

4.6.3 Flow Prediction Accuracy

Traces are used to represent the features of the covariance matrix of the flow prediction errors
in Table 4.3. There is around 61.09% reduction of the covariance of the flow prediction errors
from the worst case with three loops installed to the best case with full coverage of cameras and
loops. Taking the respective basis of loops and cameras, adding equipment always decreases the
eigenvectors of the covariance matrices of flow prediction, increasing the certainty of prediction.
For example, 24.01 for the three loops situation, 18.69 for the situation of full coverage of loops,
18.68 for the situation of full coverage of loops plus three cameras, and 9.39 for full coverage of
both loops and cameras. The reason is that the measurement errors of the detectors cancel out

when more equipment is installed.

Table 4.3: Trace of Covariance Matrices of Flow Prediction Errors in Each Scenario

Loops Full Full Loops Cameras Full Full Cameras Full Cameras
346 Loops +Cameras346 346 Cameras + Loops346 4+ Full Loops
24.01  18.69 18.68 22.67 9.42 9.41 9.39

4.6.4 Variances

Since flow variances from loops and cameras are assumed, insight into the relation between these
two variances is obtained. Assuming the variance of the prior demand ¥y and the demand
variance Y7 are fixed, Figure 4.5 illustrates the mean eigenvalues along both the variance of the
link flow and the variance of the path flow. Figures 4.5 (a), (b), (c) and (g) take the loops as the
basis where the number of loops is increasing step by step, and Figures 4.5 (d), (e), (f) and (g)
take cameras as the basis where the number of cameras is increasing step by step. In general,
the lower the variances of the detectors are, the smaller the mean values of the eigenvalues.
Adding detectors always helps to reduce the randomness. With the full coverage of both loops
and cameras, the mean values are the smallest, ranging from 0 to 22.

Additionally, Figure 4.5 (g) is not symmetric, even if both cameras and loops have full

coverage of the network. This is because the path flow data from the cameras is able to identify
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Figure 4.5: Mean of the Eigenvalue of the Covariance Matrix from Estimation Errors
(different colors) along the Variances of Link Flow and Path Flow

the OD matrix exactly. Fixing a variance of the path flow, no matter what the variance of the
link flow changes to, the mean eigenvalues are stable. Comparing Figures 4.5 (f) and (g), the
stability of the mean eigenvalues from the path flow in Figure 4.5 (f) is better, although the
mean values are a bit larger. It may be due to the fewer loops that bring lower link variances.
Since three cameras bring more certainty to the eigenvalues, the slope in Figure 4.5 (¢) with the
scenario of full coverage of loops and three cameras, is larger than the one in Figure 4.5 (f) with

the scenario of full coverage of cameras and three loops.
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4.6.5 Sensor Coverage

Table 4.4 numerically shows the trend of increasing eigenvalues of AT A when adding devices as
illustrated in section 4.5. As the number of loop detectors installed is increasing step by step,
the mean value of the eigenvalue of AT A increases from 2.0714 in the scenario of only three loops
installed, to 3.6429 in the case of full coverage of loops, to 4.6429 in the case of full coverage of
both cameras and loops. Although the mean eigenvalues in both cases of full coverage of loops
plus three cameras and full coverage of loops plus full coverage of cameras are the same, the
median of the eigenvalues in the last scenario is higher, namely 1.3383. As the number of loop
detectors installed is increased, the eigenvectors increase from 1 in the three-camera situation

to 4.6429 in the case of full coverage of both cameras and loops.

Table 4.4: Eigenvalues of AT A in Each Scenario (Each Column has the same dimension
as T)

Loops Full Full Loops Cameras Full Full Cameras Full Cameras

346 Loops +Cameras346 346 Cameras + Loops346  + Full Loops

Minimum 0.0000  0.0000 0.0000 0.0000 1.0000 1.0000 1.0000
0.0000 0.0000 0.0000 0.0000 1.0000 1.0000 1.0000

0.0000  0.0000 0.0000 0.0000 1.0000 1.0000 1.0000

0.0000  0.0000 0.0000 0.0000 1.0000 1.0000 1.0000

0.0000  0.0000 0.0000 0.0000 1.0000 1.0000 1.0000

0.0000  0.0000 0.0000 0.0000 1.0000 1.0000 1.0000

0.0000  0.0000 0.0000 0.0000 1.0000 1.0000 1.0000

0.0000  0.6766 1.2733 0.0000 1.0000 1.0000 1.6766

0.0000  1.0322 1.6461 0.0000 1.0000 1.0000 2.0322

0.0000  1.3395 2.8012 0.0000 1.0000 1.0000 2.3395

0.0000  1.7380 3.4151 2.0000 1.0000 1.0000 2.7380

1.2075  2.8868 4.4782 3.0000 1.0000 2.2075 3.8868

3.7146  6.7016 9.4937 3.0000 1.0000 4.7146 7.7016

Maximum  24.0779  36.6254 41.8924 6.0000 1.0000 25.0779 37.6254
Mean 2.0714 3.6429 4.6929 1.0000 1.0000 3.0714 4.6429
Median 0.0000  0.3383 0.6366 0.0000 1.0000 1.0000 1.3383

Compared to the sensor location papers, the insight of randomness reduction in demand
estimation is gained from sensor coverage, represented by the positive mapping AT A for the
case with normal distributions. Adding detectors leads to an increase of AT A and a reduction
of the estimation covariance. Other researches about sensor coverage, such as Bianco et al.
(2001), Zhou and List (2010) and Fei and Mahmassani (2011), focus on the sensor location
problem which minimizes the budgets and maximizes the sensor usage. We extend the use
of sensor coverage, obtaining an insight into reducing randomness when adding detectors and

argues why adding detectors is able to reduce randomness based on AT A.
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4.7 Application of Log-Normal Distributions

The same road network is used as in the application of the normal distributions. From data
generation to results evaluation, the framework is illustrated in Figure 4.6. The Metropolis-
Hastings sampling is applied to draw T|U,V with only one sample with the fixed flow data.
Then U|T can be easily drawn from the log-normal distribution. Based on Gibbs sampling, the

joint density function of the posterior demand T, U|T can be achieved.

U

l

= T|U

|

VT «—————————

|

Gibbs Sampling

TIUV
(Metropolis-Hasting
Sampling)

ujT

l

L———  TPosterior

l
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Figure 4.6: Framework to Evaluate the Model in the Situation of the Log-Normal Distri-
butions

Three aspects of the results are evaluated: demand estimation accuracy, flow prediction
accuracy, and the sensitivity of demand to flows. The demand estimation accuracy and the
flow prediction accuracy are applied to demonstrate whether the flow data associated with
hierarchical Bayesian networks can lead the demand to the correct values. In addition, the
sensitivity of the demand parameter to observation data is evaluated by means of the model

complexity, which demonstrates how well the flow data controls the demand estimation.

4.7.1 Data Generation with Log-normal Distributions

Data are generated for the stochastic prior total demand U, the stochastic ground truth demand

T, and the stochastic flow data V. The prior demand of part of the A15 motorway from Statistics
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Netherlands follows a log-normal distribution U ~ LN (In u, /), where the log-std of the prior
demand Xy is assumed to be 0.02. This small value is chosen because of the magnitude reduction
of the logarithm Iny. For instance, In(2000) = 7.60. Taking Yy as 0.02 is reasonable. The
ground truth demand T is generated based on Equation (4.13) with an assumed variance of
0.02. Next the stochastic link flows and path flows are generated with a log-variance 0.0001 in

the log-normal distribution.

4.7.2 Estimation and Prediction Accuracy

The demand expectation with the log-normal distribution is zero. The focus is on estimation
covariance. The trace of the covariance matrices of the demand estimation errors and the trace
of the covariance matrices of the flow prediction errors are taken to measure accuracy. Table
4.5 demonstrates the trend of the absolute mean values of demand estimation errors in seven
combinations of detectors. The trace of the covariance matrices in the situations associated with
full coverage of cameras is much smaller than in other situations. This is due to the identity
mapping in the case of full coverage of cameras. In general, adding devices always helps to
reduce the absolute mean values of the demand estimation errors. From the worst case with
three loops installed to the best case with full coverage of cameras and loops, there is 77.38%

trace reduction of the demand estimation error covariance.

Table 4.5: Trace of the Covariance Matrix of the Estimation Errors in Each Scenario with
Log-Normal Distributions

Loops Full Full Loops Cameras Full Full Cameras Full Cameras
346 Loops +Cameras346 346 Cameras + Loops346  + Full Loops

2,807,782.22 1,936,089.47  1,851,283.94 2,662,375.40 650,865.44 645,199.22 635,095.64

In addition, the posterior demand 7' is reassigned to the network. The absolute deviation
between the reassigned flow and the measured flow is the absolute value of the flow prediction
error, illustrated in Table 4.6. The traces demonstrate the same trend as Table 4.5. Adding
detectors helps to reduce errors. From the worst case with three loops installed to the best case
with full coverage of cameras and loops, there is 75.80% trace reduction of flow prediction error

covariance.

Table 4.6: Trace of the Covariance Matrices of the Flow Prediction Errors in Each Scenario
with Log-Normal Distributions
Loops Full Full Loops  Cameras Full Full Cameras Full Cameras
346 Loops +Cameras346 346  Cameras + Loops346 4+ Full Loops

8,544.65 8,333.98 8,289.99 22,323.80  2,342.85 2,261.45 2,067.74
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Technically, the Bayesian Network Method with a log-normal distribution is quite time
consuming to carry out the computation. With 1000 draws of flows and 60,000 iterations in
the Gibbs sampler, it usually takes approximately five hours for the software of Matlab to get
convergence on a laptop with 4GB RAM and 32-bit Operating System.

4.7.3 Model Complexity

The model complexity criterion is applied to demonstrate how hard it is to derive parameters
from data. E(COV(T|V)), the unexplained part in the Law of Total Variance, should get
smaller. COV (E(T|V)), the explained part in the Law of Total Variance, should get larger. The
case study of the A15 motorway is used mainly to illustrate the effects of multiple data sources.
Adding devices means having stronger data observations.

To better represent the results, both explained and unexplained parts are normalized by
the covariance of the prior demand COV(T). Since the demand is multivariate with high-
dimensionality, presenting the results requires an index with good numerical stability. The
matrix trace is such a criterion to demonstrate the characteristics of a matrix. Table 4.7 and
Table 4.8 demonstrate respectively the trace of the normalized explained part COV (E(T'|V)) and
the normalized unexplained part E(COV (T'|V)). The values in the tables add up to almost one in
each scenario. Table 4.7 shows that adding observations increases the value of model complexity.
From scenario 1 (three loops) to scenario 2 (full coverage of loops), the model complexity doubles
from 0.1749 to 0.3880. This means that the parameters are very sensitive to perturbations of
the flow data, since there is a higher rank of the mapping matrix in scenario 2 than in scenario
1. Scenarios with full coverage of cameras have high values of model complexity, up to 0.73. The
reason is that full coverage of cameras is able to capture the demand explicitly. The mapping
matrix of full coverage of cameras has a full rank. In addition, the model complexity in the last
three scenarios stays almost at the same values, although it still increases a little according to

the number of loops involved.

Table 4.7: Trace of the Normalized Explained Part COV (E(T|V)) in Scenarios

Sce 1 Sce 2 Sce 3 Sce 4 Sce 5 Sce 6 Sce 7
Loops Full Full Loops Cameras Full Full Cameras Full Cameras
346  Loops +Cameras346 346 Cameras + Loops346  + Full Loops
0.1749  0.3880 0.4147 0.2107 0.7305 0.7312 0.7316

The findings from Table 4.5 and Table 4.8 are consistent. Both demand estimation error

and model complexity are able to evaluate the results.
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Table 4.8: Trace of the Normalized Unexplained Part E(COV (T'|V)) in Scenarios

Sce 1 Sce 2 Sce 3 Sce 4 Sce 5 Sce 6 Sce 7
Loops Full Full Loops Cameras Full Full Cameras Full Cameras
346  Loops +Cameras346 346 Cameras + Loops346  + Full Loops
0.8339 0.6135 0.5935 0.8024 0.2816 0.2870 0.2813

4.8 Conclusion

Hierarchical Bayesian networks take the stochastic features of the freight system into account.
To obtain the posterior demand associated with the mean and the covariance, the prior demand
is updated by different types of flow data in the road network, taking errors into account. Shao
et al. (2014) mentioned that most of the conventional OD demand estimation models mainly
make use of the first-order statistical property (i.e. the mean) of the traffic counts, but the
second-order property (i.e. the covariance) of the count data is usually ignored. Here, we consider
both statistical properties and provide the detailed mathematical derivation. Contributing to
the research body of Bayesian inference (Maher, 1983; Tebaldi and West, 1998; Hazelton, 2000;
Castillo et al., 2008a; Perrakis et al., 2011), where normal distributions dominate the quantities,
we propose both normal distributions and log-normal distributions, taking the means and the
covariances into account.

If flow errors are independent of devices, errors are additive to flows; then a normal dis-
tribution can be applied, which allows one to adopt an analytical approach and to quickly
obtain the posterior demand. If flow errors are considered to be dependent on devices, such
as different devices having different percentage errors, errors are proportional or multiplicative
to flows. Then a log-normal distribution is applied. So far, we have not seen relevant papers
applying the log-normal distribution to OD estimation. A log-normal distribution gives a plau-
sible description of a right skewed flow distribution, in which large flows have a relatively high
probability of occurrence. If the demands and link counts are not too small, the boundary at
zero will be largely irrelevant (Shao et al., 2014). In this case, an analytical solution is not
possible. Instead, Markov-Chain Mont-Carlo simulation is applied with Gibbs sampling, nested
by Metropolis-Hastings sampling to arrive at estimates. The computation time associated with
the log-normal distributions is longer than in the case of the normal distributions because of the
sampling simulation.

In addition, there are three types of errors considered: prior error, estimation error and
observation error. The prior error represents the error in the prior data from surveys for in-
stance. The estimation error is the error generated when estimating demand parameters. The
observation error, also called measurement error, could result from disruptions of the devices.
Usually, errors modeled in researches, such as Zhou and Mahmassani (2006), are additive. The
assumption of additive errors is that whatever the error generating problems are, the errors stay

the same. In our model of log-normal distributions, multiplicative errors are proposed, which
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actually relaxes the underlying assumption. These multiplicative errors represent the proportion
of the deviation to the baseline, for instance, the percentage failure of each device for observation
error. Since the two situations have different approaches to generate inputs, it is infeasible to
compare the estimation results from the two situations. An extension could compare the two
situations with a third data set.

Furthermore, in the framework of hierarchical Bayesian networks, three types of data are
integrated, prior demand data, link flow from loop detectors, and path flow from cameras. The
researches have considered one or two types of data sources, illustrated in Table 2.2. Most
of the research is based on loop detectors (Van Zuylen and Willumsen, 1980; Spiess, 1987;
Watling, 1994; Ashok and Ben-Akiva, 2000; Hazelton, 2008). Zhou and Mahmassani (2006),
Van Der Zijpp (1997) and Dixon and Rilett (2002) take both loop detectors and cameras into
account, but use different methods, such as least squares. Cascetta (1984) uses the survey
data together with loop detectors. He takes the objective function as minimizing the estimated
demand and survey demand, with the assumption that survey demand has a good quality. In
this chapter, hierarchical Bayesian networks allow to update survey demand as prior demand
based on flow data, whatever the survey quality is. The prior demand associated with a relatively
large variance has little impact on the estimated demand. The impact has been dominated by
the flow observations.

The effectiveness of path flow data from cameras is addressed, combined with link flow data
from loop detectors. The case study of the A15 motorway in the Netherlands demonstrates that,
with the assumption of a normal distribution, the trace of the covariance matrix benchmarks
the added value of extra detectors to the estimation performance. Path flows obtained from
cameras reduce the randomness significantly, around 90.21% trace reduction of the estimated
demand error covariance. There is 61.09% trace reduction of flow prediction error covariance
from the worst case with three loops installed to the best case with full coverage of cameras
and loops. In the log-normal case, these two values are 77.38% and 75.80%, respectively. Thus,
path flow data plays an essential role to estimate accurate demand. The results from the model
complexity are consistent with the demand estimation errors. The model complexity could be
applied as a new evaluation criterion.

Last but not least, the insight of randomness reduction in demand estimation is gained
from sensor coverage by AT D~'A + C~!, a part of the expectation of the estimated demand
conditional on the flow data for the case with normal distributions. Antoniou et al. (2015)
indicates that the performance of OD estimation methods depends highly upon the structure
and the properties of the supply/demand interaction - that is of the assignment map A. We
have proved that the positive mapping AT A can represent AT D=1 A+ C~! since the covariance
matrix of the prior demand C' and the covariance matrix of the flow observations D are fixed.
Adding detectors leads to an increase of AT A and a reduction of the estimation covariance.

Our approach also fits into three rules in Viti and Corman (2012): the maximum flow fraction
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rule, the maximal OD demand fraction rule and the maximal net OD flow captured rule, where
the priority must be given to locations containing the largest information distributed over fewer
OD pairs. Comparing with these rules, we provide another aspect of the value gain from the
mapping ATA to view the sensor coverage problem. Additionally, other researches such as
Bianco et al. (2001), Zhou and List (2010) and Fei and Mahmassani (2011), focus on the sensor
location problem which minimizes the budgets and maximizes the sensor usage. Especially, Zhou
and List (2010) applied a least mean square OD destination estimator, analysed the covariance
matrix of estimated demand, and gave advice about sensor locations. A few studies have been
conducted to locate cameras or path-flow detectors for sensor location problems. Zhou and List
(2010) focused on locating a limited number of point-flow detectors and path-flow detectors in
a network to update an estimated OD trip table. Compared with these papers, our approach
addresses a sensor coverage problem in a framework of hierarchical Bayesian networks, obtaining
an insight into reducing randomness when adding detectors and arguing why adding detectors

is able to reduce randomness based on AT A.
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5.1 Introduction

In the previous chapter, we developed a hierarchical Bayesian network model to estimate origin
destination pairs in a road network. This model allowed us to estimate the parameters of the trip
demand equation associated with the network using data from two different data sources, loop
detectors and camera recordings, while taking prior information about OD pairs into account.
Compared with more traditional approaches, such as information methods (Van Zuylen and
Willumsen, 1980) and general least squares (Cascetta, 1984; Bell, 1991; Bierlaire and Toint,
1995), this model contributes to the literature on modeling the stochastic nature of traffic
demand.

In the present chapter, we extend the Bayesian network model in two directions: the incor-
poration of forecasting flow one day ahead, and the consideration of origin-destination tuples.
Both extensions entail the exploitation of systematic demand patterns in time for the forecasting
of next day’s demand. Forecasts of future traffic demand support traffic management in taking
measures to alleviate congestion. Statistical forecasting approaches, such as time series analysis
(West and Harrison, 1997), have been applied to transportation demand prediction based on one
previous time period. For instance, Ashok and Ben-Akiva (2002) applied autoregressive models
to the recursive estimation and prediction of transport demand. Zhou and Mahmassani (2007)
developed a polynomial trend filter to capture possible structural deviations in the forecasted
demand, by considering demand deviations from the a priori estimate of the regular pattern
as a time-varying process with smooth trend. Considering multiple previous time periods, a
multi-process model is applied in this chapter. This model, consisting of a mixture of dynamic

linear relations, assigns probabilities to each designed scenario of weighted previous demands.

Travel Origin desti- Transportation

activity model nation tuple planning

[eoTIsIIeIS

Demand

( Simulation
| SISATeUR

forecasting

Figure 5.1: ODT Connects the Travel Activity Model and Transportation Planning (the
bold line is the applied approach)

In addition, origin destination tuples (ODTs) introduced in Chapter 1 consider combinations

or chains of links in a network, as opposed to individual links, when estimating the parameters
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of the trip matrix. The notion of origin destination tuples stems from travel activity-based
research considering a behavioral perspective of traffic demand in a road network (Kitamura,
1996; Bowman and Ben-Akiva, 2001; Chorus et al., 2008). Travel activity-based research as-
sumes that people plan ahead and choose attributes of each trip, including mode, destination,
and departure time, while considering a chain of links in the network, instead of separate links.
Jones et al. (1990) provide a comprehensive definition of activity analysis: it is a framework in
which traveling is analyzed as daily or as multi-day patterns of behavior, related to and derived
from differences in life style and activity participation among the population. They take into
account the fact that travelers have travel plans as a trip chain, such as from home to work and
back (HWH) or a work tour with at least one additional stop for another activity (HWH+).
In addition, travel activity-based models integrate household activities, land use distributions,
regional demographics and transportation networks in an explicitly time-dependent fashion (Mc-
Nally, 1996). In order to understand the individual choice behavior, researchers mostly represent
it as a discrete choice model (Bowman and Ben-Akiva, 2001; Chorus et al., 2008), and micro-
simulation (McNally, 1996). The disaggregate discrete choice activity schedule presented by
Bowman and Ben-Akiva (2001) is specified and estimated from the available daily survey and
service data at the transportation system level. They generate time and mode specific trip ma-
trices for forecasting. The model is designed to capture interactions among individual decisions
throughout a 24 hours day by explicitly representing tours and their interrelationships in an
activity pattern. Wang and Cheng (2001) develop a spatial-temporal data model to support ac-
tivity based transport demand modeling in a GIS environment, identifying spatial and temporal
opportunities for activity participation. Activity patterns are conceptualized as a sequence of
staying at or travelling between activity locations. The activity based research enriches the trip
generation in the transportation planning process. But the activity based model does not touch
upon the road network associated with the observed data, which is essential for the transporta-
tion planning and this thesis. In addition, survey data (Stavins, 1999; Kroes and Sheldon, 1988)
is the main information source supporting the activity based research. Although surveys may
demonstrate some trip chains of travelers, the sparseness of survey data limits to represent travel
activities over time. Consequently, it is hard to estimate demand from patterns of behavior and
it is hard to use survey data of OD information as input for traffic assignment. Hence, the scope
of behavioral research is normally limited to the demand side, ignoring the road network.
Importantly, as indicated in Kitamura (1996), how many trips in an activity based demand
model are made depends on how the visits to different places are sequenced and combined
into trip chains. Activity-based demand forecasting should be based on a model of activity
engagement, and then forecast the number of trips, given a set of activities to be pursued. In
this sense, ODT's can bridge the gap between transportation planning and travel activity-based

research, considering the demand pattern and the road network.
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The forecasting approaches in the activity based model rely on macro-simulation of mobility
and activity participation (e.g., number of trips, total travel distance), and on micro-simulation
of replicating the decision mechanisms underlying activity engagement. The underlying fore-
casting methods are Monte Carlo simulation, as McNally (1996) and Kitamura et al. (2000) did.
Since this study contributes to the transportation planning side, the demand forecasting ap-
proach will be aligned with statistical forecasting approaches applied in transporting planning,
as illustrated by the bold line in Figure 5.1.

Actually, ODTs bring extra challenges to the estimation and forecasting of demand. Firstly,
additional demand parameters need to be estimated on top of OD pairs. This further aggravates
the problem of under-specification (Van Zuylen and Willumsen, 1980), where the number of
ODTs including OD pairs is much larger than the number of links. Secondly, one reason for the
ignorance of the trip chain in transportation planning could be the anonymous loop detector
data, which cannot identify vehicles. ODTs cannot be estimated and forecasted accurately
without identification detectors.

The network studied in Chapter 4 investigates the use of information from different sources
employing artificially constructed information scenarios. In practice, the existence of identifi-
cation monitoring systems, such as automated number plate recognition (ANPR) cameras and
Bluetooth scanners, allow partial observation of the trajectories connecting links that make up
OD pairs. The question arises how these OD tuples can be structurally embedded in the demand
estimation.

In the following section, the methodology is presented. The case study in Section 5.3 illus-

trates this method. Section 5.4 finalizes the chapter with discussions.

5.2 Methodology

In this section, the hierarchical Bayesian network model is applied to obtain the posterior fore-
casted origin destination tuples. Considering the stochastic nature of the model and the com-
putational efficiency, Kalman filtering with normally distributed error terms is used to get the

mean and variance of the ODTs.

5.2.1 Hierarchical Bayesian Networks to Forecast Origin Desti-
nation Tuples

Hierarchical Bayesian networks represent probabilistic dependencies between variables in a di-
rected acyclic graph. Each node of the graph is regarded as a random variable and is connected
by its conditional probability given the value of its parents in the graph (Gyftodimos and Flach,
2002). Figure 5.2 illustrates the diagram of a hierarchical Bayesian network for forecasting

origin destination tuples with three layers: hyper-parameters, parameters and data layers. In
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the hyper-parameter layer, the prior ODTs data are located. Information about these priors
is obtained from surveys. The variables corresponding to ODT volumes are in the parameter

layer. The observations in the data layer are link flows and path flows.

Individual Aggregated
trip chain trip chain, S(7)
upscaled factor Hyper-
l parameters
Prior ODT,
U(0)
Forecasted ' Estimated
ODT, < dynamics ODT, T(i, d) Parameters
T(,d+ 1) ’ ’
Link flow, Path flow, D
V(l,d) W (e, d) ata

Figure 5.2: Hierarchical Bayesian Networks for Forecasting OD Tuples

Hyper-Parameter Level

The setup of the hyper-parameter level is based on individual trip chains, which are derived
from survey data. These individual activity trip chains are related to the scheduled time and
the activity locations. With the scheduled time, travelers determine the departure time; and
with the activity locations, they decide about the travel patterns. Here, we assume that travel
modes are either cars or trucks (Note that in the activity-based research mentioned in Chapter 1,
scheduled time, activity locations, and travel modes are three elements.). Aggregating vehicles
with the same ODT pattern gives the sample demand of ODT i, denoted as S;. A deterministic
growth factor is introduced, denoted as f3; to scale up this sample demand to the population

level of the prior ODT Uy, a scalar representing prior demand for a network.
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Uo=> Bi-Si (5.1)

Uy is a random variable following a normal distribution Uy ~ N (3, 8- Si, Xj,). Introducing
the constant weight of the prior demand parameter, x;, similar to the weight in Equation (4.2),

the separated prior ODT i is presented as:
U, =z;-Uy (5.2)

Parameter Level

The demand variables at the parameter level are the factors to be estimated and predicted. The
ODT denoted as T; 4 is a parameter in this layer. West and Harrison (1997) treat the prior Up

as an input of the parameter T; ¢ when d = 0. The connection between T; g and Uy is as follows.

Tio=Ui+ Ei=wi-Uy+ Ei (5.3)

There Uy and FE; are assumed to be independent and the estimation error is described as
E; ~ N(0,X7;).

A forecasted ODT for the next day, T; 41, is obtained through an auto-regressive model of
past demands. The weights a, which are considered as unknown, indicate the share of the past
demand for forecasting the future demand. The applied model of the dynamics is a multi-process
model (West and Harrison, 1997). Here we treat the weights as deterministic in the demand

dynamics model. In Equation (5.4), C; is a constant:

z—1

Tigr1=Ci+ Y az1Tig—z +Eian (5.4)
2=0

Demand on different days is conveniently summarised into vectors including the demand
from day d to day d — (x — 1), T;-,d = (Ta, Tig-1,--- ,Ti,d,(x,l))T, where x is the length of the
recursive process. The first component of next day’s error vector & 441 is assumed to have a
normal distribution with zero mean and variance o; 41 1. Equation (5.4) can be written in matrix

notation as:

€i,d+1

~ ~ - 0
Tig1=Ci+ B -Tiqg+ . (5.5)

where,
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ap Qa2 - Qg1 O
1 0 0 0
B=]0 1 0 0
0 0 1 0

and C; = ¢ - C;, where ¢ = (1,0,...,0)T.
The model can produce the demand at day d + k by recursively applying Equation (5.5).

Analytically, the expression is derived as follows:

5i,d+z
a . k—z ~ k7. u k—z 0
Toaer = () _B"*)-Ci+B" Tia+) B : (5.6)
z=1 z=1 :
0

The long-term mean demand has the following relation with the constant @, assuming that
1 — B is positive definite (1 — B > 0):

T;=(1-B)"'C; (5.7)

Data Level with Multiple Data Sources

For the measurement model at the data level, two types of flow data are generated from different
devices. First, the link flow data represents the traffic counts on links during a certain time
period. Second, the path flow data refers to the traffic counts of vehicles that pass a particular
path with multiple links. The path flow data indicates origin-destination information, which
may reduce the uncertainty due to the under-specification of the estimation problem.

Loop detectors measuring link flows include anonymous counts. In principle, they cannot
distinguish trip chains of vehicles. Denoting the flow observation on link [ on day d as Vj 4, the

relation between observed flows and ODTs is linked with the route proportion A; 4 ;.
Via= Z Arailia+ Qa (5.8)
i

Path flows are generated by devices that identify vehicles. For instance, cameras track the
trajectories of vehicles, which provides information about the traveling routes and even ODT
information. Denoting a path as ¢, the path flow as W, 4 and the route proportion as A, g, the

linear relation between path flow and ODT is expressed in Equation (5.9):

WcA,d = Z Ac,d,iTz’,d + gc,d (59)
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The error &4 is assumed to be independent from the error (; 4 in Equation (5.8).

5.2.2 Posterior Estimation Method with Normal Distribution

After having the hierarchical Bayesian model with relations among the layers, the estimation and
forecasting of the posterior ODT is carried out. We assume normal distributions for the errors,
so that an analytical approach is effective. The linear relations in the hierarchical Bayesian
networks method fit with the linear state-space models. According Koopman et al. (2012), we

have the state-space model as follows:

Tyr1i = C; + BTy + i, Egi ~ N(0,Q,) (5.10)
V= A4Ty+ Ca, G ~ N(0, Hy) (5.11)

Equation (5.11) is called the observation equation. Equation (5.10) is called the state equa-
tion, which represents a first order vector autoregressive model, the Markovian nature of which
accounts for many properties of the state-space model (Koopman et al., 2012).

In order to update the estimate of the OD demand, a new observation ‘7(1 is brought in
(Koopman et al., 2012). This procedure is called filtering. Kalman filtering is applicable to
recursive Bayesian inference when all error terms have a multivariate normal distribution. It
operates recursively on streams of noisy input data to produce a statistical estimate of the
underlying system state.

Kalman filtering involves both forecasting and updating processes (West and Harrison, 1997).
The advantage of the Kalman filtering is to decrease the computational complexity. The whole
procedure is illustrated in Figure 5.3 with four steps. The first step is that the observed flows
up to day d, 17(d)7 are used to estimate the distribution of the demand at day d. This estimated
demand at day d is denoted as fd|d, and serves as prior for day d + 1. Through dynamic
forecasting, the demand at day d + 1 is forecasted in step 2. In step 3, the demand fd+1|d
forecasts the flow data at day d + 1 as f:ﬂ_l‘d based on Equations (5.8) and (5.9). f is the
forecasted flow from the forecasted demand, and differs from the observed flow V(d) Once
the observed flow at the forecasted day d + 1 is obtained, there is likely a deviation between
the forecasted flow fd+1\d and the observed flow VdH in step 4. The deviation and the prior
forecasted state at day d + 1 are used to get the posterior demand, Td+1\d+1~

Actually, the whole process of updating ODT has the same mechanism as forecasting the
flow directly. Since Kalman filtering follows the principle of Markov chains that the next state
only depends on the previous state, the updating in each iteration only requires data from the
previous period. However, the direct forecasting requires data about the entire history. Thus,
the computation time of updating the ODTs in the Kalman filtering framework is much less

than the time to update the flows directly.
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Figure 5.3: Kalman Filter for ODT Estimation and Forecastion at Day Level

Here specifically, the four steps of the Kalman filter updating process (West and Harrison,
1997) are as follows, illustrated also in Figure 5.3.
Step 1: Initializing the posterior at previous days d with a normal distribution, having mean
mg and covariance .
Ty ~ N (14, 54)

Step 2: Computing the forecasted ODT with mean @441 and covariance ﬁd+1.
Tay1|Va ~ N(@ay1, Ray1)

where,

da+1 = Ba1mig
Ryy1 = Bay164Bl + Qan
Step 3: One-step forecast of flow data with mean ﬁjﬂ and covariance Q‘,Hl.

Vd+1“_/;i ~ N(.f(‘i-}—l’ ©d+1)

where,

far1 = Adr18a41
. s .
Qa+1 = Ay Rav1Aars + Haia

Step 4: Posterior at day d + 1 updating mean 7441 and covariance Gg41 -
Tar1|Way1 ~ N(May1, Gar1)

Mgp1 = Aay1 + Xay1€as1
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. . -
a1 = Ray1 — Xa1Qa11X g

where,

S
Xip1 = Rap1450Q7 4

a1 = Va1 — fan (5.12)

5.2.3 Approach to Handle the Evolution Parameters in the Multi-
Process Model

The evolution parameters o weigh the demand in past time periods to arrive at a new value. The
class of models consisting of a mixture of dynamic linear models is referred to as multi process
models, which were originally introduced into the statistics literature by West and Harrison
(1997).

The vector of evolution parameters @ in the multi-process model are constant over time but
unknown. We assume to have a prior probability distribution on a finite set A of possible values
for ae. This set of possible evolution parameters, A = {a}, is assumed discrete, so as to make
the calculation feasible. A realization of this parameter is denoted as o € A. Given a vector of
weight values on the elements of A, the model in Equation (5.5) can be analyzed with normal
distributions to produce sequences of prior, posterior and forecasted distributions of ODT's that
are sequentially estimated over time as the flow observations are processed (West and Harrison,
1997). The means and variances of the distributions all depend on the specific weight values
p(«) under consideration. The inference about the ODTs at day d+ 1 is based on the density of
the demand given all the available flow observations over historical time, p(Tg+1|e, Vi, Va—1, .. .)-

In order to have the density function of the weights «a, given all the observed flow data
p(a|Va, Vi—1,...), we start with an initial prior density p(a|Vp). Information is sequentially
processed to provide inference via posterior p(a|Vy, Vy_1,...). This is sequentially updated

using Bayes’ theorem as per Equation (5.13):

p(a‘vd’ Vd—la B ) & p(a“/d—la Vd—27 i )p(‘/d‘av ‘/11—17 ‘/(1—27 .. ) (513)

5.3 Case Study on the A15 Motorway

The multi-process model is tested in a real network of part of the A15 motorway (between entry
17 and exit 15 from east to west) in the Netherlands. There are seven highway sections, four
on-ramps as origins and four off-ramps as destinations. Loop detectors are installed on each
highway section. Cameras are on highway sections 3, 4, and 6.

Prior demand information is obtained from Statistics Netherlands. The travel survey of

individual trip chains in this area is obtained from Statistics Netherlands, including the departure



5.3 Case Study on the A15 Motorway 95

out7 in6 outd out4 in3 in2

out8 inl
HS7 HS6 HS5 HS4 HS3 HS2 HS1

Figure 5.4: Part of A15 motorway from Hoogvliet to Havens

time, travel patterns and so on. The travel pattern information is used to understand the types
of trip chains of these travelers within one day. Besides the 14 OD pairs in this network, two
types of trip chains are assumed to be present in the survey to run the further experiments:
one is in3-out4 and then in6-out7; the other is in3-outb and then in6-out7. These two types
of trip chains are the introduced Origin Destination Tuples. The 14 OD pairs in this case are
the simplest case of ODTs. Route proportion A is extended with the ODTs. For instance,
considering cameras on highway sections 3 and 6, ODT in3-out4~in6-out7 is actually part of

OD in3-out4 and OD in6-out7. Thus, the route proportion A is as follows:

Wes 100 T3
Wee | =10 1 0 757
Weses 0 0 1) \73457

The expectation of the prior demand is available, after up-scaling the demand of the trip
chains from the sampled data S;. The variance of the prior demand (Xy) is for each ODT. In
the case study, we randomly generate the four-day demands as prior demands, assuming the
ODT patterns are similar everyday. The evolution variance is assumed as 1 (£441) (Zhou and
Mahmassani, 2007). With these 1000-day demand data, the traffic flow of loop detectors and
cameras are derived by the linear relations in Equations (5.8) and (5.9). The measurement
errors ((g+1) of flow data are normal random variables with mean zero and variances 50 and 10
for loops and cameras, respectively. The ratio of the evolution variance of the demand and the
measurement variance of the loop flow is 0.02 (1/50), which means that the most recent real-time
estimate receives a relatively small weight (Zhou and Mahmassani, 2007). The ratio for cameras
is 0.1, which implies that the camera flow data actually plays a role with less randomness and
higher accuracy. We also manipulated these variances. The findings are in the discussion.

The constant Cj, the conditional mean of the series, has been set according to its long-term

relation with expected demand under stationarity, which has been set equal to prior demand Uj;

z—1
Ci=01-> a. )l (5.14)
z=0

Three scenarios (&) with weights for demand in the previous four days are considered: non-

stationarity, strong auto-correlation and weak auto-correlation. In each case, a similar and a
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distinct pattern of weights is applied. Table 5.1 gives an overview. The non-stationary model
is with > a = 1, C = 0. For the auto-regressive stationary model with Y « < 1, both a
strong auto-correlation model and a weak auto-correlation model are considered. The strong
auto-correlation model has ) o = 0.8, and the weak auto-correlation model has Y a = 0.2.
Each « in the weak auto-correlation model is one fourth of the corresponding « in the strong
auto-correlation model. The prior weights for each scenario are 10%, 40% and 50%, respectively.
These weights can be interpreted as the trust levels of these scenarios. For instance, people who

believe that scenario 1 is almost impossible to happen, associate it with a probability of 10%.

Table 5.1: Designed Scenarios («)

Models (3 «) Cases Scenario 1 Scenario 2 Scenario 3
o Distinct  (0,0.1,0,0.9) (0.8,0.1,0,0.1)  (0.25,0.25,0.25,0.25)
Non-Stationarity (1) g5 (0.8,0.05,0,015)  (0.8.0.1.0,0.1) (0.8,0.1,0.1,0)

Distinct (0, 0.08,0,0.72)
Similar  (0.64,0.04,0,0.12)
Distinct (0, 0.02,0,0.18)
Similar  (0.16,0.01,0,0.03)

0.64,0.08,0,0.08)  (0.2,0.2,0.2,0.2)

0.64,0.08,0,0.08)  (0.64,0.08,0.08,0)
0.16,0.02,0,0.02) (0.05,0.05, 0.05,0.05)
0.16,0.02,0,0.02)  (0.16,0.02,0.02,0)

Strong AC (0.8)

Weak AC (0.2)

—~ = —

To demonstrate the behavior of the model, scenario 2 is selected as the true scenario to gen-
erate demand and flow data. The results should show that scenario 2 has the highest probability.
In reality, the true scenario is unknown and unlikely included in the designed scenarios. The
results from another scenario (0.1, 0.1, 0.7, 0.1), different from those in Table 5.1, are demon-
strated as well. The experiments of the stationary weights within and beyond the designed
scenarios are carried out. In addition, the forecast accuracy from different types of detectors is
checked by the mean absolute deviation ratio (MADR), defined as follows:

MADR — |Forecasted Demand — TrueDemand)

|4 |4
TrueDemand X 100% (5.15)

5.3.1 Experiment One: Non-Stationary Weights within the De-
signed Scenarios

To demonstrate the proposed methodology and better fit the assumed distributions, we generate
the day-to-day demand of 1000 days with parameters « in Equation (5.5) as scenario 2 (0.8, 0.1,
0, 0.1) under the non-stationary model with C' = 0 in Equation (5.4). This setting of scenario
2 means that the future demand shares 10% of the demand in the second and fourth previous
days, respectively, 80% from the first days and no share from the third day. The initial values
of Uy are obtained from Statistics Netherlands. The initial demand covariance is assumed to be
one. The demand volumes are proposed for further tests, as around 2000, 1000, 500, 100, 20.
Since the standard deviation is 1, the ratios between demand and standard deviation are 2000,
1000, 500, 100, 20.
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Identification of Scenarios

After running the model, scenario 2 wins the highest probability 100%. The convergence is
influenced by the ratio between the demand volume and the standard deviation, because the
exponential part of the normal density function is sensitive to the ratio. If the ratio is large,
the exponential part goes to one very fast. The convergence steps for both the distinct case and
the similar case are demonstrated in Table 5.2 for different ratios between demand volume and
standard deviation. The model appears to easier identify the right scenario in the distinct case
than in the similar case. It takes more steps for the similar case to converge, that is 12 steps
for the ratio as 100, and 1000 steps for the ratio as 20. The probability in the similar case with
the ratio 20 is plotted in Figure 5.5, demonstrating that the probability in scenario 2 converges
to 100% in around 100 steps.

Table 5.2: Convergence Steps to 100% Probability for Distinct Case and Similar Case
with Non-Stationarity

Demand Volumes/Standard Deviation

2000 1000 500 100 20
Distinct Case 2 2 2 2 8
Similar Case 2 2 4 12 1000

1 1

1
09 0.9 r/—f 09

08 08 08

07 Scenario 1(0.80.0500.15) 07 Scenario 2 0.80.1 00.1) 07 Scenario 3 (0.80.10.10)
06 0.6 06

05 0.5 05

04 04 04

03 03 03

02 0.2 02
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Figure 5.5: Convergence of Weights p in the Similar Case where the Ratio between De-
mand Volume and Standard Deviation is 20

Forecasted Performance from Different Detectors

To demonstrate the combined use of loop detectors and cameras, the mean absolute deviation
ratios (MADR) between the true demand and the forecasted demand are introduced. These
MADR values are computed based on the last 200 days of demand after convergence. The true
demand is generated with scenario 2. The absolute deviation ratios for both cameras and loops,
and only loops are presented in Table 5.3. The table shows that the MADR from the combined
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use of cameras and loops, 0.25%, is lower than the ratios from loops, 0.46%. Especially, the last
two ODTs gain significantly from cameras. The ratios from loops are 0.55% and 2.10% for the
last two ODTs, while 0.13% and 0.20% from cameras plus loops. Comparing the ratios among
ODTs under certain detectors, some are higher or lower than others. This may arise from the

sensor locations, mapping the observed flows to the demand.

Table 5.3: Mean Absolute Deviation Ratios (MADR) between True (generated from Sce-
nario 2) and Forecasted Demand with Non-Stationarity (|%])

Distinct Scenarios Similar Scenarios

Cameras and Loops Loops Cameras and Loops Loops

ODT 1-4 0.22 0.20 0.19 0.24
ODT 1-5 0.32 0.37 0.28 0.51
ODT 1-7 0.02 0.36 0.04 0.08
ODT 1-8 0.29 0.09 0.35 0.09
ODT 2-4 0.41 0.19 0.46 0.52
ODT 2-5 0.03 0.10 0.03 0.12
ODT 2-7 0.06 0.15 0.00 0.36
ODT 2-8 0.24 0.00 0.18 0.17
ODT 3-4 1.22 2.28 1.16 0.88
ODT 3-5 0.06 0.19 0.06 0.15
ODT 3-7 0.05 0.30 0.05 0.10
ODT 3-8 0.09 0.15 0.09 0.06
ODT 6-7 0.06 0.28 0.07 1.04
ODT 6-8 0.52 0.02 0.48 0.20

ODT 3-4~6-7 0.13 0.55 1.24 2.07

ODT 3-5~6-7 0.20 2.10 0.20 0.34

MADR (|%)) 0.25 0.46 0.31 0.43

For the similar case, where the true demand is generated from scenario 2, Table 5.3 shows
that MADR for the combined use of cameras and loops, 0.31%, is a little bit lower than the
ratios from loops, 0.43%. As expected that trip chains can only been identified by cameras, the
last two real ODTs have lower ratios when using both cameras and loops, 1.24% and 0.20%,
than using only loops, 2.07% and 0.34%, respectively.

There is no significant difference in MADR between the distinct scenarios and the similar
scenarios. It means that the model successfully forecasts the demand to a correct scenario.
The only difference between the distinct scenarios and the similar scenarios appears to be the
convergence steps in Table 5.2. In addition, the MADRs for the situations with and without
cameras have no significant difference either. This may arise from the demand being generated

from a scenario which is part of the designed scenarios.
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5.3.2 Experiment Two: Non-Stationary Weights beyond the
Designed Scenarios

In reality, people do not know the true weights for the demand forecast, which are most likely
beyond the designed scenarios. Keeping the model settings as in the first experiment, we generate
1000-day demand data with an extra scenario of (0.1, 0.1, 0.7, 0.1). People may believe that the

third previous day has 0.7 proportion to forecast demand. The other days contribute 0.1, each.

Identification of Scenarios

After running the model, the weights for scenario 3 converge to unity and for the rest to zero,
in both situations with and without cameras, in both distinct and similar scenarios. It means
that scenario 3 is identified as the most likely to forecast the demand. The underlying reason is
that the Euclidean distance between scenario 3 and the true scenario is the shortest, 0.52. The
Euclidean distances from the other two scenarios are 1.07 and 0.99, respectively. Even though
no designed scenario is true, scenario 3 with the unit weight probability is able to lead to the
ratios with low differences between the true demand with the scenario of (0.1, 0.1, 0.7, 0.1) and

the forecasted demand.

Forecasted Performance from Different Detectors

Regarding MADR in the situations with and without cameras, the ratios go to 0.33% in the
situation with cameras and 1.34% without cameras, as illustrated in Table 5.4. Comparing
the absolute deviations with and without cameras in this table, especially for the ODTs which
can be identified by cameras, the forecasted demand can achieve almost the true demand with
an absolute deviation ratio, 0.22% for ODT 3-5~6-7; while there is a relatively large ratio in
the situation with only loops, 3.85% from ODT 3-5~6-7 for instance. The large deviations of
MADRSs come from the fact that ODTs always rely on cameras. The similar scenarios appear
to the same situation in Table 5.4.

Comparing the MADRs of the two experiments, in the case of non-stationary weights within
the designed scenarios, even if cameras are able to identify the vehicles, the path flow data cannot
achieve significantly more accurate results than only link flow data. In the other situation of the
true scenario beyond the three designed scenarios, which is more realistic, the path flow data
provide much more accurate forecasts than the loop data. Path flow data from cameras play a
significant role to identify the true scenario in estimating the ODTs.

Additionally, the non-stationary dynamics for demand forecasting may generate a drift in
the forecasted flow data, illustrated in Figure 5.6, although the drift is not significant. The
figure plots the measured flow data with the largest variance, and the forecasted data from

three scenarios. The lines of three scenarios are too close to separate. This drift may arise from
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Table 5.4: Mean Absolute Deviation Ratios (MADR) between True (generated with An-
other Scenario) and Forecasted Demand with Non-Stationarity (|%])

Distinct Scenarios Similar Scenarios

Cameras and Loops Loops Cameras and Loops Loops

ODT 1-4 0.09 115 0.25 0.75
ODT 1-5 0.38 0.84 0.11 0.98
ODT 1-7 0.05 0.90 0.11 0.12
ODT 1-8 0.13 0.22 0.46 0.49
ODT 2-4 0.58 0.45 0.45 0.99
ODT 2-5 0.06 0.27 0.14 0.04
ODT 2-7 0.00 0.59 0.17 0.21
ODT 2-8 0.43 0.46 0.20 0.85
ODT 3-4 1.16 1.97 1.14 1.35
ODT 3-5 0.07 0.79 0.07 0.57
ODT 3-7 0.05 0.59 0.05 0.58
ODT 3-8 0.14 0.21 0.11 0.00
ODT 6-7 0.06 0.72 0.06 0.29
ODT 6-8 0.55 1.06 0.56 1.28

ODT 3-4~6-7 1.37 7.30 1.38 9.36

ODT 3-5~6-7 0.22 3.85 0.22 2.88

MADR (|%]) 0.33 1.34 0.34 1.30

the model feature of random walk. The drift may not be realistic in a transport situation, as it

would suggest that the flow data at the same location increases day by day.

Figure 5.6: One Day Ahead Forecasted Flow Data at HS2 with Non-Stationarity in Similar
Case

5.3.3 Dynamics under Strong and Weak Stationarity

The auto-regressive model has stationary weights. We define the strong auto-correlation as
> a = 0.8, and the weak auto-correlation as > o = 0.2. The constant C in the auto-regressive

model is predefined in Equation (5.14).
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Identification of Scenarios

The auto-regressive models under strong and weak auto-correlation can find the true scenario
2, when the data is generated from scenario 2. The convergence steps are not as sensitive to
the ratios between the demand volumes and the standard deviations, for both the strong and
the weak auto-correlation. Table 5.5, from the strong auto-correlation, does not show any gain
of reducing the demand volume. Comparing the convergence steps of the distinct case and the
similar case, shows that the distinct case has fast and stable convergence. The model can easily
identify the correct scenario, independent of the ratio between the demand volumes and to the
standard deviations. In the similar case, it takes more steps to converge, and identify the correct
scenario. Due to the presence of demand volume in the exponent of the normal distribution,
small ratios require more convergence steps. When the true scenario is beyond the designed

scenarios, scenario 3 gains the unit probability.

Table 5.5: Convergence Steps to 100% Probability for Distinct Case and Similar Case
with Strong Auto-Correlation (> a = 0.8)

Demand Volumes/Standard Deviation

2000 1000 500 100 20
Distinct Case 6 8 10 14 7
Similar Case 26 39 108 108 106

Forecast Performances for Different Detectors

The forecast performances in both the similar case and the distinct case are quite the same. So
the following discussion is based on the similar case, since it is comparatively difficult to find
good results. The forecasted flow data based on the strong auto-correlation model is plotted in
Figure 5.7, taking the HS2 for instance. The figure includes the measured flow data and the
forecasted data in the three scenarios. These lines are too close to separate. But there is no
drift in the forecasted flow data as in Figure 5.6. Figure 5.7 shows stable patterns after 180
days, especially for scenario 2. Since the forecasted demand converges to the mean demand of
T in Equation (5.7), the forecasted flow data will eventually converge to a certain value. The

MADR between true demand and forecasted demand are all around 1% e~

, irrespective the use
of detectors and the scenario cases.

For the weak auto-correlation model (3~ o = 0.2), the forecasted flow data from three sce-
narios are also quite close to each other, because the « in the weak auto-correlation model is one
fourth (0.2/0.8) of the « in the strong auto-correlation model. The forecasted flow in the weak
auto-correlation model converges faster than the strong auto-correlation model, around 20 steps

and 180 steps, respectively. The MADR between true demand and forecasted demand in the
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Figure 5.7: One Day Ahead Forecasted Flow Data at HS2 with Strong Auto-Correlation
Model (>3- a =0.8)

5

weak auto-correlation model are all around 1 *x e~ as well, independent of the use of detectors

and the scenario cases.

Figure 5.8: One Day Ahead Forecasted Flow Data at HS2 with Weak Auto-Regressive
Model (>~ a =0.2)

In summary, the dynamic model with stationarity much easier leads to accurate forecasting
results than the model with non-stationarity. The advantages of cameras show only in the

non-stationary situation, if the true scenario is beyond the designed scenarios.

5.4 Conclusion

In this chapter, origin destination tuples (ODT) have been introduced and examined. ODTs
consider combinations or chains of links in a network, as opposed to individual links, when
estimating the parameters of the trip matrix. Conceptually, ODTs bridge the gap between a
travel activity model that ignores the road network, and transportation planning where vehicles

are anonymous. Demand forecasting has been researched from the perspective of both travel
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activity modeling and transport planning. Thus, ODTs forecasting based on statistical analysis
explores the research of demand forecasting.

There are three main contributions in this chapter. Firstly, we propose the concept of origin
destination tuple as a sequential dependence of the OD matrices, based on the identification
function of cameras. This concept bridges transportation modeling, which considers only OD
pairs assigned anonymously to the road network, and activity-based model research that focuses
on travel choice behavior with discrete choice models (Bowman and Ben-Akiva, 2001; Chorus
et al., 2008). The activity based research enriches the trip generation in the transportation
planning process. But the activity based model does not touch upon the road network associated
with the observed data, which is essential for transportation planning and this thesis. ODTs
take care of both travel behavior in the road network and trip chains as one of the travel choices.

Secondly, ODTs bring extra uncertainties, on top of OD pairs, to the under-specification
problem (Van Zuylen and Willumsen, 1980) associated with the estimation and forecasting of
ODs. Taking advantage of monitoring systems that are able to identify trip chains of vehicles,
the path flows from identification devices such as cameras, decrease the uncertainties due to the
OD tuples, especially in the situation of non-stationary weights beyond the designed scenarios.
Comparing the mean absolute deviation ratios (MADR) of two experiments in the non-stationary
weight, when the true scenario is within the designed scenarios, even if cameras are able to
identify the vehicles, path flow data cannot achieve significantly more accurate results than only
link flow data. In the other situation of the true scenario beyond the three designed scenarios,
which is more realistic, the path flow data provide a much more accurate MADR than only the
loop data. When the dynamic model is stationary, the forecasting results are so good that the
influences of the path flow data from cameras to find out the true scenario cannot be identified.
The MADRs are all around 1% e~ with and without cameras. Thus, the advantages of cameras
show only in the non-stationary situation, if the true scenario is beyond the designed scenarios.

Lastly, a hierarchical Bayesian network with a multi-process model is suitable to forecast
demand. To our knowledge, there is no paper in this field published on this method. The
dynamics include the non-stationary model, the strong auto-correlation model and the weak
auto-correlation model. The multi-process model in the Baysian framework has the advantages
of taking the demand in several previous days into account instead of just-one-day before demand
(Ashok and Ben-Akiva, 2000; Zhou and Mahmassani, 2007), giving each pre-defined scenario of
combinations of the previous days demand a prior probability, and coming up with posterior
probabilities for each scenario. Usually, one scenario, which has the shortest Euclidean distance
with the true scenario, gains a unit probability, and the rest has zero probability. In the case
of having the same designed scenarios, they will share the unit probability with the same pro-
portions of the prior probabilities. With this multi-process model, people’s experience is taken
into account in the pre-defined scenario. The observed data together with errors update the

prior probability and end up with the most likely scenario. The multi-process model with the
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non-stationary model has its own weakness as well. Firstly, the probability converges within two
steps, when the ratio between demand volume and standard deviation is more than 100. This
results from the large numbers for the power of the exponent in the normal distribution. As
long as the demand volume gets smaller, convergence is getting smooth as indicated in Figure
5.5. Secondly, the model sometimes takes a large number of iterations to converge, as was also
indicated in West and Harrison (1997), say 2000 days. This depends on the combination of
the variances of observed data and the scenarios. Lastly, the non-stationary model of demand
forecasting may generate a drift in the forecasted flow data, arising from the model feature of
random walk. This drift may not be realistic in the transport situation that the flow data at the
same location increases day by day. The multi-process model with a stationary-dynamics model
has none of these issues. The dynamic model with stationarity much easier leads to accurate

forecasting results than the model with non-stationarity.
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Traditionally, official traffic and transportation statistics are to a large extent based on data
obtained through (online) surveys, secondary data sources and administrative databases. With
the advent of large scale electronic transactions, telecommunication and widespread use of sen-
sors, opportunities arise to base statistics on captured data. Advanced monitoring systems for
these captured data are installed in various types of infrastructures. Particularly in the road
network, data from loop detectors and cameras offer abundant and detailed transport and traffic
information. In the Netherlands, the national data warehouse is responsible for storing these
captured data, and provides the data to data users. Consistent with the original purpose of the
detected data, these data are applied to research in the field of transportation planning. Mean-
while, these advanced monitoring data enrich the data resources and data collection methods
applied by statistics offices.

Transportation demand management based on monitoring data is an example of a link be-
tween transportation planning and official statistics. It is particularly interesting for a statistics
office to know the annual number of freight vehicles travelling from specific origins to specific
destinations. This overlaps with the interest of transportation planning, in which demand data
is used to understand the transportation behavior in the road network. Currently, the statistics
office gets information about origins and destinations from questionnaires sent to logistics com-
panies, while transportation planning estimates and predicts the demand based on observations
about the road network. Statistics office and transportation planning have different perspectives
of the same issue. To combine these two perspectives, this thesis applies the Kullback-Leibler
method and the hierarchical Bayesian network model, taking survey data as prior information
and monitoring data as evidence.

The main findings of the thesis are summarised in the next section. In section 6.2, conclu-
sions are drawn from the use of multiple data sources. Following that, the evaluation of demand
estimation and forecasting methods is summarized in section 6.3. In section 6.4, recommen-
dations of data usage are addressed for Statistics Netherlands. Future research finalizes this

chapter.

6.1 Main Achievements in Each Chapter

In Chapter 1, various types of transportation data are introduced, besides survey data from
statistics offices. Based on the characteristics of the different data sources, transportation data
are grouped into three categories: (i) point data, such as loop detectors and Weigh-in-Motion
(WiM), providing counts information; (ii) point-to-point data or path data, such as cameras,
Bluetooth and GSM, giving path data including travel time and OD information; (iii) and route
data, such as GPS having counts, travel time, OD information and vehicle trajectory. To better
capture the transport behavior, these data can be used jointly. For instance, due to location

restrictions, the Weigh-in-Motion systems in the Dutch highway network mainly provide the
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transport cargo weight data for each passed vehicle. The system cannot present the network
information, although cameras are involved in the WiM systems. In contrast, loop detectors
cannot identify trucks, but they do give a general impression of truck flows and traffic flows.
The flows from loop detectors are representative for the network. Assuming that the truck types
in the network are similar to the truck types in the WiM locations, we can have the average
cargo weight per truck per hour.

In Chapter 2, demand estimation methods have been reviewed. There are two approaches:
point estimation and distribution estimation. Maximum likelihood, least squares and informa-
tion methods belong to the point estimation approaches; Bayesian inference and Kalman filtering
are the distribution estimation approaches. The main advantage of distribution estimation is
that the stochastic features of flows and demand are taken into account. Bayesian inference
updates the prior information to obtain a posterior belief. Additionally, to obtain the route
proportion with the combined use of cameras, the Hadamard product, via element-wise matrix
multiplication, is proposed based on the route proportion of link flows.

In Chapter 3, the Kullback-Leibler divergence model is proposed to estimate OD demand, as
an alternative to the information minimization method (Van Zuylen and Willumsen, 1980). The
Kullback-Leibler divergence model relaxes Stirling’s approximation in the information minimiza-
tion method, and can be regarded as a generalization of the information minimization method.
Compared with previous research considering one or two types of data sources (Van Zuylen
and Willumsen, 1980; Watling, 1994; Ashok and Ben-Akiva, 2000; Van Der Zijpp, 1997; Zhou
and Mahmassani, 2006), we take three data sources: link flow from loop detectors, path flow
from cameras, and prior demand from Statistics Netherlands. The effectiveness of path flow
data from cameras has been demonstrated in the A15 case study. Additionally, a high quality
of the prior demand is essential in the Kullback-Leibler divergence model, if flow data can not
perfectly estimate demand. As long as the flow data is sufficiently accurate, taking path flow
for instance, the demand estimation error remains 0.04% in the A15 case study, independent of
the prior demand.

In Chapter 4, the hierarchical Bayesian networks are introduced to estimate OD demand,
taking the stochastic features of the freight system into account. The prior demand in the
framework of hierarchical Bayesian networks associated with a relatively large variance, called
uninformative prior (Tibshirani, 1989), appears to have little impact on the estimated demand.
The impact has been dominated by the flow observations. In this sense, hierarchical Bayesian
networks have more advantages than the information methods in Chapter 3. Additionally,
hierarchical Bayesian networks can include various types of distributions. Two distributions of
errors are proposed in this chapter: the normal distributions for the additive errors and the
log-normal distributions for the multiplicative errors. To calculate or approximate the posterior
density function of the demand, there are two approaches. One is an analytical approach applied

to the normal distributions, getting the mean and covariance of the posterior demand; and the



108 Conclusions and Recommendations

other is a simulation approach associated with Gibbs sampling nested by the Metropolis-Hastings
sampling applied for the situation with the log-normal distributions. The case study of the A15
motorway in the Netherlands demonstrates, for the normal distribution case, that there is 90.21%
trace reduction of the estimated demand error covariance and 61.09% trace reduction of flow
prediction error covariance, from the worst case with three loops installed to the best case with
full coverage of cameras and loops. For the log-normal distribution case, these two values are
77.38% and 75.08%, respectively. Thus, hierarchical Bayesian networks associated with both
distributions have been shown to be able to achieve significant trace reductions. Furthermore,
three types of errors are considered: prior errors, estimation errors and observation errors. The
prior error represents the error in the prior data from survey, for instance. The estimation error
is the error generated when estimating demand parameters. The observation error, also called
measurement, error, results from disruptions of the devices. Usually, errors modeled in research,
such as Zhou and Mahmassani (2006), are additive. The assumption of additive errors is that,
whatever the error generated, the errors stay the same. In our model of log-normal distributions,
multiplicative errors are proposed, which actually relaxes the underlying assumption. These
multiplicative errors represent the proportion of the deviation to the baseline, for instance, the
percentage failure of each device for observation errors. The multiplicative errors associated with
log-normal distributions could better represent the errors to each device, and may be suitable
for the situation of a small demand with a large variance.

Chapter 5 contains three main contributions. Firstly, we propose the concept of origin
destination tuple as a sequential dependence of the OD matrices, based on the identification
function of cameras. This concept bridges transportation modeling, which considers only the OD
pairs assigned anonymously to the road network, and activity-based model research that focuses
on travel choice behavior with discrete choice models (Bowman and Ben-Akiva, 2001; Chorus
et al., 2008). The activity based research enriches the trip generation in the transportation
planning process. But the activity based model does not touch upon the road network associated
with the observed data, which is essential for transportation planning and this thesis. ODTs
take care of both travel behavior in the road network and trip chains as one of the travel
choices. Secondly, ODTs bring extra uncertainties, on top of OD pairs, to the under-specification
problem (Van Zuylen and Willumsen, 1980) associated with the estimation and forecasting of
ODs. Taking advantage of monitoring systems that are able to identify trip chains of vehicles,
the path flows from identification devices such as cameras decrease the uncertainties due to
the OD tuples, especially in the situation of non-stationary weights of previous demand in the
dynamic model beyond the designed scenarios. Comparing the mean absolute deviation ratios
(MADR) of two experiments with the non-stationary weights, when the true scenario is within
the designed scenarios, even if cameras are able to identify the vehicles, path flow data cannot
achieve significantly more accurate results than only link flow data. In the other situation where

the true scenario is beyond the three designed scenarios, which is more realistic, the path flow
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data provide much more accurate MADR than only the loop data. But the path flow from
cameras does not play a significant role to identify the true scenario when the dynamic model is
stationary. The MADRs are all around 1%e~® with and without cameras. Thus, the advantages
of cameras only show in the non-stationary situation, if the true scenario is beyond the designed
scenarios. Lastly, the hierarchical Bayesian network with a multi-process model is suitable to
forecast demand. To our knowledge, there is no paper in this field published on this method.
The dynamics include the non-stationary model, the strong auto-correlation model and the weak
auto-correlation model. The multi-process model in the Baysian framework has the advantage of
taking the demand in several previous days into account instead of just-one-day before demand
(Ashok and Ben-Akiva, 2000; Zhou and Mahmassani, 2007), giving a prior probability to each
pre-defined scenario of a combination of the previous days demand, and coming up with posterior
probabilities for each scenario. Usually, one scenario, which is the shortest Euclidean distance
from the true scenario, gains a unit probability, and the rest have zero probability. If they have
the same designed scenarios, they will share the unit probability with the same proportions as
the prior probabilities. With this multi-process model, people’s experience is taken into account
in the pre-defined scenario. The observed data together with errors updates the prior probability

and end up with the most likely scenario.

6.2 Use of Multiple Data Sources

Data can be collected in various ways. Traditional surveys consist of rich information with many
variables. Taking surveys for logistics companies, for instance, there are data about departure
time, arrival time, location, travel mode, cargo weight, and so on. Capturing data via surveys
is not limited to locations. Location information can be easily obtained in questionnaires. But
surveys require man-power and time to process data. Nowadays the on-line surveys by Statis-
tics Netherlands achieve a response rate around 80%, but questionnaires may be incomplete.
Compared with surveys, advanced monitoring systems capture data automatically during the
whole day. The data capturing error is much lower than the error from surveys. However, the
advanced monitoring system may provide limited types of data. Loop detectors can provide link
flow data, time mean speed and lengths of vehicles. Cameras with an identification function can
capture more information, but the data is limited to number plates and path flow data. There
are only eighteen Weigh-in-Motion (WiM) detectors installed in the Dutch road network, ob-
taining the weight of vehicles. All these monitoring systems provide only specific information at
specific locations. Advanced monitoring systems can never replace surveys. Combining survey
data and monitoring data extends and enriches the current data collection methods. Surveys
collect data with various variables and are not bound to a particular location, but may be in-
complete. Advanced monitoring systems collect data continuously at specific locations, but have

few variables.
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Integrating these data sources allows one to extend the use of transport data and to obtain
more insight into transport behavior. Due to the location restrictions, the WiM systems in the
Dutch highway network mainly provide the transport cargo weight data for each passed vehicles.
The systems cannot present network information, although cameras are involved in the WiM
systems. In contrast, loop detectors cannot identify trucks, but they do give a general impression
of truck flows and traffic flows. The flows from loop detectors are representative for the network.
Assuming the truck types in the network are similar to the truck types on WiM locations, joint
information from loop detectors and WiM provides the average cargo weight per truck by hours
of the day and days of the week, and also gives the ratio of weight and truck flow. In Figure 1.2,
the ratio of weight and truck flow is much higher during the period from 20:00 to 05:00 am the
next day than for the rest of the time. The patterns are a consequence of the fact that during
daytime, a range of commercial vehicles, including vans, light trucks and lorries, travel on the
roads, while during the evening hours and night time, there are mainly heavy lorries with full
loads, such as international transport from and to the Port of Rotterdam. The occupancy rate
of trucks on the A15 highway from the port area to the hinterland is high during the early times
of the day (00:00-07:00) and then gradually lowers as the network presence of passenger cars
increases.

Among these monitoring systems, different data capturing methods provide different types of
data in the road network. Two types of captured traffic flow observations can be distinguished.
One is the link flow observed from loop detectors and Weigh-in-Motion. The other is path flow
obtained with cameras and Bluetooth scanners. Link flow data only captures anonymous data,
while path flow data identifies vehicles. Path flow data considerably increase the accuracy of
demand estimation based on loop detectors. In addition, the identification function of path flows
allows to bring a concept of origin destination tuple. Traditionally, vehicles traveling along an
OD pair to fulfill demand are assumed to be homogeneous and the trips of vehicles are taken
as independent. In reality, vehicle trips are inter-related. One vehicle may contribute to time
dependent OD matrices several times a day, according to its schedule or travel plans. Origin
destination tuples, defined as a set of OD pairs, take travel behavior into account and quantita-
tively represent trip chains from the demand aspect. With the help of cameras and Bluetooth
scanners, the origin destination tuples of the identified freight trucks can be measured. The
innovative concept of origin destination tuples could be obtained with survey data, but hardly
with link flow observations. The combination of survey data and path flow data demonstrates

the trip chains of freight trucks.
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6.3 Evaluation of Demand Estimation and Forecast-
ing Methods

To estimate demand, information methods, including the information minimization and the
Kullback-Leibler method, and the hierarchical Bayesian networks have been applied. Hierarchi-

cal Bayesian networks with a multi-process model have been investigated to forecast demand.

6.3.1 Demand Estimation Methods

Two main methods have been applied to estimate the truck demand for infrastructure usage. One
is the Kullback-Leibler divergence method, and the other is the hierarchical Bayesian network
method. The Kullback-Leibler divergence method is an information method. Compared with
the information minimization approach (Van Zuylen and Willumsen, 1980), the Kullback-Leibler
divergence method better represents the underlying concept of information minimization for
estimating the OD demand and relaxes the assumption implied by Stirling’s approximation.
Stirling’s approximation is feasible when flow data are large. When the flow data are small,
less than 10, the Kullback-Leibler divergence method has lower average deviations between the
estimated demand and the ground truth demand than the information minimization method.
The Kullback-Leibler divergence model is regarded as a generalized approach of the information
minimization method.

Hierarchical Bayesian networks take the stochastic nature of freight truck demand and freight
truck flows into account. This is more realistic than the assumption that demand and flow are
deterministic. Using flow observations in the road network, the prior information is updated to
yield the posterior demand. The demand information from official statistics is taken as the prior
information. Two situations have been considered. If flow errors are independent of devices,
errors are additive to flows; then a normal distribution is applied, which allows one to adopt an
analytical approach and to quickly obtain the posterior demand. If flow errors are considered
to be dependent of devices, such as different devices having different error percentages, errors
are proportional or multiplicative to flows; then a log-normal distribution is applied. A log-
normal distribution gives a plausible description of a right skewed flow distribution, in which
large flows have a relatively high probability of occurrence. In this case, an analytical solution
is not possible. Instead, Markov-chain Mont-Carlo simulation is applied with Gibbs sampling,
nested by Metropolis-Hastings sampling to arrive at estimates.

A comparison of the hierarchical Bayesian networks and the Kullback-Leibler divergence
method for freight truck demand estimation yields several insights. Firstly, the framework of
the hierarchical Bayesian networks is flexible. It can be extended as necessary with additional
variables; while the Kullback-Leibler divergence method measures the probable divergence of

two distributions.
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Secondly, the Kullback-Leibler divergence method considers a discrete probability distri-
bution, which is characterized by a probability mass function that a truck from an OD trip
contributes to the flow on a link. The Bayesian method takes the stochastic nature of truck
behavior into account, which involves continuous probability distributions of demand and flows.
The probability density functions are used to represent the distributions, rather than having de-
terministic values, as assumed in the information methods. In addition, prior errors, estimation
errors and observation errors are explicitly considered in the hierarchical Bayesian networks,
making the approach more realistic; while information methods including the Kullback-Leibler
divergence method usually do not take stochastic errors into account.

Thirdly, the Kullback-Leibler divergence method and the hierarchical Bayesian network
method have different mechanisms to estimate truck demand. Hierarchical Bayesian networks
provide the posterior demand via updating a prior demand based on flow observations in the
road network. This takes the network structure, measurement errors, assignment errors and
the correlations among flows and demand explicitly into account; while the Kullback-Leibler
divergence method, assuming independent link flows, minimizes the divergence between the
probability of link flows from the prior demand and from the estimated demand. Thus, hierar-
chical Bayesian networks have realistic settings with less assumptions. In hierarchical Bayesian
networks, the quality of the prior information appears to have limited relevance for estimating
freight truck demand. The results of estimated demand rely mainly on the flow observations in
the road network, the variation of the flow data, and the variation of the prior demand. The
Kullback-Leibler divergence method treats the weights of prior demand and posterior demand
as equal, where prior information plays a significant role. A wrong chosen prior demand results
in inaccurately estimated demand. Thus, the under-specification problem is covered by the vari-
ance of prior data in hierarchical Bayesian networks. Updated by the observed data, the impact
of the under-specification problem can be limited.

Lastly, a Bayesian method produces more accurate results than an information method. The
hierarchical Bayesian networks associated with normal distributions is able to get the zero mean
deviation between the estimated demand and the ground truth demand, while the heuristic for
the Kullback-Leibler divergence method associated with a heuristic approach has no guarantee

to reach optimal values.

6.3.2 Demand Forecasting Method

The stochastic nature of traffic demand and traffic flows is also considered in the context of
demand forecasting. In order to perform day-to-day forecasting, we investigate a multi-process
model, in the context of hierarchical Bayesian networks. A hierarchical Bayesian network with
a multi-process model is suitable to forecast demand. To our knowledge, there is no paper in
this field published on this method. This model has its own advantages of taking the demand in

several previous days into account instead of just-one-day before (Ashok and Ben-Akiva, 2000;



6.4 Recommendations for Statistics Netherlands 113

Zhou and Mahmassani, 2007). Each pre-defined scenario of the combination of the previous days
demand has a prior probability, and the model comes up with posterior probabilities for each
scenario. Usually, one of the scenarios gains a unit probability, and the rest has zero probability.
In the case of the same scenarios, they will share the unit probability with the same proportions
of the prior probabilities. In such a way, people’s experience in the pre-defined scenario and the
observed data including errors are involved in the multi-process model.

The multi-process model has its own weakness as well. Firstly, the probability converges
within two steps, too fast to be believed, when the ratio between demand volume and standard
deviation is more than 100. This results from the large numbers in the exponent in the normal
distribution. When scaling down the demand, convergence is getting smooth as is indicated in
Figure 5.5. Secondly, the model sometimes takes a large number of iterations to converge, as is
also indicated in West and Harrison (1997), like 2000 days. It depends on the combination of
the variances of observed data and scenarios. Lastly, the auto-regressive model for the demand
forecasting may generate a drifting in the forecasted flow data, illustrated in Figure 5.6. It
may not be realistic in the transport situation that the flow data at the same location increases
day by day. An autoregressive model with a constant is applied then. This constant is able to
stabilize the forecasting process, avoiding the drifting. The absolute deviation ratios between
true demand and forecasted demand are almost zeros, independent of the use of detectors and

the scenarios.

6.4 Recommendations for Statistics Netherlands

This thesis introduces different kinds of advanced monitoring data, such as loop detectors,
cameras, Weigh-in-Motion (WiM), and GSM. Regarding the characteristics of these data, loop
detector data and Weigh-in-Motion data are point data, providing counts information; cameras,
bluetooth and GSM give path data, including travel time and OD information; and GPS rep-
resents route data having counts, travel time, OD information and vehicle trajectory. Based on
these modern information sources, Statistics Netherlands can publish statistics on, for example,
traffic flow and traffic density. Since the time intervals of the captured monitoring data are
short, Statistics Netherlands could publish short term data or near real-time information, in
addition to the annual, quarterly or monthly reports.

An automated data capturing approach may reduce the administrative burden for transport
companies, but can never replace the traditional surveys. The surveys for logistics companies,
for instance, provide information about departure time, arrival time, location, travel mode, cargo
weight and so on. Advanced monitoring system is mostly restricted to few variables. Loop detec-
tors, for example, limit to provide link flow data and length categories of vehicles. The advanced
monitoring systems thus merely enrich the traditional data capturing approach. Combining sur-

vey data and monitoring data extends the data collection methods, as surveys collect data with
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various variables and advanced monitoring systems collect data continuously. This opens the
opportunity for Statistics Netherlands to publish new variables, such as transportation demand
as the number of incoming and outgoing trucks per day per municipality to be published each
month. Transportation demand can be partially obtained from surveys, but monitoring data
in the network allow to estimate transportation demand on a daily basis. Combining different
demand sources, Statistics Netherlands can have transportation demand statistics. In 2015,
Statistics Netherlands published an article (van der Sangen, 2015), demonstrating the monthly
traffic intensity on Dutch motorways over the period 2011-2014. It is a great step for Statistics
Netherlands to have published statistics based on minute data from more than 20 thousand loop
detectors.

Weigh-in-Motion (WiM) is a particular data source that Statistics Netherlands might ex-
ploit. Weigh-in-Motion data include the variables vehicle type, weight, speed, number of axles,
and number plate. Based on these data, Statistics Netherlands could report on the frequency,
average speed, and average weight of each type of vehicles. Derived from Weigh-in-Motion
data, the indicators of dynamic weight capacity utilization and transportation impact cost are
introduced and validated in Ma et al. (2012). These two novel indices can be used for the quan-
titative evaluation of the transportation performance from multiple perspectives, including the
performance of logistics companies and the performance of the road network. Dynamic weight
capacity utilization draws on the notion of momentum, comparing the observed and ideal situa-
tion of cargo weight and traffic speed. Transportation impact cost fuses weight, transportation
value and traffic conditions to present the transportation inefficiency. Based on these indicators,
Statistics Netherlands could generate the corresponding statistics, which may give insight into
the road performance from a logistics point of view and the transportation efficiency of logistics
companies. Meanwhile, there are some restrictions of capacity utilization based on WiM data.
The WiM data does not reveal the transported cargo (or volume) capacity utilization. This has
two consequences. First, truck flows cannot be translated into commodity flows and correspond-
ing statistics. Second, though weight capacity utilization may be measured, it will be difficult,
if possible at all, to measure volume capacity utilization.

Additionally, from the data processing point of view, the hierarchical Bayesian networks
method enriches the methodologies applied by Statistics Netherlands. It supports Statistics
Netherlands to have short term publications by forecasting short term variables.

Furthermore, the large amount of advanced monitoring data may require visualization tools,
a large capacity IT infrastructure and data scientists. For the further development of official

statistics, this is a point of particular interest for Statistics Netherlands.
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6.5 Future Research

There are several extensions to the research in this thesis. Firstly, the real flow data in a larger
road network can be used to extend the case study. Based on the real flow data, the hierarchical
Bayesian networks with normal distributions and log-normal distributions can be compared.
The parameters in the model, such as variances of flows and variances of prior demand, are
fixed. This assumption can be relaxed using the data-driven Bayesian network approach based
on captured data. Consequently, standard deviations of normal/log-normal distributions will
follow certain distributions. In addition, dynamic OD demand estimation (Antoniou et al.,
2015) with stochastic route choice could be considered (Ashok and Ben-Akiva, 2000; Dixon and
Rilett, 2002; Zhou and Mahmassani, 2006; Barceld et al., 2010), which relaxes the assumption of
static assignment in this thesis. The framework of hierarchical Bayesian networks with another
dimension of time is feasible, as shown in Chapter 5. This extension is useful for real time
transportation planning and for having short term statistics.

Secondly, for the research on origin destination tuples, in this thesis it is assumed that the
ODT patterns are known. This assumption can be relaxed, extending to the case that the ODT
patterns are being updated over time with real time capture data such as GPS data. Path
prediction (Yavas et al., 2005; Krumm and Horvitz, 2006; Morzy, 2006, 2007; Jeung et al., 2008)
associated with pattern-based prediction methods can be applied. Pattern-based prediction
methods consider the movement of each object to be independent. Yavag et al. (2005) propose a
method to predict future paths based on mobility patterns. Jeung et al. (2008) propose a hybrid
prediction model which combines motion functions and mobility patterns.

Thirdly, short term forecasting statistics, such as demand forecasting combined with weather
forecasting, could be generated. It may provide useful information for travellers. During the
process, a hierarchical Bayesian network method associated with large capacity IT infrastruc-
tures should be implemented. In addition, surveys from Statistics Netherlands, secondary data
sources and internet have lots of text information or non-numerical data, such as comments
and descriptions of freight products. Those unstructured data contain rich information as well.
Text analytics could be applied to extract the information from sentences. One simple example
is that text analytics counts the records of words in text and provides the correlations among
words. In such a way, Statistics Netherlands can capture extra information.

Fourthly, based on such rich information, many research topics can be carried out. Besides
demand estimation and forecasting in this thesis, three researches have been conducted: time
slot allocation (Ma et al., 2010), traffic density estimation (Ma et al., 2011), and dynamic
weight capacity utilization (Ma et al., 2012). These three topics align with the concept of
using multiple data sources. Time slot allocation provides a strategy to reduce congestion via
early or late departures of travellers. The travellers are paid a certain incentive, represented
as value of time. One practical question arises: how to ensure that these travellers follow the

agreement? Identification devices, such as cameras or Bluetooth, can be applied. In addition,
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dynamic weight capacity utilization combines the use of WiM systems and loop detectors. For
the logistics companies, transport volume, besides weight, is another essential element. How to
automatically measure the volume utilization is quite challenging. Translating weight to volume
requires product information.

Lastly, the concept of big data nowadays has been discussed a lot. From a pure data
point of view, big data is related to three high V’s. They are high volume, high velocity, and
high variety. My research touched upon various transport sensor data, such as loop detectors,
cameras, Bluetooth, and Weigh-in-Motion. Usually this data has several gigabytes or even
terabytes, which can be considered as high volume. Since all these sensors capture data every
minute or even every second, the data is updated very fast with high velocity. Together with
the variables from survey data, transport sensor data is provided in several formats, which gives
high variety. Together with traditional data processing, nowadays big data is also concerned
with IT infrastructures such as the cloud and data warehouses, and visualizations. The research
described in this thesis is not related to these two aspects; it mainly contributes to data science
in terms of methodology. Data science bridges the gap between traditional IT and business,
providing the solutions to the business based on data processing methods. Furthermore, from
a data structure point of view, there are structured data or numerical data, and unstructured
data or text data. My thesis mainly contributes to structured data analytics. As an extension,
content analytics could be applied. For instance, drivers may send messages saying that they are
departing and which routes they will go. This is all real time and accurate information, which
may help to improve the accuracy of demand estimation. The text mining methods usually

include entropy analysis and Bayesian networks. These methods are considered in this thesis.
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Traffic and transportation statistics are mainly published as aggregated data, traditionally based
on surveys or secondary data sources like public registers and companies’ administrations. Nowa-
days, advanced monitoring systems are installed in the road network, offering more abundant
and detailed transport information than surveys and secondary data sources. Usually, these rich
data are applied to the research in the field of transportation planning. It gives an opportu-
nity to national statistics offices to update their databases and apply new methods to generate
statistics. Transportation demand estimation and prediction are taken as examples. Quantita-
tive information on transportation demand is important for national and regional policy makers
who want to know the number of freight vehicles traveling from origins to destinations. Tra-
ditionally, they extract this information largely from the national statistics offices. Moreover,
transportation research needs the demand data to understand transportation behavior in the
road network, such as congestion and pollution. Usually, statistics offices get the demand infor-
mation from questionnaires sent to logistics companies, and transportation researchers estimate
the demand based on the observations in the road network.

The contributions of this dissertation are as follows. First, this dissertation considers fusing
different data sources. Flow observations are distinct as two types. One is the link flow observed
from loop detectors and Weigh-in-Motion, for instance; the other is the path flow from cameras
and Bluetooth scanners which can identify vehicles. The path flow can significantly increase the
accuracy of the estimated demand, since it reduces the uncertainty of the match between the
flow observation and the demand.

In addition, an innovative concept of origin destination tuples is proposed and validated.
Since cameras and Bluetooth scanners can identify vehicles, they bring the opportunity to get
an insight into the trip chains of freight trucks. The trip chains are quantitatively represented
from the demand aspect as origin destination tuples, sets of origin destination pairs. The
innovative concept of origin destination tuples can be found in the survey data, but hardly from
the link flow observations. The combination of survey data and the path flow demonstrates the
trip chains of freight trucks.

Furthermore, the Kullback-Leibler divergence method is proposed to generalize the infor-
mation minimization method and to relax the assumption from Stirling’s approximation. The

hierarchical Bayesian method takes the stochastic nature of demand and flows into account.
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This is more realistic than the deterministic values of demand and flow. The demand informa-
tion from Statistics Netherlands is taken as the prior information with a certain distribution.
Using updates from the flow observations in the road network as evidence, the posterior de-
mand is obtained for two situations. The first situation assumes that the errors follow a normal
distribution. This assumption leads to an analytical approach, which can be applied to quickly
obtain the posterior demand. As the symmetric shape of the normal distribution may under-
represent the probability of a large flow, the other situation of the log-normal distribution is also
discussed. In this case, an analytical approach is no longer feasible. When the Markov Chain
Mont Carlo simulation is applied with Gibbs sampling, nested by Metropolis-Hastings sampling,
the computations to reach an equilibrium take lots of time, which makes the method practically
infeasible.

The last chapter describes how the hierarchical Bayesian network combined with a multi-
process model is applied to forecast demand. To our knowledge, there is no paper in this field
published on this method. The multi-process model in the Bayesian framework has the advan-
tage of taking the demand of several previous days into account instead of just-one-day before
demand, giving each pre-defined scenario of a combination of the previous days demand a prior
probability, and coming up with posterior probabilities for each scenario. Usually, one scenario,
which has the shortest Euclidean distance with the true scenario, gains a unit probability, and
the rest has zero probability. With this multi-process model, people’s experience is taken into

account in the pre-defined scenario.
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(Summary in Dutch)

Verkeer en vervoersstatistieken worden voornamelijk gepubliceerd als geaggregeerde gegevens
die in het verleden werden verkregen met enquétes en secundaire databronnen zoals overheids-
registers en bedrijfsadministraties. De geavanceerde monitoring systemen die tegenwoordig
geinstalleerd zijn in het wegennet bieden meer en gedetailleerdere informatie over verkeer en
vervoer dan enquétes en secundaire databronnen. Gewoonlijk worden deze rijke data gebruikt
voor onderzoek op het gebied van transportplanning. Ook voor statistische bureaus, zoals het
Centraal Bureau voor de Statistiek in Nederland, bieden ze een uitgelezen mogelijkheid om de
bestaande databronnen verder uit te breiden en aan te vullen, en om nieuwe methoden voor het
maken van statistieken te ontwikkelen. Een voorbeeld is de toepassing van deze gegevens voor
het schatten en voorspellen van de vervoersvraag. Kwantitatieve informatie over de vervoers-
vraag is van belang voor nationale en regionale beleidsmakers die inzicht willen hebben in het
aantal vrachtwagens met hun oorsprong en bestemming. Deze informatie ontlenen zij van ouds-
her grotendeels aan de statistische bureaus. Bovendien zijn schattingen van de vervoersvraag
belangrijk voor transportonderzoek dat zich richt op analyse van verplaatsingsgedrag in het we-
gennet voor inzicht in, onder andere, congestie en vervuiling. Statistische bureaus krijgen hun
informatie over de vraag meestal op basis van vragenlijsten verzonden naar logistieke bedrijven,
terwijl transportonderzoeken de vraag schatten op basis van waarneming van het wegennet.

De bijdragen van deze dissertatie zijn de volgende. Allereerst, behandelt het proefschrift het
combineren van vervoersgegevens uit verschillende bronnen. Er zijn twee soorten waarnemin-
gen van de vervoerstroom in het wegennet. De ene is de linkstroom die wordt waargenomen
met lusdetectoren in het wegdek en Weigh-in-Motion installaties; en de andere is de padstroom
die wordt waargenomen met camera’s en Bluetooth scanners, die voertuigen kunnen identifice-
ren. Het gebruik van informatie over de padstroom kan tot een aanzienlijke verhoging van de
nauwkeurigheid van de geschatte vraag leiden, omdat het de onzekerheid over de fit tussen de
stroomwaarneming en de vraag vermindert.

Daarnaast introduceert en valideert het proefschrift een innovatief concept van Herkomst-
Bestemming-Tupels. Aangezien camera’s en Bluetooth scanners voertuigen kunnen identificeren,

bieden ze de mogelijkheid om inzicht te geven in de routeketens van vrachtwagens. Deze rou-



120 Nederlandse Samenvatting (Summary in Dutch)

teketens worden kwantitatief uitgewerkt als Herkomst-Bestemming-Tupels, verzamelingen van
herkomsten en bestemmingen. Het innovatieve concept van Herkomst-Bestemming-Tupels kan
worden uitgewerkt met enquétegegevens, maar nauwelijks door een koppeling van stroomwaar-
nemingen. De combinatie van de enquétegegevens en de padstroom maakt de routeketens van
vrachtwagens zichtbaar.

Verder presenteert het proefschrift de Kullback-Leibler methode als generalisatie van de in-
formatieminimaliseringsmethode, waarmee de aanname van Stirling’s formule wordt omzeild.
Toepassing van de hiérarchische Bayesiaanse methode houdt rekening met de stochastische aard
van de vervoersvraag en -stromen. Deze aanpak is realistischer dan de deterministische modelle-
ring van de vraag in bestaande informatieminimaliseringsmethoden. De vraaginformatie gepu-
bliceerd in officiéle statistieken wordt gebruikt als priorinformatie met een bepaalde verdeling.
De posterior vraaginformatie wordt verkregen door het updaten met waargenomen stroomge-
gevens over het wegennet. Hierbij worden twee situaties onderscheiden. De eerste situatie is
gebaseerd op de veronderstelling dat fouten normaal verdeeld zijn. Deze veronderstelling leidt
tot een analytische oplossing die snel tot de berekening van de posterior vraag leidt. Een nadeel
van de veronderstelde normale verdeling is dat de symmetrische vorm een ondervertegenwoordi-
ging van de kans op grote vervoersstromen impliceert. De tweede situatie is daarom gebaseerd
op de veronderstelling dat fouten niet-symmetrisch, in het bijzonder log-normaal, verdeeld zijn.
In dit geval is een analytische oplossing niet langer binnen bereik en wordt gebruikgemaakt van
Markov Chain Monte Carlo simulatie in combinatie met Gibbs sampling, genest in Metropolis-
Hastings sampling. Hoewel deze niet-symmetrische modellering een meer plausibele weergave
van vervoersstromen nastreeft, is de benodigde rekentijd voor het bereiken van een evenwicht
zodanig dat de praktische inzetbaarheid van de methode op dit moment beperkt is.

De laatste bijdrage van het proefschrift, van belang vanuit het oogpunt van multidiscipli-
nariteit, betreft een toepassing van een hierarchisch Bayesiaans netwerk met een multi-proces
model op het voorspellen van de vraag. Voor zover ons bekend, zijn er geen studies die dit eerder
op deze manier hebben gedaan. Het gebruik van een multi-procesmodel in een Bayesiaans kader
heeft het voordeel dat de vraag op verschillende voorafgaande dagen in beschouwing wordt ge-
nomen in plaats van alleen de vraag op de direct voorafgaande dag. Hierbij worden prior kansen
op vooraf gedefinieerde scenarios met wegingen van de vraag op voorgaande dagen bijgesteld
tot posterior kansen op deze scenarios. Meestal krijgt het scenario met de kortste Euclidische
afstand tot het werkelijke scenario een posterior kans gelijk aan een, en de andere scenarios een
kans gelijk aan nul. Deze vooraf gedefinieerde scenarios maken het mogelijk dat de ervaringen

van mensen worden meegenomen in het multi-proces model.
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origins to destinations. Traditionally, they extract this information largely from the national
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In the thesis, information methods and hierarchal Bayesian networks are used to demonstrate
the approaches to estimate transportation demand. To forecast transportation demand, the
hierarchical Bayesian network associated with the multi-process model is applied and tested.
Additionally, an innovative concept of origin destination tuple is introduced. Origin destination
tuples are able to represent trip chain observations obtained with cameras or Bluetooth scanners.
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