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l)TEXTUAL ANALYSIS OF INTANGIBLE INFORMATION

Traditionally, equity investors have relied upon the information reported in firms’ financial
accounts to make their investment decisions. Due to the conservative nature of accounting
standards, firms cannot value their intangible assets such as corporate culture, brand value
and reputation. Investors’ efforts to collect such information have been hampered by the
voluntary nature of Corporate Social Responsibility (CSR) reporting standards, which have
resulted in the publication of inconsistent, stale and incomplete information across firms. To
address this deficiency, this thesis investigates the problem of designing automated approaches
to infer measures of intangible information from a firm’s stakeholders (namely its employees,
investors, the media, and regulators) using Web data. In contrast to accounting data which
reside in a traditional row-column database, Web data are considered “unstructured”. This is
because the variety of text and multimedia content available on the Web doesn’t fit neatly
into a structured database. The first three studies in this thesis are methodological and draw
upon techniques commonly adopted in the fields of Natural Language Processing (NLP) and
Information Retrieval to infer intangible information from text. The second three studies
draw upon techniques from financial asset pricing literature and investigate how intangible
information may be integrated into financial statement analysis. Our findings highlight the
merits of exploiting unstructured data for investors seeking to integrate a wider variety of
information into their investment decisions and processes.
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Chapter 1 

 
 
“Data is not information, information is not knowledge, knowledge is not understanding, 
understanding is not wisdom” – Clifford Stoll 
 
 
1.1 Introduction 

In an efficient market, the value of a firm is equal to the value of its net assets minus its liabilities. 

This accounting identity is relatively straightforward to evaluate when physical assets (such as plants, 

property and equipment) represent a large proportion of a firm’s balance sheet, yet can be more 

challenging to evaluate when a firm derives substantial value from intangible assets (Gu and Lev 

2004; Lev et al. 2009; Barney 1991). Examples include corporate reputation (Fombrun and van Riel 

1997), brand value (Madden et al. 2006), innovative efficiency (Hishleifer et al. 2013; Chan et al. 

2001), human capital (Edmans 2011; Barney and Wright 1998) and organizational capital (Lev et al. 

2009). In particular, the lack of physical substance associated with intangible assets, their opaque 

ownership rights and non-existent market prices, makes their measurement almost impossible (Gu and 

Lev 2004; Lev et al. 2009). Consequently, the conservative nature of international accounting 

standards limits firms from valuing and recording most types of intangible assets in their financial 

statements. Prior accounting literature even suggests that the lack of accurate accounting may have led 

to the ‘systematic undervaluation of intangibles’ and a sub-optimal allocation of resources (Lev 2001). 

Thus, the task of quantifying firms’ intangible assets is important for corporate managers, policy 

makers, and investors seeking to resolve this ‘value paradox’ (see Skinner 2008a; Blaug and Lekhi 

2009). Until accounting standards change, investors seeking to integrate intangible asset valuations 

into their decision making processes must seek alternative sources of information beyond a firm’s 

own financial statements (Angelopoulos et al. 2012).  

   One alternative source of information is publicly available data published on the Internet. The Web 

has empowered users to create and share a wealth of information in the form of opinions, ideas and 

experiences (Gaines-Ross 2010). In contrast to accounting data which reside in a traditional row-

column database, Web data are considered "unstructured". This is because the variety of text and 

multimedia content doesn’t fit neatly into a standard database. In this thesis we employ Information 

Retrieval and Natural Language Processing (NLP) techniques to infer the measurement of a firm's 

intangible assets. We retrieve unstructured data in the form of authors’ opinions from the Web and 

media news for a broad number of publicly listed companies. To decide whose opinions are relevant, 
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we draw upon the concept of stakeholder theory (Freeman 1984; Jensen 2001). Stakeholders are 

commonly defined in organizational literature as “any group or individual who can affect or is 

affected by the achievement of the organization’s objectives” (Freeman 1984). Primary stakeholders 

are those groups without whose continuing participation the corporation cannot survive as a going 

concern, which include a firm’s employees, customers, suppliers and shareholders (Clarkson 1995; 

Orlitzky and Benjamin 2001), while secondary stakeholders refer to those groups who influence or 

affect the firm but who are not engaged in transactions with the firm and are not essential for its 

survival (such as journalists and non-governmental organizations). As illustrated in Figure 1.1, one 

implication of stakeholder theory is the view that the effective management of stakeholder 

relationships can mitigate the likelihood of negative regulatory and legislative action (Freeman 1984; 

Berman 1999), attract socially conscious consumers (Hillman and Kleim 2001) and increase firm 

performance by protecting and enhancing corporate reputation (Fombrun and Shanley 1990; Fombrun 

2005; Freeman et al. 2007).  

 
 

Figure 1.1: Illustrative example of the stakeholder perspective 
The diagram below is adapted from Fombrun 1998 and depicts different stakeholder perspectives (employees, local 

communities, customers, investors and regulators). 

 

   We retrieve a variety of unstructured datasets to infer different stakeholder perspectives including 

corporate environmental sustainability disclosures (society’s perspective), financial media news (an 

investor’s perspective), central bank communications (a regulatory perspective), and social media (an 

employee’s  perspective). 
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1.2 Statistical textual analysis 

The integration of intangible information into investment analysis requires tools to retrieve and 

categorize large volumes of text and dimension reduction techniques to analyse information across 

companies in a consistent way. Prior financial text mining studies have primarily relied upon a Naïve 

Bayesian model to classify documents (see Engelberg 2008). The Naïve Bayesian model is one of the 

simplest and most commonly used machine-learning algorithms for text classification (see Manning 

and Schütze 1999) and has been shown to be highly successful at classifying documents within the 

financial domain (Antweiler and Frank 2006). The model assumes that a document is generated by 

first choosing a topic z and then generating N number of words (w) independently from the 

conditional multinomial distribution p(w|z). A document can be a sentence, a single paragraph, a 

webpage, an e-mail message, a newspaper article, or any written text. The model assumes that each 

document contains only one topic and the set of possible topics must be provided. The probability 

model is defined for a document d as:  

 

( ) = 	 ( ) ( 	| ). 
 

(1.1)

   Despite the model’s simplicity, it has several limitations for the robust modeling of documents (see 

Gimpel 2006). In particular, the model makes the simplifying assumption that the author of a 

document discusses only one topic in the text. While this assumption may be appropriate for the 

classification of accounting information such as ‘earnings’ news (see Tetlock 2008; Loughran and 

McDonald 2011), we start from the premise that the one topic assumption is less likely to be valid for 

the classification of intangible information due to the greater variety of topics discussed in text (Gurun 

et al. 2012). 

   To infer measures of intangible information we employ a probabilistic topic model. Topic models 

are statistical models that posit low-dimensional representations of data and provide an alternative 

approach to classify documents. The most common topic model is Latent Dirichlet Allocation (LDA) 

(Blei et al. 2003). The basic premise of LDA is that documents are represented as random mixtures 

over latent topics, where each topic is characterized by a distribution over words. The model is based 

on the hypothesis that an author writing a document has certain topics in mind. To write about a topic 

requires picking a word with a certain probability from a pool of words from that topic. A document 

can then be represented as a mixture of different topics. These topics reflect the author’s view of a 

document and his/her particular vocabulary. The input to a topic model is a set of documents with 
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each document typically represented as a “bag-of-words”. This simplifying assumption implies that 

the probability of each word in a document is independent of the word’s context and position in the 

document (i.e. word order does not matter). The output of the LDA model is a set of topics together 

with probabilistic topic assignments for each document. Figure 1.2 provides an overview of a topic 

model pipeline. Document 1 contains a large proportion of terms from Topic 2 (which appear to be 

accounting related) while Document 2 contains a large proportion of terms from Topic 1 (which 

appear to be related to the economy). Thus, the goal of topic modeling is to automatically discover the 

latent topics from the collection of documents. The documents themselves are observed, while the 

topic structure - the topics, per-document topic distributions, and the per-document per-word topic 

assignments are hidden (Blei et al. 2003).   

 
Figure 1.2: Illustrative example of the LDA topic model pipeline 

The diagram below depicts the LDA topic model pipeline. The input of a topic model is a set of documents. Each 
document is represented as a bag-of-words. The output is a set of topic clusters together with topic assignments for each 
word. Topic labels are inferred from the words with the highest probability in each cluster. 
 

 

   In the standard implementation of LDA the topic clusters are unlabelled and must be manually 

annotated by the user. This is typically achieved by ranking the top terms for each topic cluster by 

their marginal probabilities p(w|z) (see Blei et al. 2003; Griffiths and Steyvers 2004). For instance, 

Topic 3 allocates the highest probabilities to the terms ‘brand’, ‘reputation’ and ‘image’, suggesting 

that this topic relates to discussions of a firm’s intangible assets. Despite the potential simplicity of 
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this approach, manual annotation can entail significant cognitive burden in interpretation, is prone to 

subjectivity, and lacks reproducibility (Lau et al. 2011; Newman et al. 2010). To address these 

concerns, this thesis examines a variant of LDA which integrates financial domain knowledge to steer 

the LDA model towards topics of interest (see Jagarlamudi et al. 2012 for details of the methodology). 

Specifically, we seed the LDA model with sets of words either from financial lexicons (see Loughran 

and McDonald 2011) or online databases (e.g. DBPedia and SPARQL endpoints) to improve both 

topic word distributions (by biasing topics to produce appropriate seed words) and to improve 

document-topic distributions (by biasing documents to select topics).  

 
 
1.3 Aspect-level sentiment analysis 

Sentiment analysis studies the phenomena of opinion, sentiment, evaluation, appraisal, attitude and 

emotion. An opinion can be defined as a “judgment or belief not founded on certainty or proof” (see 

Schouten and Frasincar 2015 for a review of the literature). In this sense, statements expressing an 

opinion are subjective, while factual statements are objective. Traditionally, aspect-level sentiment 

analysis has been researched for the classification of online user reviews of products and movies 

(Pang et al. 2002). Readers are often not only interested in the general sentiment towards an aspect but 

also a detailed opinion analysis for each of these aspects (Titov and McDonald 2008). Aspects are 

topics on which opinions are expressed. Aspects are important because without knowing them the 

opinions expressed are of limited use (Bagheri et al. 2013b).  

   The earliest attempts at aspect detection were based on an information extraction of frequently 

occurring nouns in text (see Hu and Liu 2004). Such approaches work well in detecting aspects that 

are strongly associated with a single noun (such as ‘price’ or ‘quality’), but are less useful when 

aspects encompass many low frequency terms or are abstract (Brody and Elhadad 2010). In this 

regard, mining and interpreting opinions about companies is a harder and less understood problem 

than opinion mining for products and services. Stakeholder groups (ranging from consumers, 

investors, regulators, and local communities) may weigh aspects such as a company's product/service 

quality, management quality, and environmental sustainability differently. While the seminal work by 

van Riel (1995) provided a structural approach to measure reputation along different aspects, with the 

ever increasing amount of opinion published on the Web, there is a strong demand for automatically 

retrieving and summarizing the opinions expressed in natural language text. In the extreme case of 

social media, with 500 million tweets published per day and more than 750 million daily active 

Facebook users, manual approaches to reputation analysis lose their feasibility (Peetz 2015). 

Probabilistic topic models provide an unsupervised way to discover aspects in text. 
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   Sentiment is orthogonal to opinion and is used to convey an evaluation of a topic in text (Kim and 

Hovy 2004). Consequently, text can fall into four quadrants - it can be subjective or objective, as well 

as with or without sentiment (Schouten and Frasincar 2015). Finding sentiment can be formally 

defined as finding the quadruple (s; g; h; t) (Liu 2012), where s represents the sentiment, g represents 

the target object for which the sentiment is expressed, h represents the holder (i.e., the one expressing 

the sentiment), and t represents the time at which the sentiment was expressed. The target can be an 

entity, such as the overall topic, or an aspect of an entity, which can be any characteristic or property 

of that entity (Schouten and Frasincar 2015). Depending on the specific domain, different tasks in 

sentiment analysis become important. For example, more formal language is often observed in 

newswire text compared to microblogging posts where informal language, slang, errors in spelling and 

grammar are more frequently observed (see Derczynski et al. 2013). The task of detecting the 

expression of emotion in natural language text can be considered as a refinement of sentiment 

analysis. The goal is to classify a piece of text according to a predefined set of basic emotions. Most 

sentiment analysis approaches employed by the extant financial literature are based upon counting the 

number of positive versus negative terms in the text using a pre-defined lexicon (known as a ‘term 

counting’ approach). These lexicons contain words tagged with a polarity (also called affective 

valence or semantic orientation) to indicate whether a word conveys positive or negative content. The 

two generally accepted lexicons employed by the financial studies are the Harvard IV-4 psychosocial 

dictionary (Stone 1966) and the LM neg word list (Loughran and McDonald 2011). 
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1.4 Goal and perspective of this thesis  

This thesis investigates the problem of designing automated measures to infer intangible information 

for publicly listed firms from unstructured data and evaluates the benefits of their integration into 

investment processes. Whether text is incrementally useful to investors beyond ‘hard’ accounting 

information is still an open empirical question. Text might not provide independent information if 

investors use it to justify contemporaneous quantitative measures (Francis and Soffer 1997). 

Furthermore, investors may find text difficult to integrate into decision making processes because it 

may not be verifiable ex post compared to accounting data, comparable across companies, or easily 

converted into numerical inputs (Huang et al. 2014). Thus, the problem statement that motivates this 

thesis is:  

 

   How can an automated system infer qualitative aspects from unstructured data sets and 

aggregate it into actionable, valuable financial knowledge? 

 

   This thesis answers three research questions related to textual analysis in finance: 

 

Question 1: How can we use online texts to infer intangible information for firms?  

 

Question 2: How can we integrate intangible information into investment analysis?  

 

Question 3: Is intangible information incremental to the prediction of firms’ earnings? 

   The analysis of unstructured data relates to three main tasks: i) the extraction and representation of 

textual information to proxy the intangible assets of a firm, ii) the aggregation of measures of 

intangible information with hard accounting information into actionable knowledge (investment 

analysis), and iii) the evaluation of the combined measures for the prediction of firms’ earnings. These 

three tasks are addressed in this thesis through an interdisciplinary approach. For the extraction and 

representation of intangible information we draw upon methodologies employed in Information 

Retrieval and Natural Language Processing literature. The representation of intangible information is 

realized by drawing upon constructs from the field of organizational studies. The aggregation and 

evaluation of information relies upon regression techniques developed in financial asset pricing 

literature. 
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1.5 Academic contribution of this thesis 

The added-value of this thesis can be divided into contributions of new models to infer measures of 

intangible information and empirical analyses for predicting firms’ earnings. 

 

1.5.1 Models to infer intangible information 

Despite a wealth of NLP literature describing methodologies to infer individuals’ opinions and 

experiences (see Pang and Lee 2004), NLP applications to the financial domain appear to be relatively 

underresearched. While prior financial literature has investigated the merits of textual analysis in the 

context of companies’ earnings conference calls and regulatory filings (Loughran and McDonald 

2011; Li 2006; Price et al. 2012; Mayew and Venkatachalam 2011; Solomon 2012), the investigation 

of textual analysis to infer intangible information for firms (such as reputation, culture and corporate 

social responsibility) remains a gap in the literature.  

   A primary contribution of this thesis is the introduction of topic modeling to quantify intangible 

information for publicly listed companies. The traditional approach to inferring intangible information 

has relied upon survey-based methods (see Edmans 2011). In this thesis we argue that while surveys 

often provide deep insights into the perceptions of a firm’s stakeholders, they are manual and time-

consuming to produce, and are thus limited in scope with regards to the number of questions they can 

ask, the number of companies they can cover and their timeliness to collect and process responses. By 

contrast, automated measures seek to infer stakeholders’ perceptions at a higher frequency and for a 

large number of firms, providing a significant advantage over current research practice (Popadak 

2013).  

   Second, we contribute to NLP literature by developing general methods to incorporate financial 

domain knowledge into topic models. Prior NLP studies have demonstrated that the results from LDA 

are mixed when applied to unconventional data sets (Hong and Davison 2010; Zhao et al. 2011). This 

is often because there are too few documents, the documents are too short, or contain many topics 

(Tang et al. 2014). Consequently, a purely unsupervised topic model may recover topics which 

represent strong statistical patterns but do not correspond to user expectations of semantically 

meaningful topics. In this thesis, we combine financial domain knowledge with statistical learning to 

design applications for financial analysis. We demonstrate how to steer a LDA model towards topics 

of interest based upon investors’ modeling goals.  
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1.5.2 Empirical analysis of intangible information 

   Our findings contribute to the growing body of evidence documenting investors’ underreaction to 

intangible information. The high costs associated with gathering and processing unstructured data 

suggests that intangible information may be overlooked by investors compared to readily-accessible 

and structured financial data (see Da et al. 2011). In this thesis, we investigate the relation between 

measures of intangible information and financial analysts’ “errors-in-expectations” of firms’ earnings. 

If proxies for intangible assets (liabilities) cause positive (negative) stock returns because of financial 

analysts’ “errors-in-expectations”, then financial analysts’ forecasts of future earnings should be 

systematically too low (high) relative to actual earnings.   

 

1.6 Thesis overview 

 

This thesis is interdisciplinary in nature and is broadly divided into essays written from an Information 

Retrieval/NLP perspective (Chapters 2-4) and essays written from an empirical finance and 

organizational research perspective (Chapters 5-7). The first three essays are methodological and are 

intended to highlight the merits of probabilistic topic models to infer intangible information. The 

second three essays investigate the statistical relation between measures of intangible information and 

firms’ earnings. Each chapter in this thesis can be read independently. A brief description of the 

chapters in this thesis is outlined below:   

 

Chapter 2 describes an automated approach to infer emotions in text. Negative emotions such as 

anger, contempt and disgust are often linked to specific triggering events. In this study, we investigate 

emotion-invoking financial media texts and a potential link to investors’ subsequent trading decisions. 

 

Chapter 3 describes an automated approach to evaluate the quality of corporate social responsibility 

(CSR) disclosures. Prior organizational studies suggest that companies publish CSR reports merely for 

symbolic purposes rather than to provide accountability to investors. Our results may be of interest to 

investors seeking to integrate environmental sustainability considerations into their investment 

decisions.   

 

Chapter 4 investigates a textual analysis of central bank communications. Prior studies suggest that 

transparent central bank communications can help mitigate a financial crisis while ineffective 

communications may exacerbate one. In this study we design an automated system to predict the 
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impact of central bank communications on investors’ interest rate expectations. Our findings 

contribute to highlighting the role of a central bank’s reputation building activities to gain the 

credibility and confidence of investors. 

 

Chapter 5 conducts a textual analysis of media news for a sample of Chinese ADRs and compares the 

topics discussed by English- and Chinese-language media outlets. Our findings suggest that a large 

proportion of corporate governance news articles published by Chinese media outlets appear to be 

overlooked by the English media. Next, we investigate investors’ attention to Chinese corporate 

governance news. Our findings are consistent with the notion that high costs associated with 

searching, translating and processing foreign language news creates informational frictions for foreign 

investors. 

 

Chapter 6 presents a novel social media dataset and employs an automated computational linguistics 

technique to infer employees’ perceptions of corporate culture. To date, investors' efforts to ‘look 

inside’ a company have been hampered by a lack of data. Traditional survey-based measures are 

manual and time-consuming to produce, limited in scope with regards to the number of questions they 

can ask, the number of companies they can cover and their timeliness to collect and process responses. 

This study seeks to overcome these limitations by inferring employees’ perceptions from social 

media. Our study highlights the merits of textual analysis for automated corporate culture analysis and 

builds on the growing body of evidence which suggests that intangible information is not fully 

exploited by investors. 

 

Chapter 7 employs a probabilistic topic model to infer journalists’ and other stakeholders’ 

attributions of firms’ poor CSR practices. The approach seeks to automatically detect contextual 

information and semantic meaning in text. Attributions range from allegations/criticisms over poor 

CSR to more material concerns reflecting corporate difficulties and litigation risk. Our findings 

suggest that journalists’ and stakeholders’ attributions of material CSR concerns are negatively 

associated with stock returns and firms’ future earnings surprises. 

 

Chapter 8 concludes the thesis, discusses the limitations of unstructured data for financial analysis 

and provides some final thoughts. 
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1.7 Origins 

The work contributing to this thesis has been peer reviewed: 

 

Chapter 2 is a reprint of the paper: Moniz, A. and de Jong, F., (2014c), Classifying the impact of 

negative affect expressed by the financial media on investor behavior, Proceedings of the 6th 

Conference on Information Interaction in Context (IIiX). The paper was separately peer-reviewed and 

presented at the 2014 Behavioral Finance Working Group Conference on Emotional Finance, 

University of London.  

 

Chapter 3 is a reprint of the paper: Moniz, A. and de Jong, F., (2015), Analysis of companies' non-

financial disclosures: Ontology learning by topic modeling, The Semantic Web: ESWC 2015, 

Springer 2015 Lecture Notes in Computer Science. 

 

Chapter 4 is a reprint of the paper: Moniz, A. and de Jong, F., (2014b), Predicting the impact of 

central bank communications on financial market investors’ interest rate expectations. The Semantic 

Web: ESWC 2014, Springer 2014 Lecture Notes in Computer Science. The study received best paper 

award and was cited in a handbook for text mining published by the Bank of England (Bholat et al. 

2015).  

 

Chapter 6 is an extended version of Moniz, A. and de Jong, F., (2014a), Sentiment Analysis and the 

Impact of Employee Satisfaction on Firm Earnings. Advances in Information Retrieval - 36th 

European Conference on IR Research, ECIR 2014, Springer 2014 Lecture Notes in Computer Science. 

The paper was presented at the Journal of Accounting and Economics Conference in 2015. 

 

Chapter 7 is an extended version of the paper: Moniz, A. and de Jong, F., (2014d), Reputational 

DAMAGE: Classifying the impact of allegations of irresponsible corporate behavior expressed in the 

financial media, 34th International Symposium on Forecasting 2014 conference proceedings.   

 

   To reiterate, Chapters 2-4 are short Information Retrieval/NLP papers. Chapters 5-7 are longer, 

empirical finance papers. Each chapter can be read independently.  
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1.8 Declaration of contribution 

In this section, I declare my contribution to the different chapters of this thesis and also acknowledge 

the contribution of other parties where relevant. The majority of the work has been undertaken 

independently by the author of this thesis. For each chapter, the author formulated the research 

question, performed the literature review, conducted the data analysis, interpreted the findings, and 

wrote the manuscript. The promotors and the co-promotor provided detailed feedback for each chapter 

which was duly incorporated by the author.  

 

 

.
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Chapter 2 

 
 
Classifying the influence of negative affect expressed by the financial media on 
investor behavior1 
 

 

ABSTRACT Prior text mining studies have documented a causal link between human emotions and 

stock market patterns yet relatively little research exists into what triggers these emotions. This study 

aims to bridge the gap by inferring emotions in text. Underlying our approach lies Attribution Theory, 

which addresses how observers form causal inferences and moral judgments to explain human 

behavior, particularly those with negative outcomes. 

  

                                                 
1 This paper was published in: Moniz, A. and de Jong, F., (2014), Classifying the impact of negative affect expressed by 
the financial media on investor behavior, Proceedings of the 6th Conference on Information Interaction in Context (IIiX). 
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2.1 Introduction 

There is a large body of work on affective text mining (e.g. product reputation mining, customer 

opinion extraction, and sentiment classification) (see Bollen et al. 2010), yet relatively little research 

has explored the social psychological mechanism that links affective terms expressed by the media to 

human behavior (Lee et al. 2010a; Jin et al. 2011; Kim and Cameron 2011). The stock market 

provides an interesting setting to evaluate text-based emotion cause detection. Given limited time and 

cognitive processing abilities, investors often turn to the financial media to determine the salience of 

news when forming their investment decisions (Deephouse 2000; Tetlock 2007). Prior studies 

document a link between emotions such as investor fear and happiness to stock market patterns 

(Bollen et al. 2010; Tetlock 2007; Hirshleifer and Shumway 2003). Such emotions are known as 

attribution-independent emotions (Lazarus 1991; Choi and Lin 2009) because they lack clear 

attribution to particular events. The examination of investors’ attribution-dependent emotions (e.g. 

anger, contempt and disgust) presents a gap in the affective text mining literature. Such emotions are 

linked to specific triggering events and, in the context of the stock market, may be invoked when a 

corporation is accused of acts of irresponsible behavior. From an applications perspective, our results 

may be of interest to investors seeking to interpret attributions and emotions expressed by the 

financial media as part of their investment analysis (see Tetlock 2007, 2008). It can therefore be seen 

as an illustration of the cross-over potential of text mining.  

   The rest of this study is structured as follows. Section 2.2 draws on literature from the fields of 

social psychology, organizational studies and emotion-based textual analysis and discusses the 

influence of media attributions and emotions on public perceptions with regard to investors’ behavior. 

Section 2.3 describes the components of the proposed joint emotion-topic model that combines a 

measure of media pessimism and a probabilistic topic model in an ensemble tree. In Section 2.4 we 

outline our financial media corpus, present the experiments and discuss the results. Section 2.5 

concludes. 

 

2.2 Related literature 

 
2.2.1 Background: crisis emotions 

In this study we examine the role of negative affect (Watson and Clark 1984), defined as the human 

experience of negative emotions (e.g. anger, fear, disgust, guilt, and nervousness), on investor 

behavior. Prior research in the fields of social psychology (Baumeister et al. 2001; Floyd and 

Voludakis 1999; Pennebaker et al. 2003) and finance (Tetlock et al. 2007) suggest that, due to 
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cognitive limitations, negative information has a greater impact on investor behavior than positive 

information. Underlying our approach lies Attribution Theory, the dominant theory developed in the 

field of social psychology (Weiner 1985), which addresses how observers form causal inferences and 

moral judgments to explain irresponsible behavior. The theory holds that people make judgments 

about the causes of events, especially unexpected events with negative outcomes.  

   The financial media play a critical role in influencing the reputation of companies (Deephouse 2000) 

by expressing views that are often written to provoke a public reaction (Strapparava and Mihalcea 

2008). Consider, for example, a news report of a factory fire that causes employee fatalities. If the 

news coverage emphasizes the firm’s intentional negligence (Kim and Cameron 2011), anger might 

dominate the public’s response; the public may consider the firm an object of blame for not 

controlling the crisis or preventing it from occurring. If the news story focuses on the victims’ 

personal lives or their families’ suffering, a feeling of sadness may be invoked (Kim and Cameron 

2011). Alternatively, if the media emphasize that the accident may occur again, fear may dominate the 

public’s emotions (Lazarus 1991) which may result in a boycott of the firm’s products (Murphy et al. 

2009). Consequently, how the media perceive, feel about, and evaluate corporate behavior can 

influence investors’ behavior (Deephouse 2000). To our knowledge, there is no empirical evidence 

that provides a large-scale test of this proposition. Our study aims to demonstrate how the field of text 

mining can contribute to the generation of an empirical foundation for this claim, and provide a deeper 

insight into the kind of individual and collective human behavior exhibited in response to corporate 

allegations. This is assessed by inferring media attributions of irresponsible behavior during a 

corporate crisis and evaluating the impact on investors’ behavior. 

 

2.2.2 Affective text mining 

To our knowledge, existing studies of emotional disposition conducted in the field of finance have 

provided empirical results at the stock market index level. Using data from twenty-six stock 

exchanges, Hirshleifer and Shumway (2003) suggest that investors are more likely to be in a good 

mood on a sunny day and consequently more inclined to buy stocks. More recently, measures of 

collective mood states (calm, alert, sure, vital, kind, and happy) derived from daily aggregated Twitter 

feeds have been found to be correlated to the value of the Dow Jones Industrial Average (Bollen et al. 

2010). These aggregate studies, however, do not provide an insight into investor behavior as a result 

of emotion-inducing company specific events. We draw on Natural Language Processing (NLP) 

literature (Lee et al. 2010a; Alm 2009) to consider a deeper understanding of emotions by assuming 

that emotions are invoked by the perception of external events that in turn trigger reactions (Chen et 

al. 2010; Plutchik 1962). 
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   Our proposed approach employs a joint emotion-topic model to mine affective content (Bao et al. 

2009; Kan and Ren 2011) and is motivated by research in the field of social psychology which 

suggests that emotions are formed as mixtures from a limited number of primary emotions (Plutchik 

1962, 1980). The approach adopted in this study draws on the analogy:"[I]t is necessary to conceive 

of the primary emotions as analogous to hues, which may vary in degree of intermixture (saturation) 

as well as intensity. The primary emotions vary in degree of similarity to one another, just as do 

colors" (Plutchik 1980). The mixture distributions, known as ‘dyads’, include outrage, a combination 

of primary emotions surprise and anger, contempt a blend of disgust and anger, and remorse, an 

amalgam of sadness and disgust. We employ an implementation of Latent Dirichlet Allocation (LDA) 

(Blei et al. 2003) to model this insight. 
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2.3 Joint emotion-topic model 

In this section we describe the components of the system, provide an evaluation and a discussion of 

the results. The first phase computes a measure of media pessimism expressed in documents. The 

second phase implements a topic model to discover contextual information, by inferring negative 

affect associated with media attributions of corporate culpability. The final stage combines the two 

components in an ensemble tree. 

 

2.3.1 Media pessimism 

Following prior text mining studies in the field of finance (Murphy et al. 2009; Loughran and 

McDonald 2011), we define a document as a financial media allegation of irresponsible corporate 

behavior and compute a measure of media pessimism by counting terms using the General Inquirer 

dictionary (Tetlock et al. 2008). The dictionary classifies words according to multiple categories, 

including positive, negative and various emotions. The dictionary contains 1,915 positive words and 

2,291 negative words. Negative terms include: ‘accident’, ‘error’, ‘negligence’ and ‘disaster’. We 

perform a pre-processing step that consists of stemming using the Porter2 algorithm and stop word 

removal before measuring the standardized fraction of negative terms in a document (Tetlock et al. 

2008). We include the media pessimism measure as a component within the ensemble tree. 

 

2.3.2 Emotion-topic model 

The media pessimism component treats negative terms individually and cannot discover the 

contextual information within the document to associate attributions of blame. The second phase 

therefore extends the approach and employs a LDA model (Blei et al. 2003) to infer negative affect 

(Bao et al. 2009; Kan and Ren 2011). We label this the emotion-topic model.  

   LDA represents each document as a probability distribution over latent topics, where each topic is 

modeled by a probability distribution of words. In Titov and McDonald (2008), LDA is found to 

capture global topics in documents; defining document clusterings into specific types rather than 

rateable aspects within the individual documents. We utilize this property and apply a LDA model to 

documents using only negative affect terms from the General Inquirer dictionary. We define negative 

affect as negative terms within the emotion categories "Pain", "Feel" and "EMOT" of the General 

Inquirer dictionary. We use then these terms to seed the LDA model (see Jagarlamudi et al. 2012).  

We implement standard settings for LDA hyper-parameters with α = 50/K and β=.01 where K is the 

number of topics (Griffiths and Steyvers 2004), and adopt a heuristic approach to set the number of 

topics equal to four. This choice is based on prior studies that suggest that four negative emotions 
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(anger, fright, anxiety, and sadness) dominate the public’s emotions during times of crisis (Jin et al. 

2011). Table 2.1 identifies the top terms associated with the topic clusters. The task of annotating 

labels to topic clusters is challenging because the English language ‘does not contain emotion words 

for certain combinations’ of dyads (Plutchik 1980). We therefore manually annotate labels associated 

with the inferred topic clusters. 

 

Table 2.1: Emotion topic clusters LDA  
This table reports the top five terms for each topic cluster and their associated probabilities inferred using the Latent 
Dirichlet Allocation (LDA) algorithm (Blei et al. 2003). In LDA, a topic is modeled as a probability distribution over a set 
of words represented by a vocabulary and a document as a probability distribution over a set of topics.  We implement 
standard settings for LDA hyperparameters with α = 50/K and β=.01 following (Griffiths and Steyvers 2004). Topic labels 
are manually annotated to aid the reader’s interpretation by drawing upon social psychology literature (see Plutchik 1962).  

 

   We include the resulting document topic probabilities as components within the ensemble tree. 

 
2.4 Experiments 

In this section we discuss our corpus of financial media news. We then outline the evaluation of the 

ensemble classification tree, present the results and provide a discussion.  

 

2.4.1 Data 

Our news source is a corpus created from Dow Jones Newswires (DJNS); a source considered to 

influence investor sentiment (Tetlock 2007). News articles are retrieved from financial blogs, (e.g. 

MarketWatch.com), on-line newspapers (e.g. The Wall Street Journal) and financial magazines (e.g. 

Barron.com). We include the ‘Editorial Commentary’ and the ‘Letters to the Editor’ sections on the 

assumption that these articles contain more opinionated views than fact based articles (Kozareva et al. 

2007). We conduct keyword searches on the headline and the first sentence of news stories that 

contain the terms ‘accusation’ or ‘allegation’ in lemmatized form. These terms are chosen because 

they convey negative connotations of corporate behavior, though they are insufficient in their own 

right to determine the nature, severity and cause of an allegation for an investor to determine the 

potential impact on a firm’s stock market patterns (Deephouse 2000). Drawing on prior organizational 

studies, we search for news related to companies in Fortune magazine’s list of the ‘World’s Most 

Admired Companies’ (see Levering et al. 1984). Prior studies deem this group of firms to be 

fear anger remorse contempt
nervous touchy sorrow outcry
twitch concern bereavement sufferer
misunderstand overflow lone loveless
helpless concern estranged rot
hysterical angry mortify rage
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‘newsworthy’ of journalists’ attention (Deephouse 2000) and more likely to be negatively impacted by 

allegations (Kozareva et al. 2007). Our corpus consists of 35,678 daily news stories for 598 global 

companies for the period 1 January 2009 to 31 December 2013. 

 

2.4.2 Experimental setup 

The goal of ensemble methods is to combine the prediction of several models built with a given 

learning algorithm in order to improve the generalizability and robustness over a single model. We use 

the Random Forest algorithm (Breiman 2001) to combine the system components and to introduce 

randomness into the classifier construction.  

   To classify the likelihood that a given media allegation associated with an act of corporate 

irresponsible behavior will negatively impact investors’ behavior, we compute a measure of investor 

sentiment obtained from stock market patterns. All else equal, a fall in a company’s share price on the 

day of the announcement implies that investors assess the allegation news to be detrimental to the 

company’s reputation (cf. MacKinlay 1997). Consequently, we define a Boolean which equals one if 

the change in a company’s stock market pattern is negative on the day of the allegation 

announcement, and zero otherwise. To control for exogenous events that may be announced on the 

same day as the media allegation we impose a second condition such that the magnitude of the fall in 

the company’s share price must exceed any observed fall in the overall stock market (MSCI All 

Country World) index. This constraint implies that the fall in a company’s share price can be 

attributed to the allegation news rather than exogenous stock market conditions (cf. Fama 1965).  

   Experiments were validated using 10-fold cross validation. The dataset is divided into 10 equal 

sized sets; the classifier is trained on 9 datasets and tested on the remaining dataset. The process is 

repeated 10 times and we calculate the average across folds. For evaluation, we select precision and 

recall measures and for completeness include the F1-measure. Table 2.2 displays the evaluation 

metrics for each of model components and the system.  
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Table 2.2: Evaluation of the emotion-topic model 

This table reports the evaluation metrics of the joint emotion-topic model together with its components. Recall is defined 
as TP/(TP+FN), precision is measured as TP/(TP+FP) and the F1 measure equals (precision x recall)/(precision + recall). 
TP refers to the number of true positive classifications, FP refers to the number of false positive classifications, and FN 
refers to false negative classifications. 

 

 

2.4.3 Discussion 

Our findings indicate that the term counting and topic modeling approaches capture distinct, yet 

complementary dimensions of media sentiment. Precision for the joint emotion-topic model improves 

by 15% versus the baseline. To aid our understanding of the system, Figure 2.1 displays the decision 

tree results for one of the folds. The numbers in the grey boxes provide the associated probability 

values associated with the likelihood of a negative stock market pattern. A value of 1 indicates a 100% 

likelihood of a negative stock market pattern for the company on the day of the media allegation. 
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Figure 2.1: Illustrative example of the joint emotion-topic model 
This figure provides an example classification tree from one fold of the joint emotion-topic model.  Each circle represents 
an internal node which evaluates a decision function to determine which child node to visit next. The aspects associated 
with the decision function are labelled above the nodes and the threshold values on each side. The grey boxes represent the 
terminal nodes in the tree and provide the estimated probabilities associated with a negative stock market pattern, 
measured as the daily change in a company's share price minus the daily change of the overall stock market (MSCI All 
Country World). A value of 1 implies there is a 100% likelihood of a negative stock market pattern on the day of the media 
allegation. 

 
   Our findings suggest the presence of a hierarchical relationship between negative affect expressed in 

the financial media and a company’s stock market patterns. The dominance of the emotions of 

remorse and fear is consistent with prior studies that document investors’ risk-averse behavior during 

crises (Kim and Cameron 2011; Choi and Lin 2009). However, our results also provide new insight 

into negative affect and investor behavior. In particular, the ‘contempt’ topic cluster appears to be a 

more important predictor of negative stock market patterns when related to acts of corporate 

irresponsible behavior than the emotion of fear. 

 

2.5 Conclusion 

In this study, we examine the relationship between acts of corporate irresponsible behavior, the 

associated negative affect expressed by the financial media and the impact on investors’ behavior. 

Prior studies identify a statistical relationship between investors’ emotions and stock market patterns 

but do not provide a theory to explain this link. Our study aims to demonstrate how the field of text 

mining can contribute to the generation of an empirical foundation to test theories developed in the 

fields of social psychological and organizational studies. By comparing a traditional measure of media 
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pessimism, as adopted by prior text mining studies in the field of finance, we find that emotions 

appear to represent a distinct dimension of media sentiment and contain incremental information for 

the prediction of a company’s stock market patterns. 
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Chapter 3 

 
 
Analysis of companies’ non-financial disclosures: Ontology learning by topic 
modeling1 
 

 
ABSTRACT Prior studies highlight the merits of integrating Linked Data to aid investors’ analyses 

of company financial disclosures. Non-financial disclosures, including reporting on a company’s 

environmental footprint (corporate sustainability), remains an unexplored area of research. One reason 

cited by investors is the need for earth science knowledge to interpret such disclosures. To address this 

challenge, we propose an automated system which employs Latent Dirichlet Allocation (LDA) for the 

discovery of earth science topics incorporate sustainability text. The LDA model is seeded with a 

vocabulary generated by terms retrieved via a SPARQL endpoint. The terms are seeded as lexical 

priors into the LDA model. An ensemble tree combines the resulting topic probabilities and classifies 

the quality of sustainability disclosures using domain expert ratings published by Google Finance. 

From an applications stance, our results may be of interest to investors seeking to integrate corporate 

sustainability considerations into their investment decisions.  

                                                 
1 This paper was published in: Moniz, A. and de Jong, F., (2015), Analysis of companies' non-financial disclosures: 
Ontology learning by topic modeling. The Semantic Web: ESWC 2015, Springer 2015 Lecture Notes in Computer 
Science. 
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3.1 Introduction 

 

Prior studies highlight the benefits of employing Linked Data for investment analysis, by combining 

information from DBpedia, stock market patterns and different taxonomy versions of companies’ 

accounting statements (Kämpgen et al. 2014). Increasingly, investors and regulators are demanding 

companies to disclose non-financial information, particularly firms’ impacts on the environment 

(referred to as sustainability) (Coburn and Cook 2014). The voluntary nature of corporate 

sustainability reporting has resulted in the publication of inconsistent and incomplete information 

(Coburn and Cook 2014). This has inhibited the manual creation of ontologies (O’Riain et al. 2012; 

Wei et al. 2009). In this study, we employ an automated ontology learning system to overcome this 

challenge. The proposed system, labelled SPARQL LDA, employs Latent Dirichlet Allocation (LDA) 

(Blei et al. 2003) for the discovery of topics to represent ontology concepts (Wong et al. 2011; 

Cimiano 2006; Wei et al. 2009). The system works in three phases. The first phase employs a Naïve 

Bayesian model to categorize text in sustainability disclosures. The model detects text related to a 

firm’s climate change impacts and aggregates sentences to create a composite document. The second 

phase employs a LDA topic model to detect contextual information in text. Topics are learned by 

retrieving terms via a SPARQL endpoint which are seeded as lexical priors into the LDA model. The 

final phase combines the LDA topic probabilities in an ensemble model and classifies the quality of 

corporate sustainability reporting using publicly available disclosure ratings.  

   The rest of this study is structured as follows: Section 3.2 provides a brief overview of relevant 

sustainability datasets. In Section 3.3 we develop a system to evaluate the quality of corporates’ 

sustainability disclosures. Section 3.4 provides an empirical evaluation of the proposed system. We 

conclude in Section 3.5.   

 

3.2 Environmental sustainability datasets 

Prior earth science literature has explored the benefits of incorporating Semantic Web technologies to 

predict the impacts of climate change (Pouchard et al. 2013; Bozic et al. 2014; Emile-Geay 2013; 

Tilmes et al. 2013). To our knowledge, literature has not considered the implications for companies or 

government regulatory policy. To aid such analysis we highlight two publicly available datasets. The 

US Global Change Research Act of 1990 requires a National Climate Assessment (NCA) report 

(Melillo et al. 2014) on the impact of climate change and affected industries. This includes a Global 

Change Information System (GCIS) which stores climate change metadata. GCIS resources are 

exported into a triple store queryable through a public SPARQL interface. A second dataset, published 



18A_Erim Monis_Stand.job

Analysis of companies’ non-financial disclosures 

25 

 

under the “Key stats and ratios” section of Google Finance, provides ratings to evaluate the quality of 

firms’ sustainability disclosures. These ratings are collected by the Carbon Disclosure Project (CDP), 

an initiative led by the United Nations, and are computed from annual surveys of domain experts. The 

highest CDP rating, ‘A’, corresponds to companies that are perceived to have published 

comprehensive climate change disclosures. The lowest rating, “E”, corresponds to companies with 

poor quality disclosures. 
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3.3 Model of corporate sustainability 

3.3.1 Climate change aspect detection 

The first phase of the system employs a Naïve Bayesian classifier to detect salient aspects in text. A 

pre-processing step selects classification features from Wikipedia’s ‘Carbon emissions reporting’ 

page.  The page provides an overview of corporate environmental reporting issues. We select the 10 

most frequently occurring unigrams and bigrams as classification features: “climate”, “climate 

change”, “emissions”, “emitters”,  “gas”, “ghg”, “greenhouse”, “scope 1”, “scope 2”, “scope 3”.  

 

3.3.2 LDA topic model 

The second phase of the system employs a LDA model (Blei et al. 2003) for the discovery of topics 

represented as ontology concepts (Wong et al. 2011; Cimiano 2006; Wei et al. 2009; Zavitsanos et al. 

2007). In LDA, a topic is modeled as a probability distribution over a set of words represented by a 

vocabulary and a document as a probability distribution over a set of topics. Our approach departs 

from a traditional LDA model (Blei et al. 2003) by seeding terms as lexical priors following the 

approach of Jagarlamudi et al. (2012). Figure 3.1 displays the SPARQL query which retrieves the key 

recommendations from the latest NCA report using the GCIS interface (see Section 3.2). The unique 

terms (excluding stopwords) generated by the query form the LDA model’s vocabulary. 

 

Figure 3.1: SPARQL query to retrieve earth science terms 
This figure displays the SPARQL query used to retrieve key recommendations from the GCIS interface. 

 
 

   We implement standard settings for LDA hyperparameters with α = 50/K and β=.01 (Griffiths and 

Steyvers 2004). The number of topics, K, is set to five following a heuristic approach based on the 

number of climate change topics reported in the latest NCA report (see Melillo et al. 2014). Table 3.1 

displays the top terms associated with the topic clusters. Cluster labels are manually annotated to aid 

the reader’s interpretation. 
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Table 3.1: Environmental sustainability topic clusters  
This table reports the top terms for each topic cluster and their associated probabilities inferred using the Latent Dirichlet 
Allocation (LDA) algorithm (Blei et al. 2003). In LDA, a topic is modeled as a probability distribution over a set of words 
represented by a vocabulary and a document as a probability distribution over a set of topics.  We implement standard 
settings for LDA hyperparameters with α = 50/K and β=.01 following (Griffiths and Steyvers 2004). Topic labels are 
manually annotated to aid the reader’s interpretation. 
 

  
  
   The outcome of the model is a finer-grained categorization of companies’ disclosures based on 

topics discussed by the online scientific community. The probabilities associated with each topic 

cluster are included as components within the ensemble tree. 

footprint mitigation adaptation monitoring risks

emissions processes systems monitoring risks
impacts responses adaptation usage regulatory
ocean plans goal volume reporting
climates requirements thresholds percentile policymakers
ecosystems reported technology stabilizing trends
society estimates operational target economic
reef measures achieving consumption shifts
glacier mitigation improvements percent effects
forest research target capacity changing
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3.4 Ensemble model 

In this section we outline the evaluation of the ensemble classification tree, present the results and 

briefly conclude. 

 

3.4.1 Data 

Sustainability disclosures are reported annually on company websites. We retrieve a sample of 443 

reports via the Google search query: “sustainability report type:pdf site:” followed by companies’ urls 

obtained from DBpedia (dbpedia-owl:wikiPageExternalLink). Document texts are extracted using 

PDFMiner. To evaluate the ensemble tree’s classifications, we create a Boolean which takes a value 

of one if a company’s CDP disclosure is ‘A’ rated and zero otherwise (see Section 3.2). 

 

3.4.2 Experimental setup  

We design the evaluation by comparing two systems. The benchmark employs a traditional LDA 

model and infers topics using only the underlying collection of documents. The SPARQL LDA 

system incorporates lexical priors by seeding the SPARQL generated vocabulary (see Section 3.2). 

Any differences in classification between the two systems can be explained by the different 

approaches to topic learning. Experiments were validated using 10-fold cross validation. The 

performance is evaluated in terms of Precision, Recall, and F1-measure. The evaluation metrics are 

shown in Table 3.2.  

 

Table 3.2: Evaluation of the SPARQL LDA system 
This table reports the evaluation metrics of the SPARQL LDA system and the benchmark. The benchmark employs a 
traditional LDA model and infers topics using only the underlying collection of documents. The SPARQL LDA system 
incorporates lexical priors (following Jagarlamudi et al. 2012) Seed words are generated from the SPARQL query. Recall 
is defined as TP/(TP+FN), precision is measured as TP/(TP+FP) and the F1 measure equals (precision x recall)/(precision 
+ recall). TP refers to the number of true positive classifications, FP refers to the number of false positive classifications, 
and FN refers to false negative classifications. The final row of the table reports the percentage difference between the 
evaluation metrics of the benchmark and SPARQL LDA system. 

 
 
Precision for the SPARQL LDA system improves by 33% versus the traditional LDA approach.  

  

System Precision Recall F1-measure

Benchmark 0.52 0.59 0.55
SPARQL LDA 0.69 0.65 0.67

% difference 32.7% 10.2% 21.8%
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3.5 Conclusion 

The manual building of ontologies is a time-consuming and costly process particularly in fast 

evolving domains of knowledge such as earth science, where information is updated often. In this 

study we employ a fully-automated method for learning ontologies to alleviate the need for manual 

approaches. Our findings point to the benefits of integrating Linked Data for investors’ analyses of 

both financial and non-financial disclosures. 
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Chapter 4 

 
 
Predicting the impact of central bank communications on financial market 
investors’ interest rate expectations1  
 
 
ABSTRACT Prior studies suggest that transparent central bank communications can help mitigate a 

financial crisis while ineffective communications may exacerbate one. In this study we employ a 

textual analysis of central bank minutes and design an automated system to predict the impact of 

central bank communications on investors’ interest rate expectations. Our findings contribute to 

highlighting the role of a central bank’s reputation building activities to gain the credibility and 

confidence of investors. 

  

                                                 
1 This is a modified version of the paper: Moniz, A. and de Jong, F, (2014), Predicting the impact of central bank 
communications on financial market investors’ interest rate expectations. The Semantic Web: ESWC 2014. Springer 2014 
Lecture Notes in Computer Science. The paper received best paper award at the Workshop on Finance and Economics on 
the Semantic Web (ESWC 2014) and was cited in a handbook for text mining published by the Bank of England (Bholat et 
al. 2015). 
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4.1 Introduction 

Post the global financial crisis, there has been a dramatic change in the use of central bank 

communications as a central bank policy instrument (Vayid 2013). Central banks communicate to the 

financial markets through statements, minutes, speeches, and published reports (Boukus and 

Rosenberg 2006). Communication is an important tool that a central bank can use to avert a crisis, by 

providing investors with its assessment of the risks and the measures it views as necessary to reduce 

those risks within the economy (Meyersson and Karlberg 2012). Previous studies suggest that effective 

central bank communications can mitigate and potentially prevent a financial crisis; ineffective 

communications may exacerbate one (Vayid 2013; Viñals 2010). For example, the Swedish central 

bank, the Riksbank, was criticized because its communications were “not clear or strong enough” 

leading up to the global financial crisis, such that the bank’s information went “unnoticed” 

(Meyersson and Karlberg 2012; Vayid 2013). In this study, we design an automated system that 

predicts the impact of central bank communications on interest rate expectations as derived via 

financial market patterns. For the purposes of this study, we analyze economic sentiment inferred 

from the Bank of England’s ‘Monetary Policy Committee Minutes’. The minutes are published each 

month and discuss the Bank of England’s interest rate decisions.  

   Financial markets scrutinize central bank communications for “clues and shades of meaning about 

its assessment of the economy and the direction of where economic policy may be heading” (Vayid 

2013). As a prediction task, the measurement and evaluation of sentiment is challenging due to the 

complexities and subtleties of interpreting bank communications (Vayid 2013). The formation of 

economic policy is a balancing act between achieving high economic growth and financial stability, 

while targeting low inflation (Bank of England 2013). The relative importance of these objectives is 

dynamic and varies depending on prevailing economic conditions. For example under benign 

economic conditions, high inflation may be construed by financial market investors as a negative 

signal for the direction of future interest rates. During the financial crisis of 2007-2009, high inflation 

was considered to be a positive signal by effectively lowering real interest rates2 (Danthine 2013). 

This motivates a need for fine-grained sentiment analysis to automatically detect economic aspects 

and predict central bank sentiment expressed towards these aspects (Titov and McDonald 2008). Such 

an approach would provide investors with an automated system to decipher the complexities and 

interactions of economic aspects, to interpret the consequences of these interactions for the future path 

of interest rates, and to incorporate the information into their investment decisions. For a central bank, 

such a system would provide it with the ability to predict the impact of its economic policies on the 

                                                 
2  The real interest rate is the rate of interest a borrower expects to pay on debt after allowing for inflation and is equal to 

the nominal interest rate (set by the central bank) minus the rate of inflation (Bank of England 2013). 
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financial markets. The resulting ‘price discovery’ process may promote a more efficient functioning of 

financial markets (Bank of England 2013). 

   Our approach consists of four phases. First, the system detects salient references to economic 

aspects associated with economic growth, prices, interest rates and bank lending and employs a 

multinomial Naive Bayesian model to classify sentences within central bank documents. Economic 

aspects are identified in a pre-processing step using a link analysis based upon the TextRank 

algorithm (Mihalcea and Tarau 2004; Brin and Page 1998) and applied to background knowledge 

obtained from Wikipedia. The second phase measures sentiment associated with each economic 

aspect, computed by counting terms from the General Inquirer dictionary (Stone et al. 1966). The third 

phase employs Latent Dirichlet Allocation (LDA) to infer intensifiers/diminishers that may change the 

meaning of the economic aspects and economic sentiment (Blei et al. 2003; Titov and McDonald 

2008). Specifically, the model categorizes whether the magnitude of the economic aspects has 

‘intensified’ or ‘diminished’ over time (see Kennedy and Inkpen 2011; Polanyi and Zaenen 2004). We 

refer to the resulting topic clusters as directional topic clusters. Finally, an ensemble tree combines 

the model components to predict the impact of the communications on financial market interest rates 

over the following day. 

   The rest of this paper is structured as follows. Section 4.2 draws on literature from the field of 

macroeconomics and discusses the implications for sentiment analysis and keyword detection.  

Section 4.3 models the individual components of the system. Section 4.4 outlines the corpus of central 

bank communications, provides an evaluation of the model components and then discusses the results. 

Section 4.5 concludes and suggests avenues for future research. 

 

4.2 Related work 

4.2.1 Background: central bank research 

Post the financial crisis, several central banks have identified communications, particularly ‘enhanced 

forward guidance’, as an important policy instrument within their economic toolkit (Vayid 2013, Bank 

of England 2013). Effective communications enhance a central bank’s public transparency, 

accountability and credibility (Carney 2013), which in turn aids its ability to implement economic 

policies (Fay and Gravelle 2010). To date, there has been little research into text mining of central 

bank communications. Fay and Gravelle (2010) analyse the impact of different types of 

communications (press releases, speeches, interviews, and news conferences) to determine which 

media sources impact interest rate expectations. The analysis does not, however, classify the language 

used in the documents. In Boukus and Rosenberg (2006), a term counting approach is adopted to 
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analyze the sentiment contained within the meeting minutes of the US central bank (the Federal 

Reserve). In Hendry and Madeley (2010), Latent Semantic Analysis is employed to analyze the 

sentiment contained within the Bank of Canada’s minutes. The intention of this study is to design a 

fine-grained sentiment analysis approach to analyze the impact of central bank communications on 

financial market investors. To our knowledge, this remains an unexplored avenue of research. 

 

4.2.2 Background sentiment analysis 

Traditionally, fine-grained sentiment analysis has been researched for the classification of online user 

reviews of products and movies (Pang et al. 2002). Readers are often not only interested in the general 

sentiment towards an aspect but also a detailed opinion analysis for each of these aspects (Titov and 

McDonald 2008). Evaluation is conducted by comparing model classifications versus ratings provided 

by users. The evaluation of economic sentiment is arguably a harder task, due to the lack of a clearly 

defined outcome to assess model performance. For example, which economic variable should be used 

to evaluate a model’s predictions? The relative importance of the aspects (e.g. economic 

growth/inflation/interest rates) is subjective, may vary over time, and the measurement of the aspects 

is only known with significant time delay. 

   The traditional approach to text-mining within the field of finance is to count terms using the 

General Inquirer dictionary (Tetlock et al. 2008). The dictionary classifies words according to 

multiple categories, including 1,915 positive words and 2,291 negative words. The General Inquirer 

was developed for psychology and sociology research. While it is used for text mining, little research 

has been conducted as to its suitability within finance (Loughran and McDonald 2011). Aspects that 

are frequently mentioned in central bank communications, such as the terms ‘employment’, 

‘unemployment’ and ‘growth’, are not classified by the General Inquirer dictionary. Adjectives are 

often needed before investors can interpret the patterns in the economy to form their interest rate 

expectations (Boukus and Rosenberg 2006). Furthermore, the terms ‘inflation’ and ‘low’ are classified 

as negative by the dictionary, yet ‘low inflation’ is a positive characteristic and indeed achieving this 

is a central bank’s core objective (Bank of England 2013). The terms ‘fall’ and ‘decline’ are classified 

as negative terms in the General Inquirer dictionary, yet the opposite terms ‘rise’ and ‘increase’ are 

not classified at all.  

 

4.2.3 Background: keyword detection 

Graph-based algorithms have received much attention (Mihalcea and Tarau 2004) as an approach to 

keyphrase extraction and are considered to be state-of-the-art unsupervised methods (Liu et al. 2009). 
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In a graph representation of a document, nodes are words or phrases, and edges represent co-

occurrence or semantic relations. The underlying assumption is that all words in the text have some 

relationship to all other words in the text. Such an approach is statistical, because it links all co-

occurring terms without considering their meaning or function in text. Centrality is often used to 

estimate the importance of a word in a document (Opsahl et al. 2010), and is a way of deciding on the 

importance of a vertex within a graph that takes into account global information recursively computed 

from the entire graph, rather than relying only on local vertex-specific information (Boudin 2013). 

The main advantage of such a representation is that selected terms are independent of their language 

(Litvak and Last 2008). 

 

4.3 Model to predict changes in investors’ expectations 

In this section we describe the four phases of the system. First, the system detects salient references to 

economic aspects and employs a multinomial Naive Bayesian model to classify sentences within 

documents. The second phase measures sentiment expressed for the economic aspects, using a count 

of terms from the General Inquirer dictionary. The third phase employs a LDA model and categorizes 

whether the magnitude of the economic aspects has ‘intensified’ or ‘diminished’ (Kennedy and Inkpen 

2006; Polanyi and Zaenen 2004). Finally, an ensemble tree combines the model components to predict 

the impact of the communications on financial market interest rates over the following day. 

4.3.1 Aspect detection 

In Boukus and Rosenberg (2006) it is shown that a term frequency–inverse document frequency (tf-

idf) weighting scheme selects infrequent terms that relate to major news events or economic shocks. 

The weighting scheme, which seeks to scale down frequently occurring terms and scale up rare terms, 

is commonly used in IR research (see Manning et al. 2008):  

 

, = 1 + log ,1 + log , ≥ 1	0									 																								 ℎ  
(4.1) 

    

   where N represents the total number of documents in the sample, dfi the number of documents 

containing at least one occurrence of the ith word,  tfi,j the raw count of the ith word in the jth document, 

and aj the average word count in the document. 
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 By contrast, our approach is intended to detect the common economic themes that are discussed in 

central bank communications and are more likely to influence investors’ interest rate expectations on a 

daily basis (see Bank of England 2013). To determine salient references, we employ a link analysis 

approach that detects the most frequently mentioned terms in Wikipedia’s pages on Central Banking 

and Inflation. TextRank (Mihalcea and Tarau 2004), a ranking algorithm based on the concept of 

eigenvector centrality, is employed to compute the importance of the nodes in the graph. Each vertex 

corresponds to a word. A weight, wij, is assigned to the edge connecting the two vertices, vi and vj. 

The goal is to compute the score of each vertex, which reflects its importance, and use the word types 

that correspond to the highest scored vertices to form keywords for the text (Boudin 2013). The score 

for vi, S(vi), is initialized with a default value and is computed in an iterative manner until 

convergence using recursive formula  shown in Equation (4.2). 

 ( ) = (1 − ) + 	 	 ∑ ∈ ( )	∈ ( )  

 

 

(4.2)

   where Adj(vi) denotes vi’s neighbors and d is the damping factor set to 0.85 (Mihalcea and Tarau 

2004). Figure 4.1 displays the resulting clustering of terms. The size of each node is directly 

proportional to the TextRank score of the respective economic aspect. 
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Figure 4.1: Link analysis of frequently occurring macroeconomic terms 

This figure displays the results of a link analysis based on detecting the most frequently mentioned terms within two 
Wikipedia pages on Central Banking and Inflation. TextRank (Mihalcea and Tarau 2004), a ranking algorithm based upon 
the concept of eigenvector centrality, computes the realtive importance of nodes in the graph. Each node corresponds to 
one of the frequently mentioned terms detected in the two Wikipedia pages. The size of each node is directly proportional 
to the TextRank score of the respective economic aspect. Different nodes colors reflect different communities identified 
using the Clauset-Newman-Moore algorithm. 

 
 

   A greedy algorithm is employed to detect communities of terms within the network (see Clauset et 

al. 2004). The algorithm detects four communities which we label as economic aspects. The economic 

growth aspect detects the frequency of the terms: ‘demand’, ‘goods’, ‘services’, ‘investment’. The 

prices aspect detects the terms: ‘inflation’, ‘prices’ , ‘money’, ‘markets’, ‘currency’. The interest rate 

aspect detects the occurrence of:  ‘interest’, ‘rates’, ‘policy’ and a bank lending aspect detects the 

terms: ‘banks’, ‘lending’ and ‘assets’. It is not surprising to see these terms appear in the link analysis 

given a central bank’s remit is to maintain price and financial stability. The choice of terms is 

consistent with the text mining research of Boukus and Rosenberg  (2006) which identifies 'growth', 

'price', 'rate', and 'econom' as the most frequently occurring terms for US central bank 

communications. Using the four economic aspects, the system next employs a multinomial Naive 

Bayesian model (McCallum and Nigam 1998) to categorize sentences within each document. The 

resulting categorization labels form the basis upon which fine-grained sentiment analysis is applied.  
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4.3.2 Polarity detection 

In the second phase, the model computes a measure of economic sentiment associated with each of the 

four economic aspects. We measure polarity by counting the number of positive (P) versus negative 

(N) terms, (P−N)/(P+N) identified using the General Inquirer dictionary. In line with Pang et al. 

(2002), our goal is not to show that a term counting method can perform as well as a machine learning 

method, but to provide a baseline methodology to measure central bank sentiment and to draw 

attention to the limitations of the approach that is widely adopted by text mining studies in the field of 

finance as indicated in Section 4.2. The sentiment metrics that are associated with the economic 

aspects: economic growth, prices, interest rate and bank lending are labelled Tonegrowth, Toneprices, 

Toneinterest_rates and Tonebank_lending respectively. A fifth sentiment metric, Toneoverall, is computed to 

measure the polarity associated with the overall document, without conditioning upon the economic 

aspects. The five sentiment metrics are included as separate components within the ensemble tree. 

 

4.3.3 Detection of LDA directional topic clusters 

Next we extend the baseline term counting method by taking intensifiers and diminishers into account 

(Kennedy and Inkpen 2006; Polanyi and Zaenen 2004). These are terms that change the degree of the 

expressed sentiment in a document (see Section 4.2). In the case of central bank communications, the 

terms describe how economic aspects have changed over time. We employ an implementation of LDA 

(Blei et al. 2003), and represent each document as a probability distribution over latent topics, where 

each topic is modeled by a probability distribution of words. In Titov and McDonald (2008), LDA is 

found to capture the global topics in documents, to the extent that topics do not represent ratable 

aspects associated with individual documents, but define clusterings of the documents into specific 

types. For the purposes of training the LDA model, we consider each sentence within each central 

bank communication to be a separate document. This increases the sample size of the dataset (see 

Section 4.1) and is intended to improve the robustness of the LDA model for statistical inference. We 

implement standard settings for LDA hyper-parameters, where α = 50/K and β=.01 (following 

Griffiths and Steyvers 2004). The number of topics, K, is inferred by maximizing the likelihood of 

fitting the LDA model over the corpus of documents. We manually annotate two of the topic clusters 

that capture ‘directional’ information (Vayid 2013) and appear to act as intensifiers/diminishers of 

meaning. We label the clusters directional topic clusters. Table 4.1 identifies the top terms associated 

with the two clusters. Representative words are the highest probability document terms for each topic 

cluster.  
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Table 4.1 Macroeconomic directional topic clusters 
This table reports the top five terms for each topic cluster and their associated probabilities inferred using the Latent 
Dirichlet Allocation (LDA) algorithm (Blei et al. 2003). In LDA, a topic is modeled as a probability distribution over a set 
of words represented by a vocabulary and a document as a probability distribution over a set of topics. We implement 
standard settings for LDA hyperparameters with α = 50/K and β=.01 following (Griffiths and Steyvers 2004). The number 
of topics, K, is inferred by maximizing the likelihood of fitting the LDA model over the corpus of documents. Topic labels 
are manually annotated to aid the reader’s interpretation based on a heuristic approach. We infer one cluster, labelled 
‘intensifier’ to reflect increasing economic activity and another cluster, ‘diminisher’ to reflect decreasing economic 
activity. 

 
 

   Next for each central bank communication the LDA model infers the probabilities associated with 

the ‘intensifier’ and ‘diminisher’ clusters within each of the four economic aspects detected by the 

Naïve Bayesian classifier. The output of the model is a vector of eight topic probabilities that proxy 

the central bank’s assessment that the economic aspects are intensifying/diminishing. We label the 

model directional LDA model and the respective probability vectors: Topicgrowth, Topicprices
, 

Topicinterest_rates
 and Topicbank_lending

 if the economic aspects are increasing and Topicgrowth
, 

Topicprices
, Topicinterest_rates

 and Topicbank_lending
 if the economic aspects are decreasing. We include 

the topic probabilities as components within the ensemble tree. 

 

4.4 Experiments 

In this section we discuss the corpus of central bank communications and describe the investor 

patterns data used to evaluate the impact of the central bank communications on investors’ interest 

rate expectations. We then outline the evaluation of the ensemble classification tree, present the results 

and provide a discussion.  

 

4.4.1 Data 

We choose to analyze the interest rate minutes of the Bank of England. As cited in Boukus and 

Rosenberg (2013), central bank minutes are closely watched by investors to gauge the future direction 

of economic policies. The Bank of England announces the level of UK interest rates on the first 

Thursday of every month. The details that underpin this decision are only provided two weeks later 

and are published in the Bank of England’s ‘Monetary Policy Committee Minutes’. The 

communications are interesting to analyze because changes in investors’ expectations on the day of 

the central bank communication may be attributed to the qualitative information contained within the 

word prob. word prob.
increase 0.150 moderated 0.190
strong 0.107 lower 0.161

accelerate 0.081 downwards 0.123
strength 0.063 difficult 0.102
support 0.058 less 0.070

'diminisher cluster''intensifier cluster'
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meeting minutes rather than the interest rate decision announced two weeks before. Minutes typically 

include summaries of committee members’ views on economic conditions and discuss the rationale 

for their interest rate decisions (Danker and Luecke 2005). The central bank’s minutes are, on average, 

12 pages long (including a header page), and contain around 55 bullet points, typically with 5 

sentences in each bullet. The documents are available from 1997, the year when Parliament voted to 

give the Bank of England operational independence from the UK government. We retrieve all meeting 

minutes available between July 1997-March 20143 to create a corpus that consists of 199 documents. 

For the purposes of aspect detection and to train the LDA model, we remove the header page and 

define a document as an individual sentence within each of the meeting minutes. This expands the 

corpus to a collection of 53,195 documents. 

   To evaluate the ensemble tree’s predictions we utilize information obtained from financial market 

patterns. Interest rate futures contracts are financial instruments that enable investors to insure against 

or speculate on uncertainty about the future level of interest rates (Clews et al. 2000). Changes in the 

price of the futures contracts therefore reflect changes in investors’ views on the future direction in 

central bank interest rates. Investors’ interest rate expectations for the following three, six and twelve 

months are derived and published daily by the Bank of England. We utilize investors’ twelve month 

ahead forecasts. This data series has the greatest data coverage compared to the three and six month 

series. Furthermore, the twelve month forecast horizon is consistent with the time horizon over which 

that the Bank of England conducts its economic policies (Bank of England 2013). To isolate the effect 

of the central bank communication on investors’ expectations, we compute the percentage change in 

the interest rate futures contract, as measured from the close of business on the day of the 

communication announcement until the close of business one day after. This narrow time window 

helps to minimize the influence on investors’ interest rate expectations from other financial market 

factors that may occur at the same time (MacKinlay 1997). 

 

4.4.2 Experiment setup 

We design the evaluation in stages in order to enhance our understanding of the system components. 

For a baseline, we evaluate the system’s predictions by using only the tone of the overall document 

(see Section 4.2). The approach does not take into account individual economic aspects or 

diminishers/intensifiers (Kennedy and Inkpen 2006; Polanyi and Zaenen 2004). We label the model 

naïve tone. This approach is consistent with the methodology typically adopted by the extant financial 

literature (Tetlock et al. 2008). Next we compare the outcomes of an ensemble model which combines 

                                                 
3  Central bank communications announced in August 1997 were excluded from the analysis because the communication 

document was not readily available in a machine readable format. 
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the tone associated with each of the economic aspects: economic growth, prices, interest rates and 

bank lending (see Section 4.2). We label this the economic aspects model. A third model compares the 

outcomes from an ensemble model which combines the intensifiers/diminishers associated with the 

four economic aspects (see Section 4.3). We label this the directional LDA model. Finally, we 

combine the components in a single ensemble tree and refer to the system as the joint aspect-polarity 

model.   

   Learning and prediction is performed using an ensemble tree. The goal of ensemble methods is to 

combine the predictions of several models built with a given learning algorithm in order to improve 

generalizability and robustness over a single model. We use the Random Forest algorithm (Breiman 

2001) which employs a diverse set of classifiers by introducing randomness into the classifier 

construction. Experiments were validated using five-fold cross validation in which the dataset is 

broken into five equal sized sets; the classifier is trained on four datasets and tested on the remaining 

dataset. The process is repeated five times and we calculate the average across folds. For evaluation, 

we select Mean Absolute Error (MAE), Root Mean Squared Error and Spearman’s rho (ρ). We also 

examine Spearman's rho since prediction may be considered to be a ranking task. The formulae are 

displayed in Equation (4.3) below. 

 

 

(4.3) 

  where Ei  is the model’s predicted value, Oi is the realized value, and n is the number of observations. 

MAE measures the average magnitude of the forecast errors without considering direction; RMSE 

penalizes errors and gives a relatively high weight to large errors. A smaller value of MAE or RMSE 

indicates a more accurate prediction. Spearman's rho is a non-parametric measure of the degree of 

linear association between the predicted and realized values and is bound between the range -1 to +1 

(Maritz 1981). A positive Spearman's rho indicates the model’s predictive ability; a negative value 

indicates a poor model fit.  
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4.4.3 Experiment results 

The evaluation metrics from the model components are shown in Table 4.2. 

 
Table 4.2 Evaluation of the macroeconomic joint polarity model  

This table reports the evaluation metrics of the joint polarity model together with its components.  MAE measures the 
average magnitude of the forecast errors; RMSE penalizes errors and gives a relatively high weight to large errors. A 
smaller value of MAE or RMSE indicates a more accurate prediction. Spearman's rho (p) is a non-parametric measure of 
the degree of linear association between the predicted and realized values and is bound between the range -1 to +1. The 
asterisks provide the level of significance where *** indicates that the model’s predictions versus forecasts are statistically 
significant at the 0.1% level.  
 

 
   The naïve tone model, which proxies the approach commonly adopted by text mining studies in the 

field of finance, shows the worst performance. It exhibits the highest MAE and RMSE. The rank 

correlation of the model’s forecasts with realized changes in investors’ interest rate expectations is 

highly statistically negative, implying that documents that are predicted to have a positive/negative 

impact on investors’ interest rate expectations result in the reverse outcome. The economic aspects 

and directional LDA models exhibit monotonic decreases in MAE and RMSE, suggesting a slight 

improvement in the model fit. Finally, the joint aspect-polarity model, that includes all model 

components in the ensemble tree, displays the lowest MAE and RMSE. The mildly positive 

Spearman’s rho is consistent with previous forecasting studies within the field of finance. As cited in 

Loughran and McDonald (2011), many factors influence the financial markets; a mildly positive 

correlation is encouraging for the model’s predictive power.  

 

4.4.4 Discussion 

One interpretation of the experiment results is that multiple aspects are needed to improve the 

accuracy of the prediction system. The existence of a positive Spearman’s rho for the joint model 

versus a negative Spearman’s rho for the naïve tone and economic aspects may be indicative of a non-

linear relationship between the components which is only evident when the models are combined 

rather than considered in isolation. One of the strengths of a regression tree is that it does not assume a 

functional form, allowing it to detect interactions between model components. To aid our 

understanding of prediction in the joint model, Figure 4.2 displays the decision tree results for one of 

Model MAE RMSE ρ

naive tone 0.022 0.016 -0.187 ***

economic aspects 0.018 0.013 -0.044

directional LDA 0.019 0.014 0.041

joint polarity model 0.015 0.011 0.034

The asterisks provide the level of significance where *** indicates that the model’s predictions 
versus forecasts are statistically, negatively significant at the 0.1% level. 
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the folds. The values in the grey boxes provide the predicted percentage change in investors’ interest 

rate expectations associated with the sentiment contained within the central bank communication. A 

positive value indicates that the impact is expected to lead to an increase in investors’ interest rate 

expectations, while a negative value indicates an expected decrease in interest rate expectations.  

 

Figure 4.2: Illustrative example of the macroeconomic joint polarity model 
This figure provides an example classification tree from one fold of the joint polarity model.  Each circle represents an 
internal node which evaluates a decision function to determine which child node to visit next. The aspects associated with 
the decision function are labelled above the nodes and the threshold values on each side. The grey boxes represent the 
terminal nodes in the tree and provide the predicted percentage change in investors’ interest rate expectations associated 
with the sentiment contained within the central bank communication. A positive value indicates that the impact is expected 
to lead to an increase in investors’ interest rate expectations, while a negative value indicates an expected decrease in 
interest rate expectations. 

 
   The regression tree identifies the interaction between the directional topic clusters and Tone 

measures. The primary decision in the decision tree is central bank sentiment towards economic 

growth. The right hand path indicates that if a central bank communication emphasizes positive 

economic growth and discusses interest rate increases, investors’ expectations of future  interest rates 

is predicted to rise by 3%. The left hand path indicates that if a central bank tone towards economic 

growth is low, discusses declining bank lending and the tone towards interest rates is negative, 

investors are predicted to lower their expectations of future interest rates changes by 4%. 
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4.5 Conclusion 

The goal of central bank communication is to make messages as clear, simple and understandable as 

possible to a wide range of audiences (Vayid 2013).  In this study, we focus of one specific audience, 

namely financial market investors. The outcome of our study may feed the design of a system that can 

predict the impact of central bank communication on the formation of investors’ interest rate 

expectations. The results of the joint aspect-polarity model suggest that investors may benefit by 

incorporating a measure of central bank sentiment to forecast interest rates. In this study we evaluate 

model performance using prices from financial market instruments. Post the 2007–09 financial crisis, 

central banks have broadened the range of their communication, including the use of social media, 

live broadcasts, podcasts and blogs, to deliver their messages (Vayid 2013). Our study is intended to 

encourage further research into a wider range of central bank communications including those 

expressed via social media. 

    



28A_Erim Monis_Stand.job

A multilingual analysis of news 

45 

 

 
 
Chapter 5 

 
 
A multilingual analysis of corporate governance news  
 

 

ABSTRACT In this study, we conduct a textual analysis of media news for a sample of Chinese ADRs 

and compare the topics discussed by English- and Chinese-language media outlets. Our findings 

suggest that a large proportion of corporate governance news articles published by Chinese media 

outlets appear to be overlooked by the English media. Next, we investigate investors’ attention to 

Chinese corporate governance news. Our findings are consistent with the notion that high costs 

associated with searching, translating and processing foreign language news creates informational 

frictions for foreign investors. 
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包包包包纸  – paper can't wrap up a fire (Chinese proverb, unattributed author) 
 

5.1 Introduction 

 
In recent years, the U.S. Securities and Exchange Commission (SEC) has raised its concerns about the 

audit quality of Chinese cross-listed companies and the problems of informational frictions associated 

with monitoring foreign firms’ corporate governance practices (see Ghosh and Wagner 2014). 

Financial analysts have even coined the phrase “the great transparency wall of China” (Zhu 2009), 

referring to the hurdles associated investors’ abilities to search, translate and process foreign corporate 

governance news. In this study, we investigate whether informational frictions impede shareholders’ 

abilities to effectively monitor the corporate governance of firms. In theory, one way to mitigate 

informational frictions is for a foreign firm to ‘bond’ to a more transparent stock market (e.g. by 

listing on a U.S. exchange). Bonding provides minority shareholders with greater disclosure, 

transparency, regulatory and investor scrutiny compared to a firm’s local domicile (Coffee 1999, 

2002; Stulz 1999; Doidge et al. 2004). To the best of our knowledge, the impact of informational 

frictions associated with investors' abilities to monitor corporate governance allegations across 

different languages has yet to be examined by the extant corporate governance literature (see Grinblatt 

and Keloharju 2001; Domowitz et al. 1998). In this study, we collect 85,067 news articles for a 

sample of Chinese ADRs over the period 2009-2015. We conduct a textual analysis of English and 

Chinese language media news, compare the topics discussed by different media outlets and investigate 

investor attention. 

   This study makes two important contributions to the literature. First, we contribute to the corporate 

governance literature by investigating the relation between the transmission mechanism of media 

allegations of corporate governance misdemeanors and investor attention. While a number of recent 

studies have conducted event study analyses (Chen et al. 2012; Givoly et al. 2012; Baker et al. 2012; 

Ang et al. 2012; Darrough et al. 2012), this study aims to provide greater insight into the relation 

between media coverage of news topics for different media outlets and investors’ trading decisions. 

Second, this study contributes to the growing body of evidence on the existence of informational 

frictions in equity markets. Prior financial asset pricing literature suggests that investors face 

constraints and processing frictions particularly for ‘soft’ non-earnings news due to the intangible 

nature of such news compared to ‘harder’ accounting information (see Engelberg 2008; Demers and 

Vega 2010; Petersen 2004). This study investigates the timing of when investors update their 

information sets given processing frictions (Ferguson 2015; Hirshleifer and Teoh 2003; DellaVigna 

and Pollett 2009; Hirshleifer and Teoh 2011). Our study is closely related to Ferguson (2015) but 
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differs in two main respects. First we retrieve a broad sample of publicly available Chinese and 

English corporate news rather than limit a subset of financial media sources. The breadth of our news 

corpus means we can test the relation between the salience of different types of news across media 

outlets and investor attention. Second, we examine investor trading behavior in U.S. listed ADRs, 

while Ferguson (2015) compares trading behavior in dual listed stocks on U.S. and Chinese 

exchanges. Our approach is specifically designed to test the reputational bonding hypothesis rather 

than investors’ trading behavior conditional on the type of share listing. 

   The rest of the study proceeds as follows. Section 5.2 motivates the role of the media as a 

propagator of legitimacy. Section 5.3 outlines the news corpus and provides descriptive statistics on 

the English and Chinese media’s coverage of news topics. Section 5.4 investigates the conditions 

under which the English media choose to publish Chinese corporate governance news and documents 

the main regression results. Section 5.5 concludes this study. 

 

5.2 Theoretical motivation 

In theory, a company’s decision to engage in a corporate governance misdemeanor (see Dyck et al. 

2008; Becker 1968) depends upon whether its management perceives: 

 

          Private benefit  to company > E(Reputational cost) + E(Penalty) 

                                            =∑ pi  x  RCi |i learns of the allegation + πP 

 

(5.1) 

 

   where pi is the probability that stakeholder group i (e.g. consumers, journalists, NGOs, investors, 

regulators) learns of the misdemeanor, RCi is the reputational cost associated with the misdemeanor, π 

is the likelihood of a regulatory penalty and P is the magnitude of such a penalty.  

   By publishing corporate governance news, the media alters pi, the probability that a firm’s behavior 

is known to a given stakeholder group. The impact of the news media is greater when the news 

reaches a larger number of stakeholder groups and is published by a salient and credible media source. 

The second way in which the media may impact a firm’s decision rule is via the perceived 

reputational cost RCi of the news. Empirical studies suggest that the media influences stakeholders’ 

information sets by setting the agenda regarding coverage of certain news topics in text and their tone 

which may alter how stakeholders think about a firm (see McCombs and Shaw 1972; Deephouse 

2000). In particular, when the media portray a corporate governance misdemeanor to be the result of 

intentional actions by the company or its employees (e.g. fraud), reputational damage is more severe 

(e.g. Hennes et al. 2008). Third, the news media may influence the magnitude of a regulatory fine 
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imposed on a firm for its misdemeanor, either by drawing a regulator’s attention (π) or by influencing 

the way the regulator thinks about the issue (P) (see also Bednar 2012; Miller 2006). 

 

5.3 Data and sample construction 

   We retrieve media news articles from Dow Jones' Factiva database. One drawback of the academic 

subscription to the database is the limitation that a maximum of 100 articles can be downloaded at any 

one time. Due to the high costs of collecting Factiva data, we limit our sample to a set of firms for 

which informational frictions are likely to be an important issue and retrieve news articles for Chinese 

ADRs. We rely upon the country of domicile field reported in the CRSP database to identify relevant 

US listings. Following Ferguson (2015), we select the U.S. market for several reasons. First, the U.S. 

is the largest stock exchange in the world by market capitalization, increasing the potential sample of 

Chinese companies with foreign listings. Second, potentially stronger governance practices in the U.S. 

may reduce the likelihood of informed trading which would otherwise hinder information discovery. 

Third, the U.S. is one of the last markets to open during the trading day allowing U.S. investors to 

react to Chinese news releases on the same trading day. 

   We retrieve news articles written in both traditional Chinese and simplified Chinese for the period 

2009-2015. We select this time period for two reasons. First, we choose to exclude the global financial 

crisis time period when macroeconomic news may have influenced the sensitivity of emerging market 

stocks to news, potentially biasing our findings (Ferguson 2015). Second, the SEC introduced 

disclosure regulation which led to a significant increase in cross-listings post 2008 (see Iliev et al. 

2014, Ghosh and Wagner 2014). Our choice of sample period may be more representative for 

regulators seeking to draw conclusions for current policy setting. We download all available media 

news articles from financial newswires, major newspapers, newswires, press releases and blogs. We 

classify the media outlets, by employing an automated approach (see Appendix I for details). Our 

categorization is intended to separate media sources by their potential incentives and access to 

information (Odzik and Sadka 2013) so that we can test a variety of hypotheses related to investor 

attention (see Hong and  Stein 2000; Chan 2003). We categorise media sources into four outlets: 

Financial media comprise of investment focused outlets, Newswires comprise of press releases and 

wire services, Newspapers includes daily national and local newspaper outlets and Other comprises of 

blogs and unclassified sources. Table 5.1 lists the top 5 media sources by the number of news items in 

the sample for each media outlet.  
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Table 5.1 Descriptive statistics of news coverage by language and media outlet 
This table reports the count of news articles in the sample dataset by language and media outlet. For each media outlet, the 
five most frequently occurring media sources are displayed, together with the associated number of news articles retrieved 
(News Items) and the percentage they represent (%). The sample dataset consists of English and Chinese news articles for 
Chinese ADRs retrieved from the Factiva database. Media outlets are classified into four types: Financial media, 
Newswires, Newspapers and Other (see Appendix I for details of the classification methodology). Sample period: 2009-
2015. 

 
   Our findings indicate a concentration of media sources, characteristic of a power law Zipf 

distribution (Zipf 1932; Breslau et al. 1999).  

 

5.3.1 Classification of news 

In this section we describe the approach to classify news. We compute three features to evaluate the 

salience of news – the topic, relevance for specific companies, and potential financial materiality of 

the news. News topics are categorised by retrieving metadata from the Factiva database. Metadata are 

manually assigned by journalists when they write articles. For instance, corporate governance news 

consists of bribery, corruption, fraud and money laundering news. To determine the relevance of news 

for specific companies we employ a multinomial Naïve Bayesian text classifier which counts the 

frequency of company mentions in each article (see Appendix I for details). In a pre-processing step, 

an automated online translator converts texts into English. Our approach simplifies the need for 

named entity recognition algorithm. For instance, to recognize that a Chinese article is predominately 

about Alibaba Inc. requires the ability to detect that 阿里巴巴 is the Chinese name for the company. 

Rank Source News 
Items

% Rank Source News 
Items

%

1 Dow Jones & Company, Inc. 4,041 63% 1 Dow Jones & Company, Inc. 5637 66%
2 Hong Kong Economic Journal Company 647 10% 2 Thomson Reuters (Markets) LLC 610 7%
3 Hong Kong Economic Times Ltd 551 9% 3 Investor's Business Daily 242 3%
4 Thomson Reuters (Markets) LLC 511 8% 4 The Financial Times Ltd 233 3%
5 China Business Network Co., Ltd 196 3% 5 Business Wire 233 3%

Rank Source News 
Items

% Rank Source News 
Items

%

1 PR Newswire Association, Inc. 1705 40% 1 PR Newswire Association, Inc. 2932 31%
2 Infotimes Corporation 605 14% 2 GlobeNewswire, Inc. 810 9%
3 Reuters Ltd 441 10% 3 Reuters America LLC 677 7%
4 ET Net Ltd 330 8% 4 Reuters Ltd 632 7%
5 N.C.N. Ltd of Xinhua News Agency 320 7% 5 China Economic Information Service of Xinhua News Agenc 550 6%

Rank Source News 
Items

% Rank Source News 
Items

%

1 Mingpao.com Limited 565 27% 1 South China Morning Post Publishers Ltd 284 21%
2 UDN.com 359 17% 2 The New York Times Company 133 10%
3 on.cc (Hong Kong) Ltd 329 15% 3 Australian Associated Press Pty Ltd 65 5%
4 Beijing News 241 11% 4 Telegraph Media Group Ltd. 54 4%
5 Securities Times 221 10% 5 News UK & Ireland Limited 54 4%

Financial media (Chinese language) Financial media (English language)

Newswires (Chinese language)

Newspapers (Chinese language)

Newswires (English language)

Newspapers (English language)



30B_Erim Monis_Stand.job

A multilingual analysis of news 

50 

 

The online translator converts all Chinese documents into English. The algorithm then evaluates the 

relevance of the translated text by counting the frequency of occurrences of company names based 

upon those reported in the CRSP database. The classifier seeks to distinguish between companies 

which are the subject of an article versus companies merely referenced in passing. Antweiler and 

Frank (2004) employ a similar methodology to detect company names in financial media texts. Our 

approach is computationally efficient and easy to implement (Manning et al. 2008), avoiding the need 

to manually encode articles which would otherwise require native English and Chinese speakers to 

read each article. Such an approach would impose substantial time, cost restrictions and potential 

subjectivity when interpreting news (see Pfarrer et al. 2010). Finally, the financial materiality of news 

is proxied by authors’ references to legal or regulatory consequences in the text. These references are 

detected using Factiva’s metadata. Table 5.2 summarises the coverage of media news for Chinese 

ADRs by topic, media outlet and language. 

 
Table 5.2: Descriptive statistics of news coverage by topic and media outlet  
This table reports the count of news articles in the sample dataset by topic, language and media outlet. Count refers to the 
number of news articles published by each media outlet for a particular news topic. % indicates the relative number of 
news articles published on a particular news topic for each media outlet. The sample dataset consists of English and 
Chinese news articles for Chinese ADRs, retrieved from the Factiva database. Media outlets are classified into four types: 
Financial media, Newswires, Newspapers and Other (see Appendix I for details of the classification methodology). News 
articles are classified into topics using metadata tagged to each article in the Factiva database. Panel A reports media 
coverage of English language news. Panel B reports media coverage of Chinese language news. Sample period: 2009-
2015. 
 
Panel A: English language news 

  

Panel B: Chinese language news 

 
 

News topic Count % Count % Count % Count % Count %

Branding & marketing 1,361 10% 1,355 16% 514 10% 260 9% 3,492 11%
Corporate actions 3,630 26% 1,478 17% 744 14% 552 19% 6,410 21%
CSR 1,274 9% 1,527 18% 1,547 30% 862 29% 5,226 17%
Earnings 6,055 43% 2,651 31% 939 18% 624 21% 10,277 33%
Legal news 627 4% 720 8% 660 13% 320 11% 2,333 8%
Macroeconomic 1,039 7% 859 10% 776 15% 355 12% 3,037 10%

Total 13,986 100% 8,590 100% 5,180 100% 2,973 100% 30,775 100%

Financial media Newswires Newspapers Other Total

News topic Count % Count % Count % Count % Count %

Branding & marketing 3,118 14% 4,101 23% 542 18% 1,989 17% 9,885 18%
Corporate actions 5,259 24% 3,539 20% 551 18% 2,269 20% 11,765 22%
CSR 589 3% 473 3% 186 6% 164 1% 1,472 3%
Earnings 11,100 51% 8,153 46% 1,160 38% 6,204 54% 26,835 49%
Legal news 812 4% 639 4% 451 15% 445 4% 2,395 4%
Macroeconomic 718 3% 680 4% 157 5% 341 3% 1,940 4%

Total 21,596 100% 17,585 100% 3,047 100% 11,412 100% 54,292 100%

Financial media Newswires Newspapers Other Total
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   Panel A indicates that a large proportion (49%) of news reported by the English language media 

relates to earnings-related information, while Panel B finds that Chinese language media report a 

relatively higher proportion of corporate governance news (16% versus 2% for English language 

media outlets).  

 

5.4 Results and discussion 

In this section we investigate the English language media’s decision to publish corporate governance 

news for Chinese companies. Our working premise is that the English media may rely upon the 

Chinese media to determine the salience of news in the presence of informational frictions. This may 

be the case if the Chinese news media face lower fixed costs to collect information (potentially due to 

low search and translation costs) or possess more value-relevant information than the English 

language media (Ferguson 2015; Feng and Seasholes 2004; Ivkovic and Weisbenner 2005). To 

investigate media coverage of corporate governance news we employ a logistic regression. The 

dependent variable, Media_Cov, equals one if an English language media outlet publishes corporate 

governance news for a Chinese company on a given day, and zero otherwise: 

 

 P(Media_Cov =1)  =   β1Alleg_E_minus1 + β2Alleg_C  + β3Alleg_C_minus1  + β4Violate_E + β5Violate_C 

                                    + γ1Finmedia_E + γ2Newspapers _E  + γ3Newswires_E  

                                    + γ4Finmedia_C + γ5Newspapers _C  + γ6Newswires_C     

                                    + δ1(Violate_E x Alleg_E)  + δ2(Violate_C x Alleg_C)    

                                    + δ3(Finmedia _E x Alleg_E) + δ4(Newspapers _E x Alleg_E) + δ5(Newswires_E x Alleg_E)  

                                    + δ6 (Finmedia _C x Alleg_C)  + δ7(Newspapers _C x Alleg_C)  + δ8(Newswires_C x Alleg_C)  

                                    + Controls 

 

(5.4) 

   The independent variables are a series of indicators. We define Alleg_E_minus1 equal to one if a 

Chinese corporate governance news story is published in an English media outlet during the previous 

day, and zero otherwise. The coefficient β1 captures the escalation of a Chinese corporate governance 

news story based upon its prior news coverage in the English media. The indicators Alleg_C and 

Alleg_C_minus1 are equal to one if corporate governance news is published in a Chinese media outlet 

during the current and previous calendar day respectively, and zero otherwise.  The indicator variables 

Violate_E and Violate_C equal one if an English or Chinese media source respectively discusses 

legal/regulatory violations in the text. We further include indicator variables to capture the type of the 

media outlet that published the news: financial media (Finmedia), newswire (Newswires) and 

newspaper (Newspapers), where the suffixes ‘_E’ and ‘_C’ are used to denote English and Chinese 

media outlets respectively. The remaining variables comprise of interaction terms. To control for the 
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information environment, we include Log(Market Equity), the natural log of the market value of 

equity, measured as at the end of the preceding calendar year, Num_analysts, the number of sell-side 

analysts covering a company, and institutional ownership (Ownership). We obtain data on 

institutional ownership from Thomson Reuters’ CDA/Spectrum Institutional Holdings dataset. The 

metric is equal to the total number of shares owned by institutions as at the end of the prior quarter 

divided by the number of shares outstanding. If Thompson Reuters does not contain any ownership 

information for a given stock in a given quarter, we assume that institutional ownership is zero. These 

controls are intended to proxy for investor sophistication and analysts’ coverage of information (Fang 

and Peress 2009). Finally, we include prior price momentum (Pmom), measured as the signed stock’s 

return measured over the previous 12 months, to control for ‘news worthiness’ and investor attention 

(see Da et al. 2011; Carhart 1997). The regression results are reported in Table 5.3.  
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Table 5.3: Logistic regression of English media coverage of Chinese corporate governance news 
This table reports the results of a logistic regression of English language media coverage of Chinese corporate governance 
news. The dependent variable is an indicator equal to one if an English language media outlet publishes a Chinese 
corporate governance news article on a given day, and zero otherwise. The sample dataset consists of English and Chinese 
news articles for Chinese ADRs retrieved from the Factiva database (see text for the descriptions of each variable).  
Standard errors are clustered by firm following Petersen (2009). For each variable we report corresponding robust t-
statistic (in parentheses). Sample period: 2009-2015. 
 

   

   Column 1 of Table 5.3 indicates that the probability of English language media news coverage 

increases when the Chinese corporate governance news has already been reported in the English 

media (i.e. the story has escalated in media attention). Column 2 considers the salience of news by 

media outlet and severity. The interaction term between Alleg_C x Violate_C is statistically significant 

indicating that English media coverage increases when Chinese journalists attribute legal/regulatory 

(1) (2) (3)

Alleg_E_minus1 2.272 2.571 2.430
(3.687) (4.154) (3.79)

Alleg_C 0.994 2.606 2.749
(1.231) (2.521) (2.664)

Violate_E_minus1 1.591 1.329 1.369
(2.999) (2.388) (2.462)

Violate_C 3.383 4.292 4.283
(4.616) (6.376) (6.354)

Alleg_C x Violate_C 4.133 4.295
(3.47) (3.528)

Alleg_C x Finmedia_C 2.615 2.743
(2.638) (2.682)

Alleg_C x Newswires_C 0.746 0.584
(0.754) (0.574)

Alleg_C x Newspapers_C -0.599 -0.892
(-0.634) (-0.87)

Alleg_C x Finmedia_C x Violate_C -0.082
(-0.057)

Alleg_C x Newswires_C x Violate_C 2.142
(1.547)

Alleg_C x Newspapers_C x Violate_C -11.464
(-0.03)

log(Market Equity) -0.759 -0.761 -0.761
(-25.785) (-25.639) (-25.623)

Num_analysts 0.047 0.045 0.045
(2.797) (2.638) (2.607)

Ownership 0.373 0.360 0.364

(3.354) (3.163) (3.21)

Pmom 0.030 0.020 0.020
(0.314) (0.207) (0.209)
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violations. This finding is consistent with the view that the English language media rely upon local 

(Chinese) media sources to determine the salience of news and “set the agenda” (McCombs and Shaw 

1972). 

   Next we examine the impact of news media coverage for investors’ trading decisions. Diamond and 

Verrecchia (1991) show that more informative disclosures reduce the information advantage of 

privately informed traders, thereby reducing information asymmetries. If media coverage disseminates 

new information to a broad group of investors we should observe an increase in share trading volume 

on the day the article is published (Kim and Verrecchia 1991). In the presence of informational 

frictions we should only observe a positive relation between media coverage and investors’ trading 

behavior for more salient news sources (see Ferguson 2015). We specify the following regression to 

investigate the relation between abnormal trading volume (AV) and corporate governance news:                                 

 

AV =     β1Alleg_E + β2Alleg_C  + β3Violate_E + β4Violate_C    

           + γ1Finmedia_E + γ2Newspapers_E  + γ3Newswires_E 

           + γ4Finmedia_C + γ5Newspapers _C  + γ6Newswires_C            

           + δ3(Finmedia _E x Alleg_E) + δ4(Newspapers _E x Alleg_E) + δ5(Newswires_E x Alleg_E)  

           + δ6(Finmedia _C x Alleg_C)  + δ7(Newspapers _C x Alleg_C)  + δ8(Newswires_C x Alleg_C)   

           + Controls 

 
 
 
 
 
 
 

 (5.5)

   To measure the impact on trading volumes we follow Frazzini and Lamont (2007) and compute 

scaled volume (SV), defined as the ratio of share volume for firm j today to firm j’s average monthly 

share volume over the previous 12 months:  =	 1	12∑  (5.6)

   Abnormal volume (AV) is defined as scaled volume minus the equal weight average of scaled 

volume during the month:  

	 = − 1
  

  (5.7)

 

 

   Under the null hypothesis of no news announcement effect, abnormal trading volumes should on 

average equal zero. Our set of controls include the prior trading day’s abnormal share volume and 

firm visibility proxied by the number of sell-side analysts covering each company. In addition, we 

control for industry and year effects. We estimate pooled OLS regressions and we test for the 
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significance of the coefficients using robust standard errors (Petersen 2009). The pooled regression 

results are reported in Table 5.4.   
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Table 5.4: Regression of trading volumes and media coverage of corporate governance news 
This table reports the OLS estimates of a longitudinal regression of abnormal trading volumes and media coverage of 
corporate governance news. The dependent variable, AV, measures abnormal volumes and is defined as scaled volume 
minus the equal weight average of scaled volume during the month, where scaled volume is the ratio of share volume for 
firm j to firm j's average monthly share volume over the previous 12 months (Frazzini and Lamont 2007 The sample 
dataset consists of English and Chinese news articles for Chinese ADRs retrieved from the Factiva database. All 
regressions include control variables for firm characteristics which are excluded for presentation purposes only (see text 
for details). Standard errors are clustered by firm following Petersen (2009). For each variable we report corresponding 
robust t-statistic (in parentheses). Sample period: 2009-2015. 

 

   Column 1 suggests that investor attention increases when Chinese corporate governance violations 

are published by English rather than Chinese language media outlets. Column 2 refines the analysis 

(1) (2) (3)

Alleg_E -0.219 -1.760 -1.577
(-0.729) (-2.958) (-2.473)

Alleg_E_minus1 -0.408 -0.298 -0.292
(-0.979) (-0.712) (-0.696)

Alleg_C 0.614 0.936 0.690
(1.456) (1.326) (0.937)

Alleg_C_minus1 -0.789 -0.793 -0.873
(-1.676) (-1.684) (-1.848)

Violate_E 0.748 0.805 0.466
(2.916) (2.103) (1.683)

Violate_C -0.081 -0.259 -0.481
(-0.201) (-0.624) (-0.97)

Alleg_E x Finmedia_E 1.156 -0.085
(1.999) (-0.115)

Alleg_E x Newswires_E 1.550 1.162
(2.531) (1.604)

Alleg_E x Newspapers_E -0.390 0.912
(-0.402) (0.557)

Alleg_C x Finmedia_C 0.824 -0.324
(1.182) (-0.242)

Alleg_C x Newswires_C -0.695 -0.203
(-0.922) (-0.179)

Alleg_C x Newspapers_C -0.737 -0.397
(-1.009) (-0.398)

Alleg_E x Finmedia_E x Violate_E 2.478
(2.287)

Alleg_E x Newswires_E x Violate_E 1.323
(1.351)

Alleg_E x Newspapers_E x Violate_E -1.309
(-0.624)

Alleg_C x Finmedia_C x Violate_C 1.440
(0.927)

Alleg_C x Newswires_C x Violate_C 0.070
(0.053)

Alleg_C x Newspapers_C x Violate_C 0.030
(0.028)
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and suggests that this relation is greater for English language financial media outlets and newswires 

rather than newspapers or blogs. This is potentially explained by the greater salience and timeliness of 

information releases for investors’ trading decisions (Huberman and Regev 2001; Ferguson 2015). 

Finally, Column 3 investigates the relation between language, media salience and the severity of 

corporate governance news. Our findings indicate a statistically significant relation between investor 

attention and journalists’ attributions of legal/regulatory violations when news is published in the 

English financial media rather than in Chinese media outlets. 

   Next we evaluate information discovery by measuring the impact of media news on abnormal stock 

returns (see Griffin et al. 2010). Our main test is an event-study regression specified as: 

 

FFCAR =     β1Alleg_E + β2Alleg_C  + β3Violate_E + β4Violate_C    

                 + γ1Finmedia_E + γ2Newspapers_E  + γ3Newswires_E 

                 + γ4Finmedia_C + γ5Newspapers _C  + γ6Newswires_C            

                 + δ3(Finmedia _E x Alleg_E) + δ4(Newspapers _E x Alleg_E) + δ5(Newswires_E x Alleg_E)  

                 + δ6(Finmedia _C x Alleg_C) + δ7(Newspapers _C x Alleg_C) + δ8(Newswires_C x Alleg_C)   

                 + Controls 

 
 
 
 
 
 
 

 (5.8)

   The dependent variable, FFCAR, is the firm’s abnormal return during the day after the publication 

of the corporate governance news. We estimate benchmark returns using the Fama-French (1993) 

three-factor model with an estimation window of [–252,–31] trading days prior to the news 

announcement.  We control for firm size and book-to-market ratios using each firm’s log of market 

capitalization and log of book-to-market equity measured at the end of the calendar year following 

Fama and French (1992). Table 5.5 reports the regression results. 
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Table 5.5: Regression of stock returns and media coverage of corporate governance news 
This table reports the OLS estimates of a longitudinal regression of  abnormal stock returns and media coverage of 
corporate governance news. The dependent variable, FFCAR, measures daily excess stock returns. We estimate 
benchmark returns using the Fama-French (1993) three-factor model with an estimation window of [–252,–31] trading 
days prior to the news announcement. The sample dataset consists of English and Chinese news articles for Chinese ADRs 
retrieved from the Factiva database. All regressions include control variables for lagged firm returns and other firm 
characteristics which are excluded for presentation purposes only (see text for details). Standard errors are clustered by 
firm following Petersen (2009). For each variable we report corresponding robust t-statistic (in parentheses). Sample 
period: 2009-2015. 

 

   Column 1 indicates a statistically significant and negative relation between corporate governance 

news published in English media and subsequent abnormal returns. By contrast, the market reaction to 

(1) (2) (3)

Alleg_E -0.017 0.016 0.016
(-3.02) (1.466) (1.389)

Alleg_E_minus1 0.008 0.006 0.006
(1.099) (0.826) (0.777)

Alleg_C 0.004 0.004 0.009
(0.57) (0.341) (0.682)

Alleg_C_minus1 0.003 0.003 0.004
(0.358) (0.391) (0.413)

Violate_E 0.002 0.001 0.007
(0.484) (0.296) (1.371)

Violate_C -0.008 -0.003 -0.006
(-1.027) (-0.403) (-0.696)

Alleg_E x Finmedia_E -0.032 -0.028
(-2.821) (-2.105)

Alleg_E x Newswires_E -0.024 -0.01
(-1.286) (-0.769)

Alleg_E x Newspapers_E -0.001 0.005
(-0.045) (0.157)

Alleg_C x Finmedia_C -0.026 -0.029
(-1.537) (-1.152)

Alleg_C x Newswires_C 0.007 0.008
(0.511) (0.387)

Alleg_C x Newspapers_C 0.011 -0.003
(0.825) (-0.172)

Alleg_E x Finmedia_E x Violate_E -0.035
(-1.969)

Alleg_E x Newswires_E x Violate_E -0.019
(-1.021)

Alleg_E x Newspapers_E x Violate_E -0.018
(-0.453)

Alleg_C x Finmedia_C x Violate_C 0.004
(0.153)

Alleg_C x Newswires_C x Violate_C -0.006
(-0.24)

Alleg_C x Newspapers_C x Violate_C 0.019
(0.971)
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Chinese media sources is statistically insignificant even after controlling for a potential delayed 

reaction to news due to differences in time zones. Column 2 includes interaction effects to control for 

differences in investor reactions across media outlets. Consistent with prior corporate governance 

literature, the regression results indicate that the negative abnormal return on the day of the news 

announcement is attributable to investors’ reactions to financial media news (see Bushee et al.  2010). 

Finally, Column 3 finds evidence of a statistically significant and negative relation between the 

publication of corporate governance violations by English language financial media outlets and 

abnormal stock returns. Taken together, these findings are consistent with the view that the English 

language media, and in particular the financial media, are ‘propagators of legitimacy’ of corporate 

governance news (see Pollock and Rindova 2003; Dyck et al. 2008; Bushee at al. 2010; Deephouse 

and Heugens 2009). From a limited attention stance, our findings are consistent with the notion that 

language barriers inhibit the transmission of news, preventing investors from making fully informed 

trading decisions (see Ferguson 2015; Engelberg and Parsons 2011). 

 

5.5 Conclusion 

In this study we examine the relation between foreign language, media coverage of news and 

investors’ trading behavior. Our first finding suggests that the English language media rely upon 

foreign-language (Chinese) media outlets to determine the salience of foreign corporate governance 

news. We attribute this finding to the high search and translation costs associated with processing 

foreign language news. Our second finding relates to investors’ trading behavior post the publication 

of corporate governance news. While we find that investors react to corporate governance news 

published by English media outlets, and in particular financial media, corporate governance news 

reported by foreign (Chinese) media outlets appears to be largely overlooked by investors.   

   Our findings have important practical implications for the reputational bonding hypothesis. Our 

evidence suggests that foreign language corporate governance news may be overlooked by U.S. 

investors simply because the information is not salient. One implication of our findings is that 

regulators and investors may benefit from employing automated techniques to retrieve and translate 

news rather than relying upon the English language media to determine the ‘newsworthiness’ of 

information. 



35B_Erim Monis_Stand.job

A multilingual analysis of news 

60 

 

Appendix I 

In this section we describe the algorithm to classify media sources into four distinct outlets: Financial 

media comprise of investment focused outlets, Newswires comprise of press releases and wire 

services, Newspapers includes daily national and local newspaper outlets and Other comprises of 

blogs and unclassified media sources. 

   In a first step, an automated online query searches through pages in the web analytics portal 

alexa.com to retrieve metadata for each media source. Figure 5.1 displays the metadata (in this case a 

Newspapers tag) for one of the media sources. 

 

Figure 5.1: Illustrative example of a descriptive summary published in Alexa.com 
This figure displays the results of a search from the web analytics portal Alexa.com. Metadata for media sources are 
displayed on the right hand side.  

 

 

When metadata are not available for a particular media source, the algorithm searches pages in 

Wikipedia to retrieve descriptive summary text. Figure 5.2 displays an example of the text retrieved 

for one media source. 

 

Figure 5.2: Illustrative example of a descriptive summary published in Wikipedia 
This figure displays the results of a Wikipedia search for one media source. The retrieved text is used to classify the media 
source into one of four media outlets. Financial media comprise of investment focused outlets, Newswires comprise of 
press releases and wire services, Newspapers includes daily national and local newspaper outlets and Other comprises of 
blogs and unclassified media sources. 
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   In a second step, a multinomial Naïve Bayesian model detects keywords in the Wikipedia text to 

classify media sources into one of four outlets. Mentions of ‘financ’ and ‘invest’ (in lemmatized form) 

are used to classify financial media outlets. Text with mentions of ‘newspaper’/‘paper’ and 

‘newswire’ are classified as newspaper and newswire outlets respectively.  

   More formally: 

   We denote xit, as the number of times word wt occurs in document Di. Let ni= Σtxit be the total 

number of words in document Di. Let P(wt|C) be the probability that word wt occurs in class C.  We 

make the simplifying assumption that the probability of each word in a document is independent of 

the word’s context and position in the document (“bag of words” representation). We can then write 

the document likelihood P(Di|C) as a multinomial distribution where the number of draws corresponds 

to the length of the document, and the proportion of drawing item t is the probability of word type t 

occurring in a document of class C, P(wt|C): 

( | )~	 ( | ) = !∏ !| | ( | )| |
 

∝ 	 ( | )| |
 

 
 
 
 
 
 
 

(5.9) 

   To classify an unlabelled document Dj, we estimate the posterior probability for each class: ( | ) =  ∝ 	 ( ) 
∝ 	 ( ) ( | )| |

 

 
 
 
 

 
 
 

 
(5.10) 

 

  

  



36B_Erim Monis_Stand.job

 

62 

 

 

  



37A_Erim Monis_Stand.job

A social media analysis of corporate culture 

63 

 

 
 
Chapter 6 

 
 
Inferring employees’ social media perceptions of corporate culture1  
 
 
ABSTRACT To date, investors' efforts to ‘look inside’ a company have been hampered by a lack of 

data. Traditional survey-based measures are manual and time-consuming to produce, limited in scope 

with regards to the number of questions they can ask, the number of companies they can cover and 

their timeliness to collect and process responses. This study seeks to overcome these limitations by 

inferring employees’ perceptions expressed in social media. We find evidence of a statistically 

significant relation between employees’ perceptions of performance-orientated firms and firms' future 

earnings surprises. Our study highlights the merits of textual analysis for automated corporate culture 

analysis and builds on the growing body of evidence which suggests that intangible information is not 

fully exploited by investors.  

                                                 
1 This is an extended version of the paper: Moniz, A. and de Jong, F, (2014), Sentiment Analysis and the Impact of 
Employee Satisfaction on Firm Earnings, Advances in Information Retrieval - 36th European Conference on Information 
Retrieval Research, ECIR 2014. Springer 2014 Lecture Notes in Computer Science. 
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6.1 Introduction 

 
"Culture is not just one aspect of the game, it is the game"  

- Lou Gerstner, former CEO of IBM 
 

In recent years, a growing number of knowledge-based firms have abolished their annual employee 

performance review processes in the belief that they are time-consuming approaches to ascertain 

backward looking information. Examples of firms include Accenture, Dell and Microsoft. Instead, 

these firms have opted for more timely goal-setting processes, providing regular employee feedback 

with the aim of motivating employees and enhancing the firm’s operating performance2. Indeed, 

organizational studies suggest that the extent to which employees are motivated by tasks directly 

impacts their job satisfaction, self-esteem and sense of contributing towards the organization (Locke 

1966; Locke and Latham 1990; Yukl and Latham 1978). In particular, individuals exert more effort 

and work more persistently to attain difficult goals than they do when they attempt to attain less 

difficult goals or simply ‘do their best’. Despite widespread organizational theories documenting the 

benefits of corporate culture analysis, investors still have little way to ‘look inside’ a firm. 

Consequently, investors face a problem of asymmetric information when seeking to infer the value-

relevance of firms’ intangible assets (see Guiso et al. 2013). In this study we infer a measure of 

corporate culture from a publicly available social media dataset. The term ‘social media’ describes a 

variety of “new and emerging sources of online information that are created, initiated, circulated and 

used by consumers intent on educating each other about products, brands, services, personalities and 

issues” (Blackshaw and Nazzaro 2006). Text messages, tweets, Facebook sites, blogs and digital 

videos enable individuals to create, share and recommend information (Gaines-Ross 2010; Elahi and 

Monachesi 2012). We retrieve 417,645 blog posts for 2,237 U.S. companies from the career 

community website Glassdoor.com. We draw upon a Natural Language Processing (NLP) technique 

to infer the latent dimensions of corporate culture. In particular, we infer one dimension which 

appears to capture employees’ perceptions of performance-orientated corporate cultures. We examine 

the relation between this inferred ‘topic cluster’ and firms’ subsequent earnings surprises. Our 

findings are consistent with the “errors-in-expectations” hypothesis suggesting that financial analysts 

systematically underestimate the tangible benefits of corporate culture (cf. Edmans 2011).   

   We provide three important contributions to the literature. First, we provide a methodology to infer 

corporate culture from social media. Culture is often defined as “a set of values, beliefs, and norms of 

behavior shared by members of a firm that influences individual employee preferences and 

                                                 
2  http://fortune.com/2015/10/29/microsoft-dell-performance-reviews/  
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behaviors” (Besanko et al. 2000). The intangible nature of corporate culture has generated much 

controversy regarding the creation of a valid construct (Cooper et al. 2001; Pinder 1998; Ambrose and 

Kulik 1999; O’Reilly et al. 1991). Prior organizational literature either relies upon measures that lack 

sufficient depth or contain substantial measurement errors (Waddock and Graves 1997; Daines et al. 

2010). In recent years, the development of NLP techniques has enabled researchers to automatically 

organize, summarize, condense unstructured text data, and extract key themes from vast amounts of 

data. Our approach provides a means to infer employee sentiment at a higher frequency and for a 

broader cross-section of companies than possible using survey-based measures.   

   Second, we contribute to literature on investors’ underreaction to intangible information. A growing 

body of research finds that the stock market fails to fully incorporate information regarding a firm’s 

intangible assets (e.g. Edmans 2011; Lev and Sougiannis1996; Chan et al. 2001; Derwall et al. 2011). 

Under a mispricing channel, an intangible asset only affects the stock price when it subsequently 

manifests in tangible outcomes which are valued by the stock market. This finding is attributed to the 

“lack-of-information” hypothesis (Edmans 2011). Our approach is intended to encourage further 

research into the measurement of intangible information. 

   The remainder of this study is organized as follows. Section 6.2 outlines related literature, drawing 

upon goal-setting theory to develop the link between employee motivation and a firm’s operating 

performance. Section 6.3 describes the social media corpus. Section 6.4 provides an overview of 

probabilistic topic modeling and computational techniques employed to infer corporate culture. 

Section 6.5 assesses the relation between corporate culture and firms’ earnings. Section 6.6 concludes. 

 

6.2 Literature review 

 
6.2.1 Goal setting theory 

A number of studies have shown that employees are motivated by specific and challenging objectives 

and goals (Spector 2003; Bellenger et al. 1984; Coster 1992). Goals motivate high performance by 

focusing employees’ attention, increasing effort and persistence, and encourage innovative solutions 

to address difficult tasks (Locke and Latham 1990). Goal setting theory suggests that specific rather 

than abstract goals increase performance. Difficult goals, when accepted by employees, result in 

higher firm productivity (Latham and Locke 1984). From an employee’s perspective, challenging 

goals often lead to valuable rewards such as recognition, promotions, and/or increases in income from 

one’s work (Latham and Locke 2006). Attaining goals creates a heightened sense of efficacy (personal 
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effectiveness), self-satisfaction, positive affect, and sense of well-being (Wiese and Freund 2005), 

which in turn increases employee commitment (Tziner and Latham 1989), and reduces staff turnover 

(Wagner 2007). 

 

6.2.2 Value relevance of intangible information 

Traditionally, investors’ abilities to decipher the “value relevance” of a firm’s intangible assets (such 

as corporate culture) have been hampered by the lack of data availability. For instance, a firm’s human 

capital management policies must be inferred from Corporate Social Responsibility (CSR) reports 

(Kolk 2008) or from external surveys such as Fortune’s “100 Best Companies to Work for in 

America” list (Edmans 2011; Levering et al. 1984). These sources suffer from a number of drawbacks. 

First, CSR disclosures are voluntary in nature and firms’ motivations for publishing such disclosures 

are often unclear. Recent evidence suggests that firms publish CSR reports merely for symbolic 

purposes to bolster their social images with consumers (Marquis and Toffel 2012; McDonnell and 

King 2013) rather than to increase transparency and accountability to investors (Moniz and de Jong 

2015). In the case of Fortune’s Best Places to Work For List, firms pay to participate in the survey 

which creates perverse incentives for firms to manipulate survey responses (Popadak 2013). Second, 

CSR may be endogenous with respect to a firm’s financial performance - companies may only publish 

CSR reports if they are more profitable or expect their future profitability to be higher. This relation 

may hinder investors’ abilities to disaggregate the value-relevance of non-financial information 

(Flammer 2013b). Third, CSR disclosures may be subject to a selection bias if firms’ discussions of 

CSR topics are influenced by institutional pressures (Marquis and Toffel 2012). For instance, prior 

studies document that non-governmental organizations (NGOs) often choose to scrutinize Wal-Mart’s 

labor relations policies (Bhatnagar 2004; Lobel 2007; Tilly 2007; Rao et al. 2011), and Nike’s 

working conditions (Locke et al. 2007; Greenberg and Knight 2004). Thus NGOs’ lobbying pressures 

may bias the topics discussed in disclosures and hinder investors’ abilities to make direct comparisons 

across firms (Marquis and Toffel 2012). Fourth, CSR reports are often seen as a ‘relatively low 

priority for companies’ (Gray et al. 1995a). Firms typically publish CSR disclosures with substantial 

delay versus accounting-related information, limiting the relevance of the disclosures for investment 

decisions (Kolk 2008).  While survey-based measures of corporate culture seek to address some of 

these limitations they too suffer from a number of drawbacks. Surveys are typically manually 

constructed and thus limited in scope by the number of questions they can ask, the number of 

companies they can cover and suffer in their timeliness to collect and process responses. In the case of 

Fortune’s survey, the results are published infrequently (annually), limited to 100 firms of which only 
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around half are publicly-listed (Popadak 2013), and only composite scores are published potentially 

obscuring useful information within the overall construct (cf. Daines et al. 2010).  

   The textual analysis of social media datasets seeks to overcome many of these drawbacks and offers 

a significant advancement for corporate culture analysis (Popadak 2013). Nonetheless, text poses its 

own set of analytical challenges. The high costs associated with gathering, processing and structuring 

text into a standardized format for analysis suggests that intangible information may be overlooked by 

investors compared to more structured datasets. Thus, even if intangible information is publicly 

available, it may be ignored by investors if it is not salient (Edmans 2011). 

 

6.3 Data and sample construction  

In this section we describe our social media corpus and discuss the challenges associated with 

automated cultural analysis. 

 

6.3.1 Description of online career community websites  

We retrieve employee reviews posted to Glassdoor.com. While there are a number of different career 

community websites (see Popadak 2013 for a review), Glassdoor.com appears to attract the most 

diverse set of users. For example, one alternative website provider identifies that its average user is 43 

years old with an annual income of $106,000. A second website indicates that its niche market is 

college students and young professionals (Popadak 2013). By contrast, Glassdoor.com has an 

estimated 19 million unique users each month and appears to benefit from the most diverse audience 

as suggested by web traffic statistics from Quantcast.com. The website specializes in audience 

measurement and employs tracking software to build a picture of web audiences3. Table 6.1 reports 

descriptive statistics on the average profile of Glassdoor users. Profiles appear to be fairly distributed 

across different sections of society in terms of age, income, education and ethnicity, suggesting that 

Glassdoor reviews are likely to provide a representative cross-section of an average employee’s 

perceptions within a firm.   

                                                 
2 http://www.theguardian.com/technology/2012/apr/23/quantcast-tracking-trackers-cookies-web-monitoring 
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Table 6.1: Descriptive statistics of Glassdoor.com user profiles 
This table reports descriptive statistics of Glassdoor.com user profiles obtained from the web analytics portal 
quantcast.com as at June 2015. The website measures audience data and compiles visitor profiles by installing tracking 
pixels on the pages of websites. User profiles include data on gender, age, household income, education level and 
ethnicity. 

 

   Glassdoor states that its website editors seek to ensure the publication of honest, authentic and 

balanced reviews. Each review must meet strict community guidelines before it is published.  

Reviewers are required to provide commentary on both the ‘pros’ and ‘cons’ of a company to ensure a 

balanced profile (illustrated in Figure 6.1). Comments are reviewed by website editors to prevent 

reviewers from posting defamatory attacks, repeat comments or fake reviews while identities are 

anonymized to allay employees’ concerns of company reprisals in the case of negative comments 

(Popadak 2013).  Approximately 15% of reviews are rejected by the website editors because they do 

not meet their guidelines. 

  

Characteristic Category Percentage 
of web traffic

Gender Male 50%
Female 50%

Age < 18 11%
18-24 18%
25-34 25%
35-44 20%
45-54 17%
55-64 7%

Household Income 65+ 2%
$0-50k 47%
$50-100k 30%
$100-150k 13%
$150k+ 10%

Education Level No College 27%
College 51%
Grad School 22%

Ethnicity Caucasian 65%
African American 13%
Asian 10%
Hispanic 10%
Other 2%
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Figure 6.1: Illustrative examples of Glassdoor reviews 
This figure illustrates two examples of employee reviews written for IBM. Each review contains metadata which identifies 
whether a reviewer is a current or former employee, the employee’s job title, location and number of years’ service at the 
company. Each review must meet strict community guidelines before it is published.  Reviewers are required to provide 
commentary on both the ‘pros’ and ‘cons’ of a company to ensure a balanced profile. 

   A further advantage of the corpus is a rich set of metadata. The corpus includes the publication date 

stamp of each review, the number of years’ work experience, job title, employment status (part-

time/full-time), and work location. In addition, reviewers summarise their opinions of firms in the 

form of ‘star ratings’ (on a scale of 1-5). Firms are rated along six dimensions - Culture & Values, 

Work/Life Balance, Senior Management, Comp & Benefits, Career Opportunities and an Overall 

Score. In this study we rely upon reviewers’ text-based comments which are available from 2008 

onwards. By contrast, the star ratings are only available on a consistent basis from 2012. We 

separately use the star ratings to develop a language-independent measure of sentiment to validate the 

integrity of our corpus (discussed in Section 6.3.3). 

 

6.3.2 Matching firms to articles 

One of the primary challenges associated with unstructured data retrieval is the need to match 

reviewers’ texts to structured data stored in traditional financial databases. We design an algorithm 

which matches company names in Glassdoor reviews to the CRSP database. The approach takes into 

account the ‘synonym detection problem’ typically encountered when matching company names in 

text (see Engelberg 2008). For instance, the official company name International Business Machines 

in the CRSP database is more commonly referred to as IBM in Glassdoor reviews. Our algorithm first 

detects companies’ popular names from companies’ websites and Wikipedia, then uses this list of 

names to trawl through Glassdoor.com’s subdomains to retrieve relevant reviews. In total, we retrieve 

417,645 reviews for 2,237 U.S. companies for the period 2008-2015. Table 6.2 displays descriptive 

statistics for the sample dataset. Panel A shows that the number of reviews has steadily increased over 

time. The majority of reviews are posted by North American employees. This observation mitigates a 

potential concern for cross-cultural analysis that differences in regional locations may account for 

differences in employees’ perceptions (see Hofstede 1980; Triandis et al. 1988). Panel B shows that 
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60% of the sample consists of reviews posted by individuals stating that they are current rather than 

former employees. Only a minority (6.9%) of reviewers state that they are part-time employees. Panel 

C indicates that reviewers have worked in their companies for an average of 1-3 years. Finally, Panel 

D reports the coverage of reviews by sector using GICS classifications retrieved from the Compustat 

database. While the corpus includes reviews from all sectors, just over half of the reviews are from the 

Information Technology and Consumer Discretionary sectors. We view this as a potential benefit of 

our corpus as these service-based sectors are typically associated with knowledge-based assets such as 

R&D, human and organizational capital (see Lev 2001).   
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Table 6.2: Summary statistics for the Glassdoor.com dataset 
 
Panel A: Overview of the dataset by employment location 
This table provides descriptive statistics for Glassdoor reviews by employee location (region) and the year the review was 
posted. This information is obtained from reviwers' metadata. Regions are standardized using MSCI classifications 
available from https://www.msci.com/market-classification 

 

Panel B: Overview of the dataset by employment status 
This table provides descriptive statistics for Glassdoor reviews by employee location and employment status (full-
time/part-time, current/former employee). The Anonymous category refers to reviews where employment status was not 
provided. 

 

Panel C: Overview of the dataset by employees’ years of service 
This table provides descriptive statistics for Glassdoor reviews by location and employees’ number of years of service. The 
number of years of service for an employee is obtained by conducting a textual analysis of reviewers’ metadata. The 
Anonymous category refers to posts where the number of years of service is not provided. 

 

  

Region 2008 2009 2010 2011 2012 2013 2014 2015 Total % of Total

Asia 189 285 926 1,330 6,311 6,264 7,798 2,551 25,654 6%
Europe 307 257 796 435 1,196 1,849 2,949 1,619 9,408 2%
North America 13,139 10,136 15,637 18,068 30,100 45,821 71,444 25,698 230,043 55%
Other 40 53 97 130 632 751 967 429 3,099 1%
Anonymous 1,537 5,001 11,760 13,798 20,931 25,552 46,429 24,433 149,441 36%

Total 15,212 15,732 29,216 33,761 59,170 80,237 129,587 54,730 417,645

% of Total 3.6% 3.8% 7.0% 8.1% 14.2% 19.2% 31.0% 13.1% 100.0% 100.0%

Region Full-time 
employee

Part-time 
employee

Anonymous Total Current 
employee

Former 
employee

Total 
reviews

Asia ex Japan 18,954 224 6,276 25,454 17,228 8,226 25,454
EMEA 1,121 49 388 1,558 956 602 1,558
Europe 5,787 296 3,325 9,408 6,038 3,370 9,408
Japan 118 9 73 200 109 91 200
Latin America 1,124 18 399 1,541 987 554 1,541
North America 119,506 21,290 89,247 230,043 133,114 96,929 230,043
Anonymous 56,464 6,798 86,179 149,441 93,480 55,961 149,441

Total 203,074 28,684 185,887 417,645 251,912 165,733 417,645

% of Total 48.6% 6.9% 44.5% 100.0% 60.3% 39.7% 100.0%

Region <1 year 
experience

1-3 years' 
experience

5+ years' 
experience

10+ years' 
experience

Anonymous Total % of Total

Asia 3,675 12,800 3,591 591 4,997 25,654 6%
Europe 1,254 3,422 1,348 628 2,756 9,408 2%
North America 33,242 69,275 30,072 17,326 80,128 230,043 55%
Other 330 1,384 616 185 584 3,099 1%
Anonymous 7,829 24,252 13,282 7,383 96,695 149,441 36%

Total 46,330 111,133 48,909 26,113 185,160 417,645

% of Total 11.1% 26.6% 11.7% 6.3% 44.3% 100.0% 100.0%
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Panel D: Overview of the dataset by employment sector  
This table provides descriptive statistics for Glassdoor reviews by employment sector and employment status (full-
time/part-time, current/former employee). Sectors are retrieved using GICS classifications obtained from the Compustat 
database. 

 

   Taken together, we believe that our corpus offers a more timely way to conduct corporate culture 

analysis across a large cross-section of companies compared to more traditional survey-based 

measures.  

 

6.3.3 Validating the corpus 

One of the challenges associated with the retrieval of online reviews is the potential for sample bias. 

The bias refers to the potential to select a misrepresentative sample of reviews which may hinder 

statistical inference. In particular, differences in reviewers’ native languages, cultures and human 

emotional experiences may result in unintended consequences when inferring sentiment (see 

Hogenboom et al. 2012; Pang and Lee 2004; Wierzbicka 1995). For instance, disgruntled former 

employees may have greater incentive to post negative comments about their previous employers.   

   To assess the potential for sampling bias, we draw upon NLP literature and employ an approach 

which seeks to compare the information expressed in reviewers’ star ratings versus their texts 

(Hogenboom et al. 2012, 2014). A “language-independent” measure of sentiment starts from the 

premise that star ratings are universal classifications of a reviewer’s intended sentiment, independent 

of potential language, cultural or emotional differences. Regardless of a reviewer’s background, we 

expect to observe a monotonically increasing relationship between a reviewer’s star rating and the 

expression of sentiment as inferred from text. We estimate a panel regression where the dependent 

variable is the Overall star rating for a firm and the independent variables are features extracted from 

reviewers’ texts. Company fundamental data are retrieved from standard financial databases. Price 

related variables are obtained from CRSP; accounting data are obtained from COMPUSTAT and 

Sector Current 
employee

Former 
employee

Total 
reviews

% of 
Total

Number of 
unique firms

Energy 5,753 3,445 9,198 2.2% 113
Materials 4,295 2,670 6,965 1.7% 110
Industrials 27,616 18,150 45,766 11.0% 317
Consumer Discretionary 54,387 45,415 99,802 23.9% 343
Consumer Staples 14,736 9,560 24,296 5.8% 92
Health Care 16,643 11,488 28,131 6.7% 309
Financials 25,600 18,318 43,918 10.5% 317
Information Technology 89,197 46,903 136,100 32.6% 482
Telecommunication Services 2,359 1,521 3,880 0.9% 28
Utilities 1,734 936 2,670 0.6% 52
Unclassified 9,592 7,327 16,919 4.1% 74

Total 251,912 165,733 417,645 100.0% 2,237
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analyst information from I/B/E/S. For controls, we include the star ratings: COMP is the ‘Comp & 

Benefits’ star rating, WORKLIFE is the ‘Work/Life Balance’ rating, MGT is reviewers’ ‘Senior 

Management’ rating, CULTURE is the ‘Culture & Values’ star rating and CAREER is the ‘Career 

Opportunities’ rating. We supplement the star ratings with two indicator variables. The variable, Part-

time, equals one if a reviewer is a part-time worker. The variable, Former, equals one if a reviewer is 

a former employee. These features are identified using reviewers’ metadata. To control for a potential 

‘halo’ effect caused when reviewers implicitly form their perceptions using publicly available 

information (see Fryxell and Wang 1994; Brown and Perry 1994), we include controls for book-to-

market (Log(Book/Market)), analyst revisions (Analyst Revisions), price momentum (Pmom) and 

one-year historic sales growth (SG). Log(Book/Market)) is the natural log of the book-to-value of 

equity measured as at the end of the preceding calendar year, following Fama and French (1992).  

Analyst revisions is the 3-month sum of changes in the median analyst’s forecast, divided by the 

firm’s stock price in the prior month (Chan et al. 1996). Pmom is the (signed) stock’s return measured 

over the previous 12 months. Finally, we include firm size (Log(Market Equity)) measured at the end 

of the preceding calendar year. Table 6.3 displays the regression results.  
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Table 6.3: Regression of reviewers’ Overall star ratings 
This table reports regression results on the relation between reviewers' Overall ratings, employees' metadata and firm 
characteristics. The dependent variable is Overall star rating score provided by Glassdoor reviewers (scale 1-5). Former is 
an indicator variable equal to one if the reviewer is a former employee of the company, and zero otherwise. Part-time is an 
indicator variable equal to one if the reviewer is a part-time worker, and zero otherwise. Please refer to the text for a 
description of the control variables. For presentational reasons, the star ratings ‘Comp & Benefits’, ‘Work/Life Balance’, 
‘Senior Management’, ‘Culture & Values’ and ‘Career Opportunities’, included as control variables are hidden from the 
table. Standard errors are clustered by firm following Petersen (2009). For each variable we report the corresponding 
robust t-statistic (in parentheses). Sample period: 2008-2015. 

 

   The regressions indicate that reviewers’ star ratings are, on average, significantly lower for former 

employees and significantly higher than average for part-time employees. To limit the potential for 

sample bias, we choose to exclude these two groups of reviews from the corpus. Although this 

approach reduces the number of observations in our dataset, it allows for more meaningful 

recommendations for corporate culture analysis based upon an analysis of firms’ current, full-time 

employees.  

  

(1) (2)

Intercept 0.006 0.040
(2.320) (1.657)

Former -0.058 -0.059
(-4.863) (-4.754)

Part-time 0.053 0.053
(5.296) (5.875)

Log(Book/Market) 0.004
(1.663)

Log(Market Equity) 0.000
(2.099)

Analyst revisions 0.632
(2.312)

SG 0.006
(0.170)

Pmom 0.009
(1.417)

R2 0.734 0.744
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6.4 Inferring corporate culture 

In this section we describe the probabilistic topic model used to infer corporate culture. We then 

examine the characteristics of performance-orientated firms. 

 

6.4.1 Topic model of corporate culture 

  Topic models are statistical models that posit low-dimensional representations of data to infer latent 

topics in text. The most common topic modeling approach is Latent Dirichlet Allocation (LDA) (Blei 

et al. 2003). The basic idea of LDA is that documents are represented as random mixtures over latent 

topics, where each topic is characterized by a distribution over words. The model is based on the 

hypothesis that an employee writing a document has certain topics in mind. To write about a topic  

means to pick a word with a certain probability from the pool of words of that topic. A whole 

document can then be represented as a mixture of different topics. In the case of the Glassdoor corpus, 

these topics reflect the employee’s view of a company and his/her particular vocabulary. Topics can 

be thought of as “semantically related probabilistic clusters of words”.  For instance, a discussion 

about an employee’s working environment may include references to ‘colleagues’, ‘co-workers’, and 

‘teams’. By contrast, a discussion about employee performance may include the terms: ‘recognition’ 

and ‘promotion’. The goal of topic modeling is to automatically discover these topics from a 

collection of documents. While the documents are observed, the topic structure (the topics, per-

document topic distributions, and the per-document per-word topic assignments) are hidden structure 

(Blei et al. 2003). Figure 6.2 provides an extract of an employee review to illustrate the methodology. 
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Figure 6.2 Illustrative example of LDA for an employee review 
This figure has been adapted from Blei (2012) and is intended to illustrate the premise of probabilistic topic modelling. 
LDA assumes that a number of topics which are distributions over words exist for the whole collection (far left). Each 
document is assumed to be generated as follows: First choose a distribution over the topics (the histogram at right); then, 
for each word, choose a topic assignment (the colored circles) and choose the word from the corresponding topic.   
 

 

   We employ a variant of LDA to detect a specific one dimension of corporate culture, namely 

employees’ perceptions of performance-orientated firms (see Appendix I for a description of the 

methodology). The output of the algorithm is a percentage which reflects the degree to which a given 

reviewer discusses performance-orientated aspects in text. We label this measure GOAL.  

   To distinguish between positive and negative sentiment reviews we employ a variant of the ‘term 

counting’ measures of sentiment commonly employed by the extant financial literature (see Tetlock 

2008). Specifically, we compute the fraction of the number of positive (P) versus negative (N) terms 

in each review versus a pre-defined lexicon of terms (the General Inquirer dictionary), and adjust4 for 

negation terms in text. Negation terms can alter the polarity of the words or phrases they precede and 

are often seen in social media texts due to the more frequent use of colloquialisms (see Dadvar et al. 

2011; Hu and Liu 2004). We label measure of reviewer sentiment, TONE.  

  

                                                 
4 The approach ignores the polarity of a term matched in the General Inquirer dictionary if there is a negation term (such 
as ‘although’, ‘but’, ‘no’, ‘not’, ‘yet’) within five words of it. 
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Table 6.4: Illustrative examples of employees’ perceptions of performance-orientated cultures  
This figure provides illustrative examples of employee reviews associated with performance-orientated cultures. To aid 
readers’ interpretation, we randomly select five comments with positive and negative sentiment. Sentiment is computed by 
counting the number of positive (P) versus negative (N) terms, adjusting for negation terms, using the General Inquirer 
dictionary (Stone et al. 1966). The spelling mistakes and grammatical errors are as published in the online reviews. 
 
Panel A: Examples of positive sentiment reviews  

Good foundation in place, with a common goal to understand everyone 

if your hard working, it’s a good place to work. It weeds out the lazy people and the people that 
dont want to work. 

Good people that have same goal. 

Great place to work if you are not lazy. 

Well planned work habits, good company culture. 
 
Panel B: Examples of negative sentiment reviews  

The most hardest thing here is hitting your numbers. If you don't reach the desired goal of the 
company, they will get rid of you. 
Not a very good work life balance and aggressive deadlines. 

The fact that the end goal of JPM is always bottom line, the workload and hours are very intense 
but the work is exciting and worth it. 
Fast pace and high stress of goal for achievement and sucess. 

Long work hours, stressful sometimes, had to work in weekends to meet deadlines. 
 
   A manual inspection of reviews appears to illustrate that the topic model detects both direct 

outcomes associated with performance-orientated cultures, such as references to ‘goals’, as well as 

indirect outcomes such as ‘pressure’ and ‘stress’ (see Table 6.4).  
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6.4.2 Data and summary statistics 

To align the frequency of accounting data with reviewers’ texts, we aggregate comments between 

firms’ successive earnings announcement dates and create a composite document per firm per quarter. 

We winsorize firm characteristics at the 1% level to eliminate the impact of outliers. Panel A of Table 

6.5 reports the median fundamental characteristics of firms when sorted into quartiles by their GOAL 

score. The last column illustrates the statistical significance of a difference of means t-test between top 

and bottom quartile firms for each fundamental characteristic. Companies with reviews in the highest 

GOAL quartile exhibit significantly higher growth than firms in the lowest quartile. This finding is 

consistent across asset, employee, and sales growth. Panel B of Table 6.5 reports the Spearman rank 

correlations between the average Glassdoor star ratings and GOAL. The correlations between GOAL 

and the overall composite star rating appear to be relatively low suggesting that the perceptions 

inferred from GOAL differ from the information provided by reviewers’ star ratings. 
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Table 6.5: Descriptive statistics of firm characteristics 
 
Panel A: Fundamental characteristics 
This table reports the median fundamental characteristics of firms when sorted into quartiles by their GOAL score. GOAL 
is the proportion of reviews that refer to performance-orientated cultures as inferred by the LDA topic model. We create a 
composite document per firm per quarter to align the reporting frequency of accounting variables (quarterly/annual) with 
reviewers’ comments (daily) by aggregating reviewer comments between earnings announcement dates (sourced from 
IBES). We winsorize all firm characteristics at the 1% level to eliminate the impact of outliers. OVERALL is the overall 
star rating score provided by Glassdoor reviewers, averaged between consecutive earnings announcement dates per 
company. All fundamental data comes from COMPUSTAT Fundamentals Annual Database. The final column of the table 
indicates the statistical significance of a difference of means t-test between top and bottom quartile firms for each 
fundamental characteristic where *** indicates statistical significance at the 1% level, ** at the 5% level and * at the 10% 
level. Sample period: 2008-2015. 

  

Panel B: Correlation of Glassdoor.com star rating scores 

This table reports the Spearman rank correlations between the star ratings provided by Glassdoor reviews and GOAL. 
GOAL is the proportion of reviews that refer to performance-orientated cultures as inferred by the LDA topic model. 
OVERALL is the overall star rating score provided by Glassdoor reviewers. COMP is the ‘Comp & Benefits’ star rating 
provided by Glassdoor reviewers. WORKLIFE is the Glassdoor ‘Work/Life Balance’ rating. MGT is reviewers’ ‘Senior 
Management’ rating. CULTURE refers to the ‘Culture & Values’ star rating and CAREER is the Glassdoor ‘Career 
Opportunities’ rating. Sample period: 2008-2015. 

 

6.4.3 Validating the GOAL measure 

Next we regress firms’ GOAL scores on Glassdoor ‘star ratings’ to examine whether the information 

inferred from reviewers’ texts is incremental to the information provided in star ratings and TONE. 

We include controls for book-to-market (Log(Book/Market)), analyst revisions (Analyst Revisions), 

price momentum (Pmom) and one-year historic sales growth (SG). Log(Book/Market)) is the natural 

log of the book-to-value of equity measured as at the end of the preceding calendar year, following 

Characteristic 1st.Quartile 2nd.Quartile 3rd.Quartile 4th.Quartile Diff of means
T-test (Q1 vs. Q4)

Accruals -0.044 -0.035 -0.043 -0.042
Asset growth (yoy) 0.037 0.051 0.086 0.087 ***
Employee growth (yoy) 0.021 0.028 0.046 0.052 ***
Financial leverage 0.429 0.510 0.318 0.307
Market capitalisation (US$ mn) 13,329 17,178 22,289 28,408 ***
Prior price momentum 0.148 0.164 0.150 0.198 *
ROA 0.146 0.149 0.149 0.162 ***
Sales growth (yoy) 0.038 0.045 0.057 0.069 ***
Tobin's Q 1.329 1.474 1.620 1.837 ***

GOAL 0.040 0.072 0.099 0.145
OVERALL 3.231 3.308 3.505 3.500 ***

GOAL OVERALL COMP WORKLIFE MGT CULTURE CAREER

GOAL 1.00
OVERALL 0.04 1.00
COMP 0.12 0.58 1.00
WORKLIFE 0.05 0.76 0.56 1.00
MGT 0.01 0.74 0.44 0.63 1.00
CULTURE 0.00 0.60 0.41 0.49 0.54 1.00
CAREER 0.03 0.76 0.54 0.74 0.65 0.49 1.00
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Fama and French (1992).  Analyst revisions is the 3-month sum of changes in the median analyst’s 

forecast, divided by the firm’s stock price in the prior month (Chan et al. 1996). Pmom is the (signed) 

stock’s return measured over the previous 12 months, while firm size (Log(Market Equity)) is 

measured at the end of the preceding calendar year. We control for firms’ corporate social 

responsibility attributes to assess the claim that performance-orientated firms undertake unethical 

behavior due to the high financial incentives associated with meeting performance targets (Jensen 

2002; Schweitzer et al. 2004; Ordóñez et a. 2009). Following prior studies (see Waddock and Graves 

1997; Hillman and Keim 2001; Statman and Glushkov 2009), we proxy this behavior by including an 

“employee relations” metric obtained from the KLD database. In line with standard practice, we 

calculate net employee strengths by summing all identified strengths and subtracting all identified 

weaknesses in a given year (see Verwijmeren 2010). Finally, we include an employee satisfaction 

measure to evaluate whether the characteristics of performance-orientated firms differ from the 

information published in Fortune magazine’s “100 Best Companies to Work for in America” list 

(Edman 2011). We create an indicator variable, BC, equal to one if a company is listed in the Fortune 

list, and zero otherwise. Following Petersen (2009), standard errors are clustered by firm to correct for 

time series dependence in standard errors. Table 6.6 reports the regression results. 

   Column 2 identifies a positive correlation between GOAL and Glassdoor star ratings for 

management quality and opportunities, while a negative relation between GOAL and compensation. 

These findings are consistent with the view that performance-orientated firms seek to incentivize 

individuals by providing a larger proportion of their total compensation in variable pay (Gneezy et al. 

2011; Kamenica 2012), making the fixed component relatively unattractive versus competitors 

(Gerhart and Rynes 2003; Adams 1963). Column 2 also identifies a positive correlation to one-year 

historic sales growth and price momentum, indicating that performance-orientated firms are typically 

growth companies. Finally, Column 3 controls for CSR metrics and suggests that GOAL is not 

subsumed by employee relations or employee satisfaction. Taken together our findings suggest that 

GOAL is a distinct dimension of corporate culture. 
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Table 6.6: Regression of GOAL and firm characteristics  
This table reports the relation between GOAL and company characteristics. The dependent variable is the topic probability 
associated with goal-setting behavior inferred by the LDA model.  OVERALL is the Glassdoor Overall star rating 
provided by Glassdoor reviewers, COMP is the ‘Comp & Benefits’ star rating. WORKLIFE is the Glassdoor ‘Work/Life 
Balance’ rating. MGT is reviewers’ ‘Senior Management’ rating, CULTURE refers to the ‘Culture & Values’ star rating 
and CAREER is the Glassdoor ‘Career Opportunities’ rating. TONE is a measure of document polarity computed by 
counting the number of positive (P) versus negative (N) terms using the General Inquirer dictionary (Stone et al. 1966). 
Log (Book/Market) is the natural log of the book-to-value of equity as of the previous year end.  SG is one-year sales 
growth. Analyst revisions is the 3-month sum of changes in the median analyst’s forecast, divided by the firm’s stock price 
in the prior month. ROA is net income before depreciation scaled by total assets as at the previous year end. Pmom is the 
(signed) stock’s return measured over the previous 12 months. SG is one-year sales growth. The fundamental data comes 
from COMPUSTAT Fundamentals Annual Database apart from Analyst revisions which comes from I/B/E/S and Pmom 
from CRSP. KLD is a measure of employee relations metric obtained from the KLD database and is defined as the 
difference between employee strengths and concerns over the past year. BC is an indicator variable equal to one if the 
company is in Fortune magazine’s “100 Best Companies to Work for in America” list, and zero otherwise (Edmans 2011).  
Standard errors are clustered by firm following Petersen (2009). For each variable we report corresponding robust t-
statistic (in parentheses).  Sample period: 2008-2015.  

   

 

(1) (2) (3)

OVERALL 0.012 0.078 0.011

(2.867) (5.663) (2.63)

TONE 0.023 0.026 0.009

(0.798) (0.986) (0.312)

COMP -0.047

(-11.505)

WORKLIFE -0.002

(-1.92)

MGT 0.032

(5.581)

CULTURE 0.001

(0.308)

OPPORTUNITIES 0.022

(3.853)

Log(Book/Market) -0.003 0.001 -0.002

(-1.078) (0.463) (-0.786)

ROA 0.027 -0.004 0.028

(1.117) (-0.175) (1.19)

SG 0.056 0.030 0.055

(4.213) (2.39) (3.986)

Analyst revisions 0.147 0.070 0.095

(1.21) (0.634) (0.721)

Pmom 0.009 0.009 0.007

(2.288) (2.724) (1.874)

KLD -0.003

(-2.734)

BC -0.018

(-0.885)
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6.5 Empirical results 

This section investigates the relation between performance-orientated cultures, firm value and firms’ 

future earnings.  

   We compute Tobin’s Q as a measure of firm value, defined as the market value of the firm divided 

by the replacement value of the firm’s assets. The market value of assets is measured as the sum of the 

book value of assets and the market value of common stock outstanding minus the sum of the book 

value of common stock and balance sheet deferred taxes. Replacement value is represented by the 

book value of assets (Kaplan and Zingales 1997). We control for sector, region and year effects and 

run pooled OLS regressions to estimate models of Tobin’s Q. We test for the significance of the 

coefficients using standard errors that are robust to heteroskedasticity clustered by firm (Petersen 

2009). The pooled regression results are reported in Table 6.7. 
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Table 6.7: Regression of GOAL and firm value 
This table reports the results of running quarterly regressions of firm value on a set of independent variables. The 
dependent variable is Tobin’s Q, defined as the market value of the firm divided by the replacement value of the firm’s 
assets. We compute the market value of assets as the sum of the book value of assets and the market value of common 
stock outstanding minus the sum of the book value of common stock and balance sheet deferred taxes. GOAL is the 
proportion of reviews that refer to performance-orientated cultures as inferred by the LDA topic model. A composite 
document is computed for each firm by aggregating Glassdoor reviews between consecutive earnings announcement dates 
for each firm. Earnings announcement dates are sourced for I/B/E/S. A minimum of 30 reviews are required to create a 
composite document per firm. OVERALL is the Glassdoor Overall star rating averaged across reviews with the composite 
document. TONE is a measure of document polarity computed by counting the number of positive (P) versus negative (N) 
terms, adjusted for negation terms, using the General Inquirer dictionary (see text for details). The definitions for the 
fundamental variables are described in the text and come from COMPUSTAT Fundamentals Annual Database apart from 
Analyst revisions which comes from I/B/E/S and Pmom from CRSP. KLD is a measure of employee relations metric 
obtained from the KLD database and is defined as the difference between employee strengths and concerns over the past 
year. BC is an indicator variable equal to one if the company is in Fortune magazine’s “100 Best Companies to Work for 
in America” list, and zero otherwise (Edmans 2011). Standard errors are clustered by firm following Petersen (2009). For 
each variable we report corresponding robust t-statistic (in parentheses).  Sample period: 2008-2015.  

   

   Column 1 indicates a positive and highly statistically significant coefficient for GOAL, suggesting 

that performance-orientated firms tend to be more profitable. Column 2 indicates that there is no 

evidence of a statistical relation between the underlying star ratings and firm value. Column 3 

indicates that GOAL is incremental to the employee satisfaction and employee relations metrics.   

(1) (2) (3)

GOAL 1.624 1.400 1.720

(2.691) (2.023) (2.823)

TONE -0.374 -0.034 -0.166

(-0.701) (-0.046) (-0.311)

OVERALL 0.328 0.322

(4.472) (4.393)

COMP -0.211

(-1.848)

WORKLIFE 0.143

(1.181)

MGT 0.261

(1.679)

CULTURE -0.102

(-1.007)

OPPORTUNITIES 0.300

(1.738)

log(Book/Market) -0.762 -0.744 -0.699

(-2.634) (-2.488) (-2.69)

ROA 4.348 4.057 4.725

(3.364) (3.282) (3.192)

SG 2.846 2.635 2.736

(2.941) (2.921) (2.255)

KLD -0.073

(-3.727)

BC 1.130

(2.978)
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   Next we hypothesize that if financial analysts overlook intangible information, potentially due to the 

costs associated with gathering, processing and analysing unstructured data, we would expect that 

positive benefits of corporate culture are only recognized once they manifest into tangible outcomes 

post earnings announcements (see Easterwood and Nutt 1999; Edmans 2011). Our main test computes 

each firm’s standardized unexpected earnings (SUE) using a seasonal random walk with trend model 

for each firm’s earnings (Bernard and Thomas 1989): 

UEt = Et − Et−4   

 

 

 

 

 

(6.1) SUEt = UEt − µUEt  

                 σUEt  

   where Et is the firm’s earnings in quarter t, and the trend and volatility of unexpected earnings (UE) 

are equal to the mean (µ) and standard deviation (σ) of the firm’s previous 20 quarters of unexpected 

earnings data, respectively.  

   Following Tetlock (2008), we require that each firm has non-missing earnings data for the most 

recent 10 quarters and assume a zero trend for all firms with fewer than 4 years of earnings data. We 

use the median analyst forecast from the most recent statistical period in the I/B/E/S summary file 

prior to the earnings announcement. We winsorize SUE and all analyst forecast variables at the 1% 

level to reduce the impact of estimation error and extreme outliers respectively. We create a composite 

document for each firm to align different frequencies of data by aggregating Glassdoor reviews 

between consecutive earnings announcement dates. We require a minimum of 30 reviews per 

company between quarterly earnings announcements to avoid drawing statistical inferences using a 

limited and potentially unrepresentative set of employee comments. For control variables we include 

firms’ lagged earnings, size, book-to-market ratio, analysts’ earnings forecast revisions, and analysts’ 

forecast dispersion. We measure firms’ lagged earnings using last quarter’s SUE. We compute 

analysts’ forecast dispersion (Forecast Dispersion) as the standard deviation of analysts’ earnings 

forecasts in the most recent time period prior to the earnings announcement scaled by earnings 

volatility (σ). Finally, we compute an indicator variable, Difficulty, to test the hypothesis that difficult 

and challenging goals are associated with higher firm productivity (Latham and Locke 1984). The 

indicator is equal to one if GOAL x TONE is negative, and zero otherwise. Examples of terms 

captured by the indicator include references to ‘tough’ and ‘difficult’ goals. Table 6.8 reports the 

regression results. Standard errors are clustered by calendar quarter (following Petersen 2009).  
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   Column 2 identifies a positive and highly statistically significant coefficient for GOAL, suggesting 

that the measure contains incremental information for predicting earnings surprises beyond those of 

company fundamentals or TONE. Column 3 suggests that firms which employees perceive to have 

tough goals are positively associated with future earnings surprises. Column 4 controls for employee 

relations and satisfaction and suggests that the information contained in GOAL is not subsumed by 

these measures.  
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Table 6.8: Regression of GOAL and earnings surprises 
This table provides the OLS regression estimates of the relation between GOAL and a firm's one-quarter ahead earnings 
surprise (SUE). The dependent variable, SUE, is a firm’s standardized unexpected quarterly earnings. GOAL is the 
proportion of reviews that refer to performance-orientated cultures as inferred by the LDA topic model. A composite 
document is computed for each firm by aggregating Glassdoor reviews between consecutive earnings announcement dates 
for each firm. Earnings announcement dates are sourced for I/B/E/S. A minimum of 30 reviews are required to create a 
composite document per firm. OVERALL is the Glassdoor Overall star rating averaged across reviews with the composite 
document. TONE is a measure of document polarity computed by counting the number of positive (P) versus negative (N) 
terms, adjusted for negation terms, using the General Inquirer dictionary (see text for details). Difficulty is an indicator 
variable equal to one if the interaction term GOAL x TONE is negative, and zero otherwise. The interaction proxies 
whether employees' perceptions of performance-orientated cultures are negative (examples of negative terms include 
'tough', 'difficult', and 'stress'). KLD is a measure of employee relations metric obtained from the KLD database and is 
defined as the difference between employee strengths and concerns over the past year. BC is an indicator variable equal to 
one if the company is one of Fortune magazine’s “100 Best Companies to Work for in America”, and zero otherwise 
(Edmans 2011).  Regressions include control variables for lagged firm earnings, firm size, book-to-market, trading 
volume, past stock returns, and analysts’ quarterly forecast revisions and dispersion (see text for details).  Standard errors 
are clustered by firm following Petersen (2009). For each variable we report corresponding robust t-statistic (in 
parentheses). Sample period: 2008-2015. 

  

  

(1) (2) (3) (4)

lagged dependent -0.012 -0.015 -0.013 -0.012

(-0.358) (-0.423) (-0.38) (-0.351)

Forecast dispersion -2.700 -2.806 -2.283 -2.581

(-3.196) (-3.318) (-2.656) (-2.916)

OVERALL 0.067 0.053 0.061 0.079

(0.761) (0.505) (0.582) (0.755)

GOAL 1.770 4.665 4.477

(2.536) (3.931) (3.751)

TONE 0.054 1.652 1.714

(2.071) (1.735) (1.796)

Difficulty 14.780 14.180

(3.008) (2.892)

Analyst revisions 15.130 14.730 13.910 18.050

(4.749) (4.622) (4.369) (5.173)

Log(Market Equity) 0.000 0.000 0.000 0.000

(-1.078) (-1.021) (-1.183) (-1.552)

Log(Book/Market) -0.006 -0.018 0.001 -0.053
(-0.096) (-0.294) (0.009) (-0.857)

Pmom 0.716 0.738 0.742 0.774

(7.411) (7.612) (7.689) (8.007)

KLD 0.055

(1.904)

BC -0.974

(-1.699)
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6.6 Conclusion 

To date, investors' efforts to ‘look inside’ a company have been hampered by a lack of data. 

Traditional survey-based measures are manual and time-consuming to produce, limited in scope with 

regards to the number of questions they can ask, the number of companies they can cover and their 

timeliness to collect and process responses. This study seeks to overcome these limitations by 

inferring employees’ perceptions expressed in social media. We find evidence of a statistically 

significant relation between performance-orientated firms and firms' future earnings surprises. Our 

findings are consistent with the notion of “errors-in-expectations” in financial analysts' forecasts, 

suggesting that performance-orientated cultures are recognized once the tangible benefits of corporate 

culture materialize post earnings announcements.  
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6.7 Appendix I 

A topic model is a statistical model for learning abstract “topics” in documents.  Topic models have 

played an important role in a variety of data mining tasks, within computer science (Blei et al. 2003; 

Griffiths and Steyvers 2004; Ramage et al. 2010; Liu et al. 2009), social and political science 

(Ramage et al. 2009; Grimmer 2010), and humanities (Mimno 2012) for the categorization and 

summarization of texts. The intuition behind LDA is that documents are represented as random 

mixtures over latent topics, where each topic is characterized by a distribution over words.  LDA is 

most easily described by its generative process which models the way documents arise. For each 

document, we generate words in a two-stage process: 

 

1. Randomly choose a distribution over topics.  

2. For each word in the document: 

a. Randomly choose a topic from the distribution over topics in step #1.  

b. Randomly choose a word from the corresponding distribution over the vocabulary.  

 

   Each document exhibits topics in different proportions (step #1); each word in each document is 

drawn from one of the topics (step #2b), where the selected topic is chosen from the per-document 

distribution over topics (step #2a). Thus, the goal of topic modeling is to automatically discover these 

latent topics from the collection of documents. The documents themselves are observed, while the 

topic structure - the topics, per-document topic distributions, and the per-document per-word topic 

assignments are hidden structure (Blei et al. 2003). 

   We employ a variant of the standard implementation of LDA and guide the topic model by 

providing a set of seed words of interest. Prior NLP studies show that seed words can help guide the 

topic discovery process (see Jagarlamudi et al. 2012). The approach is designed to improve both topic 

word distributions (by biasing topics to produce appropriate seed words) and to improve document-

topic distributions (by biasing documents to select topics). To create a seed word list, we employ an 

approach which generates terms intended to capture online domain knowledge. In a first step, we enter 

the query ‘goals+performance+culture’ into an online search engine. While the terms for this search 

query are chosen heuristically, the approach is designed to detect a greater variety of synonyms to 

create an ontology of terms associated with performance-orientated cultures. The results of the search 

query are displayed in Figure 6.3. 
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Figure 6.3: Display of the search query results for ‘goals+performance+culture’ 
This figure displays the results for the search query ‘goals+performance+culture’. The goal is to retrieve a broad selection 
of online documents to infer domain knowledge regarding corporate culture. The titles and summary texts retrieved from 
the search results online are used to automatically generate an ontology (sets of words related to the initial search query) a 
link analysis algorithm. 
 

 

 

   In a second step, we employ a link analysis to detect the most frequent terms mentioned in the titles 

and summary texts retrieved from the search results. Graph-based algorithms have received much 

attention (Mihalcea and Tarau 2004) as an approach to keyphrase extraction and are considered to be 

state-of-the-art unsupervised methods (Liu et al. 2009). In a graph representation of a document, 

nodes are words or phrases, and edges represent co-occurrence or semantic relations. The underlying 

assumption is that all words in the text have some relationship to all other words in the text. Such an 

approach is statistical, because it links all co-occurring terms without considering their meaning or 

function in text. Centrality is often used to estimate the importance of a word in a document (Opsahl 

et al. 2010), and is a way of deciding on the importance of a vertex within a graph that takes into 

account global information recursively computed from the entire graph, rather than relying only on 
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local vertex-specific information (Boudin 2013). Specifically, we employ TextRank (Mihalcea and 

Tarau 2004), a ranking algorithm based on the concept of eigenvector centrality, computes the 

importance of the nodes in the graph. Each vertex corresponds to a word. A weight, wij, is assigned to 

the edge connecting the two vertices, vi and vj. The goal is to compute the score of each vertex, which 

reflects its importance, and use the word types that correspond to the highest scored vertices to form 

keywords for the text (Boudin 2013). The score for vi, S(vi), is initialized with a default value and is 

computed in an iterative manner until convergence using recursive formula shown in Equation (6.2). 

 ( ) = (1 − ) + 	 	 ∑ ∈ ( )∈ ( )  

 

 

(6.2)

   where Adj(vi) denotes vi’s neighbors and d is the damping factor set to 0.85 (Mihalcea and Tarau 

2004). Figure 6.4 displays the resulting clustering of terms. The size of each node is directly 

proportional to the TextRank score.  

 
Figure 6.4: Link analysis approach used to generate seed words for the LDA model 

This figure displays the results of a link analysis based on detecting the most frequently mentioned terms generated by the 
online search query: ‘goals+performance+culture’. TextRank (Mihalcea and Tarau 2004) a ranking algorithm based on the 
concept of eigenvector centrality, is employed to compute the importance of the nodes in the graph. The size of each node 
is directly proportional to the TextRank score. Different nodes colors reflect different communities identified using the 
Clauset-Newman-Moore algorithm and are for illustrative purposes only. 
 

 

 
  



51A_Erim Monis_Stand.job

Inferring the financial materiality of CSR news 

91 

 

 
 
Chapter 7 

 
 
Inferring the financial materiality of Corporate Social Responsible news 
 

 
ABSTRACT We retrieve 105,983 news articles from newswires, newspapers, blogs and magazines over 

the period 1980-2014 and employ a probabilistic topic model to infer journalists’ and other 

stakeholders’ attributions of firms’ poor corporate socially responsible (CSR) practices. The approach 

seeks to automatically detect contextual information and semantic meaning in text. Attributions range 

from allegations/criticisms over poor CSR to more material concerns reflecting corporate difficulties 

and litigation risk. Our findings suggest that journalists’ and stakeholders’ attributions of material 

CSR concerns are negatively associated with stock returns and firms’ future earnings surprises. 
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"In the world of business, bad news often surfaces serially: you see a cockroach in your kitchen; as 
the days go by, you meet his relatives" - Warren Buffett (2015) 
 

7.1 Introduction 

 
In recent years a number of high-profile companies have been plagued by media allegations regarding 

poor corporate social responsibility (CSR) practices (Lange and Washburn 2012). Examples range 

from the misstatement of carbon emissions in Volkswagen, the E.coli scare in Chipotle Inc, defective 

airbags in Toyota, faulty ignition switches in General Motors Co., to benchmark rigging in investment 

banks. In each case, media allegations of corporate accidents soon escalated into deeper concerns of 

negligence. The economic effects of corporate irresponsible behavior have been shown to harm a 

firm’s sales (Mangold and Faulds 2009), disrupt a firm’s operations (Hendricks and Singhal 2003), 

and threaten its license to operate (Suchman 1995), irrespective of whether the media allegations are 

founded or unfounded (Boydstun et al. 2014; Vanhamme and Grobben 2008; Blackshaw and Nazzaro 

2006). Despite the detrimental effects of such media allegations, the extant financial literature has yet 

to agree on an objective methodology to evaluate the financial materiality of CSR news for at least 

three reasons. First, the intangible nature of CSR has generated much controversy regarding its 

measurement as a construct. Prior organizational literature either relies upon measures that lack 

sufficient depth or contain substantial measurement errors (Waddock and Graves 1997; Daines et al. 

2010).  Second, investors’ abilities to collect CSR information have been hampered by the voluntary 

nature of sustainability reporting standards. This has resulted in the publication of inconsistent, stale 

and incomplete information across firms. Third, firms’ motivations for publishing such disclosures are 

often unclear. Recent evidence suggests that firms publish CSR reports merely for symbolic purposes 

to bolster their social images with consumers (Marquis and Toffel 2012; McDonnell and King 2013) 

rather than to increase transparency and accountability to investors (Moniz and de Jong 2015). To 

address the deficiencies associated with the analysis of CSR disclosures, we employ a computational 

linguistics technique to evaluate the financial materiality of CSR issues from media news. 

   We retrieve 105,983 news articles from newswires, newspapers, blogs and magazines over the 

period 1980-2014 and employ a textual analysis to infer journalists’ and other stakeholders’  

perceptions of corporate irresponsible behavior. To infer perceptions we employ a probabilistic topic 

model adopted from the fields of Natural Language Processing and Information Retrieval. Topic 

models are statistical models that posit low-dimensional representations of data. The most common 

topic modeling approach is Latent Dirichlet Allocation (LDA) (Blei et al. 2003). LDA represents 

documents as random mixtures over latent topics, where each topic is characterized by a distribution 

over words. The goal of topic modeling is to automatically discover the latent topics from a collection 
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of documents. While the documents are observed, the topic structure (the topics, per-document topic 

distributions, and the per-document per-word topic assignments) are hidden structure (Blei et al. 

2003). The output of the model is a probability assignment reflecting the degree to which journalists 

and other stakeholders express attributions of corporate irresponsible behavior in text. These 

attributions range from criticisms and concerns over poor CSR practices (without attributions of 

tangible impacts for a firm) to more material concerns reflecting corporate difficulties and litigation 

risk. Linguistically, these attributions act as ‘valience shifters’ by serving to accentuate or diminish the 

underlying sentiment of text (Polanyi and Zaenen 2004; Kennedy and Inkpen 2006). Our findings 

suggest that journalists’ and stakeholders’ attributions of material CSR concerns are negatively 

associated with future stock returns and earnings surprises. This finding remains robust after 

controlling for more traditional measures of media sentiment employed by the extant financial 

literature (Tetlock 2007, 2008; Loughran and McDonald 2011). 

   We provide two important contributions to the literature. First, we contribute to the CSR literature 

by providing an objective methodology to evaluate the financial materiality of CSR news. The 

analysis of CSR poses a number of challenges largely because of the greater variety and subjectivity 

of issues compared to accounting information (see Engelberg 2008; Petersen 2004; Demers and Vega 

2010). In particular, the inability of researchers to classify intangible information into distinct topics 

has limited the scope of event studies which assume statistical inference based upon grouping news 

according to the similarity of the underlying events (see MacKinlay 1997). Consequently, extant CSR 

studies are typically limited to the analysis of relatively tangible news announcements such as product 

recalls (Pfarrer et al. 2010), supply chain disruptions (Hendricks and Singhal 2003), environmental 

pollution fines (Shane and Spicer 1983; Russo and Fouts 1997), and corruption/bribery scandals 

(Murphy et al. 2009). By contrast, our methodology allows for a finer-grained analysis to classify 

news along a continuum of intangible and tangible information (see Engelberg 2008; Petersen 2004). 

   Second, our research contributes to the growing body of textual analysis studies which seek to infer 

intangible information for the prediction of firms’ earnings. To date, prior studies have retrieved 

earnings-related information from 10-K reports (Loughran and McDonald 2011; Li 2006; Bao and 

Datta 2014; Jegadeesh and Wu 2013), conference calls (Price et al. 2012; Mayew and Venkatachalam 

2011; Ball et al. 2013; Huang et al. 2014) and press releases (Solomon 2012). These studies suggest 

that intangible information is costly to process compared to ‘harder’ accounting news. One 

implication is that intangible information may not be immediately incorporated into stock prices 

(Engelberg 2008; Demers and Vega 2008). Our approach is intended to encourage further research 

into the analysis of intangible information for non-financial corpora of texts. 
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   The rest of this study proceeds as follows. Section 7.2 provides a brief review of related research on 

textual analysis of qualitative information. Section 7.3 outlines the sample data set, variable 

measurement, and the application of LDA to infer stakeholder attributions. Section 7.4 discusses the 

main results. Section 7.5 concludes.   

 

7.2 Literature review 

7.2.1 Stakeholder theory 

Stakeholders are commonly defined as “any group or individual who can affect or is affected by the 

achievement of the organization’s objectives”. Primary stakeholders are those groups without whose 

continuing participation the corporation cannot survive as a going concern and include the firm’s 

customers, suppliers and shareholders (Clarkson 1995; Orlitzky and Benjamin 2001), while secondary 

stakeholders refer to those groups who influence or affect the firm but who are not engaged in 

transactions with the firm and are not essential for its survival (such as journalists, regulators and non-

governmental organizations). Within the field of organizational studies, stakeholder theory suggests 

that effective management of stakeholder relationships can mitigate the likelihood of negative 

regulatory and legislative action (Freeman 1984; Berman et al. 1999), and lead to better firm 

performance by protecting and enhancing corporate reputation (Fombrun and Shanley 1990; Fombrun 

2005; Freeman et al. 2007). Consequently, a company’s decision rule to engage in an act of 

irresponsible behavior depends upon whether its management perceives: 

 

          Private benefit  to company > E(Reputational cost) + E(Penalty) 

                                            =∑ pi  x  RCi |i learns of the allegation + πP 

  

   (7.1) 

 

   where pi is the probability that stakeholder group i (e.g. consumers, journalists, NGOs, regulators) 

learns of the misdemeanor, RCi is the reputational cost associated with the misdemeanor, π is the 

likelihood of a regulatory penalty and P is the magnitude of such a penalty (see Dyck et al. 2008; 

Becker 1968). 

   By publishing CSR news the media can alter pi, the probability that the firm’s behavior is known to 

a given stakeholder group. The impact of the news media is greater when the news reaches a larger 

number of stakeholder groups and is published by a salient and credible media source. The second 

way in which the media may impact a firm’s decision rule is via the perceived reputational cost, RCi, 

of the news. Empirical studies suggest that the media sets the public agenda by influencing 

stakeholders’ information sets based upon the choice of news topics and their tone influencing how 

stakeholders’ may think about a firm (see McCombs and Shaw 1972; Deephouse 2000). In particular, 
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the media influence stakeholders' impressions of a firm (Pollock and Rindova 2003) by choosing 

which corporate issues to cover (Kilbanoff et al. 1998; Huberman and Regev 2001; McCombs and 

Shaw 1972) and how to frame them (Gurun et al. 2012; Gentzkow and Shapiro 2006; Groseclose and 

Milyo 2005; Dougal et al. 2012). Attribution Theory (McCombs and Shaw 1972), developed in the 

social psychology literature, addresses how observers form causal inferences and moral judgments to 

explain irresponsible behavior. Social psychology literature suggests that due to cognitive limitations 

negative information generates negative human emotional responses and creates cognitive dissonance 

by altering individuals' views (Burgoon et al. 2002; Festinger 1957). When confronted with negative 

behavior, individuals spend more time thinking about the issue than positive or neutral behavior, and 

in turn, search for causal information to explain their behavior (cf. Fiske and Taylor 2008). Finally, 

the news media may influence the magnitude of a regulatory fine imposed on a firm, either by 

drawing a regulator’s attention to the firm’s irresponsible behavior (π) or by similarly influencing the 

way the regulator thinks about the issue (P) (see also Bednar 2012; Miller 2006). 

 
7.2.2 Textual analysis of intangible information 

Prior textual analysis studies conducted in the field of finance typically count the fraction of 

predefined positive and negative terms in text to infer a composite measure of media sentiment, 

otherwise known as a 'term counting'  approach (seeTetlock 2007, 2008; Loughran and McDonald 

2011). The two generally accepted lexicons employed to count terms are the General Inquirer Harvard 

IV-4 psychosocial dictionary (Stone 1966), referred to hereafter as H4N, and the LM neg word list 

(Loughran and McDonald 2011). One drawback of term counting is its one dimensional measurement 

of sentiment based upon detecting ‘surface-level’ features in text. The approach does not seek to infer 

contextual information or semantic meaning. To illustrate this, consider the following sets of terms: 

{‘accident’, ‘unintentional’, ‘acquitted’, ‘exonerated’} and {‘guilty’, ‘negligent’, ‘prosecuted’, 

‘punished’}. These two sets of terms convey the opposite meaning yet each of these terms appear in 

the H4N and LM word lists with negative polarity. The implication is that each negative term contains 

equally negative information for a firms’ future operating performance. By contrast, our methodology 

distinguishes between terms and seeks to understand differences in meaning. For example, consider 

the following news story published in the Dow Jones Newswires corpus (see Tetlock et al. 2008): 

 

“Consumer Groups Say Microsoft Has Overcharged for Software - A study by consumer groups 

calculates that Microsoft Corp. (MSFT) has overcharged buyers of its software by $10 billion 

worldwide in the past three years. The alleged pricing abuse will only get worse if Microsoft is not 

disciplined sternly by the antitrust court”.   
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(Published: January 8, 1999) 

 

   Now consider the following news story also published during same month:  

 

“Environmentalist Grp Claims Bomb Threats Against McDonalds - Accusing McDonalds Corp. of 

cruelty to animals and other foul practices a militant environmentalist group claimed responsibility 

for a string of bomb threats”.  

 

   Both stories exhibit the same degree of media pessimism (measured by the standardized fraction of 

negative words in the text), yet the cause and nature of the underlying news events differ substantially. 

The first story suggests that the company knowingly and repeated violated laws while in the second 

story the company appears to have been victimized. 

   In contrast to term counting measures of sentiment, LDA employs a finer-grained topic analysis to 

infer “semantically related probabilistic clusters of words” (see Titov and McDonald 2008). LDA is 

based on the hypothesis that an author writing news has certain topics in mind. To write about a topic 

means to pick a word with a certain probability from the pool of words of that topic. A whole 

document can then be represented as a mixture of different topics. Figure 7.1 provides an extract of a 

news article to illustrate the methodology. The article discusses both the CSR event, referencing the 

terms to ‘oil’, ‘spill and ‘leak’, as well as perceived implications by referring terms including 

‘criminal’ and ‘litigation’.    

 

Figure 7.1 Illustrative example of LDA for the classification of CSR news topics 

This figure has been adapted from (Blei 2012) and is intended to illustrate the premise of probabilistic topic modelling. 
LDA assumes that a number of topics which are distributions over words exist for the whole collection (far left). Each 
document is assumed to be generated as follows: First choose a distribution over the topics (the histogram at right); then, 
for each word, choose a topic assignment (the colored circles) and choose the word from the corresponding topic.   
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7.3 Sample and variable measurement 

7.3.1 Sample construction 

We retrieve news articles from the Dow Jones Newswires (DJNS) corpus for the period 1980-2014. 

DJNS provides the headline, body text, date and timestamp for each news article sourced from on-line 

newspapers (e.g. The Wall Street Journal), financial blogs and financial magazines. We restrict our 

search to companies listed in the S&P500 index. We select this group of companies because prior 

studies suggest that they are more likely to receive media attention and be subjected to more 

opinionated news (Ahern and Sosyura 2014; Barber and Odean 2008). Following Tetlock et al. 2008, 

we exclude stories published in the first week after a firm has been added to the S&P index to avoid 

the documented price momentum effect from influencing the analysis (Shleifer 1986). We also 

assume that investors do not have time to react to stories that occur after 3:30 pm (30 minutes prior to 

the market closing), and roll forward the news to the next business day. 

   We supplement our corpus with four additional data sources. Compustat provides accounting 

information and earnings announcement days. The Center for Research in Securities Prices (CRSP) 

reports prices and returns. The Institutional Brokers Estimate System (I/B/E/S) supplies analyst 

forecast data. Institutional ownership data are obtained from Thomson Financial. Firms included in 

the sample must have a book value in Compustat, a market value in CRSP at the end of the previous 

calendar year, and at least one analyst with an earnings estimate no later than 50 days before a 

company’s earnings announcement date. Following prior work, we exclude stocks with prices below 

$3 to ensure that results are not driven by small, illiquid stocks or bid-ask bounce.  

 

7.3.2 Retrieving company relevant information 

The first stage of automated news retrieval requires an evaluation of the relevance of CSR news for a 

given company. To determine the relevance of news we employ a multinomial Naïve Bayesian text 

classifier which counts the frequency of company mentions in each article (see Appendix I for 

details). Antweiler and Frank (2004) employ a similar methodology to detect company mentions in 

financial media texts. The classifier seeks to distinguish between companies which are the subject of 

an article versus companies referenced in passing (for example, in the last sentence of the text). The 

relevance of news is classified based upon detecting the frequency of company mentions in the text. 

First we remove the suffixes: CL A, CLB, ADR, CO, CORP, HLDG, INC, IND, LTD, and MFG 

before searching for company names in text (see Engelberg 2008). The algorithm then seeks to detect 

ticker symbols, official company names, abbreviated names (for example Southwest Airlines is 
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typically referred to as Southwest, while International Business Machines is typically referred to as 

IBM) and popularized names (e.g. AMR Corp is referred to by its subsidiary American Airlines). 

Variants of company names are obtained from companies’ websites and Wikipedia.  

   Next we filter news articles to eliminate 'hard' news. Following Antweiler and Frank (2006), we 

classify articles by detecting keywords in text. Articles with the terms “earn”, “sales”, “profit” or 

“eps” are classified as earnings-related news1, articles with the terms “dividend”, “split”, "offering”, 

“underwriting” are classified as corporate actions news, and articles with the terms “acquire” , 

“purchased”, “takeover” as restructuring news. We eliminate these three categories to limit articles 

to ‘softer’ corporate news. By construction, the remaining articles in the news corpus consist of legal, 

environmental, social and corporate governance news. Following Tetlock et al. 2008, we eliminate 

stories with tables containing quantitative information and impose the requirement that each story 

must contain at least 50 words in total, with at least 3 words must be listed in either the H4N or LM 

neg word lists. These requirements are designed to limit the influence of outliers on our sentiment 

measures.  

   Finally, we restrict the corpus to 'new' news by filtering out semantically similar articles for the 

same company. We compute cosine similarity which measures how similar two documents are likely 

to be in terms of their subject matter. This metric is frequently used in Information Retrieval (IR) 

research to evaluate the novelty of news (see Manning and Schütze 1999). Documents are 

characterized by vectors of the frequency terms appear in each document (VA and VB respectively): 

 = cos( ) = V 	. V‖V ‖. ‖V ‖ = ∑ V V∑ (V ) ∑ (V )  
 

(7.2) 

 

   where ϴ is the angle between the two vectors. The cosine similarity captures the uncentered 

correlation between two vectors. Its values range from 0 and 1 where greater values indicate greater 

similarity. Following the IR convention, we retain the first occurrence of a news story in a sequence of 

related news articles for a given company. We exclude all subsequent stories with a cosine similarity 

value greater than 0.90 (following Chowdhury et al. 2002). The final corpus consists of 105,983 

unique CSR news stories. Table 7.1 reports descriptive statistics for several firm characteristics. We 

compute Tobin’s Q as a measure of firm value, defined as the market value of the firm divided by the 

replacement value of the firm’s assets. The market value of assets is measured as the sum of the book 

                                                 
1 Searches are conducted on documents in lemmatized form. For example, a search for “earn” captures the terms: "earn" 
"earns", "earned", "earners", "earning", "earnings" and "earnings-per-share".  
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value of assets and the market value of common stock outstanding minus the sum of the book value of 

common stock and balance sheet deferred taxes. Replacement value is represented by the book value 

of assets (Kaplan and Zingales 1997).  Size is the natural log of market capitalization and Book-to-

market is book value of equity scaled by market value of equity, both measured as at the previous 

fiscal year end.  

 

Table 7.1 Descriptive statistics of firm characteristics 
This table reports descriptive statistics for several firm characteristics (see text for details). The unit of observation is the 
firm-year. Sample period: 1980-2014. 

 
  

  

Min. 25th percentile Median Mean 75th percentile Max.

Size 31.30 6662.00 17940.00 55390.00 59760.00 596500.00
Institutional ownership 0.00 0.49 0.62 0.62 0.74 1.00
Analyst coverage 0.00 5.00 13.00 12.98 19.00 44.00
Book-to-market -5.91 -1.62 -1.05 -1.12 -0.55 2.04
Tobin's Q 0.05 0.78 1.17 2.16 2.30 3.42
Goodwill to assets 0.00 0.01 0.04 0.10 0.14 0.19
Advertising revenue to assets 0.00 0.01 0.02 0.03 0.03 0.05
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7.3.3 Inferring the financial materiality of news 

We compare three measures to infer journalists’ and other stakeholders’ attributions of financial 

materiality. The first measure computes a measure of media pessimism (following Tetlock 2008) and 

is based upon counting the standardized fraction of negative words in each news article: 

 _ = 		 −
 

 

(7.3) 

   

   where Neg is the number of negative words matched in the H4N dictionary as a fraction of total 

words in the document, μNeg is the mean of Neg and σNeg is the standard deviation of Neg over the 

prior calendar year. The standardization accounts for potential non-stationarity in the distribution of 

words as the media changes its coverage or style over time. Terms are stemmed using the Porter 

algorithm to address the limitation that the H4N word list does not fully account for inflections. For 

instance, the unigram ‘violat’ encapsulates the terms ‘violate’, ‘violates’, ‘violating’, ‘violated’, 

‘violations’.   

   Our second measure of media sentiment follows Loughran and McDonald’s (2011) methodology. 

The approach is based on the premise that many terms which appear in the H4N word list are not 

negative in a financial context (e.g. ‘depreciation’, ‘liability’, and ‘foreign’). Loughran and McDonald 

(2011) create a domain specific list of words and employ an alternative weighting scheme to 

discriminate between words in documents. The term frequency-inverse document frequency (tf-idf) 

weighting scheme, which seeks to scale down frequently occurring terms and scale up rare terms, is 

commonly used in IR research (see Manning et al. 2008):  

 

, = 1 + log ,1 + log , ≥ 1	0									 																								 ℎ  
(7.4) 

    

   where N represents the total number of news stories in the sample, dfi the number of documents 

containing at least one occurrence of the ith word from the LM neg word list,  tfi,j the raw count of the 

ith word in the jth document, and aj the average word count in the document.  

   While tf-idf weighting is effective at discriminating between terms in a document, it also suffers 

from at least two drawbacks. First, the model makes the simplifying assumption that each document 

comprises of a single topic. While this assumption may be appropriate for the classification of 

accounting information in the context of ‘earnings’ news (see Tetlock 2008; Loughran and McDonald 
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2011), we start from the premise that the one topic assumption is less likely to be valid for the 

classification of relatively intangible CSR information due to the greater variety of topics discussed in 

text (Gurun et al. 2012). Second, tf-idf weighting reveals little about the internal statistical structure of 

text and makes no use of semantic similarities between words to address the linguistic nuances of 

synonymy (a keyword may not appear in a document even though the document is closely related to a 

topic) and polysemy (a keyword may have different meanings in different contexts).  

   Our third measure employs a probabilistic topic model to discriminate between terms in text. We 

employ a variant of the standard implementation of LDA to provide a direct comparison with the more 

traditional measures of media sentiment (Tetlock 2008; Loughran and McDonald 2011). The output of 

the LDA model are three sets of topic clusters reflecting authors’ negative attributions expressed in 

text, together with probabilistic topic assignments for each document. In the standard implementation 

of LDA, the topic clusters are unlabelled.We follow a convention from Information Retrieval 

literature to automatically label the inferred topic clusters (see Lau et al. 2011). Further details are 

provided in Appendix II. The top terms for each topic cluster and the probabilities of words associated 

with each topic are displayed in Table 7.2.    

 
Table 7.2 Journalist and stakeholder attributions inferred from the CSR news corpus  
This table reports the top terms for each topic cluster and their associated probabilities inferred using the Latent Dirichlet 
Allocation (LDA) algorithm (Blei et al. 2003). In LDA, a topic is modeled as a probability distribution over a set of words 
represented by a vocabulary and a document as a probability distribution over a set of topics. Topic labels are generated 
automatically (see Appendix II for details). 
 

  
 

   The topic clusters appear to reflect differing degrees of negative attributions expressed in text. One 

topic cluster appears to reflect CSR allegations (complaints, concerns, questionable behavior), a 

second cluster appears to capture journalists’ and stakeholders’ attributions of corporate difficulties 

(with references to damage, problems, declines), while the third topic cluster appears to capture 

lawsuits (illegal behavior and litigation). 

  

word prob. word prob. word prob.

allege 0.19 difficulties 0.19 illegal 0.17
allegedly 0.17 damaged 0.16 litigations 0.16
complaints 0.13 problematic 0.14 sues 0.13
questionable 0.11 hurting 0.13 failures 0.13
dispute 0.11 negatively 0.12 damaging 0.12

challenged 0.09 critically 0.10 losses 0.11
concerns 0.08 declines 0.07 failing 0.09

'allegations'  topic cluster 'lawsuit' topic cluster'difficulties' topic cluster
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7.4 Results and Discussion 

In this section we investigate whether authors’ attributions inferred from text are informative for the 

prediction of firms' earnings. Our premise is that more tangible attributions (e.g. corporate difficulties, 

litigation) are more likely to be detrimental to a firm versus that CSR allegations that lack attributions 

of materiality. Following Tetlock (2008), our main test computes each firm’s standardized unexpected 

earnings (SUE). To model firms’ earnings, we employ a seasonal random walk model with trend (see 

Bernard and Thomas 1989): 

UEt = Et − Et−4   

 

 

 

 

 

(7.5) SUEt = UEt − µUEt  

                 σUEt  

 
   where Et is the firm’s earnings in quarter t, and the trend and volatility of unexpected earnings (UE) 

are equal to the mean (µ) and standard deviation (σ) of the firm’s previous 20 quarters of unexpected 

earnings data, respectively.  

   We require that each firm has non-missing earnings data for the most recent 10 quarters and assume 

a zero trend for all firms with fewer than 4 years of earnings data. We use the median analyst forecast 

from the most recent period in the I/B/E/S summary file prior to the earnings announcement. We 

winsorize SUE and all analyst forecast variables at the 1% level to reduce the impact of estimation 

error and extreme outliers, respectively. To align different frequencies of data, we create a composite 

document for each firm by aggregating news articles between the consecutive earnings announcement 

dates of firms. We include control variables based on a firm’s lagged earnings, size, book-to-market 

ratio, analysts’ earnings forecast revisions, and analysts’ forecast dispersion. We measure firms’ 

lagged earnings using the last quarter’s SUE. We compute analysts’ forecast dispersion (Forecast 

Dispersion) as the standard deviation of analysts’ earnings forecasts in the most recent time period 

prior to the announcement scaled by earnings volatility (σ). Finally, we control for a firm’s cumulative 

abnormal return, Pre_FFAlpha, estimated from the intercept of the event study regression. A Fama-

French three-factor model is estimated using daily returns between days -252 to -31 prior to the news 

release. The regression results are reported in Table 7.3. 
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Table 7.3 Regressions of journalist and stakeholder attributions and earnings surprises 
The dependent variable in each regression is the standardized unexpected earnings (SUE). Media pessimism (Tetlock) 
refers to the term counting measure employed by Tetlock (2008) and uses the H4N word list. Media pessimism (LM) 
measure refers to the tf-idf weighted values employed by Loughran and McDonald (2011) and uses the LM neg-list. 
Allegations captures stakeholder perceptions of CSR allegations (e.g. complaints, concerns, questionable behavior) as 
inferred by the LDA model. Difficulties captures stakeholder perceptions of corporate difficulties (e.g. references to 
damage, problems, declines) as inferred by the LDA model. Lawsuits captures stakeholder perceptions of CSR litigation 
risk as inferred by the LDA model. Pre_FFAlpha is a firm’s cumulative abnormal return estimated from the intercept of 
the event study regression over the [–252,–31] time window. Fama-French (1997) industry dummies (based on 48 
industries) and a constant are also included in each regression. Standard errors are adjusted for clustering effects following 
Petersen (2009). 
 

 

   Column (1) presents the results controlling for the media pessimism measure employed by Tetlock 

et al. (2008) based upon the H4N word list, while column (2) controls for tf-idf weighted measure 

employed by Loughran and McDonald (2011) based upon the LM neg-list. In both regressions, we 

find that the traditional ‘term counting’ measures of sentiment are statistically insignificant. By 

contrast, we find a statistically significant relation between journalists’ and stakeholders’ attributions 

of tangible negative news (either corporate difficulties or litigation risk) and subsequent earnings 

surprises. Linguistically, this finding is consistent with the view that authors’ attributions act as 

(1) (2)

Media pessimism (Tetlock) -0.0539
(-1.38)

Media pessimism (LM) -0.0546
(-1.43)

Allegations 0.1498 0.2091
(1.38) (1.53)

Difficulties -0.1536 -0.1996
(-1.98) (-2.08)

Lawsuit -0.2600 -0.3607
(2.08) (-2.26)

Forecast dispersion 0.0014 0.0017
(1.48) (1.50)

Forecast Revisions 8.1404 8.1404
(10.53) (10.52)

Log(Market Equity) -0.0224 -0.0255
(-4.91) (-5.27)

Log(Book/Market) -0.1503 -0.1592
(-5.07) (-5.12)

Pre_FFAlpha -0.1100 -0.1140
(-0.51) (-0.50)

Adjusted R2 0.11 0.12
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‘valience shifters’ which serve to accentuate or diminish the underlying sentiment of a document (see 

also Marcus and Goodman 1991). Taken together, our findings suggest that finer-grained linguistic 

measures can more accurately infer intangible information for the prediction of firms’ earnings. 

   Next we estimate an event-study regression and test the hypothesis that journalists’ and 

stakeholders’ attributions are informative for stock returns. We estimate abnormal returns over a 

CRSP value-weighted benchmark using the Fama-French (1993) three-factor model with an 

estimation window of [–252,–31] trading days prior to the news announcement (see Tetlock 2008). 

The regressions include control variables capturing firm size and the book-to-market ratio. We 

measure firm size (Log(Market Equity)) and book-to-market (Log(Book/Market)) at the end of the 

preceding calendar year, following Fama and French (1992). We estimate a pooled ordinary least 

squares regression with robust standard errors. The regression results are reported in Table 7.4.  
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Table 7.4 Regressions of journalist and stakeholder attributions and stock returns 
The dependent variable in each regression is the event period excess return (defined as the firm’s buy-and-hold stock 
return minus the CRSP value-weighted buy-and-hold market index return over the three-day event window, expressed as a 
percent). The Media pessimism (Tetlock) measure refers to the term counting measure employed by Tetlock (2008) and 
uses the H4N word list. The Media pessimism (LM) measure refers to the tf-idf weighted values employed by Loughran 
and McDonald (2011) and uses the LM neg-list. Allegations captures stakeholder perceptions of CSR allegations (e.g. 
complaints, concerns, questionable behavior) as inferred by the LDA model. Difficulties captures stakeholder perceptions 
of corporate difficulties (e.g. references to damage, problems, declines) as inferred by the LDA model. Lawsuits captures 
stakeholder perceptions of CSR litigation risk as inferred by the LDA model. Pre_FFAlpha is a firm’s cumulative 
abnormal return estimated from the intercept of the event study regression over the [–252,–31] time window. Fama-French 
(1997) industry dummies (based on 48 industries) and a constant are also included in each regression. Standard errors are 
adjusted for clustering effects following Petersen (2009). 
 

 
 
   Column (1) presents the results controlling for the media pessimism measure employed by Tetlock 

et al. (2008) based upon the H4N word list, while column (2) controls for tf-idf weighted measure 

employed by Loughran and McDonald (2011) based upon the LM neg-list. In both cases, subsequent 

abnormal stock returns appear to be negatively correlated with the release of materially negative news 

(attributions of corporate difficulties and litigation risk).   

 

(1) (2)

Media pessimism (Tetlock) -0.0046
(1.058)

Media pessimism (LM) -0.0015
(-1.82)

Allegations 0.0064 0.0020
(1.38) (1.53)

Difficulties -0.0315 -0.0270
(-2.11) (-2.26)

Lawsuit -0.0739 -0.0821
(-2.42) (-2.91)

Log(Market Equity) -0.0032 -0.0029
(-4.36) (-4.04)

Log(Book/Market) -0.0015 -0.0048
(-3.86) (-3.56)

Pre_FFAlpha -0.0013 -0.0013
(-1.27) (-1.29)

Adjusted R2 0.02 0.02
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7.5 Conclusion 

In this study, we employ a probabilistic topic model to infer journalists’ and stakeholders attributions 

of corporate irresponsible behavior. The model identifies three distinct clusters of attributions which 

appear to vary in their degree of financial materiality. Linguistically, the inferred topic clusters appear 

to act as ‘valience shifters’ and either serve to accentuate or diminish the underlying sentiment of a 

document. Our findings suggest that differences in attributions are associated with differences in 

return predictability and future earnings surprises. 

   Our findings have important practical implications both for investors and corporate managers. To 

date, three organizations – the International Integrated Reporting Council (IIRC), the Sustainability 

Accounting Standards Board (SASB) and the Global Reporting Initiative (GRI) diverge in their 

approaches to define materiality. This has hindered the ability of corporations and investors to 

integrate sustainability considerations into their decision making processes. Our approach provides an 

objective framework to evaluate the financial materiality of CSR news and seeks to address the call 

from financial literature to classify information along a continuum of intangible and tangible news 

(Engelberg 2008; Petersen 2004). 
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7.6 Appendix I 

In this section we describe the methodology to detect journalists’ and stakeholders’ attributions in 

text. We employ a variant of LDA, an unsupervised, generative model which proposes a stochastic 

procedure by which words in documents are generated (Blei 2003). 

   The distinguishing feature of LDA is its ability to model multiple topics in contrast to the Naïve 

Bayesian classifier which assumes that a document is generated by first choosing only one topic z, and 

then generating N words independently from the conditional multinomial distribution p(w\z): 

 ( ) = 	 ( \ ) ( ) 
(7.6) 

   

   LDA relaxes the assumption of one topic and represents each document d with a K-dimensional 

mixed membership vector Ѳd
 which sums to one.  Given a corpus of unlabeled text documents, the 

model discovers hidden topics as distributions over the words in the vocabulary. Words are modeled 

as observed random variables, while topics are observed as latent random variables. Once the 

generative procedure is established, we may define its joint distribution and then use statistical 

inference to compute the probability distribution over the latent variables, conditioned on the observed 

variables. The LDA model assumes that there are k underlying latent topics according to which 

documents are generated, and that each topic is represented as a multinomial distribution over the |V| 

words in the vocabulary.  

   More formally: 

   A document of N words w = {w1,…,wN} is generated by the following process. First Ѳ is sampled 

from a Dirichlet (α1,…, αk) distribution such that Ѳi ≥0, Σi Ѳi=1. For each of the N words, a topic zn 

{1,…k} is sampled from a Mult(Ѳ) distribution p(zn = i\Ѳ) = Ѳi. The multinomial distribution is 

chosen because the model relies on the computation of discrete counts of co-occurrences of words in 

documents, and that the Dirichlet distribution is chosen because it is conjugate to the multinomial 

distribution, which makes the computations for inference and parameter estimation easier.  

   Each word wn is sampled, conditioned on the zn
th topic, from the multinomial distribution p(w\zn). 

The probability of a document is the following mixture: 

( ) = 	 ( | ; ) ( | ) ( ; )  (7.7) 
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   Where p(Ѳ;α) is Dirichlet, p(zn\Ѳ) is a multinomial parameterized by Ѳ, and p(wn\zn; β) is a 

multinomial over the words. The model is parameterized by the k-dimensional Dirichlet parameters α 

= (α1, …, αk) and a k x |V| matrix β, which are parameters controlling the k multinomial distributions 

over words. The computational problem is the calculation of conditional distribution of the topic 

structure given the observed documents. The posterior is: 

 ( : , : , : \	 : ) = ( : , : , : , : )( : )  
 

(7.8) 

 

   The numerator is the joint distribution of all the random variables. The denominator is the marginal 

probability of the observations, which is the probability of seeing the observed corpus under any topic 

model and is estimated by Gibbs sampling. The goal of topic modeling is then to automatically 

discover the topics from a collection of documents. The documents themselves are observed, while the 

topic structure (the topics, per-document topic distributions, and the per-document per-word topic 

assignments) are hidden. The central computational problem for topic modeling is to use the observed 

documents to infer the hidden topic structure (Blei et al. 2003).   

   The probabilistic topic model has an elegant geometric interpretation of the relations between 

document-topic and topic-word as shown in Figure 7.2. With a vocabulary containing N distinct word 

types, a N dimensional space can be constructed where each axis represents the probability of 

observing a particular word type. The N-1 dimensional simplex represents all probability distributions 

over words. Consequently, topics and documents (convex combination of the K topics) are 

represented as points on the simplex.  

Figure 7.2: Geometric interpretation of LDA 
The illustration below is sourced from Qin et al. (2009).  A topic is a distribution over observable words and a document is 
a distribution of latent topics. A document can be represented as a point on the surface of a simplex of topics. A topic can 
be regarded as a point of on the simplex of words. In this simple case, there are 3 words and 3 topics. 
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   The Dirichlet prior on the topic-word distributions can be interpreted as forces on the topic 

locations. Higher values of β move the topic locations away from the corners of the simplex. Thus 

when the number of topics is smaller than the number of words, the projection of each document onto 

the low-dimensional subsimplex can be thought of as dimension reduction (Steyvers and Griffiths 

2006). 
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7.7 Appendix II 

 
   We employ a variant of the standard implementation of LDA to guide the topic model by providing 

a set of seed words of interest. Prior NLP studies show that seed words can help guide the topic 

discovery process (see Jagarlamudi et al. 2012). The approach is designed to improve both topic word 

distributions (by biasing topics to produce appropriate seed words) and to improve document-topic 

distributions (by biasing documents to select topics). Specifically, we provide the negative terms listed 

in the H4N and LM neg word lists as seed words in the LDA model. We implement standard settings 

for LDA hyperparameters with α = 50/K and β=.01 following (Griffiths and Steyvers 2004). The 

number of topics, K, is inferred by maximizing the likelihood of fitting the LDA model over the 

corpus of documents. 

   The output of the LDA model is a set of topic clusters reflecting negative attributions expressed in 

text. To label the LDA topic clusters, we employ an automated approach similar to Lau et al. (2011). 

For each inferred topic cluster (z), the top five terms (w) ranked by their marginal probabilities p(w|z) 

are entered as keywords into an online search query. The approach is intended to retrieve a wider 

selection of online documents to reflect the topic cluster.   

   Next we retrieve the titles and summary texts from the search engine query results and employ a link 

analysis to detect the most frequent terms mentioned in the text. Graph-based algorithms have 

received much attention (Mihalcea and Tarau 2004) as an approach to keyphrase extraction and are 

considered to be state-of-the-art unsupervised methods (Liu et al. 2009). In a graph representation of a 

document, nodes are words or phrases, and edges represent co-occurrence or semantic relations. The 

underlying assumption is that all words in the text have some relationship to all other words in the 

text. Such an approach is statistical, because it links all co-occurring terms without considering their 

meaning or function in text. Centrality is often used to estimate the importance of a word in a 

document (Opsahl et al. 2010), and is a way of deciding on the importance of a vertex within a graph 

that takes into account global information recursively computed from the entire graph, rather than 

relying only on local vertex-specific information (Boudin 2013). Specifically, we employ TextRank 

(Mihalcea and Tarau 2004), a ranking algorithm based on the concept of eigenvector centrality, 

computes the importance of the nodes in the graph. Each vertex corresponds to a word. A weight, wij, 

is assigned to the edge connecting the two vertices, vi and vj. The goal is to compute the score of each 

vertex, which reflects its importance, and use the word types that correspond to the highest scored 

vertices to form keywords for the text (Boudin 2013). The score for vi, S(vi), is initialized with a 

default value and is computed in an iterative manner until convergence using recursive formula shown 

in Equation (7.9). 
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 ( ) = (1 − ) + 	 	 ∑ ∈ ( )∈ ( )  

 

 

(7.9)

   where Adj(vi) denotes vi’s neighbors and d is the damping factor set to 0.85 (Mihalcea and Tarau 

2004). Figure 7.3 displays the resulting clustering of terms. The size of each node is directly 

proportional to the TextRank score.  

 
Figure 7.3: Link analysis approach used to generate seed words for the LDA model 

This figure displays the results of a link analysis based on detecting the most frequently mentioned terms generated from 
an online search query for terms in one particular topic cluster. TextRank (Mihalcea and Tarau 2004) a ranking algorithm 
based on the concept of eigenvector centrality, is employed to compute the importance of the nodes in the graph. The size 
of each node is directly proportional to the TextRank score. The algorithm determines 'lawsuit' as the most frequently 
occurring term. This term is used to label the LDA topic cluster. Different nodes colors reflect different communities 
identified using the Clauset-Newman-Moore algorithm and are for illustrative purposes only. 
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Chapter 8 

 
 
“We are living in the midst of a social, economic, and technological revolution. How we 
communicate, socialize, spend leisure time, and conduct business has moved onto the Internet...The 
resulting explosion of data and discovery is changing our world.” (Podesta et al. 2014) 
   

8.1 Conclusion 

In this thesis we have presented a series of tools and case studies to infer intangible information using 

a framework of probabilistic topic models. This need is particularly important because of the 

conservative nature of US and international accounting standards which limits firms’ abilities to 

recognize most types of intangible assets on their balance sheets. 

   Our first research question asks:  

- How can we use online texts to infer intangible information for firms?  

   The traditional approach to inferring the measurement of intangible information relies upon survey-

based measures. In this thesis, we demonstrate the merits of an automated approach to infer 

stakeholders’ and journalists opinions of a firm using unstructured data. To determine whose opinions 

are relevant, we employ a stakeholder theory perspective and consider a firm’s customers, local 

communities, employees, investors, journalists, and regulators. In particular, stakeholder theory 

suggests that the effective management of stakeholder relationships can mitigate the likelihood of 

negative regulatory and legislative action (Freeman 1984) and increase firm performance by 

protecting and enhancing corporate reputation (Fombrun and Shanley 1990; Fombrun 2005; Freeman 

et al. 2007). Chapter 2 investigates a shareholder perspective to infer a measure of reputation. Chapter 

3 considers society's perspective to infer a measure of firms’ environmental sustainability, while 

Chapter 4 evaluates reputation and credibility from a regulatory perspective. The goal of these 

chapters is to demonstrate the merits of LDA to compute finer-grained measures of sentiment 

compared to the traditional ‘term counting’ measures employed by the extant financial literature.  

   Our second research question asks:  

- How can we integrate intangible information for investment analysis? 

Traditionally, investors have relied upon financial statement analysis to make informed investment 

decisions. In this thesis, we describe a framework to automate the measurement of intangible 

information for a large number of companies. In particular, we highlight the merits of LDA as a 

dimension reduction technique to detect specific aspects of a firm’s intangible assets (e.g. corporate 
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culture, environmental sustainability) and intangible liabilities (reputational damage). Chapters 5-7 

draw upon techniques from financial asset pricing literature. We demonstrate how measures of 

intangible information can be combined with ‘hard’ accounting data reported in balance sheets, 

income and cash-flow statements in a regression framework to predict the future earnings and returns 

of a company.  

   Finally, our third research question asks: 

- Is intangible information incremental to the prediction of firms’ earnings?  

To evaluate the benefits of our measures we estimate regressions to predict firm's earnings. We start 

from the premise that if intangible assets (liabilities) cause positive (negative) stock returns because of 

financial analysts’ “errors-in-expectations”, then financial analysts’ forecasts of future earnings should 

be systematically too low (high) relative to actual earnings (Edmans 2011).  

 

8.2 Contributions 

The primary contribution of this thesis is to highlight the merits of textual analysis to infer the 

intangible information for a firm and to integrate measures of intangible information into investment 

decision processes. While the extant financial literature has sought to retrieve intangible information 

from financial corpora such as the Wall Street Journal (Tetlock 2007, 2008), 10-K regulatory filings 

(Loughran and MacDonald 2010; Li 2006; Jegadeesh and Wu 2013), and companies’ quarterly 

earnings conference calls (Price et al. 2012; Mayew and Venkatachalam 2011), these studies provide a 

one-dimensional perspective of text based upon accounting-related topics. Tetlock et al. (2008) 

models the ‘earnings’ of a company while Li (2006) evaluates the ‘risks’. By contrast, we employ a 

technique to infer a broad range of intangible information from a variety of non-accounting sources 

(CSR disclosures, employee blogs and corporate governance news). This is achieved using an 

automated and objective approach to classify information while taking into account replicability. In 

particular, LDA is robust to an author's particular choice of words, thereby mitigating the criticism 

levied by Loughran and McDonald (2011) that if corporate managers know there is a list of words that 

have a significant negative impact on returns then they will systematically avoid these words going 

forward. 

   Second, our research contributes to NLP literature by demonstrating the applications of aspect-level 

sentiment measures to the financial domain. In recent years, sentiment analysis has become a popular 

research area in computational linguistics partly because of the explosion of unstructured information 

freely available on the Web. To the best of our knowledge, prior NLP studies have mostly sought to 

infer sentiment from the perspective of consumers e.g. from online customer reviews (see Hu and Liu 
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2004). Given a collection of review texts, the goal is to infer product aspects using star ratings as a 

‘gold standard’ for evaluation. The task of consumer review sentiment analysis usually involves 

techniques to process texts which may be limited in length, potentially with misspellings, 

colloquialisms, shortened forms of words and/or emoticons. In this thesis, we argue that sentiment 

analysis within the financial domain imposes a different set of challenges. First we highlight the 

importance of inferring opinions across multiple stakeholder groups (including consumers, 

employees, financial media journalists, and regulators). Second, our approach to aspect detection 

draws upon financial domain knowledge to steer the LDA model towards topics of interest. We 

achieve this by providing sets of seed words from financial lexicons (e.g. the Harvard IV-4 and 

Loughran and McDonald neg word lists) and online databases (e.g. DBPedia and SPARQL 

endpoints). The seed words improve both topic word distributions (by biasing topics to produce 

appropriate seed words) and to improve document-topic distributions (by biasing documents to select 

topics). Third, we demonstrate how to integrate unstructured text into traditional financial databases. 

In particular, we design algorithms to string match company names in text to official company 

identifiers contained in the CRSP database. Fourth, in the absence of a ‘gold standard’ benchmark to 

evaluate the measurement of intangible information, we assess their relevance for the prediction of 

firms’ earnings and stock returns. 

   The third contribution of our research is to organizational literature. Fombrun and van Riel (1997) 

suggest that the lack of attention to the measurement of intangible assets can be traced to the diversity 

of literatures seeking to measure such constructs, while Mahon (2002) suggests that different 

disciplines make ‘little or no reference to the parallel research being conducted elsewhere’. This thesis 

seeks to bridge the gap between the literature. Topic modeling provides an objective means to infer 

stakeholders’ perceptions of a company at a higher frequency than the survey-based measures 

currently employed in the extant literature (see Edmans 2011). In this thesis we argue that surveys are 

manual and time-consuming to produce, and are thus limited in scope with regards to the number of 

questions they can ask, the number of companies they can cover and their timeliness to collect and 

process responses. By contrast, our measures are based on publicly available datasets for a large cross-

section of companies, as opposed to more bespoke measures typically used in current research and 

practice. The results of our analysis have important practical implications for investors. The high costs 

associated with gathering and processing unstructured data suggests that investors may overlook 

intangible information compared to more structured financial data (Da et al. 2011).  
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8.3 Limitations and final thoughts 

The limitations of our analysis can be broadly classified into choices regarding datasets, design 

methodologies, evaluation methods and implementation.  

   The greatest limitation of unstructured datasets is the potential for sample selection bias. There are 

numerous reasons why individuals may choose to share their opinions on the Web, each of which can 

bias the statistical inference of topic and sentiment analysis. In Chapter 3, we draw upon 

organizational literature which suggests that companies may selectively publish sustainability topics 

depending upon NGOs’ demands. Companies are incentivized to spin information so that they are 

seen by their stakeholders in a positive light. In Chapter 5 we provide evidence of a selection bias in 

the media coverage of Chinese corporate governance news. Our findings are consistent with the view 

that media coverage is a function of profit maximizing incentives rather than an exogenous decision 

(Bushee et al. 2010; Gentzkow and Shapiro 2006; Mullainathan and  Shleifer 2005). One way to limit 

the impact of these reporting biases is to retrieve a broader set of documents beyond those reported by 

a company and the news media. This may afford a more holistic view of a company based upon the 

consideration of multiple stakeholders. Nonetheless, there is still the potential for selection bias due to 

the difficulties associated with evaluating the credibility of information. In Chapter 6, we argue that 

employees may be biased by their prior experiences or by cultural differences which may influence 

their choice of words expressed in text. To mitigate these selection biases we inferred sentiment from 

specific groups of employees and aggregated information across reviews to limit the impact of any 

one reviewer influencing the overall perception of a company. Despite these adjustments, we still 

believe that reviewers’ motives for openly sharing such information may bias the aggregated opinions 

derived from the reviews. 

   The methodological limitations of our research largely concern the assumptions underpinning the 

LDA model’s generative process. The model’s assumptions can impact topic classifications and their 

semantic coherence (human interpretability). One limitation of LDA is its inability to model 

correlation between topics. By contrast, a Correlated Topic Model (CTM) builds upon LDA and 

employs a more flexible distribution for topic proportions by accounting for the covariance structures 

between topics (Blei and Lafferty 2006a, 2007). This results in a more realistic model when the 

presence of one latent topic may be correlated with the presence of another. A second limitation of 

LDA is its failure to capture how topics evolve over time. In a Dynamic Topic Model (DTM), a 

document is divided into sequential segments (e.g. by year). The DTM model is then applied to the 

segmented corpus allowing topic distributions to evolve from segment to segment resulting in a 

hierarchical model of sequential document collections (Blei and Lafferty 2006b, 2009). These 

extensions to LDA provide promising avenues for research. We stress that the goal of this thesis was 
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to highlight the merits of LDA to infer measures of intangible information rather than to compare 

topic modeling approaches. 

   Evaluation concerns largely arise because we do not use direct measures to value the intangible 

assets and liabilities of a firm. While these limitations suggest that the conclusions from our analysis 

should be interpreted with some caution, we stress that we are constrained by the availability of such 

information due to the conservative nature of accounting standards which prevents firms from 

recording most types of intangible assets in their financial statements (see IAS 381). To overcome this 

deficiency, we rely upon a statistical approach to evaluate the relation between indirect measures and 

firms’ characteristics (earnings surprises and stock returns). We are cautious to draw conclusions 

regarding the nature of a causal relationship for the prediction of stock returns due to the potential for 

model misspecification. In particular, the absence of regression control variables can hinder statistical 

inference (see Fama and French 1992).   

   The implementation limitations of our research refer to the feasibility of employing LDA to large-

scale document analysis. Fitting a LDA topic model requires approximate inference techniques that 

are computationally expensive. Large-scale datasets bring significant challenges for machine learning, 

particularly in terms of computation time and memory requirements. A natural extension of LDA to 

address these time and memory issues is take advantage of multiprocessor/multicore technology (high 

performance computing).   

 

8.4 Final thoughts 

The Internet has accumulated a huge and growing amount of digital information including news, 

blogs, web pages, images, audio, video and social networking data. The vast amount of information, 

commonly referred to as ‘big data’, is often characterised by the three ‘Vs’ – ‘Volume’, ‘Veracity’ and 

‘Variety’. The ‘volume’ of unstructured data has changed the role of information in financial markets. 

Traditional investment processes cannot possibly perform information retrieval tasks on the ever 

increasing volume of unstructured text that is being generated. One consequence of this is that 

intangible information may be partially overlooked by financial analysts because of the high costs 

associated with searching, retrieving and processing unstructured data. In our view, the exploitation of 

unstructured data holds promise for investors seeking to integrate a wider variety of information into 

their investment models beyond traditional financial statement analysis. The ‘variety’ of data refers to 

the range of stakeholder perspectives available online. Automated information retrieval approaches 

can provide investors with a more holistic view to ‘look inside’ a company compared to more 

                                                 
1 http://www.ifrs.org/IFRSs/Documents/Technical-summaries-2014/IAS%2038.pdf 
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traditional financial accounting analysis. Finally, the ‘velocity’ of data makes information usable at 

much higher frequency, enabling investors to make timely and more informed decisions.  
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Summary 

 
Traditionally, equity investors have relied upon the information reported in firms’ financial accounts 

to make their investment decisions. Due to the conservative nature of accounting standards, firms 

cannot value their intangible assets such as corporate culture, brand value and reputation. Investors’ 

efforts to collect such information have been hampered by the voluntary nature of Corporate Social 

Responsibility (CSR) reporting standards, which have resulted in the publication of inconsistent, stale 

and incomplete information across firms. In short, information on intangible assets is less salient to 

investors compared to accounting information because it is more costly to collect, process and 

analyse. 

   In this thesis we design an automated approach to collect and quantify information on firms’ 

intangible assets by drawing upon techniques commonly adopted in the fields of Natural Language 

Processing (NLP) and Information Retrieval. The exploitation of unstructured data available on the 

Web holds promise for investors seeking to integrate a wider variety of information into their 

investment processes. The objectives of this research are: 1) to draw upon textual analysis 

methodologies to measure intangible information from a range of unstructured data sources, 2) to 

integrate intangible information and accounting information into an investment analysis framework, 3) 

evaluate the merits of unstructured data for the prediction of firms’ future earnings. 
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Nederlandse Samenvatting (Summary in Dutch) 

 
Traditioneel gezien zijn aandelenbeleggers bij het nemen van hun investeringsbeslissingen uitgegaan 

van de informatie die gerapporteerd wordt in de financiële rekeningen van bedrijven. Als gevolg van 

de conservatieve aard van boekhoudkundige normen kunnen bedrijven echter hun immateriële activa - 

zoals bedrijfscultuur, merkwaarde en reputatie - niet waarderen in deze rekeningen. Inspanningen van 

beleggers om dergelijke informatie te verzamelen worden gehinderd door het vrijwillige karakter van 

standaarden voor de rapportage van Maatschappelijk Verantwoord Ondernemen (MVO), die hebben 

geleid tot de wijdverbreide publicatie van inconsistente, verouderde en onvolledige informatie. 

Kortweg is informatie over immateriële activa minder saillant voor beleggers dan boekhoudkundige 

informatie, omdat het verzamelen, verwerken en analyseren ervan hogere kosten met zich meebrengt. 

   In dit proefschrift ontwerpen we een geautomatiseerde aanpak voor het verzamelen en kwantificeren 

van informatie over de immateriële activa van bedrijven, door gebruik te maken van technieken die 

gewoonlijk op het gebied van Natural Language Processing (NLP) en Information Retrieval worden 

toegepast. De exploitatie van ongestructureerde gegevens beschikbaar op het Web is veelbelovend 

voor beleggers die ernaar streven een grotere verscheidenheid aan informatie te integreren in hun 

beleggingsprocessen. De doelstellingen van dit onderzoek zijn: 1) gebruik te maken van tekstuele 

analysemethoden om immateriële informatie te meten uit een scala aan ongestructureerde 

gegevensbronnen, 2) immateriële informatie en boekhoudkundige informatie te integreren in een 

raamwerk voor beleggingsanalyse, 3) de verdiensten van ongestructureerde data te evalueren voor het 

voorspellen van toekomstige winsten van bedrijven. 
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l)TEXTUAL ANALYSIS OF INTANGIBLE INFORMATION

Traditionally, equity investors have relied upon the information reported in firms’ financial
accounts to make their investment decisions. Due to the conservative nature of accounting
standards, firms cannot value their intangible assets such as corporate culture, brand value
and reputation. Investors’ efforts to collect such information have been hampered by the
voluntary nature of Corporate Social Responsibility (CSR) reporting standards, which have
resulted in the publication of inconsistent, stale and incomplete information across firms. To
address this deficiency, this thesis investigates the problem of designing automated approaches
to infer measures of intangible information from a firm’s stakeholders (namely its employees,
investors, the media, and regulators) using Web data. In contrast to accounting data which
reside in a traditional row-column database, Web data are considered “unstructured”. This is
because the variety of text and multimedia content available on the Web doesn’t fit neatly
into a structured database. The first three studies in this thesis are methodological and draw
upon techniques commonly adopted in the fields of Natural Language Processing (NLP) and
Information Retrieval to infer intangible information from text. The second three studies
draw upon techniques from financial asset pricing literature and investigate how intangible
information may be integrated into financial statement analysis. Our findings highlight the
merits of exploiting unstructured data for investors seeking to integrate a wider variety of
information into their investment decisions and processes.
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