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Abstract Although the theoretical framework on agglomeration externalities and the
channels through which they influence the regional economy appear well established,
the empirical evidence on their magnitude and impact has been rather ambiguous and
inconclusive. Applying the concepts of related and unrelated variety to an interre-
gional European dataset and using spatial panel analysis, this paper provides critical
information on the type and functioning of agglomeration externalities in relation to
regional heterogeneity in knowledge intensity and innovation. We demonstrate that
modeling this regional heterogeneity in a spatial panel setting is a crucial condition
for identifying the positive agglomeration effects of (un)related variety on regional
growth. The outcomes have substantial implications for European regional policy:
We argue that policies should be both conceptually enriched and more empirically
informed.

JEL Classification R11 · O18 · C31

1 Introduction

Since the work of Marshall (1920), scholars have devoted significant attention to
agglomeration economies. While the theoretical framework on agglomeration exter-
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8 N. Cortinovis, F. van Oort

nalities and the channels through which they influence the overall economy are well
established (McCann and Van Oort 2009), the empirical evidence has been ambiguous
and inconclusive. As the empirical debate seems to have reached a standstill, the intro-
duction of the concepts of related and unrelated variety has resulted in a promising
conceptual and empirical renewal in agglomeration studies (van Oort 2015). The main
raison d’être for these two new concepts is that the dichotomy between specialization
and diversification, as used predominantly in the literature (Beaudry and Shiffauerova
2009), cannot fully capture the complexity of agglomeration externalities. By giving
a closer look at the sectoral composition of the economy and at the functional relat-
edness of various sectors, related and unrelated variety provide additional and critical
information on the type and functioning of agglomeration externalities.

Frenken et al. (2007) first introduced this typology, in which sectoral diversity is
split into related variety and unrelated variety in order to discriminate between sec-
tors where proximity allows knowledge to move from one sector to another (related
variety) and sectors in where ideas and skills are unlikely to spill over (unrelated
variety). Following Frenken et al. (2007), in this paper within-sector related variety
and between-sector unrelated variety are measured by sectoral decomposition (using
entropy measurement), where employment in detailed four-digit industries is consid-
ered to be functionally related to their two-digit aggregates, while two-digit sectors
themselves aremutually unrelated. In its basicmeaning, related variety is conceptually
related to innovative renewal, new market exploration and employment growth, while
unrelated variety is linked to a portfolio effect that protects a region against unemploy-
ment spillovers across sectors. This breaks down the usual diversity conceptualization
in two distinctive elements that have marked different outcomes. Regional specializa-
tion and clustering remain traditionally hypothesized to be attached to productivity
growth (Kemeny and Storper 2014; Frenken et al. 2014).

Among the aspects that are not properly addressed in this burgeoning discussion are
two that we take up in this paper. The first aspect concerns the divergent functioning of
(un)related variety agglomeration externalities across European countries. European
regional economic policy becomes increasingly place-based in character, fueling the
need for comparative information on agglomeration externalities in European regions
(Barca et al. 2012; McCann and Ortega-Argilés 2013; McCann 2015). As highlighted
by Van Oort and Bosma (2013), contrary to place-neutral strategies (that rely on the
agglomerative forces of the largest cities and metropolitan regions to attract talent
and growth potential), place-based development strategists claim that the polycentric
nature of European city-regions, each with its own peculiar characteristics and spe-
cialization in the activities to which it is best suited, creates fruitful urban variety,
which optimizes economic development. This perspective implies that medium-sized
European city-regions have not declined in importance relative to larger urban ones, a
proposition that has indeed been indicated in monitoring publications (Dijkstra et al.
2013). Until now, however, there has been little empirical support for explanations of
European city-region growth based on the concepts of related and unrelated variety
and sectoral specialization [the exception being the study by Van Oort et al. (2014)].
Arguably, the 260 NUTS2 regions, as applied in this paper, capture the regional–urban
economy of Europe (Combes and Overman 2004, pp. 2848–2850). Many quantitative
studies on (un)related variety have focused on regions within a fixed number of coun-
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Variety, economic growth and knowledge intensity 9

tries.1 Van Oort et al. (2014) conducted a first informative cross-sectional analysis
of the impact of related and unrelated variety on economic growth in a selection of
European regions. The advantages of a longitudinal analysis using panel data were
clearly missed in that analysis, as was a full treatment of spatial dependence in the
processes studied.

The second innovative aspect of our paper is therefore that it deals explicitly with
important spatial dependence and spatial heterogeneity issues. Spatial heterogene-
ity of European regions becomes theoretically and policy-wise ever more important
when looking at regions through the lenses of innovation policy and smart special-
ization (Foray 2015). The regionally varying degrees of industrial organization and
institutional development are crucially related to different levels of technological
progress (Rodríguez-Pose 2013). The effects of specialization and (un)related variety
on regional economic growth will therefore be assessed in light of different levels of
technological progress of European regions. The paper will resort to spatial panel data
models. This relatively new econometric methodology, which at the best of our knowl-
edge has not been used in this field yet, allows us to estimate not only the coefficients
for each variable in the model, but also to account for spatial effects in the data.

We conclude that confirmation of the hypotheses concerning related variety, unre-
lated variety and specialization in relation to regional economic growth, is strongly
dependent on the technological progress and (general) degree of innovativeness of
regions. Without controlling for this spatial heterogeneity, our models do not provide
convincing evidence for the hypotheses, as we find a statistically significant negative
coefficient for related variety (regressed on employment growth), and nonsignifi-
cant coefficients for specialization (on productivity growth) and unrelated variety (on
employment growth and unemployment growth). After introducing the technological
regional regimes however, we find that related variety externalities do have a positive
effect on the economic performance of a region, but only for areas that aremore techno-
logically advanced and are better endowedwith knowledge and innovation.On the con-
trary, the portfolio effects of unrelated variety externalities do have no effect, or have a
negative impact on performance of a region. In linewithHartog et al. (2012), this paper
indicates that the mechanisms of related and unrelated variety are relevant, but that
embedding in innovative regions ranking high in terms of knowledge and technolog-
ical resources is crucial. This means that less knowledge-endowed regions in Europe
have less chances for growth—questioning the strategic vision that those regions can
catch-up via diversification of their economies (Foray 2015, p. 66; Dogaru et al. 2011).

The paper is further organized as follows. Section 2will provide a selective overview
of the literature on agglomeration economies, working toward the introduction of the
concepts of related variety and unrelated variety on an interregional, European scale.
Section 3 describes the hypotheses to be tested, themodels and themethods that will be
used. This is followed by a presentation of the variables and data in Sect. 4. Section 5 is

1 Studies using the conceptualization of related and unrelated variety are reported for the Netherlands
(Frenken et al. 2007), Great Britain (Bishop and Gripaios 2010, Essletzbichler 2015), Italy (Boschma and
Iammarino 2009; Quatraro 2010; Antonietti and Cainelli 2011; Cainelli and Iacobucci 2012; Mameli et al.
2012), Germany (Brachert et al. 2011), Finland (Hartog et al. (2012)), Spain (Boschma et al. 2011, 2013)
and the USA (Castaldi et al. 2013).
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10 N. Cortinovis, F. van Oort

devoted to the discussion of the estimations we obtained from our models. In our con-
clusions (Sect. 6), we summarize our main findings and use those insights to highlight
policy implications and to suggest important areas to be explored in future research.

2 Agglomeration economies and the concepts of (un)related variety

Agglomeration economies can be defined as externalities, either positive or negative,
emerging from the context in which an economic actor is located. Regarded as one
of the most relevant factors explaining the differences in the performance of regional
economies, agglomeration economies have been subject to extensive debate both in
academia (McCann and Van Oort 2009) and in policy (Barca et al. 2012). The poten-
tially beneficial effects of such externalities play an important role in shaping the
location choices of economic actors and their interaction opportunities (Desrochers
and Leppald 2011). Agglomeration economies represent a complex and multifaceted
phenomenon, which is difficult to treat both in theoretical discussions and in empirical
research (Rosenthal and Strange 2004).

Traditionally, agglomeration externalities have been conceived as either sector-
related or urban-related economies of scale. Both of these conceptions can be further
divided into static and dynamic externalities. As in our empirical analysis, we look
at dynamic externalities, and we will not theoretically discuss in detail the static
interpretation of agglomeration economies.

Sector-related externalities are typically named localization externalities, as
opposed to the latter, which are referred to as urbanization externalities. Localiza-
tion externalities derive from the concentration of a sector in a certain area. Theory
suggests that as firms belonging to the same sector locate near one another, they accrue
important benefits. Using common suppliers and taking advantage of pooled human
capital allows thesefirms to reduce their production and transaction costs, increase their
productivity and become more competitive (Kemeny and Storper 2014). These effects
are often named static externalities, as the externalities and their impact on the location
choice and productivity are temporarily co-occurrent. There is also a dynamic side of
the localization economies: Firms belonging to the same sectors are also part of the
same “cognitive” community, and hence, they can profit from exchanging knowledge
and mutual learning opportunities. These knowledge and imitation effects develop
over time and mostly affect the growth performance of firms. However, on a more
aggregate level, these dynamics would prove to be beneficial also for the regional
economy, fostering growth and development.

Differently, the effects of urbanization externalities emerge from the variety and
diversity of the economic environment (Jacobs 1969). A diverse and densely inhabited
setting, such as a metropolitan area, allows knowledge to be recombined substantially
more than in specialized areas, thus spurring cross-fertilization of ideas and innova-
tion. Thanks to the geographical proximity of firms from different sectors, cities can
innovate more and experience higher growth rates. Beneficial effects associated with
urbanization also emerge from cities’ wider variety of goods and consumption prefer-
ences (Glaeser and Mare 2001) and from their ability to attract better educated, more
industrious and creative individuals (Rosenthal and Strange 2004). From a policy per-
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spective, dynamic urbanization externalities allow a region to benefit and improve its
performance by attracting different sectors and fostering diversity within its economy.

The striking contrast between these two lines of argument has fostered a large dis-
cussion on the question of whether specialization or diversity is the dominant driving
force for regional growth. Despite the numerous empirical studies focused on this
issue, the results are indecisive and open to discussion. There are two primary rea-
sons for this plurality of results. First, from a conceptual perspective, while theory
sharply distinguishes between localization and urbanization externalities, the reality
is much more blurred. As various scholars have observed, specialization and diver-
sity can coexist (Duranton and Puga 2000) and cities can also evolve and develop in
both respects (O’Huallachain and Lee 2011). Second, from an empirical perspective,
Beaudry and Shiffauerova (2009) suggest that varying methodologies, levels of aggre-
gation and measurement lead to dissimilar results. This point has also been confirmed
by the meta-analyses by Melo et al. (2009) and de Groot et al. (2009).

Given the lack of conclusive results in the debate over specialization and diver-
sification, scholars have sought new conceptual frameworks (Van Oort et al. 2014).
The ideas and arguments of the evolutionary economic geography (EEG) approach
have gained particular attention, especially in light of the importance they attach to
knowledge and innovation dynamics as drivers of the evolution of economic systems
(Boschma andMartin 2010). Directly referring to a Schumpeterian view of capitalism
as a restless system continuously moving and changing itself, scholars of the EEG
school consider economies to be subject to constant, endogenous transformation. The
evolutionary trajectory of an economy is defined on the basis of its internal features and
characteristics. Precisely because of such endogenous change, the intangible assets
and characteristics of the economy, such as knowledge and institutions, are crucial
in driving its evolution (McCann and Van Oort 2009). Moreover, different forms of
proximity are important in shaping the evolutionary process of an economy. In this
sense, while geographical proximity is essential for collective learning (Boschma and
Lambooy 1999), cognitive and cultural proximity are equally important for defining
opportunities for knowledge to flow, be recombined, spur innovation and be used in
productive processes (Boschma 2005).

The discussion of proximity has clarified that not all knowledge is equal. More
“proximate” knowledge, from a cognitive rather than geographical perspective, is
important, as it can move and can be recombined more easily across the economy. In
this sense, in a highly specialized economy, knowledge will not naturally be recom-
bined, as firms have access to the same pool of technical expertise. Thismight even lead
to a situation of cognitive lock-in. Alternatively, when the cognitive distance between
two sectors in a diversified economy is substantial, it is less likely that knowledge
and ideas will be exchanged, as actors in the two sectors will not “speak the same
language” (Breschi et al. 2003).

Reconsidering urbanization externalities on the basis of this understanding, Frenken
et al. (2007) pointed out that complementarities have to be there in order for knowledge
flows and recombination to bring about positive results. In their study, sectoral diversity
is split into related variety and unrelated variety in order to discriminate between sec-
tors where proximity allows knowledge to move from one sector to another (related
variety) and sectors in where ideas and skills are unlikely to spill over (unrelated
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variety). Each of the two sides of variety has its advantages. Related variety allows
for firms and organizations to access knowledge from complementary sectors and to
recombine it into new products or process (Boschma 2005). As the level of knowledge-
relatedness influences the opportunities for firms to innovate (Breschi et al. 2003), high
levels of related variety are likely to have a positive effect on employment, as new
goods and products will come into production. On the other hand, an economy with
highly unrelated sectors will benefit from such diversification, in particular by being
better protected against sectoral shocks (Frenken et al. 2007). At least in the short-run,
a high level of unrelated variety is thus likely to be associated with lower unemploy-
ment growth. Besides, unrelated variety can also be linked to higher employment
growth. While unemployment growth is not necessarily the inverse of employment
growth (the employment rate may change due to people entering or leaving the labor
market, and growth may also differ over regions and sectors), we consider the relation
between unrelated variety and employment growth an important hypothesis to explore
which was not explicitly considered in the theoretical framework setup by Frenken
et al. (2007). Nonetheless, their framework proved to be very useful and it was applied
in many empirical settings, in particular in regional analyses in European countries. In
manycases, the resultsmatch thehypotheses, especially in termsof relatedvariety, con-
firming that employment growth increaseswith high relatedness across sectors. Also at
a wider pan-European level, the positive relation between related variety and employ-
ment growth was shown in a cross-sectional research setting (Van Oort et al. 2014).

Certain important issues were not fully addressed in these studies on related and
unrelated variety. First, as nearly all of these papers focus on agglomeration economies
within specific countries in Europe, the evidence and usefulness for European-wide
regional development policies is limited. Typically advanced economies, such as those
of the UK, Italy or the Netherlands, are used to test the variety hypotheses. As these are
all knowledge-intensive economies, these studies may be biased with respect to where
policiesmay be effective.Moreover, an aspect that is often neglected is the relationship
between agglomeration economies and the overall level of economic development (de
Groot et al. 2009). This paper assesses the relationship among variety, specialization
and regional growth in a sample of European regions to test whether the hypotheses
of Frenken et al. (2007) hold in a much more heterogeneous set of economically
integrated regions, some of which are more technologically advanced than others.

Second, in their study of Finnish regions, Hartog et al. (2012) note that the impact of
related variety on growth depends on the type of sectors considered.While, at an aggre-
gate level, they donot find any effect of related variety on employment growth, focusing
on (localized) high-tech sectors results in a positive effect. Building on this, we will
investigate whether related variety and unrelated variety are important for growth,
depending on the level of innovativeness and technological progress of the regional
economy. The intuition is that externalities associated with knowledge spillovers and
the introduction of innovative ideas are much more relevant in regions characterized
by a knowledge-intensive economy.

Third, from the point of view of innovation and knowledge flows, related and
unrelated variety should not be understood as opposed one to the other. In other words,
while cognitive proximity clearly facilitates knowledge spillovers and new product
development, it has been argued that it is through the recombination of knowledge from
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unrelated sectors that radical innovation occurs (Cainelli et al. 2014). Building on this,
it should be expected that unrelated variety can have a positive effect on employment
growth, and not only a negative effect on unemployment growth as suggested by
Frenken et al. (2007).

Finally, while most of the research on agglomeration economies explicitly men-
tions spatial spillovers (Ciccone 2000; Martin et al. 2011; Boschma et al. 2011), few
studies resort to spatial econometric models to fully account for spatial dependence
in the data (Van Oort et al. 2014; Bishop and Gripaios 2010). In our analysis, we will
use full spatial panel modeling, assessing whether spatial dynamics are present and
controlling for spatial dependence that would otherwise make our estimates biased
and inconsistent (LeSage 2008).

3 Hypotheses and econometric models

To address these three issues, we will apply and extend the framework of hypotheses
advanced by Frenken et al. (2007) on a European level and employ a spatial panel
approach. Specifically, the hypotheses we test are the following:

• Hypothesis 1: related variety and employment growth are positively related due to
knowledge spillovers across sectors and innovation dynamics induced by knowl-
edge recombination;

• Hypothesis 2a: unrelated variety and unemployment growth are negatively related,
owing to portfolio effects associated with a diversified economy and dampened
effects of sector-specific shocks;

• Hypothesis 2b: unrelated variety and employment growth are positively related
because of the technological breakthrough following the recombination of unre-
lated knowledge;

• Hypothesis 3: specialization and productivity growth are positively related due to
the cost reduction and efficiency gains achieved through localization externalities
in specialized regions.

Further, following Hartog et al. (2012), we investigate another hypothesis:

• Hypothesis 4: the effects of related and unrelated variety are more pronounced in
economies more intensely exploiting knowledge and high technology, due to the
greater availability of skills, know-how and human capital in these areas.

These five hypotheses will be tested applying spatial panel data models using NUTS-
2 regions in Europe as observations. The first model tests hypotheses 1 and 2b, and
hence, it uses employment growth as the dependent variable. The second model tests
Hypothesis 2 and uses unemployment growth as the dependent variable. The third
model tests Hypothesis 3 and uses productivity growth as the dependent variable. The
formal structure of the models is the following:

�yit = αi + τt + β1yit + β2RVari t + β3UVari t + β4Speci t + γControli t + uit , (1)
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14 N. Cortinovis, F. van Oort

where �yit is the growth of the employment rate, unemployment rate or productivity
between time t and t + 1 and yit is the same variable expressed in levels at time t .2

Each of these models contains both individual fixed effects (αi ) and time dummies
(τt ). Additionally, all models include the three explanatory variables (related variety
(RVari t ), unrelated variety (UVari t ) and specialization (Speci t )) and control variables
(Controli t ).

The specification proposed in Eq. (1) does not include any spatial term. In order to
directly account for geographical proximity, a spatial structure has to be imposed. We
achieved this by specifying the spatial weight matrixW . Among the different methods
that can be used to construct such a matrix (LeSage and Pace 2009), we opt for an
inverse distance matrix with a critical cutoff. With d being the chosen cutoff, two
regions are considered neighbors if the distance between them (di j ) is lower than d; in
this case, the inverse of di j is used as the entry in the spatial matrix. If two regions are
not neighbors, the value in the weight matrix will be zero. In mathematical notation:

Wi j =
{
d−1
i j , if 0 < di j ≤ d.

0, otherwise.
(2)

As is customary in spatial econometrics (Elhorst 2014), the spatial matrix is row
standardized. The choice of weight matrix was made following the suggestions by
LeSage (2014), namely to use a sparse connectivity structure and avoid complex
decaying functions. With respect to the former suggestion, we introduce a cutoff at
500 kilometers to ensure a distance range sufficiently wide to reflect the dynamics of
highly integrated regional economies. Ertur and Le Gallo (2003) construct European
weight matrices with similar ranges using k-nearest definitions of 10, 15, 20 and
25. Concerning the decay function, we take the inverse of the distance between two
regions, such that a close neighbor (dix close to 0) has a greater weight than one located
farther away (diz close to d).

As the spatial dimension of the data can be included in the model in different ways,
we choose the appropriate spatial specification performing the likelihood ratio tests
devised byDebarsy andErtur (2010). The aimof these tests is to select themost suitable
spatial specification given the data and the spatial weight matrix. Excluding the spatial
Durbin specification,3 the most general specification we consider contains two spatial
terms: one accounting for the spatial autoregressive process (i.e., spatial correlation in
the dependent variable) and the other to control for spatial autocorrelation (i.e., spatial
correlation in the residuals). In formal terms, a generic representation of this model
is:

y = α + λWy + βX + ρWu + ε, (3)

2 The equation thus represents a simultaneous model. While this might make the estimation problematic,
we also estimate a lagged version of the model. As the results do not change between the two specifications
and the time dimension is not long, we decided to use the simultaneous version.
3 The spatial Durbin model includes terms in which the W matrix interacts with the regressors. As our
measures of related and unrelated variety does not provide information on the specific sectors making up
each regional score (so that to similar values might be due to totally different sectoral structures), it would
be unwise to use a spatial Durbin specification.
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Table 1 Spatial specification tests

(1) Employment growth (2) Unemployment growth (3) GVA per hour growth

Statistic P value Statistic P value Statistic P value

LR 1 48.402 0.000*** 20.738 0.000*** 5.285 0.071.

LR 2 33.950 0.000*** 1.055 0.590 0.557 0.756

LR 3 47.332 0.000*** 9.054 0.010* 0.279 0.869

LR 4 14.054 0.000*** – – – –

LR 5 0.672 0.714 – – – –

***<0.001, **<0.01, *<0.05, . <0.1

where λWy represents the spatial autoregressive term, while ρWu captures the autore-
gressive disturbances. In the spatial econometrics literature, this model is referred to
as a SARAR model. When one of the spatial terms is not significant, the model can
accordingly be reduced to a spatial error (SEM), which only includes the autoregres-
sive error term, or a spatial lag (SAR) specification, which contains only the spatially
lagged dependent variable (LeSage and Pace 2009).

With the same notation as in Eq. (3), we perform likelihood ratio (LR) tests on the
following null hypotheses:4

• Joint test: LR1 tests whether both λ = ρ = 0;
• Marginal tests: LR2 (and LR3) tests whether, assuming λ = 0 (ρ = 0), ρ = 0
(λ = 0);

• Conditional tests: LR4 (and LR5) considers whether, given ρ �= 0 (λ �= 0), λ = 0
(ρ = 0).

The results from the tests, reported in Table 1, indicate that for the three models the
SEM specification is the most appropriate. The conditional test on λ �= 0 is never
significant, so that be the existence of a spatial lag effect can be rejected.5

The model represented in equation (1) has thus to be extended as follows:

�yit = αi +τt +β1yit +β2RVari t +β3UVari t +β4Speci t +γControli t +ρWuit +εi t .

(4)
With respect to Hypothesis 4, the same three models used for the first four hypotheses
are re-estimated, but here, the sample is divided into different groups according to
the level of technological progress in each region. To create these different regimes,
we exploit the categorization of European regions made by Wintjes and Hollanders
(2010), as discussed in the following section. The technological regimes are interacted

4 These tests are performed sequentially from LR1 to LR5. Using the joint test, we assess whether any
significant spatial effect is present, against the hypothesis that both λ and ρ are 0. Through the marginal
tests, we consider whether the spatial effects captured by the joint test are due to only one of the spatial
terms, under the assumption that the other is not statistically different from 0. Finally, when the marginal
tests indicate that at least one of the spatial terms is different from 0, we assess whether the other also has
a nonzero coefficient using the conditional tests.
5 As a robustness check, we estimated the model on employment growth as SARAR, but the λ was not
statistically different from zero.
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with the variables in themodels to assess how the variables of interest behave in regions
belonging to different regimes. The regressions for each of the technological regimes
are estimated simultaneously, and the spatial coefficients are common and jointly
estimated (Bivand and Brunstad 2006). In contrast to the first three models, the cross-
sectional fixed effects are replaced by the technological regime constants because both
individual fixed effects and the regime variable are time invariant. Including both of
them would then create collinearity problems.

4 Variables and data

In calculating related and unrelated variety, we applied the same approach as Frenken
et al. (2007), using two entropy measures calculated on employment shares in 260
regions for 9years in a panel setting (N = 2340). Detailed sectoral information on
the regions is needed to calculate these measures (obtained and aggregated from the
firm-level ORBIS database collected by Bureau Van Dijk and discussed below). Using
the progressive structure of the NACE classification of these employment data, from
broader to finer groupings, we consider unrelated those sectors that belong to each
of the 21 different sections of the classification (variation between sections). Simul-
taneously, detailed sectors within each of these sections are considered related to one
another, precisely because they belong to the same section (and presumably share
consumer and producer markets and production technologies).6 The choice of using
sections as cutoff for between and within level variation is made to capture the greatest
amount of relatedness among sub-sectors as possible. For instance, firms manufactur-
ing textile products and firms producing apparel belong to the same section (“C”) but
to different NACE sub-sectors (divisions 13 and 14, respectively). An approach using
divisions to compute related and unrelated variety would have considered these two
sub-sectors to be unrelated, while they are actually rather similar.

The method introduced by Frenken et al. (2007) accounts for the entropy in the
distribution of employment shares within each level of the industrial classification.
Unrelated variety (UVari t ) is therefore the measure of entropy among the 21 NACE
sections and can be calculated as:

UVari t =
S∑

s=1

Ps log2

(
1

Ps

)

where Ps represents the share of employment in section S over total employment
in region i at time t . In a similar fashion, related variety (RVari t ) is measured as the
weighted sumof entropywithin each of the S sections in the classification. Specifically:

6 There are various ways to measure relatedness across regions and sectors. The method employed in this
paper uses complementarities of sectors, administered within broader and refined sectors (Frenken et al.
2007). Other methods use co-occurrence and functional linkages between sectors (Hausmann and Hidalgo
2010) or relatedness flows, e.g., labor mobility (Neffke et al. 2011). More detailed data are required for the
latter methods than is currently available at a European regional scale.
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RVari t =
S∑

s=1

PsHs

with

Hs =
∑
d∈Ss

Pd
Ps

log2

(
1

pd/Ps

)

where pd represents the employment share of division d over the total. Figure 1
depicts the spatial distribution of related and unrelated variety across the sample in
2004. As the maps clearly indicate, variety at high levels of aggregation exhibits no
strong resemblance to variety at low levels, which strongly suggests that the choice of
sector aggregation is not trivial. Unrelated variety appears to be a more urban regional
feature than related variety with higher scores in London, Madrid, Paris and Eastern
European urban regions.

To measure specialization (Speci t ), we followed Cutrini (2010) and computed the
Theil index. This measure is an entropy index for measuring dissimilarity, which we
can interpret as an overall indication of regional relative specialization. In formal
terms:

Speci t =
K∑

k=1

xkit
xit

× ln

(
xkit/xit

xkEUt/xEUt

)

where xkit represents the number of employees in sector k, in region i , at time t , while
xkEUt stands for the number of employees in sector k, across all the regions in the
sample, at time t .

Unrelated Variety in 2004 Related Variety in 2004

Fig. 1 Related and unrelated variety in European NUTS-2 regions (2004)
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Specialization index in 2004 Technological Regimes

Fig. 2 Sectoral specialization and technological regimes in European NUTS-2 regions

Ranging between 0, when location quotients are equally distributed across all sec-
tors, and 1, denoting total concentration of employment in one sector, the Specit
variable accounts for the deviations from the European average in the sectoral dis-
tribution of employment. The main drawback of using this specialization indicator
is that, being a relative measure, it cannot account for the absolute size, which is
arguably important in locaization externalities (Kemeny and Storper 2014). In this
regard, while there are many ways to measure specialization (Nakamura and Morri-
son Paul 2009; Cutrini 2010), this global measure was proved to be a robust estimator
in Van Oort et al. (2014)7 and Thissen et al. (2013). Figure 2 depicts the spatial
distribution of the specialization variable across European NUTS-2 regions in 2004.
As mentioned above, we followed Wintjes and Hollanders (2010) to define the tech-
nological regimes in our sample (Table 2). In their analysis, different indicators of
employment, human resources, technology, activity rates and the overall economic
situation are used to divide EU regions into seven types of knowledge economies8.
High-technology regional profiles are present in Southern Germany, London and the
surrounding area, Paris, Toulouse, Scandinavian urban regions and Eastern European
capital regions.

Following this approach, regions are ranked according to their capacities in terms of
knowledge accessibility, knowledge absorption and knowledge diffusion. Building on

7 While we attempted to ensure comparability between our paper and Van Oort et al. (2014), marked
differences exist. In particular, while we use employment shares to weight firms in regions and sectors (and
controlling for the large-firm bias in the ORBIS data), Van Oort et al. use firm turnover stemming from a
related but different database than ORBIS. Further, our sample of regions is considerably larger than that
in Van Oort et al. (2014).
8 See the “Appendix” for additional details on the typology and indicators introduced by Wintjes and
Hollanders (2010).
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Table 2 Technological regimes and types of regions (Wintjes and Hollanders 2010)

Technological regimes Type of region Features

High tech. regime Metropolitan knowledge-intensive
services regions

High absorption capacity

Public knowledge centers High accessibility

High-tech regions High diffusion, accessibility and
absorption capacity

Medium tech. regime Knowledge-absorbing regions Average performance in diffusion,
accessibility and absorption capacity

Skilled technology regions

Low tech. regime Traditional Southern regions Below average in diffusion, accessibility
and absorption capacity

Skilled industrial Eastern EU
regions

Below average in diffusion and
absorption capacity

this, we assign the regions in our sample into three technological regimes (“High tech-
nological regime”, “Medium technological regime” and “Low technological regime”),
as shown in Table 1. The right-hand panel in Figure 2 depicts the spatial distribution of
the regime variable in our sample. As the study by Wintjes and Hollanders (2010) did
not include Norway, we also excluded the Norwegian regions from our econometric
analysis. Missing data for Switzerland, Norway, Scotland and parts of Finland also
forced us to exclude these regions.

In addition to the explanatory agglomeration (variety and specialization) variables
and the regime variable, we also include the level (yit ) of the growth variable as
regressor. For themodel of related variety, this concerns the employment rate of region
i at time t , while for the models of specialization and unrelated variety, gross value
added (GVA) per hour and the unemployment rate will be used, respectively. While
the use of the employment rate and unemployment rate is rather straightforward, we
decided to use GVA per hour, as it represents a more precise measure of productivity
that is not influenced by part-time jobs.

The model equation also contains Controli t , a term that gathers the five control
variableswe include in our regressions.As for the other regressors, the control variables
have values for every year from 2004 to 2012.Wage per employee variable (wage p.e.)
is included in the regression to account for the level of individual income in the region.
Following the literature on agglomeration externalities (e.g., Puga 2002), we introduce
a variable for population density (Pop. dens.) to control for the economic size of a
region, which might affect regional growth. In a similar fashion, the market potential
(Mrkt pot.) variable is intended to capture the effects of demand from outside the
region.Themeasure is calculated as the sumof per capita income in all the other regions
inversely weighted by the geographical distance. As supply-side controls, we include
variables for the level and quality of human capital (HC) among workers, measured
as the percentage of the labor force over 25 having completed tertiary education and
the share of population having attained upper secondary education (Sec. ed.).
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Table 3 Descriptive statistics

Statistic N Mean SD Min. Max.

Empl. growth 2340 0.005 0.023 −0.132 0.098

Unem. growth 2340 0.041 0.203 −0.452 1.477

GVA p.h. growth 2340 0.013 0.031 −0.127 0.194

Empl. R. 2340 0.653 0.075 0.394 0.802

Unem. R. 2340 0.080 0.043 0.017 0.341

GVA p.h. 2340 27.432 13.799 2.529 89.387

RVar 2340 2.989 0.636 1.151 4.202

UVar 2340 3.400 0.220 2.559 3.903

Spec 2340 0.183 0.123 0.000 1.000

HC 2340 0.259 0.086 0.080 0.627

Sec. ed. 2340 0.481 0.146 0.095 0.803

Wage p.e. 2340 24.636 11.573 1.711 58.584

Pop. dens. 2340 4.985 1.171 1.121 9.190

Mrkt pot. 2340 2.165 0.466 0.897 4.130

Table 4 Correlation table

(I) (II) (III) (IV) (V) (VI) (VII) (VIII) (XI) (X) (XI)

Empl. R. 1

Unem. R. −0.717 1

GVA p.h. 0.521 −0.323 1

RVar −0.275 0.160 −0.416 1

UVar 0.044 −0.016 0.298 0.111 1

Spec −0.034 −0.028 −0.461 0.068 −0.617 1

Wage p.e. 0.555 −0.342 0.923 −0.406 0.228 −0.337 1

Sec. ed. 0.041 −0.081 −0.391 0.338 −0.210 0.211 −0.340 1

HK 0.329 −0.014 0.458 −0.295 0.231 −0.244 0.521 −0.324 1

Mrkt pot. 0.368 −0.270 0.439 −0.316 −0.015 −0.053 0.454 0.129 0.261 1

Pop. dens. 0.113 −0.060 0.211 −0.126 0.197 0.007 0.262 −0.079 0.197 0.547 1

Tables 3 and 4 report descriptive statistics. In Table 4, it is important to notice the
high correlation between wage and GVA per hour. For this reason, we decide to only
include the latter in the model of specialization to avoid collinearity problems during
estimation.9 With respect to the data, our sample gathers information on 260 NUTS-2
regions for the period from 2004 to 2012, inclusive. These regions belong to the first
27 member states of the EU and Norway. Some of the regions must be excluded due
to either a systematic lack of data (Scottish regions) or changes in the borders of the
regions (Finnish regions).

9 Further checks on multicollinearity have been performed using variance inflation factors.
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We primarily gather our data from three sources. GVA, the number of hours worked
and most of the control variables are taken from Cambridge Econometrics regional
databases. Human capital and the share of people with upper secondary education
are instead taken from Eurostat. To calculate related variety, unrelated variety and
specialization, we used the detailed firm-level information available from the ORBIS
database compiled by Bureau Van Dijk. Finally, the employment rate, unemployment
rate, human capital and the data on the geographical position of the regions come from
Eurostat.

Intensive data cleaning and checking was necessary, especially concerning the
(aggregation of) ORBIS data. Although these data have wide coverage, the ORBIS
database does not contain information on all firms in Europe, as only firms provid-
ing information through yearly reports are included in the database. This implies that
smaller firms are often under-reported or omitted. Besides, ORBIS does not allow to
properly track entry and exit dynamics of firms. The simple aggregation ofORBIS data
at regional level would therefore not provide a clear picture of employment levels in
European regions. To partially correct for these shortcomings, we rescaled the values
for employment aggregated from the ORBIS data in line with regional employment
rates from Eurostat. While this re-addressed the value of the data, it left the proportion
of employment across different sectors unchanged, and hence, the measures calcu-
lated from the data still mirror the sectoral distribution in the ORBIS database. In
addition, we used linear interpolation to fill gaps in the data (in particular, those on
human capital) which is necessary to ensure a perfectly balanced panel (Millo and
Piras 2012).

5 Estimation and tests

The first part of this section addresses the results concerning the hypotheses on special-
ization and variety. The estimations concerning the first four hypotheses are reported
in Table 5. The second part focuses on Hypothesis 4, stating that agglomeration exter-
nalities have different effects across the three technological regimes.

5.1 Fixed effects spatial panel models

Model 1—(Un)Related variety and employment growth The estimates for the first
model are reported in the second column of Table 5. We hypothesize that related
variety and employment growth are positively related. The results of our model con-
tradict this hypothesis, as the coefficient of related variety is negative and significant.
This implies that higher scores on related variety are associated with lower rather
than higher employment growth. Also the positive effect of unrelated variety the-
orized in Hypothesis 2a does not find evidence in our estimates, since the UVar
coefficient is not significant. Among the other variables, employment rate has pos-
itive and significant coefficient, implying that regions with higher employment and
levels of income tend to experience higher employment growth. Surprisingly, both
education-related variables and market potential variable have significant but negative
coefficients.
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Model 2—Unrelated variety and unemployment growth. The second model focuses
on the relationship between unrelated variety and unemployment growth. In line with
the reasoning of Frenken et al. (2007), we would expect a negative coefficient on
unrelated variety, as higher unrelatedness should reduce the effects of sector-specific
shocks. As reported in the third column of Table 5, the coefficient on UVar is positive
but highly insignificant. The model yields a positive and insignificant coefficient also
for RVar. Variables associated with economic conditions, such as unemployment rate
and wages, reveal that regions with higher unemployment and higher wages tend to
experience higher unemployment growth. It is also worth noting that variables linked
to regional knowledge endowment have a negative and significant impact on unem-
ployment growth: Regions with higher level of educated workforce and population
tend to suffer less from unemployment growth.

Model 3—Specialization and productivity growth. The third model, in the last col-
umn of Table 5, is intended to investigate the relationship between specialization and
productivity growth, which is expected to be positive. Our estimations indicate that the
main explanatory variable has a negative significant coefficient. Both the coefficients
of our measures of variety are instead insignificant. Nonetheless, GVA per hour is
positive and significant, which implies that regions with higher levels of productivity
tend to experience higher productivity growth. With respect to the control variables,
the share of people having attained upper secondary education presents a positive
significant coefficient.

Table 5 Estimation of the models

Variables (1) Employment growth (2) Unemployment growth (3) GVA per hour growth

Coefficient P value Coefficient P value Coefficient P value

ρ 0.617 0.000 0.787 0.000 0.605 0.000

Empl. r. 0.176 0.000

Unem. r. 0.381 0.000

GVA p.h. 0.296 0.000

Pop. dens. 0.004 0.872 0.234 0.276 −0.016 0.667

Sec. ed. −0.114 0.000*** −0.541 0.007** 0.095 0.006*

HC −0.176 0.000*** −0.803 0.000*** 0.196 0.579

Markt pot. −0.221 0.037* 2.277 0.032* −0.105 0.475

Wage p.e. −0.001 0.204 0.008 0.000***

RVar −0.026 0.000*** 0.067 0.292 −0.006 0.615

UVar −0.020 0.207 0.067 0. 600 −0.032 0.160

Spec −0.030 0.239 0.101 0.635 −0.069 0.069•
Log-Lik 676.7422 −4278.713 −233.995

R-squared 0.488 0.470 0.409

Obs. 2340 2340 2340

Time FE Yes Yes Yes

Individual FE Yes Yes Yes

***<0.001, **<0.01, *<0.05, • <0.1
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5.2 Spatial panel models with technological regimes

The failure to confirm the hypotheses of the first three models may be explained by
spatial heterogeneity within the sample. Introducing technological regimes might help
to control for such heterogeneity and allows us to test Hypothesis 4. However, this
implies certain changes to the sample, specification and tests. As mentioned above,
Norwegian regions are excluded from these analyses, and rather than regional fixed
effects we now apply regime fixed effects. With respect to the spatial specification, we
retain those identified in the previous paragraphs, as the data-generating process did
not change. Instead of testing the spatial form of the models, we use a Chow–Wald test
to determine whether the coefficients in the models with regimes are different from a
simple “pooled” model (Bivand and Brunstad 2006).

Model 4—Related variety and employment growth in a regime setting. Table 6
reports the results of the estimates from the model on related variety and employment
growth. The Wald test applied to the model with the three regimes yields a signifi-
cant result, suggesting that the inclusion of the regimes captures heterogeneity in the
sample. With respect to the three variables of interest, the model captures significant
differences across the three regimes. We note that the coefficient of related variety
is positive and significantly related to employment growth in the regions belonging
to the high technological regime, while it is not significant for the medium and low-
technology regions. Besides, unrelated variety has a significant negative coefficient in
the low regime, contradicting our hypothesis. This model clearly highlights how the
effects of related variety differ according to regional level of technological progress:
High levels of related variety in regions not well endowed with knowledge and tech-

Table 6 Model (4) Employment growth and related variety across different regimes

Low regime Medium regime High regime

Coefficient P value Coefficient P value Coefficient P value

ρ 0.784 0.000***

Empl. r. 0.025 0.001*** 0.016 0.065• 0.028 0.014**

Pop. dens. 0.003 0.003** 0.000 0.538 0.001 0.082•
Sec. ed. 0.022 0.004** −0.002 0.854 −0.047 0.002**

HC 0.017 0.176 0.001 0.902 0.009 0.451

Markt pot. −0.004 0.252 0.004 0.177 −0.001 0.755

Wage p.e. 0.001 0.004** 0.003 0.020* −0.001 0.043*

RVar −0.001 0.372 0.001 0.407 0.004 0.042*

UVar −0.012 0.047* 0.004 0.203 0.005 0.365

Spec −0.016 0.065• 0.001 0.899 −0.005 0.630

Constant 0.040 0.052• −0.019 0.315 0.019 0.497

Likelihood 5874.656

R-squared 0.248

Observations 2277

Wald test 136.27 ***

***<0.001, **<0.01, *<0.05, • <0.1
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Table 7 Model (5) Unemployment growth and unrelated variety across different regimes

Low regime Medium regime High regime

Coefficient P value Coefficient P value Coefficient P value

ρ 0.822 0.000***

Unem. r. 0.060 0.000*** 0.085 0.000*** 0.044 0.006**

Pop. dens. −0.011 0.168 −0.011 0.078• −0.015 0.019*

Sec. ed. −0.202 0.001** −0.378 0.000*** −0.419 0.000***

HC 0.143 0.167 −0.403 0.000*** −0.174 0.082•
Markt pot. −0.001 0.979 0.014 0.567 −0.004 0.884

Wage p.e. −0.001 0.435 −0.003 0.046* −0.001 0.262

RVar −0.003 0.800 −0.041 0.000*** −0.042 0.011*

UVar −0.005 0.925 0.072 0.018* 0.068 0.147

Spec −0.012 0.861 0.011 0.860 0.111 0.169

Constant 0.327 0.0642• 0.511 0.000*** 0.365 0.073•
Likelihood 1084.431

R-squared 0.342

Observations 2277

Wald test 164.98 ***

***<0.001, **<0.01, *<0.05, • <0.1

nology may fail to produce effects. In contrast, regional economies with a strong focus
on knowledge-intensive and innovative sectors benefit from sectoral relatedness in the
form of employment growth.

Model 5—Unrelated variety and unemployment growth in a regime setting. The
results from the model of unrelated variety’s effects on unemployment growth are pre-
sented in Table 7. TheWald test also supports the statistical significance of the regimes
in this case. Regarding the estimated coefficients for the variables of interest, unrelated
variety is statistically insignificant in the high- and low-technology regimes, while it
is positive and significant for the medium-technology regime. This effect seems to be
partially counterbalanced by the negative and significant coefficient for related variety.
Besides, also the high-tech regions have a negative and significant coefficient in RVar.
Again, these results indicate that differences in the level of technological develop-
ment are associated with different effects of agglomeration externalities, though their
dynamics are less clear-cut in this model.

Model 6—Specialization and productivity growth in a regime setting. In model
6 (Table 8), we study the impact of specialization on productivity growth across the
three different regimes. TheWald test again suggests that themodel with technological
regimes is significantly different from a model with no regime. The main variable of
interest, specialization, has a mildly significant relationship with productivity growth
for themedium-tech regime.Amarginally insignificant relation between specialization
and productivity growth is found also in the low-tech group. Besides, the coefficients
for related and unrelated variety exhibit remarkable significance. The former has a
positive effect on productivity in low-tech regions, while the latter is associated with
productivity growth in the high technological regime.
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Table 8 Model (6) GVA per hour growth and specialization across different regimes

Low regime Medium regime High regime

Coefficient P value Coefficient P value Coefficient P value

ρ 0.615 0.000***

GVA p.h. 0.008 0.015* 0.008 0.102 0.002 0.581

Pop. dens. 0.000 0.878 0.000 0.965 0.001 0.577

Sec. ed. 0.047 0.000*** 0.034 0.002** 0.042 0.022*

HC 0.019 0.265 0.043 0.003** 0.034 0.049*

Markt pot. −0.018 0.000*** −0.006 0.121 −0.005 0.307

Wage p.e.

RVar 0.006 0.003** 0.001 0.433 0.002 0.530

UVar 0.005 0.558 0.004 0.463 0.019 0.017*

Spec 0.020 0.115 0.018 0.095• 0.013 0.331

Constant −0.024 0.401 −0.039 0.175 −0.076 0.028*

Likelihood 5078.741

R-squared 0.253

Observations 2277

Wald test 138.73 ***

***<0.001, **<0.01, *<0.05, • <0.1

6 Conclusions

This paper investigated the effects of different types of dynamic agglomeration
economies in relation to regional economic growth. We devoted particular attention to
hypotheses introduced by Frenken et al. (2007) concerning related variety, unrelated
variety and specialization. This study is the first to apply such an analysis to European
regions using a spatial panel estimation approach.We are interested in the questions of
whether empirical evidence previously obtained at the country level holds on a Euro-
pean scale and whether the endowment of technological and knowledge resources in
the economy influence the functioning of agglomeration economies, as suggested by
prior research (Hartog et al. 2012). To determine this, we introduced variety and spe-
cialization hypotheses that are tested using a panel of 260 NUTS-2 regions in Europe,
including both highly developed economies (Germany, Sweden, The UK) and less
advanced ones (Bulgaria, Romania, Greece, Southern Italy). Second, the impact of
variety and specialization is studied in three technological regimes, defined accord-
ing to the levels of technological progress and knowledge intensity of each region.
Finally, the models are estimated using advanced spatial panel data models to capture
and control for spatial dynamics in the data. Table 9 provides an overview of the six
models presented in this paper.

As the top panel of Table 9 indicates, in the first threemodels we found no empirical
evidence to support the hypotheses concerning related variety, unrelated variety and
specialization. Unrelated variety did not produce any significant results, neither in
model 1 nor in model 2. Instead, we found that related variety is inversely related to
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Table 9 Overview of the estimation results

Model 1 Model 2 Model 3

Fixed effects models

Related variety − NS NS

Unrelated variety NS NS NS

Specialization NS NS −
Tech. regimes Model 4 Model 5 Model 6

Low Med High Low Med High Low Med High

Models with technological regimes

Related variety NS NS + NS − − + NS NS

Unrelated variety − NS NS NS NS NS NS NS +

Specialization − NS NS NS + NS NS + NS

In the table, “+” denotes a positive and significant coefficient, “−”a negative and significant coefficient,
and “NS” refers to nonsignificant coefficients

employment growth (Model 1) and, in a similar fashion, specialization is negatively
related to productivity growth (Model 3). However, once we introduced technological
regimes, the relationships changed drastically. For regions in the top technological
regime, higher related variety is associated with higher employment growth (Model
4) and lower unemployment growth (Model 5). For these same regions, unrelated
variety is also positively related to productivity growth (Model 6). In the other two
regimes, the results are less clear: Low-tech regions only benefit from related variety
in terms of productivity growth (Model 6); conversely, for the medium-technology
regime, we obtained generally insignificant results, apart from specialization (Model
6) and related variety (Model 5).

These outcomes add important insights into the growing European diversification,
specialization and economic growth debates—in both academia and policy. Diversity,
and especially related variety, can have a positive effect on growth, but predominantly
when the technological and knowledge endowment of the region is high. In other
words, agglomeration economies have differential effects across regions in different
regimes. The reason may be obvious: externalities associated with knowledge flows
only “pay off” in economies that have a high stock of knowledge and technology. Prior
research on the impact of related and unrelated variety was unable to longitudinally
analyze this on a pan-European scale.

This conclusion bears important policy implications, suggesting that diversification
by itself is not enough to reap the benefits of so-called Jacobs externalities. Invest-
ments in human capital, technological upgrading and R&D (the variables that define
the high-technology regime) are preconditions for related and unrelated variety to
have beneficial effects on the economy. Our results support the idea that, in order to be
effective, policies have to consider the context and the features, such as the knowledge
and technological endowment, in any (targeted) region. As agglomeration economies
work differently in different areas, a one-size-fits-all plea for diversification and/or
(smart) specialization alone is unlikely to work everywhere. This may be in contrast
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with beliefs that smart specialization and diversification strategies10 maywork out pos-
itive for growth in all European regions. As Foray (2015, p. 65–66) formulates: “The
smart specialization strategy seeks to avoid hindering relative positions between fol-
lowers and leaderswith the less advanced regions being locked into the development of
applications and incremental innovations. (…) At the very least, a smart specialization
strategy transforms less advanced regions to good followers (…) or even leaders, not in
inventing the generic technology but in co-inventing applications. (…) Smart special-
ization is definitely not only for the best regions; just the opposite. It is a unique stairway
to excellence for less developed and transition regions.” Our outcomes suggest that for
less developed regions, the lack of high-tech preconditions may hamper its long-term
development. Obviously, functional and economic network relations between transi-
tion and leading regions are much more complex than our spatial econometric panel
modeling setup can capture (Thissen et al. 2013). “Grand” conclusions concerning
the development opportunities of regions in relation to smart specialization and smart
diversification may therefore be speculative when this complexity is not addressed.

Therefore, we believe that further investigation is required on several aspects in
this field. The hypothesized relationship between unemployment growth and unrelated
variety is not confirmed in our analyses. This finding suggests that national regula-
tions and institutions in Europe cause the pan-Europeanmodel to deviate from national
models. Also, the hypothesis on the correlation of unrelated variety with employment
growth does not hold in any of our specifications. More research is needed on the
issue of resilience, portfolio effects and unrelated variety, which especially impor-
tant in the current decade of economic crisis and recovery. In addition, future work
should pay more attention to causality (i.e., whether variety induces development or
whether developing regions create more variety), the testing of other types of spatial
heterogeneity (e.g., university regions, capital regions), and the modeling of firm-level
data to avoid spatial scale and selection processes. Recall that our analyses (also) do
not address many of the critiques formulated in the meta-analyses on measurement
and selection issues. Other important questions arise from our research. While we
used spatial econometrics to control for spatial effects, we could not include spatially
lagged covariates in our models. The values of our variety and specialization measures
are aggregated at regional level and do not provide an indication of what sectors are
actually driving the scores. These measures can therefore not be used as spatial regres-
sors, as two similar scores in two neighboring regions might be due to highly different
sectoral structures. Related to this is the notice that employment shares as a weight in
our entropy measures may not estimate productive diversification opportunities ade-
quately. As we conclude from our analyses, high-tech production environments may
inhibit more value-added opportunities than employment-rich ones per se. Dealing
with these issues might be methodologically challenging, but it could clarify the exact
role of spatial proximity in agglomeration externalities. A second line of research is
to consider other important sources of heterogeneity, such as differences in the level
of institutional quality (Rodríguez-Pose 2013). Thirdly, incorporating functional and
economic network structures in the panel estimations can shed light on productive
unilateral and crisscross relations between leading and lagging regions.

10 Related variety is a key component of smart specialization strategies, see Foray (2014, p. 29).
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Open Access This article is distributed under the terms of the Creative Commons Attribution 4.0 Interna-
tional License (http://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution,
and reproduction in any medium, provided you give appropriate credit to the original author(s) and the
source, provide a link to the Creative Commons license, and indicate if changes were made.

Appendix 1: The data on technological regimes of regions

The variables used by Wintjes and Hollanders (2010) are grouped into five sets,
described below:

• Employment: including shares in specific NACE classes for high-tech manufac-
turing, medium–high-tech manufacturing, high-tech services and market services,
as well as employment shares in Industry sectors (NACE from C to E), Service
sectors (from G to K) and Government sectors (from L to P);

• Human resources: including the share of employment in science and technology
occupations and the share of the workforce with secondary and tertiary education;

• Activity rates: activity rates for females, activity rates for individuals with tertiary
education, and the share of long-term unemployed over total employment;

• Technology: R&D as percentage of GDP, share of university R&D over total R&D,
share of government R&D over total R&D, and EPO applications per million
population;

• Economy: capital formation as a percentage of GDP, labor productivity in Industry
sectors and labor productivity in Service sectors.

These indicators are then used in a factor analysis and reduced to eight factors related
to knowledge economies. The two authors studied these factors through a cluster
analysis, allowing them to identify the seven typologies of knowledge economies into
which they classify European regions.

Appendix 2: Regressions without control variables

See Tables 10, 11, 12 and 13.

Table 10 Estimation of the models without control variables

Variables (1) Employment growth (2) Unemployment growth (3) GVA per hour growth

Coefficient P value Coefficient P value Coefficient P value

ρ 0.716 0.000 0.749 0.000 0.532 0.000

RVar −0.018 0.021* −0.042 0.558 −0.003 0.784

UVar −0.025 0.109 0.067 0. 633 0.005 0.824

Spec −0.028 0.296 0.427 0.067• −0.094 0.020*

Log-Lik 562.083 −4530.661 −409.068

R-squared 0.384 0.378 0.321

Obs. 2340 2340 2340

Time FE Yes Yes Yes

Individual FE Yes Yes Yes

***<0.001, **<0.01, *<0.05, • < 0.1
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Table 11 Model (4) Employment growth and (un)related variety across different regimes without control
variables

Low regime Medium regime High regime

Coefficient P value Coefficient P value Coefficient P value

ρ 0.788 0.000***

RVar 0.000 0.897 −0.001 0.664 0.000 0.954

UVar −0.010 0.052. 0.001 0.676 0.014 0.006**

Spec −0.022 0.009** 0.000 0.958 0.009 0.343

Constant 0.043 0.018* 0.005 0.707 −0.036 0.053•
Likelihood 5836.930

R-squared 0.212

Observations 2277

***<0.001, **<0.01, *<0.05, • <0.1

Table 12 Model (5) Unemployment growth and unrelated variety across different regimes without control
variables

Low regime Medium regime High regime

Coefficient P value Coefficient P value Coefficient P value

ρ 0.846 0.000***

RVar −0.020 0.066• −0.027 0.012* −0.053 0.000***

UVar 0.062 0.164 0.079 0.006** 0.048 0.247

Spec 0.013 0.851 −0.032 0.586 0.085 0.257

Constant −0.120 0.447 0.165 0.185 −0.020 0.900•
Likelihood 1017.496

R-squared 0.262

Observations 2277

***<0.001, **<0.01, *<0.05, • <0.1

Table 13 Model (6) GVA per hour growth and specialization across different regimes without control
variables

Low regime Medium regime High regime

Coefficient P value Coefficient P value Coefficient P value

ρ 0.667 0.000***

RVar 0.008 0.000*** 0.001 0.893 0.004 0.063•
UVar 0.003 0.710 0.001 0.869 0.019 0.007**

Spec 0.008 0.517 0.013 0.199 0.008 0.521

Constant −0.011 0.668 0.018 0.325 −0.052 0.045*

Likelihood 5056.694

R-squared 0.225

Observations 2277

***<0.001, **<0.01, *<0.05, • <0.1
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Appendix 3: Major European cities

Cities in Europe
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