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Abstract

Abstract

Since its advent in the early 1980s, Scanning TilingeMicroscopy (STM) has been
used to advance the knowledge of semiconductor groaesses. Hybridisation of STM
with other analytical methods and the MolecularBdzpitaxy (MBE) growth technique
allowed a flexible and diverse approach to growthntf exploration. The first hybrid,
limited the applicability of STM tdn vacuo operation whereby the sample is rapidly
cooled or “quenched” in an attempt to preservegitosving surface, before imaging can
commence. This technique suffers dually from th&noemvn effects of the quenching
procedure and the limiting ability to only captdirezen-in-time images of the surface.

The ultimate evolution of STM would be to allownoairrent orin situ MBE and
STM operation. The ability to perform concurrent EIBnd STM requires three basic
criteria: accurate and stable control of the sangreperature, reliable and maintainable
STM tunnelling tip procedures and controlled, sstd emission from the MBE effusion
cells within the STM chamber.

Samples are slivers 8 x 1 o 12 x 4 mrf of wafer mounted for either direct
current heating or radiative pyrolytic boron nigritieating within the STM chamber. No
direct temperature monitoring method is availalsld thus a myriad of techniques were
employed to map the current-temperature respomssafoples including Reflection High
Energy Electron Diffraction (RHEED), thermocouplead thermography, yielding a
reliable heating profile.

Tunnelling tip fabrication involves manufacturiag atomically sharp tip via a
two-step electrochemical etching and annealinggmoe. An extensive and exhaustive
investigation sought to produce a quantitative metfor tip identification and etching
parameterisation based on the available variabfedifterential sensitivity, etching
voltage, immersion depth and etchant concentrathom.optimised tip type transfer
diagram of tip fabrication resulted, after whicm anneal algorithm was formulated
resulting in clean, sharp tips without the sideafof apex distortion and melting.

Quality of the initial growth layer depends strngn the clean-up conditions. As
a prequel to growth, sample preparation methoddraestigated via STM analysis to
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determine the best preparation conditions in orechieve high quality MBE growth in
the STM chamber.

The final stage involves MBE source operation mign&TM. Initial investigation
focused on flux alteration of surface reconstruwtiand allowed the effects of Asn the
STM stage to be investigated. This is the firstuhoented case where an e-beam As
source has been successfully operated within an $/&t@m, during imaging.

The inclusion of group Ill elements in the evapiaraflux proves unequivocally
that 11I-V Molecular Beam Scanning Tunnelling Mismopy (MBSTM) is a realisable
investigatory technique. Simultaneous depositioinodnd As whilst imaging allowed
dynamic observation of the InAs/GaAs wetting lageolution on GaAs(001)-(2 x 4).
The experiment followed initial heteroepitaxial gth through wetting layer evolution to
the onset of 3D growth.
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Introduction Chapter 1

Chapter 1: Introduction

1.1 Background

A vast wealth of understanding in the I1lI-V semidantor growth field has been
obtained in recent years due to the hybridisatibmgrowth procedures and analytical
techniques (LaBella et al. 2005). More specificatisight into technologically attractive
InAs/GaAs growth phenomenon has received extenssearch through the adventiof
vacuo Molecular Beam Epitaxy (MBE) in combination withet powerful Scanning
Tunnelling Microscopy (STM) imaging technique.

In GaAs homoepitaxy the emphasis has been plateaderstanding the kinetics
of the underlying growth mechanisms, focusing intabdleon the various surface
reconstructions and the transitions that occur ndumrowth (LaBella et al. 2005).
However with the unique properties attainable tgfoheteroepitaxy, a more extensive
study has applied the basic theorems of homoepitaxythis more intricate and
complicated growth area. Semiconductor lasers, w#des, photodiodes and transistors
are a number of devices that can be realised duéerecision of heteroepitaxial
structures. The interfacial quality between sudgesspilayers is essential to high quality
device performance, hence the investigation intoyglg and interface degradation
provided vital insight into the growth process.

The realisation of the quantum dot (QD) as an dtkendiscrete energy structures
initiated an in-depth study into the Stranski-Kemstv (S-K) growth phenomenon that
produces a dense array of QD structuhesracuoMBE-STM has been used extensively
to this end, enabling a number of theorems to Ipotinesised regarding the intricacies of
the growth process. However the dissociative natfiiea vacuoMBE-STM delineated
the requirement for a quenching process wherebasagrown sample requires rapid
thermal cooling and transportation into the STMrobar before imaging can commence.
The indeterminate effects of the quenching progalsse any results obtained regarding

the intricacies under serious debate.



Introduction Chapter 1

A combined Scanning Tunnelling Molecular Beam &pjt (STMBE) system
capable of imaging during a growth cycle would deiee the effects of the quenching
process and circumvent any induced effects. A :sfceSTMBE system for group 1V
research is in existence (Voigtlander et al. 199@)ever the complications of IlI-V
compounds have led to limited success in this gfesakamoto et al. 2006). The

hybridisation of MBE and STM heralds a new fronfw@rl1l-V research.

1.2 Aims Of Work

Concurrent MBE and STM requires the control of ¢hparameters: sample temperature,
molecular beam operation and tip manufacture/maamee. These simple requisites
become non-trivial when combined within a concurfdBE and STM system.

Chapters 2 and 3 are background reviews of Illlevhisonductor growth and
experimental methods respectively. The recent ambsrn IlI-V surface studies have
been focused around combination of MBE and anallticethods, STM and MBE being
particularly suited because of the ability to grewd scan within the same vacuum
system i vacug. It is the hybridisation of these techniques tterates complications
for the already established methodologies of operat

Chapter 4 explores the problems surrounding ateut@mperature control.
Firstly, this required accurate estimates extrapdldrom heating curves. Secondly, to
explore both absolute temperature and variationymber of methods were employed
including Reflection High Energy Electron Difframti (RHEED), thermocouples and
thermography. The ability to accurately apply a bamof discrete temperatures in the
400 — 580 °C range is essential for the IlI-V MBiewth of interest.

In Chapter 5 an exhaustive investigation into mpnufacture via differential
etching was undertaken to formulate a quantitadimeroach to the manufacture process
continuing into cleaning and maintenance of tipse Tunnelling tip is crucial to STM
operation, however detailed methods for the pradnodf suitable tips are scarce and
usually qualitative in content. With the added emmnation of group Il and V sources

in the STM sub-system, tip production and mainteeaare even more crucial.
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With both sample temperature control and tunngltips manufacture procedures
under control, the ability for concurrent MBE and M requires the integration of
evaporation sources within the STM system. Carefiitrol and operation of these
sources enables situ operation to be realised offering real time inigegton into all
aspects of MBE surface growth characteristics.

With single source operation surface reconstractioanges under varied fluxes
are accessible in the first instance before motaildd growth can be investigated with
dual sources. Of particular interest are the paditties of the growth procedure during
Stranski-Krastanov (S-K) transitions in heteroepdablnAs/GaAs growth.

As a prequel to growth, chapter 6 first comparesventional of oxide
sublimation to the newly emerging Ga desorptioramiap technique for GaAs oxide
removal. In continuation, sample preparation teghes are compared in order to
establish the system’s capability to grow high guall-V surfaces.

Finally chapter 7 investigates current capabditedf e-beam source Molecular
Beam Scanning Tunnelling Microscopy (MBSTM) operatpresenting the potential of
the methodology and describing the present linoitetiand advances offered by this
technique. The chapter discusses high temperaflid &eration and systematically
progresses to operation with As flux and finallifising both In and As. Operation under
an As flux allows dynamic observation of recondirc changes. The inclusion of In
allows MBE to be performed directly under the STiMallowing the InAs wetting layer

evolution to be observed in real-time.
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Chapter 2: llI-V Crystallography and Surface Struct  ures

This chapter forms a literary review of IlI-V semrductor crystallography and surfaces,
focusing primarily on homoepitaxial GaAs(001) anetdnoepitaxial InAs/GaAs(001),
extending into a more general group lll-As discossivhere appropriate. Sectiofisl,

2.3, 2.4, 2.4.and 2.4.4explore specifically the recent insight providedit vacuoSTM

and discuss areas where tinesitu method proposed herein can expand upon recent
works and enable the often numerous and confligtsgective theoretical models to be

definitively differentiated.

2.1 GaAs Crystal Structure
GaAs, and more generally all group Ill-As semicoetdu crystals, form a zinc-blende
lattice. The zinc-blende structure is based onlaccspace groupfam (Adachi 1992)

in which lattice atoms are tetrahedrally bouR@y(re 2.1) similar to the configuration of

group IV diamond-type semiconductors.

Figure 2.1: GaAs zinc-blende unit cell
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Binding of the group Il atoms’?p* configuration and the group V'$@ configuration

result in an average of four valence electronsgpem. In the tetrahedral structure, each
atom makes four nearest-neighbour bonds contaitmogspin paired electrons. Whilst
both ionic and covalent bonding play a role, llledmpounds are largely assumed to
behave as covalently bound materials with somesiefiects.

The lattice constant ¢pis 5.6533 A and 6.0584 A for GaAs and InAs,
respectively. The lattice constant can furtherlbered by the inclusion of impurity atoms
in the crystal. Famously, results obtained by (Mudlt al. 1976) revealed dilation of the
GaAs lattice induced by the incorporation of tetian.

Nearest neighbour spacing between IlI(V) is 2.450R GaAs and 2.62 A for
InAs, depicting the length of the bonds in theaédron structure. The inter atomic
distance of Ga-As and In-As varies by as little0a&3 A over the full possible range of

InGaAs compositions (Boyce et al. 1982).
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Figure 2.2: Cross-section of GaAs lattice structur@erpendicular to (001) plane

'|

black (grey) circles represent As (Ga) atoms

The 7 % difference in lattice constant between GaAd InAs, leads to highly strained
heteroepitaxial layers (discussed2mt.1 Misfit Strain and Defects)and the onset of
S-K growth (discussed i2.4.3 Stranski-Krastanov Transition). Ga and As form bonds
with a 1.41 A length in the <001> direction. A mémeer consists of a Ga and As
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bi-layer and thus has a height of 2.82 A (LaBellaak 2005).Figure 2.2 depicts a
‘perfect’ lattice cross-section. The bulk is depittby an ordered array of hexagonal
cells, and the surface a seamless terminationi®tidered pattern. In reality the bulk is
infested with various defects causing divergenomfthis ideal (discussed th4.1 Misfit
Strain and Defectg and the surface atoms reconfigure into varioe®mstructions to

minimise their free energy (discusse®i2 GaAs Surface Reconstructior)s

2.2 GaAs Surface Reconstructions

Semiconductor surfaces exhibit reconstruction éirtlunit cell is greater than that of the
underlying bulk solid, hence displaying a lower gt symmetry (Duke 1996). The
standard notation to describe these symmetricactstres (Unertl 1996) is given by
GaAshkl)-(n x m), where hkl defines the lattice plane to which tleeonstruction is
parallel, with dimensions times greater than the bulk in thedirection andm times
greater in they direction. Though a (1 x 1) reconstruction has ghme spacing as the
underlying bulk, the atoms therein move distanceshe order of'/;¢s of angstroms
compared to their position when bonded within thitide. A (1 x 1) reconstruction is
therefore more accurately termed ‘relaxed’ rathant‘reconstructed’. The distinction is
noted for completeness, though the generic terrmofistruct’ will hereafter be used
throughout.

Surfaces reconstruct in adherence to two pringigthemical bonding and charge
neutrality (Duke 1996). A surface represents amathiermination of the lattice, hence a
number of the bonds (discussed in sectibh GaAs Crystal Structure will be
summarily broken, affecting an associated surfdw@ge density containing a single
unpaired electron. These so called ‘dangling’ baar@ésshown schematically for GaAs in
Figure 2.3for the 3 most commonly used crystal surface teigons.

The dangling bonds represent an inherent instgbiience atoms in the surface
region relax and form new bonds in order to redheesurface free energy. A structure
which exhibits a local minima in the surface enenglgen the chemical atomicity
(valency) of most atoms in that surface can be looled to be satisfied. Most surfaces

exhibit a number of local minima and thus a mormgomus method is needed to
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determine which reconstruction occurs for a givitmasion, though each construct must

adhere to the atomic chemical valency as stated.

ey
e e
Tele
e
/\’/\

Figure 2.3: Cross-section of GaAs lattice normal t¢001) plane. Black (Grey)

(111)

circles indicate As (Ga) atoms, straight lines repsent bonds.

Atomic position is but a single factor, generalgconstruction generates surfaces with
different chemical composition from the bulk. Sucbmpositions are governed by a
requirement for neutral surface charge, limiting ttumber of allowed stoichiometries
for a surface compound. The term autocompensatedspmnds to an uncharged surface
compound forming on an uncharged bulk lattice. \firigmhe surface region as a new
chemical compound whose only constraint is thastitscture and composition must fit
epitaxially onto the underlying bulk (Duke 1993)isiseful model to uncover the driving
forces for reconstructions.

For autocompensated III-V tetrahedrally coordidatempounds three principles
underpin the surface behaviour (Duke 1996; LaBatlal. 2005):
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1. Lowest free energy vs. kinetic accessibility
2. Autocompensation leads to surface neutrality
3. Atomic geometry is determined by reduction of damgl bonds through

rehybridization

The first principle allows for the condition thdtet surface observed depends on the
process used to prepare the surface. Lowest fregyaccesses a number of meta-stable
local minima windows rather than a global minimunmgslarity. For compound
semiconductors prepared by Molecular Beam EpitdBE) the processing steps can be
varied by altering both beam pressure and subsieatperature, creating a 2D map of
surface structures during growth on a Temperataré&a/As flux ratio plotKigure 2.4)

Principle 2 calls upon all surfaces’ unit cellsadhere to the Electron Counting
Model (ECM). Comparing the dangling bond energieshe conduction-band minima
and valance-band maxima reveals that Ga danglingsle in the conduction band and
should therefore be empty, similarly As danglinghtt® lie in the valence band and
should therefore be filled (Harrison 1980). Theceten counting model requires that a
surface structure is found where the number oflavia electrons in the surface layer
exactly fills all the dangling-bond states in thalence band, leaving those in the
conduction band empty (Pashley 1989). As stated, rdstriction imposes allowed
stoichiometries on a large but finite humber oforestructions and hence assumptions
(theoretically or practically driven) are requirexh the nature of reconstructions.
Furthermore, the ECM does not take into account ¢lceurrence of transient,
intermediate structures that do not obey the mdumligh they could potentially affect
the growth process (Joyce et al. 2004).

The third principle details the atomic geometmgthin the bounds of principle 2.
The principle introduces the notion that a 2D stefaompound epitaxially constrained to
the underlying bulk will undergo surface chemicainding as a result of delocalised
electronic states. A common motif of this conditmm (001) surfaces is the surface dimer
which is back-bonded to two substrate spediegufe 2.5. Dimerization results in the
formation of additional covalent bonds relativetie unreconstructed surface.
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Figure 2.4: Surface phase diagram of GaAs(001) foMBE growth,

taken from
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(Daweritz et al. 1990)

Initial work on GaAs(001) surface structures expgahdupon earlier work on Si
calculations (Appelbaum et al. 1976). Applying tBEM to the bonds of GaAs it is
evident that group Ill (Ga) atoms donate 3 eledrtm each of the 4 bonds, or 0.75
electrons per bond. Whereas group V (As) atoms tdobeelectrons to each of the 4
bonds, or 1.25 electrons per bond. Hence each Ase@d has 0.75 + 1.25 = 2 electrons
per bond. Assuming an ideal lattice with brokend®on the uppermost surfaéegure
2.3), a Ga terminated broken bond layer would contelfu75 electrons to each of its 2
back bonds, and hence has 3 — (2 x 0.75) = 1.%r@hscremaining to contribute to its
broken bonds. Similarly As would contribute 1.2Badtons to a pair of back bonds, and

10
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hence has 5 — (2 x 1.25) = 2.5 electrons to cautiilo its broken bonds, constituting one
filled band and one % filled band per bond.

In order to accommodate these quarter fractiorfdle@d bands, a unit cell must
have an area equal to a multiple of 4. Hence, agioreed earlier, the ECM has provided
an area framework to which a detailed microscopmdeh is required to reveal an
orientation (Appelbaum et al. 1976).

GaAs has been purported to have 11 reconstruc{idaweritz 1993), though
notably most of these are transient in nature. §affaces grown with increasing
temperature (or decreasing As/Ga ratio) a seriestable’ structures is formed. The
distinction between ‘transient’ and ‘stable’ follswthat ‘stable’ structures can be
guenched to room temperature without altering thitase stoichiometry.

A number of phase progressions have been proposed:

c(4 x 4), c(2 x 8), (1 x 6), (4 x 6), c(8 x@ho 1971; Duke 1996)

c(4 x 4), c(2 x 8), (2 x 6), (4 x 6), c(8 x(Biegelsen et al. 1990)

(1 x3),(2x3),c(4x4),(2x1),(2x4), (1) (3x1),(4x1), (4 x ADaweritz et al. 1990)
(2 x4), (3x1), (4 x2fyamaguchi et al. 1995)

(2 x 4), (3 x1)/(3 x 6), (4 x AReginski et al. 1995)

c(4 x 4), c(2 x 8)/(2 x 4), (2 x 6), (4 x 6), c(8)Y(4 x 2)(Kubby et al. 1996)

c(4 x 4),y(2 x 4),p(2 x 4),0(2 x 4), (2 x 1)(LaBella et al. 2001a)

c(4 x 4),2(2 x 4), (2 x 1) rough(LaBella et al. 2005)

The list does not represent a reduction in the rarnolb surface structures, but more a
honing toward the (2 x4) domain. The mentionedx (3 reconstruction, though
stoichiometric, violates the ECM. The plethorarahsitional reconstructions proclaimed
between the generally accepted c(4 x 4), (2 x 4l) (@ 2) reconstructions necessitate
further investigation.

The c(4 x 4) surface has important niche highstasce (Whitaker 1993; Melloch
et al. 1995) and ferromagnetic (Ohno et al. 1996tl@t al. 2001) applications. The most
technologically important surface within the entzeic-blende IlI-V semiconductor
family is the As-rich GaAs(001)-(2 x 4)/c(2 x 8)face (LaBella et al. 1999). As such it

11
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has received an exhaustive study employing an eskgamange of analytical tools and

methods.

[00]
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Figure 2.5: Plan and side view of As-As dimer on Gss(001) surface

Black (grey) circles represent As (Ga) atoms

It should however be noted that the typical grovagimperature for InAs quantum dots
(QDs) occupies the c(4 x 4) to (2 x 4) transitiemperature and that furthermore a
c(4 x 4) reconstruction is sometimes reported imatety prior to the commencement of
growth followed by an InGaAs alloy (n x 3) (Belk at. 1997; Bell et al. 1999a)
(discussed ir2.4.1 Misfit Strain ).

The (2 x 4) reconstruction was first observed bwlEnergy Electron Diffraction
(LEED) (Jona 1965), created by a combination ofchr bombardment and annealing at
500 °C. These initial observations were soon foddwy homoepitaxial GaAs growth
between 400 °C and 600 °C utilising a “three-terapee” method (Arthur 1968; Davey
et al. 1968). A combination of MBE (discussed3ii Molecular Beam Epitaxy and
RHEED (discussed i8.2 Reflection High Energy Electron Diffraction) yielded the
first observation of c(2 x 8) and c(8 x 2) surfaeeonstructions (Cho 1971; Chang et al.
1973). The combination of RHEED and MBE initiatedualden wealth of understanding,
most importantly that the observed reconstructienai function of both substrate
temperature and As:Ga ratio and, furthermore, tifatx 8) is As-terminated whereas
c(8 x 2) is Ga-terminated.

Early work on surface stoichiometry (Arthur 197&nployed Auger Electron
Spectroscopy (AES), Low Energy Electron DiffractighEED) and High Energy
Electron Diffraction (HEED) revealing that 0.5 mdaer (ML) of As was lost in the
transition from c(2 x 8) to ¢(8 x 2). Hence a raducfrom ~0.5 - 0.6 to <0.1 ML.

12
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Dimers were next incorporated to explain the 2xigokcity in the direction
parallel to the dangling bonds (Cho 1976), yieldihg result that As-dimers are parallel

to the [110] direction. At this time the 4x periodicity wapeculated to be either a result

of vacancies or Fermi surface instabilities. Fesmface instabilities were later proven to
be an unlikely candidate (Appelbaum et al. 1976).

For several years additional methods confirmeddithot expound these basic
models, until RHEED analysis (Joyce 1985) confirrfadhe first time that c(2 x 8) and
(2 x 4) reconstructions were distinct. Interpretatof the results lead to the conclusion
that c(2 x 8) was constructed from out of phase 42 unit cells.

Missing As dimer models arose as a result of tlghtling calculations (Chadi
1987; Frankel et al. 1987) supporting Cho’s hypsithé¢hat the 4% reconstruction arose
from surface vacancies. The two non-metallic mgstimer models proposed were
currently termedB(2 x 4) andp2(2 x 4). Thep model results from a simple logical
progression of the ECM: Each (2 x 4) cell can besatered to be an ideal Ga-terminated
lattice with a number of As-dimers attached. Heeeeh As atom has 5 electrons
available for bonding, so that an As-dimer has lE@teons (Duke 1996). Two of these
immediately occupy the As-As dimer bond and a ferth are required to yield a full
surface band statnd 4 x°/; = 5 electrons are need to bond to the underlyirgptsate
(back-bonding to the 4 available Ga sites). Hermehedimer requires one additional
electron. Four Ga dangling bonds yield 4 x % =&&tebns, satisfying charge neutrality
for 3 dimers in the unit cell. Thg missing dimer model is shown Figure 2.6a On
extension of thgd model, the third dimer can be inserted into thedthow and still
satisfy the ECM model yielding thH& model inFigure 2.6b. Both models have an As
coverage of 0.75 ML.

Simultaneous HREELS and LEED studies (Frankelletl@37) confirmed an
exposed As:Ga of 1.5, or that 6 As atoms were esgpdsr every 4 Ga atoms. Three
models were independently produced. The first idahto thep model Figure 2.63,
the second was thee model Figure 2.7g similar to thep2 model but with extra Ga in
the trench and the third was thenodel Figure 2.7h), an extension of thg model with

an additional As-dimer rotated by 90° and posittbatop a pair of dimers.

13



I11-V Crystallography and Surface Structures Chapter 2

e o o é J. S
o o0
CAAAA k/kk/\)

Figure 2.6: GaAs(001)-(2 x 4) missing dimer modets p and b) p2

Investigations began thereafter to reveal whicthefproposed models best captured the
characteristics of the GaAs(001)-(2 x 4) surfaceoTsequential papers (Larsen et al.
1988; Qian et al. 1988) concluded that:

The surface is non-metallic

1 ML As surfaces are metallic

0.5 - 0.75 ML of As coverage are non-metallic witvest energy
The model (0.75 ML) gives best match to photoemissiata
Dimerization lowers the surface energy by 1.7 eWdmmer

o gk wnh e

Asymmetric dimers have higher energy than symmeties

In vacuo Scanning Tunnelling Microscopy (STM) images (Biesgel et al. 1990)
confirmed missing rows consistent with thf& model, though results indicated
out-of-phase (2 x 4) domains constituting largeR x@) reconstruction domains.
Annealing at higher temperatures was purported raglyce two As-dimers and two

missing dimers consistent with both ff#or o model.

14
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Figure 2.7: GaAs(001)-(2 x 4) additional dimer mods a)e and b)y

RHEED investigations along the10] (4x) direction (Farrell et al. 1990) identified 3
distinct phases (nametby f andy). Both o andy yielded similar diffraction patterns and
formed a sandwich around tlflephase. It was not noted at the time that dhendy
phases might represent transitional phases ff¢fx 4) to (4 x 2) and c(4 x4) to
B(2 x 4) respectively. Neitheror y models had been confirmed by STM at this time.

STM images (Tanaka et al. 1991; Ohkouchi et é®4)%greed with total energy
calculations (Ohno 1993), Density Functional The@@yT) (Northrup et al. 1993) and
RHEED rocking curve analysis (McCoy et al. 1993ttthep (three dimer) model was
most favourable. Whilst contradictory STM imageaqRley et al. 1992a; Pashley et al.
1992b) agreed with Scanning Tunnelling Spectros€§3y5) (Bressler-Hill et al. 1992),
DFT (Northrup et al. 1994; Moll et al. 1996; Ohn®9%) and total energy calculations
(Schmidt et al. 2000) confirming thg2 was most favourable, and furthermore thatothe
model had a very small window and that themodel was inaccessible, shown
diagrammatically inFigure 2.8 Different preparation conditions were argued ¢bedd
the conflicting reports, though it is entirely pétole that the filled dangling bond orbitals
of the As dimers in the top layer extended into titeemch in STM images heralded as
3-dimer ¢ model), obscuring the actual 2-dim@g (model) reconstruction (Kratzer et al.
1999).

Further STM studies (Hashizume et al. 1994; Hash& et al. 1995; Ichimiya et
al. 1995; Xue et al. 1997b; Xue et al. 1999) s¢ttowletermine the nature of thep and

vy phases. All images revealed two-dimers and twaimgsdimers per unit cell, with the

15
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a and y phases displaying long range disorder in the fafmkinks and unit cell
vacancies. Simultaneous dynamical RHEED revealed:

1. The three-dimei} model and ther model could not account for the RHEED
patterns

2. The calculate2 RHEED pattern best agreed with fliphase

3. The calculated. RHEED pattern best agreed with thphase

4. The calculateq RHEED pattern had no fitting structural model
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Figure 2.8: Formation energy for unit cell as a fustion of Ga chemical potential fGa), adapted

from (Northrup et al. 1994). Red line indicates equilibrium phases.

These results were expanded upon by furthevacuo STM (Broekman et al. 1995)
confirming that they phase could not be explained by any previous m@letervations

of disorder, kinks and trenches spanning sevettatdaconstants in the phase led to the
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conclusion that the phase was a combination dphase and c(4 x 4) structures. (Avery
et al. 1995; Avery et al. 1996).

Finally STM images with sample biases of -3.0 W a2.1 V revealed an
electronic tip-sample effect (LaBella et al. 19R8Bella et al. 2001b) exploited to reveal
an out of phase As-dimer in the trench, in keep¥ith the 2 model.

Current theories hold that c(4 x 4) reconstructenolves top2(2 x 4) via a
transienty phasef2 subsequently is thought to span the erftiphase until roughening
evolves through an phase to a (2 x 1) structure (LaBella et al. 2006situ STM can

utilise the As:Ga flux ratio dependence of thesemstructions to explore and explain:

1. The relative widths of the, f2 andy phases as a function of flux
2. The special preparation conditions (if any) thatdleo the observation of either
c(2 x 8) or(2 x 4) over the preferre(2 x 4) reconstruction.

2.3 Homoepitaxy

Epitaxy is the growth of crystal/mineral layers the face of a substrate, such that the
crystalline substrates of both materials have #messtructural orientation. Homoepitaxy
involves the growth of epitaxial layers of the saomemical species as the underlying
substrate. GaAs(001)-(2 x 4) has been one of tret mtensively studied surfaces of the
last 30 years (Joyce et al. 2004). Despite thisl attention, fundamental questions
remain concerning growth kinetics and mechanisnik.glowth considered herein is
based on Molecular Beam Epitaxy (MBE) discussedeantion3.1 Molecular Beam

Epitaxy.

2.3.1 Arsenic Incorporation Principles

Homoepitaxy of GaAs can utilise either A® As; as the group V species. The Ga atoms
and Ass molecules undergo adsorption, desorption and iidgrabefore being

incorporated into the growing lattice. OriginallysAwas produced by evaporating GaAs

17



I11-V Crystallography and Surface Structures Chapter 2

within a standard effusion cell (Joyce 1985) thotlgh technique led to ~15% Ga in the
As, flux. It is more recently standard practice tolisgi an As cracker loaded with
metallic As crystals (sesection 3.1.%for further details).

For growth with Ag the incorporation coefficient of AS(SASZ) is zero in the

absence of a surface Ga population (Arthur 1968)e Telative As:Ga flux ratio

(Jas, 1 Jca ) has a notable effect 0B, . ForJg, <J,s . S, is proportional toJg,

(Foxon et al. 1977). Under this regime each Ga atueracts with an As atom, and

excess Asis lost via desorptionSAsz has a maximum value of unity when Ga is supplied

in excess (whedlg, >2J,, ).

K
\ ﬁ‘ ky'
o ki
T < 300°C

Figure 2.9: Schematic of Asincorporation on GaAs(001)
adapted from (Tok et al. 1997)

A model for the incorporation process of ;Agvolves a precursor state or
reservoir termed A%, without which unrealistically high flux ratiosslJsa of 50 - 100
are necessary to model growth (Kratzer et al. 200®)ical values used in MBE range

from 2-10. The Ag incorporation kinetics can be given as:

JAS kl
As,yy 7> A —> Agy
Kq

Where As,) represents Asin the vapour phase, Ag represents As incorporated into

the lattice and & k; are the rate constants for desorption and incatjwor respectively.
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This is shown schematically Figure 2.9. For growth under 300 °C and with,, =0, a

fraction of the As associates on the surface to fornmy,Agith a rate constant given by
k4. Notably no Ag was detected above this temperature.

Both the incident and desorbing flux contain nosiggle atoms (Arthur 1967),
which implies that the Asincorporation is a first-order pair-wise reacti@gfoxon et al.
1977). The role of a mobile Ga-Amolecule in growing layer (Fukunishi et al. 1993)
supported by an argument of very low formation ggehowever since the desorbing
flux contains no trace of these molecules it caly be argued that they dissociate before
desorbing and that the molecular beams only reatih® substrate surface and not whilst
in transit.

For growth with Ag, early work revealed Ass mobile down to -200 °C while
desorbing rapidly at 250 °C (Arthur 1966). By direomparison to As the Ag reaction
kinetics are notably more complex. As with ,Asn the absence of a Ga surface

population the sticking coefficient of A$SA54) is zero (Foxon et al. 1975). Similarly
whenJg, < J, . Sy, is proportional toJs, , where each Ga atom interacts with an As
atom once more. However fdi,, >4J,, , S, saturates to the value of %2.

At low temperatures up to 150 °C no dissociatiokesaplace and hence any
growth occurs from a non-dissociative precursotestat high temperatures dissociation
takes place.

At high temperatures under As-rich conditions thaction is based on a first
order supply limited desorption, shown by,Alesorbing form the surface at ~300 °C.

At high temperatures under Ga-rich conditions, tiwel for Ag incorporation

again involves a precursor statejAsvhere Jg, > 4J,, the desorption of Ass second

order and the incorporation kinetics can be giv&n a

k
2As* —pr 2AS* + AS4(V)

Where As) represents Asin the vapour phase and Is the rate constant of As

production. Furthermore for a Aspopulation,y:

19



I11-V Crystallography and Surface Structures Chapter 2

Where ky and k are the rate constants for desorption and incatjmor associated with
the As* intermediate . These two equations are showerselically inFigure 2.1Q

JAs

Figure 2.10: Schematic of Agincorporation on GaAs(001)
adapted from (Tok et al. 1997)

The morphology of the growing surface is dominatgd the Ga kinetics, with As
supplied in excess to ensure stoichiometry (Joycele 2004). RHEED intensity
observations reveal surfaces prepared byake more ordered and more closely follow
ideal 2D growth when compared to sAshought to result from the dimer yielding a
simple first order dissociative chemisorption reati{Neave et al. 1983b).

Moreover, several effects are directly attribugalib As kinetics, namely,

influence ofJ,, on the step flow transition on vicinal surfaces #mel sensitivity of Ga

adatom mobility to variations inJ,, (discussed in2.3.3 Stoichiometry and

Roughness.
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2.3.2 Gallium Incorporation Principles

Below 470 °C the sticking coefficient of G&{, ) is unity. At temperatures in the range

600 - 680 °C surface lifetimes of Ga are betweeamnd 10 seconds (Foxon et al. 1975),
with a desorption energy of approximately 2.5 e\étdbly at temperatures above 500 °C
and in the absence of a group Il flux the,Asticking coefficient becomes non-zero
which implies that there is Ga exposed and possitdiile on the surface.

In the interest of growing stoichiometric flmssAs generally over supplied with

aratioJ,, :Jg, of 3-8 (Bell etal. 1999b). For unit§;,, Js, can therefore be used to

directly control the growth rate under stoichionetronditions (Joyce et al. 1999b),

hence growth raté J., .

2.3.3 Stoichiometry and Roughness

RHEED oscillations obtaineth situ during film deposition have been interpreted as a
variation of surface reflectivity (Neave et al. Ba. In this model the growth of a
monolayer proceeds by the formation of a numberDf islands which eventually
coalesce entirely yielding a complete layer. A minim in intensity corresponds to half a
monolayer of coverage, similarly a full monolayelates to a maximum. Hence the rate
of oscillation corresponds exactly with the ML gtbwate.

Investigation of the intensity variations along e&l azimuths led to the

conclusion that maximal scattering along th&Q indicates multiple steps along this

azimuth and hence an alignment of the islands ¢o[1h0] direction Figure 2.17).

However a decay in the amplitude of oscillationsrdya growth cycle indicates that the
growth of a new monolayer initiates before the clatipn of a previous one. Such is the
situation generally observed in practice.

The intensity in both the static statg,dnd that of the dynamic, growing surfacg, |
can be compared as a measure of surface roughhkseirg et al. 1991). Here a
minimally rough surface is one whoggd a relative maximum (when compared to other
surfaces) and remains approximately constant dugnogvth. Comparing roughness of

growth conditions revealed that:
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1. A higher sample temperature,, Vields a smoother surface

2. An optimum (peak) Asbeam pressureH, ) exists for each temperature

3. Lowering the growth rate 84as While maintaining identical fand keeping the

sameJ , ratio results in a smoother surface. However, reduthe growth rate

without reducingJ , ratio in line with the Ga flux results in a rougiseirface.

[oo1]

Mo]

119

6=0.25

=1

= v

© is fractional layer coverage

Figure 2.11: 2D layer-by-layer growth

taken from (Neave et al. 1983a)

In line with point 1, it is noted from photolumiresce (PL) spectra that the optical

quality of layers grown at 620 °C is superior togé grown at 580 °C (Moreira et al.
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1991). It seems possible, though has not been proveat growing under Ga-rich
conditions and a (4 x 2) reconstruction at the @éigiemperature alters the window size
for stoichiometry.

With reference to point 2, varying the As flux has pronounced effects. At

high J roughness increases (Lewis et al. 1985) suppgpttia argument. Whereas at

As, !

low J,., nonstoichiometric growth occurs leading to exd@asincorporation (Foxon et

As, !
al. 1975). For growth at 580 °C the smoothest ¢howquires an As:Ga flux ration of
1:1 providing nonstoichiometric growth, whereadghhr ratio results in stoichiometry at
the cost of a rougher surface (Heyn et al. 1995).

As an extension of this principle, it has beenvahathat a reduced As:Ga ratio
results in an increase in the mean island sizec@ley al. 1999b), arguing that at lower
ratios the Ass* reservoir is less full and the sticking coeffisieof A 4* is reduced,
resulting in island growth at a cost of nucleati®he dynamic intensity 4l can thus be
attributed to a saturation in the nucleation rateahy given system

The decrease in RHEED oscillations as the Ga eshigttopened to begin growth
is followed by an increase when the shutter is egibently closed (Heyn et al. 1997b).
An increase in intensity is attributed to a redi@easmoothing of the grown surface.
When the rate of recovery is determined solely ey residual Ga adatoms reacting on
the surface (Shitara et al. 1992), recovery is dotanproceed too quickly. Hence another
mechanism must hold influence. The inclusion op stelge barriers allowed accurate
simulation (Smilauer et al. 1993), however the gngasurface resulted in large mound
structures (discussed i8.3.6 Large Scale Mound Formatiojp Another possible
mechanism is the inclusion of mobile GaAs molecyldsyn et al. 1997a) or GaAs
intermediates (Tok et al. 1997) on the surfacec(dised in2.3.4 Growth Modes
Transitions).

In situ STM can, in principle, be used to monitor the acef morphology during a
growth interruption, identifying whether GaAs malézs are in fact mobile and on what
scale. Unfortunately the mound structures cannadsdly imaged since their dimensions

are larger than a typical STM image.
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2.3.4 Growth Modes Transitions

Step flow and layer-by-layer (also known as “isliaugd]) represent two broad, but not
necessarily exclusive, growth modes for homoepit&oy sufficiently high temperature
growth the diffusion length of an adatoi),exceeds the average terrace/step length,
and most adatoms reach step edges where they emepomated. Step edges then
propagate across the surface in a uniform maniseitigg in a constant step density and
small variations in RHEED oscillation intensitfFigure 2.12g. At sufficiently low
temperatures. << |, under this regime adatoms rarely reach step edgdsinstead
nucleate immobile islands where they collide ontdreacesKigure 2.12h discussed in
2.3.5 Island Nucleation on GaAs(001)-(2 x ¥) The growing islands coalesce to

complete a full monolayer (as discusse@.8.3 Stoichiometry and Roughnegs

Figure 2.12: Growing surface morphology a) step fl@ and b) islanding
taken from (Itoh 2001)

The vicinal angle determinésand hence tailoring of vicinal surfaces had beapleyed
to suppress the nucleation rate of islands andtairo smooth layers (Itoh et al. 2001a).
Miscut via [L10], [110] and [01Q directions produces A, B or C (a combination of A
and B) steps, respectively.

Simulations of step-flow growth modes of GaAs(O(X 4) indicate that an
initially straight A step displays progressive rbeaging of step edges, a fact attributed to
the assumed anisotropic diffusion of Ga adatom®uead parallel to the step edge.

24



I11-V Crystallography and Surface Structures Chapter 2

Islands begin to nucleate within 0.2 ML of depasit(ltoh et al. 2001a), whereas growth
on B steps progresses much more smoothly, owingertbanced Ga diffusion
perpendicular to step edges (Itoh et al. 2001bjvéd@r in these simulations Ga adatoms
form clusters at the lower side of the steps aratyr is reported as unstable. Both
results indicate that the vicinal angle needs taylsater on A steps with respect to B
steps to suppress island formation. The ideal aloomientation does not lie parallel or
perpendicular to the (2 x 4) unit cell.

A temperature study on A, B and C steps revedlatithe critical temperature for
the transition between step-flow and islanding,Chn be expressed as{A) > T,(C) >
T¢(B) (Shitara et al. 1992). Either increasing the increasing the Ga flux increases T
Hence, reducinglinvolves enhancing Ga adatom migration.

Supporting evidence for this theorem utilises #eraative growth technique
where Ga and As fluxes are supplied alternatelgwatg Ga to migrate at very low or
zero As pressure (Yamaguchi et al. 1988). So cMlgplation Enhanced Epitaxy, MEE,
reports a self flattening effect where rapid mignatcauses preferential absorption at
steps or kinks. Notably, migration is also enharaeldwer temperatures, allowing layer
growth at 300 °C with similar impurity doping as580 °C. All aspects of the smoothing
mechanism can be investigated wasitu STM where both group Il and group V
sources support rapid switching. The ramificatiohdMEE on quantum dot generation
can henceforth be investigated.

Evidentially the conglomeration of these two growibdes gives traditional step
flow more complicate dynamics than a simple unifgnragression of a regular step train
(Johnson et al. 1994b). However, surfaces have Sieenwn to evolve toward a constant
step density (where a step is either a terraceastap island edge. A randomly deposited
adatom has a probability to either nucleate amdstar combine at a step edge depending
on its relative position to said step edge. Heree dtep edge density increases for
nucleation, remains unchanged for step edge incatipa or decreases for surface
healing (hole occlusion) and island coalescence. ddmpetition between these various
processes results in a self regulating mechanisashigeve a constant step density. Hence
the transition is not strictly step-flow to islandi but more a relative mix of the two

mechanisms.
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A prediction of the surface growth mode can be rsred from the island
separation during the initial stages of growth. Tstanced, of a randomly deposited
adatom to the nearest step edge varies initiallyndunucleation, though settles to an
average time invariant valug. Comparing this to the initial stage island spgcin a

transition from nucleation to constant step den@igneralised step-flow) occurs when

d< % . Initial stages of nucleation are discussedh&rin2.3.5 Island Nucleation on

GaAs(001)-(2 x 4)

2.3.5 Island Nucleation on GaAs(001)-(2 x 4)

The nucleation and growth of 2D islands is fundataeio the fabrication of all quantum
heterostructures (Avery et al. 1997). Thus far sheface kinetics of adatom mobility,
island coalescence and step edge effects havecbesidered, but equally important are
the effects of surface orientation and reconstoacti

In addition to the basic tenets of island nucteatand growth (Venables et al.
1984) the advent ofn vacuo STM enabled quenched surfaces (often heralded as
“as-grown”) to be imaged in real space. Data reéikclearly depicts the size, density
and distribution of islands for a range of growtinditions. Critically the density)s, of

islands containing atoms can be calculated from:

Where (s) is the average island sizé,is the coverage and is a scaling function

dependent upon adatom incorporation (Ratsch el35; Kandel 1997) and cluster
mobility (Bartelt et al. 1996; Kuipers et al. 19%6)rman et al. 1997).

On GaAs(001)-(2 x 4) growth can be initiated by &kmtoms combining in two
key positions:
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1. Intrench site (trench filling)
2. On As dimer rows (mountain peaking)

Principally both these mechanisms can involve eifkeedimer breaking or Ga vacancy
filling. A comprehensive list of 16 total sites hbsen listed (Kratzer et al. 1999) as

shown inFigure 2.13
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Figure 2.13: Ga adsorption sites in GaAs(001)-(2 &)
taken from (Kratzer et al. 1999)

Growth from first principles involves single Ga @t® or clusters of 2 -4 forming
structures by occupying adjacent sit&b. initio calculations revealed that,BB; and A
trench sites posses the smallest repulsive interacnergies. Where simultaneous
occupancy of both Band B or Ayand A" sites represents an attractive interaction, with
the latter constituting the higher energy caseeréstingly attaching a third adatom to a
B-pair further increases the attractive energy,re@e a similar third adatom appended to
an A-pair decreases the stability of the clustertifermore, Ga adatoms diffusing along
a trench sites are aligned in a stringB-B3-B;-Bs.. where B represents a vacancy and

B3 represents a broken dimer. Hence a next-nearegthwir to nearest-neighbour Ga
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adatom hop involves the restoration of a As-dimigh wespect to a Bsite, enhancing the
B-pair stability. This indicates that while trenfiling can proceed via nearest-neighbour
hops of single Ga adatoms, mountain peaking regjsiraultaneous interaction of a pair
of Ga adatoms to be favourable. Thus from purelykidatics surface growth would
proceed first via trench filling and later by moaint peaking.

However the role of As kinetics cannot be ignordstable As ad-dimer is duly
back-bonded onto 4 Ga atom sites, whilst an ad4dbmwend to an existing dimer pair
(Figure 2.14a trimer (Joyce et al. 2004)) or 3 Ga atom sitg@gyre 2.14h Ga-As-As-
Ga complex (Kratzer et al. 2002)) are weakly bourahsients that are either desorbed
or react with diffusing Ga atoms. The reactionrohérs favours mountain peaking by
trapping Ga adatoms insfpositions and similarly the Ga-As-As-&Seomplex favours

trench filling by trapping a Ga adatom in adte.

s | dels
3, Ir A

Figure 2.14: Transient ad-dimer structures a) trime and b) Ga-As-As-Gg complex

Initially it would seem that As has gracefully pog effects on the incorporation
process, however a number of neighbouring dimerediamd dimer-Ga interactions also
exist (Itoh et al. 1998). Importantly Coulomb regpah presents a large energy barrier for
a three-abreast dimer alignment in the [110] dioec(i.e. trench filling). Not only will
this result in a dramatically short life time fora@s-As-Ga complexes, but the

compound effect of a four-wide dimer row (henceull french) involves a dramatic
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increase in the energy barrier with respect to rBeds (Vvedensky et al. 1999). This
results in a possible generation mechanism fortpi@fects in the growing layer.

The compound effect is an anisotropic island slagmemonly observed in STM
images (Avery et al. 1997; Itoh et al. 1998; Bellak 1999b; Vvedensky et al. 1999;
Joyce et al. 2004). Such islands involve string lgétructures of As-dimers along the

[110] direction, whilst a width of 5 dimers in thf1( direction is followed by

‘splitting’ restoring the (2 x 4) surface reconstian.

Attempts to model the growth process have invokiedtic Monte-Carlo (KMC)
simulations based on either top-down calculaticefée¢tive reverse engineering from
STM images (Itoh 2001) or a bottom-up methodologgda onab initio calculations.
(Kratzer et al. 2002).

Broad assumptions regarding Ga diffusion and sticlanisotropies resulted in
two different but equally applicable nucleation ratsd Evidently the nucleation and
growth process is not fully understood.

The smaller structures formed in the initial segénucleation are weakly bound
to the substrate. Evidence of island mobility inaheystems (Bartelt et al. 1996; Kuipers
et al. 1996; Furman et al. 1997) indicates the ipdigg that such a phenomenon exists
on semiconductors. In light of this, small islarafsseveral dimers could be mobile on
GaAs MBE surfaces, as such the effect of quenchimthe STM images is questionable
(Joyce et al. 2004). The ability to captimesitu images of the nucleation process would
deftly resolve the speculative effects of such gherg.

Ultimately the islanding occurring during normalogth conditions is a
multi-layer mechanism, spawning a quasi-3D strictas oppose to the idealistic 2D
model. Moreover long range order defects owinghe toalescence of out-of-phase
(2 x 4) reconstructions of neighbouring islandsiaherent to this growth mode (Joyce et
al. 2004) and possibly result in the overlapping x@) and (2 x 4) reconstructions

mentioned ir2.2 GaAs Surface Reconstructions
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2.3.6 Large Scale Mound Formation

The formation of large, regular mounds during hopita&y has been shown by
simulation and experiment (Johnson et al. 1994k drigin of mounding was initially
attributed to a growth instability in the preserafeEhrlich-Schwoebel (ES) diffusion
barriers (Schwoebel et al. 1966). ES barriers @tffely inhibit the downward motion of
adatoms (preventing incorporation into the theari$é@&vourable step edge positions)
resulting in an increased population density onabexisting islands, hence supporting a
mechanism for island on island formation and 3Dwdiho Repetition leads to multi
monolayer (ML) mounds.

Typical mound dimensions on GaAs(001) are 15 Mheight and approximately
4 x 1um?® at the base, with a maximum slope of ~ 1° (Ormal.e1994). As a result of
their large scale dimensions they can only be esem their entirety using Atomic
Force Microscopy (AFM) imaging on large surfaceaar¢5 x 5um?), whereas typical
large STM images of the order of 1.5 x fur&” reveal only pieces of the structures.

Mounds were originally purported to be a diredlu@nce of islanding on initially
flat surfaces (Orme et al. 1994). Work on vicinatfaces at high temperature (Orme et
al. 1995b) suppressed mound formation by initiagmgwth in the step flow regime.
Emphasising this, a further experiment was caraedon a thermal gradient. Here the
hottest area of the same sample showed 1 - 3 Mierdiices, whereas in the cooler
region there was evidence of mounding and muchetafgight variations. Clearly
mounds can be suppressed by step flow growth. &umibre, their inherent unstable
nature indicates they can be annealed away, ththeghrelatively large size means this
is a lengthy process (Orme et al. 1995a).

More recent work attributed mound formation toface ‘healing’ after the
formation of randomly scattered micro pits resuittiom oxygen desorption (Coluci et
al. 1998; Ballestad et al. 2001). Hence the inittadunds observed at relatively low
coverage began to coalesce until, at a coverageb@fnm, the surface evolved into a
typical 2D growth mode. This work concluded thatumds are a result of the initial
surface condition and the presence of ES barriassaf negligible effect, noting that no
mounds were formed on surfaces that were observdxk tideally flat before growth,

regardless of vicinal or nominal orientation.
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Attempts to reduce the formation gpits and hence produce a less damaged

surface are investigated in sect@B Clean-up Techniques (PBNRH)

2.4 Heteroepitaxy

Heteroepitaxy involves the growth of epitaxial leg/avith a different atomic spacing or
even a different crystallographic structure thaa timderlying substrate. Investigation
into heterostructures has produced an avid intenesmall, strain-induced islands that
can be employed as quantum confinement zones a&uadimishe development of quantum
devices. Minimising the occurrence of strain-indlicegefects at heterojunctions is

essential to enhance device performance (Maydr £990a).

2.4.1 Misfit Strain and Defects

Heteroepitaxy was initially employed to realise woen wells and superlattices for
advanced device properties. Here, alternate lagkeraaterial are deposited repeatedly
with the goal of achieving defect free epitaxiaydes of several monolayer (ML)
thickness. To alleviate the effects of strain,idettmatched AlGaAs/GaAs was used in
this endeavour, though it suffers from Al@eneration and poor Al sticking coefficients
at growth temperatures.

The InGa.As/GaAs epitaxial system was alternatively employéaor
heteroepitaxy. The lattice constant for GaAs salbste) = 5.6533 A and for the InAs
epitaxial overlayer g, = 6.0584 A. However, WGa.As alloys obey Vegards’' Law
wherea, varies linearly with alloy composition. Hence indae shown that:

a, =0.4051x + 5.6533 Equation 2.2

The misfit (f ) generated by the two competing periodicities lbarexpressed as (Van

der Merwe 1991):

a Equation 2.3
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Where a,,, takes the values d for the first monolayer. Hencé varies from 0 to

~7.2 % for In content @ x < 1.

Growth initiates pseudomorphically, with the®& xAs overlayer adopting the in
plane lattice constant of the underlying GaAs salstEigure 2.15. Arguments for
isotopic growth driven by strain have been preseiiBressler-Hill et al. 1995) though
since isotropy is inherent in homoepitaxy, argursefdllowed that pseudomorphic
growth is virtually identical to the homoepitaxigdowth (Bell et al. 2000; Rodriguez et
al. 2004) method mentioned i2.3.4 Growth Modes Transitions, with 2D island
formation and coalescence for As-rich conditionse Epilayer hence initially ‘wets’ the
surface, the particulars of which are discusseti4r? Wetting Layer Formation.

InAs epilayer

%__i

GaAs substrate

Figure 2.15: Schematic of InGa,As layer and GaAs substrate

a) before and b) after ‘merging’

Misfit thus far has been accommodated by homogengusfit strain (MS). Such elastic
relaxation continues until a critical thicknessréached, thereafter plastic deformation
occurs via misfit dislocations which punctuate ititerface (Frank et al. 1949).

The stages of the InGaAs/GaAs epitaxial systenmeHasen mapped from the
initial pseudomorphic regime through a roughenimgge with slow relaxation into a
sudden and fast relaxation phase with a noticeabigother surface and finally into

saturation (Rodriguez et al. 2004).
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The slow relaxation phase possess two competiragepses. The elastic
deformation of the film partially relaxes the strahowever the process is opposed by the
consequent increase in the surface free energhwéd to the increasing surface area
(Cullis et al. 1992; Tersoff et al. 1994). Hence fnocess is self-limiting.

The fast relaxation phase has been attributed tsfitndislocation (MD)
generation manifesting due to the ineffective rateon of the roughening phase which
does not cope with the strain build-up as morerkagee deposited. The smoothening of
the surface is indicative of up to 100 % strainceaemodation by MDs. In the saturation
regime, the limited density of MDs restricts thémB capacity to relax via MDs and
hence re-entrant surface roughening arises to aocolate excess strain. This is shown

schematically irFigure 2.16
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Figure 2.16: Relaxation Regimes taken from (Lynchteal. 2006)

The morphological response of theGa «As/GaAs epilayer in the slow relaxation

regime is notably effected by In content x (Cuélisal. 1996). For x values below 20 %
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the response is pseudomorphic throughout. Howdneerange 20 % > x > 25 % presents
a notable change. Step front distortion during ghopreclude nm-height ridges on the
growth surface thought to be produced by MDs. Fer25 % 3D islands begin to form
with undulating ripple particulates. The rippledaslands have been shown to exhibit
near 100 % relaxation at near-surface peaks (Arsdioet al. 1994) and significantly
strained troughs where cusps have been shownrto(fiesson et al. 1993) and threading
dislocations nucleate (Cullis et al. 1995; Androessl. 1996).

Values of x > ~25 % and the inherent 3D islandsegated are focused upon in
greater detail in sectior&s4.3 Stranski-Krastanov Transitionand2.4.4 Quantum Dot
Growth.

A basic edge dislocations is defined by a perprdr shift, effectively an extra
half-plane being inserted into the epilayer (Magerl. 1990b). Edge dislocations, often
termed perfect dislocations, are the most efficidisiocation with respect to strain
relaxation. Mixed (60°) MDs are also common distaas in InGa.xAs/GaAs systems
and occurring concurrently with a cross-hatch patigpon the upper epilayer surface
(Giannakopoulos et al. 1998).

MD nucleation requires up to 200eV (Van der Med®91), a barrier that can be
significantly reduced by MD nucleation sources. Isgources include inhomogeneous
centres (Zou et al. 1997) and existing threadirglodations (Van der Merwe 1991;
Tamura et al. 1992). Threading dislocations (TBynfed can further generate edge
dislocations via a glide mechanigtigure 2.17.

A perfect crystals suppresses MD nucleation, hewdlve production of crystals
with neither TD nor point defects is nigh on imgbgs Furthermore, ripple troughs and
3D islands add further sources, where the denditthe MD is delineated from the
diameter of the 3D islands or, in the case of guaerce, the frequency of the undulations
(Androussi et al. 1995).
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Glide
Epilayer —>

TD

Substrate

Figure 2.17: Misfit dislocation nucleation via glice of existing Threading Dislocation

All the dislocations mentioned thus far are pam@adih device performance, causing a
drop in carrier lifetime (Patriarche et al. 2008). number of methods have been
employed to suppress MD generation in 2D layer ¢gmowompliant substrates (Moran et
al. 1999; Patriarche et al. 2001), surfactants s@leset al. 1993), In-rich virtual
surfactants (Tournie et al. 1993; Xue et al. 19%#a) dislocation confinement (Uchida et
al. 1993). In respect to 3D islanding the idengifion of coherent (dislocation free)
islands proposed an exciting prospect (Eagleshaml.ei990; Guha et al. 1990),
especially when such islands can be employed agu@dtum confinement centres for
enhanced devices. However successive build uprainsproduces incoherent islands,
with incremental ‘jumps’ in growth attributed to aba dislocation formation event
(Legoues et al. 1994). The details of quantum dawth are discussed i2.4.4
Quantum Dot Growth.

2.4.2 Wetting Layer Formation

InAs deposition onto the GaAs(001) surface possagsue morphological behaviour in
comparison to other low index surfaces. In fact #pecific transition behaviour
discussed herein is further limited to the (2 xa#d c(4 x 4) As-rich reconstructions
upon said surface. In secti@m.1 Misfit Strain and Defectsthe morphological response
to relatively small misfit was presented, howeverndeforth the highly strained

InAs/GaAs epilayer system will be presented.
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To establish and categorise the varying influerafethe initial starting surface
and inherent strain build up it is useful to coesithe growth process in a number of
discrete phases. Wetting layer (WL) formation repres an initial phase with a range
extending from the first incorporated In atom oa aAs surface to a critical thickness
(t;) defining an abrupt transition from 2D to 3D growt

Under normal growth conditions, binary InAs depedion binary GaAs always
produces a ternary alloy (Joyce et al. 1999a). ddmeposition and thickness of the alloy
depend upon As:In flux ratio and substrate tempegatAlloying is significant above
470 °C and increases with both InAs coverage anckasing temperature (Belk et al.
1996).

At the low substrate temperature of 350 °C Asadlefit growth has been shown
to support In segregation toward the surface, yiglé highly In rich near surface layer.
Such low temperature segregation cannot be acabdoteby diffusion and hence near
surface atom exchange is theorised as the reamamgeprocess (Dehaese et al. 1995).
Whilst increasing the As supply suppresses sedoegadlloyed island formation is
enhanced (Ohtake et al. 2002). Notably a windowstexaround 420 °C where In
segregation is minimised and laterally homogeneantesfaces are evident (Belk et al.
1996).

For binary InAs coverages < 0.8 ML the independbttaviour of the (2 x 4) and
c(4 x 4) starting surface is observed. In the adsgrowth on (2 x 4) the InAs islands
formed above the existing reconstruction, creasinmiform wetting layer after an entire
ML has been deposited (Krzyzewski et al. 2002apw@n of small (2 x 4) InAs islands
obeys the scaling laws established in the GaAs lpitaxial system: key to this
argument is that anisotropic growth is the effettcoulomb repulsion and surface
reconstruction binding and migration (Bell et alOR) and not In induced anisotropic
strain (Bressler-Hill et al. 1995). For the c(4): #nAs incorporates directly into the
existing reconstruction, creating (n x 3) alloyeains.

Continued deposition to > 0.8 ML InAs coveragesless both the (2 x 4) and
c(4 x 4) GaAs starting reconstruction toward a @) ¥econstruction; a consequence of
the strain-driven alloying (Krzyzewski et al. 2001)is however notoriously difficult to

maintain a (2 x 4) reconstruction for the condisarsed during InAs deposition (Joyce et
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al. 2004). Other work showed that the (n x 3) retarction forms one atomic plane
below the (2 x 4) reconstruction (comparable to homaeepitwhere c(4 x 4) forms
beneath (2 x 4) during the transition), furthermuging a link between to the c(4 x 4)
reconstruction and alloying (Belk et al. 1997).

The reconstruction of the alloy is under disrepMtéilst a (1 x 3) is frequently
observed, alternate experimentally observed (1 ¢B2)k et al. 1997) and theoretically
favourable (2 x 3) (Kratzer et al. 2003) have besrorted. Thefl1( reportedly displays

both 3x and 6x RHEED diffraction patterns, wheretes[110] direction has displayed
1x, 2%, 4x and 6% patterns (Patella et al. 200BgSE patterns yield a number of (often

concurrent) reconstruction domains. The exact {rgltionship between these
reconstructions requires further study.

The growth conditions can lead to a complex refethip that extrapolates to two
extremes (Belk et al. 1997):

1. Maximal alloying: the area of the alloy reconstroctfar exceeds the amount of
InAs deposited.
2. Maximal segregation: the amount of InAs deposited €xceeds the InAs

composition in the buried bulk

For binary InAs deposited onto GaAs(001) the Wkejgorted to be between 1.4 and 1.8
ML (Joyce et al. 2004). The relatively large ramgas thought to be attributed to the
quality of the initial surface. A smooth initial dace was purported to yield a thicker
layer (Hollinger et al. 1992), a result supportgcab early RHEED observation (Joyce et
al. 1986). Later, the critical thickness) (fvas shown to have a temperature dependence,
where growth at high temperatures supports thitkger formation (Hollinger et al.
1992). For the pure binary InAs/GaAs systegaries from 1.4 ML at J= 350 °C to
1.8 ML at Ts= 500 °C. This is discussed more fully ;4.3 Stranski-Krastanov
Transition.

Growth under In-rich conditions produces a (4 xeZpnstruction and enables 2D
growth beyondt(Xue et al. 1997a; Cai et al. 1999). Whilst noicsiyy WL formation per

say, further investigation into the phenomenon m@guce an explanation for a number
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of WL effects by simple comparison. Sect®6 Concurrent MBE-STM shows that the
in situ growth technology is particularly suited to exjahgr Migration Enhanced Epitaxy
(MEE) that has proved to utilise both anion-richd azation-rich growth conditions in

rapid succession (Horikoshi et al. 1989) to enh&izgrowth.

2.4.3 Stranski-Krastanov Transition

In Stranski-Krastanov (S-K) growth, initial wettingyer (WL) formation is followed by
a transition from 2D to 3D, with 3D islands formiatpp the established WL. The actual
critical thickness () varies as a function of both In composition (x)dasubstrate
temperature (J (Joyce et al. 2004).

In the classic S-K system an epitaxial thin filnetesa rigid substrate. The first
attempt to model the dislocation-free stained egmtalayer considered a dynamic
description of the morphology of the growing fillBpencer et al. 1991). The model

predicted a transition thickness:

i _0' (A+2u)A-E)

Equation 2.4
“E,  2A+p)
where:
. = 2f°u@EA+2p)° _
0 (/1 " ,U)(/] " 2,U) Equation 2.5
E= M Equation 2.6
(A+2u)

f is the misfit strain defined i8.4.1 Misfit Strain and Defects,o’ is the surface free
energy and. andp are the Lamé elastic constants. The model fadearédict observed
experimental results, arguing that substrate-epil&yteractions account for some degree
of the discrepancy.

A thickness-composition diagram can be construtbedn,Ga.,As/GaAs(001)
epitaxy Figure 2.18, similar to those realised for GaAs(111) (Nak&ih999). The

38



I11-V Crystallography and Surface Structures Chapter 2

nominal growth temperature is 480 °C. There is @lle absence in the S-K transition
for x < ~ 0.25, as discussed in sectihd.1 Misfit Strain and Defects.The origin and
ramification of which is discussed below.

A basic overview of the S-K transition (Snyderadt 1991) relies on a strain
induced cost of adatom incorporation at step edddfereby a strain-induced
deformation of the WL makes it energetically unfarable for 2D islands to merge.
Hence an increasing number of atoms are availaislenk next layer generation. The
culmination theorises a kinetically controlled cgeming process whereby 3D islands
nucleate rapidly. Whilst this theory accommodatedriaing force for the 2D to 3D
transition, predicted values of the critical thieks, 4, are incorrect, indicating the

influence of another factor.
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Figure 2.18: Composition-Thickness Diagram

The 3D islands resultant from the S-K transitiomnfoas a consequence of adatom
migration. The areal density of adatoms, 2D ands¥hds involves 5 processes (Dobbs
et al. 1998; Joyce et al. 1999a):

1. Adsorption of adatoms onto the surface
2. Surface diffusion of adatoms

3. Nucleation of 2D islands (strictly a WL occurrence)
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4. Adatom attachment and detachment from 2D and ZDdls

5. Transformation of 2D islands to 3D islands

This qualitative overview can firstly be compoundida number of features (Joyce et al.
2004):

Islands grow after formation of a WL and are cohefdefect-free)
2D to 3D transition is very rapid (less than 1 Mipdsition)
Temperature and flux dependencies @re relatively weak

QDs are of alloy composition, even for binary depos

o~ 0N PRE

QD distribution obeys 2D scaling laws (hence nidistdriven)

Observed via RHEED, the S-K transition yields adlyi a “streaky” pattern (indicative of
a flat layer with some roughness) through to aflaiemming (indicative of a highly
disordered transient state and compounding highlenatdatom population) and finally a
“spotty” pattern (indicative of 3D island formatip(loyce et al. 2004).

In vacuo STM via quenching has extensively been utilisednteestigate these
stages further. However the effectiveness of thenghning process to “freeze” the
as-grown surface is under heavy dispute. One kgynaent in the S-K transition is the
validity of the existence of precursors. Here acprsor is a quasi-3D structure that
provides a site for a mature QD to develop.

There is much evidence linking thi®rmation of such structures to poor
guenching procedures (Krzyzewski et al. 2002b; Kemyski et al. 2003; Joyce et al.
2004; Krzyzewski et al. 2004), where backgroundahd As have condensed onto the
growth surface prior to imaging. Most notable dfialthe reputed re-entrant 3D island
formation at 1.27 ML (Ramachandran et al. 1997tgngfly argued as quenching effects
and not multiple S-K transitions (Joyce et al. 2004

Furthermore, the observed density of quasi-QCftendfar lower than the mature
number density (N (Patella et al. 2003). Hence the clandestinectsfef quenching can
be equally used to argue that quenching leadseteltmination of quasi-QD structures.

The existence of 2D platelets as precursors (Rriettal. 1995) was later argued when
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considering the number density of these structtgemining constant throughout the S-K
transition (Ramachandran et al. 199 #y(re 2.19. A similar evolution of 3D features

at the expense of 2D features has also been oldsels@mvhere (Ratsch et al. 1996).
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Figure 2.19: Density of 2D and 3D structures durings-K transition.

Taken from (Ramachandran et al. 1997a)

A number of theoretical models have been emplogegrédict the S-K growth process
(Joyce et al. 2004). The essential multi-scale reatoakes it difficult to explain all the
observed experimental features.

First principle calculations are chiefly employedmeasure the effects of strain
on the diffusion of In and Ga on both the substaaig wetting layer and the likelihood of
competing reconstruction formation (Lee et al. 28¢hmidt et al. 2000).

Kinetic Monte Carlo (KMC) simulations focus more @D growth and size

distributions and hence belong th4.4 Quantum Dot Growth. However off-lattice
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kinetic simulations suggest that the 2D-3D transitiesults from upward adatom hops,
thus predicting to an extent the critical thicknéwsthe WL (Much et al. 2001; Much et
al. 2003)

Thermodynamic arguments for the S-K transition eyp2D precursors and
multiple critical sizes for the ML to bilayer traten, bilayer to trilayer and upwards
(Ratsch et al. 1993) 3D islands are essentiallyesatopl. This approach relies on pre-
existing WL formation, hence ignoring the effectsreconstruction and the rate of the
transition.

Non-linear equation theory employs linear stapiliSpencer et al. 1993) to
predict a critical thickness below which a film sgable and hence above which it is
unstable. Whilst equations therein predict a nunabgrowth morphologies, appropriate
values for said equations are difficult to deterniand the relationship to atomistic
processes that underpin the theory are not clear.

A number of papers decry the S-K transition ondf@®aAs (Moison et al. 1994;
Joyce et al. 1999b; Garcia et al. 2000) spawnirgphrase pseudo S-K. Supporting
arguments include the acclaimed active involveneéthe WL in QD formation and its
dependency on growth rate (Joyce et al. 1999a)aafuhdamental S-K transition only
strictly observed at low deposition rates (Joycal e2000). It has also been theorised that
the growth mode is S-K at and just befaréSasaki 1996), and that beyond this classical
classifications are no longer relevant.

The true S-K transition is though to be strairveni and occurs to provide low-
barrier dislocation sources (Eaglesham et al. 19®%)wever the experimentally
observed coherent S-K is arguably not strain drif@ayce et al. 1999b) and seems to
adhere to segregation effects (Heyn 2001). Sedoegaffects are discussed more fully
below.

Enhanced In content in the upper growth layernat @around the S-K transition

has spawned two conflicting origination argumengsnely:

1. Stress Induced Melting of InAs

2. In segregation toward the surface
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Stress induced melting of 11I-V compounds, follofwsm a similar argument regarding
melting at high pressure for grey to white tin @aynan et al. 1963). The proposed
melting phenomenon argues to explain intermixind sealization of Gibbs free energy
(Bottomley 1998) and the strain free InAs reporedbserved during pseudomorphic
growth (Bottomley 1999). The existence of a RHEE®Rtgrn throughout this melting
regime is capriciously explained via a mesomorgtracture whereby it exhibits both
liquid and solid properties.

Segregation effects on WL formation are discusse@.4.2 Wetting Layer
Formation. With regard to the S-K transition, segregatioreggorted to reduce the island
nucleation barrier (Tersoff 1998) advancing 2D Bbg@owth.

In segregation combined with increased adatonsitemround ¢ have been
linked to an increased In population (Belk et &97) that was initially heralded as a
“floating” In layer (Garcia et al. 2000). The sptatad “floating” layer would participate
in the mass transport during the rapid S-K traositiThe said floating In population has
also been attributed to In cluster formation upba growing surface (Fawcett et al.
1992), however the tendency for droplet formatiomirty over supply of the group Ili
species during MBE means the existence of suchea isa doubtful.

More recently, In segregation has been quantébtiinvestigated using TEM
(Cullis et al. 2002). Not only was In segregatiogported to be significant, but
segregation in the wetting-layer was argued to robrihe critical point at which the
transition to islanding occurs. Under the WCNH nasgbm therein, an In concentration
of 80 - 85 % is required in the surface layegGinAs with x = 0.25 is approximately the
smallest In fraction for which islands form. Atthtoncentration, 3 nm of deposition is
required until sufficient segregation has occurred.

The work is expanded to the complete range of sidpn concentrations (Cullis
et al. 2002; Cullis et al. 2005) where the critizakurface fraction of 80 - 85 % is used to
predict the critical thickness for 0.25 < x < 1.eThesults are in close keeping with
experimental observations, supporting the argurtieitit is segregation strain not misfit
strain that determines whether 3D islands form @&nt al. 1991; Cullis et al. 2002).

The ability to observe the S-K transition in reaie will allow the discrete time

events witnessed thus far to be observed as ancomi. Moreover, any real time study
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will help reveal the extent and validity to whiclquenching” can be relied upon to
investigate S-K growth procedure. Strictly the Imgd and accommodation of the

segregated In requires investigation.

2.4.4 Quantum Dot Growth

Coherent QD growth (Guha et al. 1990; Leonard e1293) is restricted to deposition
after the S-K transition thicknessand before the later dislocation critical thickés
(Sasaki 1996; Hasegawa et al. 1998). For binaryslmh GaAs at typical growth
temperatures ~ 500 °G, i established at 1.68 ML and hetween 3 and 4 ML. The
behaviour of QD after dtan be considered as coalescence and dislocaggneg and
are suitably considered th4.1 Misfit Strain and Defects

To realise the technological application of QDuanber of parameters need to be

categorically understood:

Shape
Mean size and standard deviation

Distribution

P wDdh e

Composition (hence effective size)

Most theoretical models assume the QD to be a edgo@sed pyramid with low index

{103} facets, such a model is supported by equilibritm@oty (Ratsch et al. 1993).
However a number of experimental observances at@idhis is not the case. Chevrons
observed on th¢110] RHEED pattern but not on thglQ azimuth immediately imply
an asymmetry (Joyce et al. 2004). Faceted strdakg she [310] and [130] directions

were interpreted as a trapezoidal pyramid (Leel.etl@98) shown inFigure 2.20a
Whereas investigation into the intensity of diffian spots and chevrons (Joyce et al.

2004) were interpreted in terms of the lenticular shape shown iRigure 2.20h
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[310]

/ [110] [110]

[130]

Figure 2.20: Proposed QD shapes a) trapezoidal atj lenticular

The theoretically imperative square-pyramid QD wift03} side facets has been

observed experimentally with high resolution (Rueinet al. 1995), though it should be
noted at this time TEM suffered from strain-indudethging problems that affect the

reliability of results (Lee et al. 1998). Furthem®oSTM is notoriously very useful for

resolving height and distribution but tip-convoauti problems hinder its application to
dot shape (Shchukin et al. 1999; Joyce et al. 208dyvever a combination of RHEED

and these two disciplines reveal dots bound bydrighdex (113), (114) or (136) facets
(Hasegawa et al. 1998; Lee et al. 1998; Joyce €084). Imaging of the side-wall facets
speculatively reveals that the atomic structurdifierent to the flat facets (Hasegawa et
al. 1998).

Fully formed InAs QDs have a height > ~3 nm (~1Q)MKrzyzewski et al.
2002b). QDs of various heights have been reportadging from 2 - 4 nm (Bottomley
1999) though they can be grown coherently up tong(@uha et al. 1990). Base lengths
of 20 nm (Bottomley 1999) to 25 nm (Guha et al.@3¢how that dots are broader than
they are high.

The densityns of islands containing-atoms obeys the 2D scaling law given in

Equation 2.1 (Joyce et al. 2004). Growth observations indidhi@ 3D island size
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distributions follow irreversible aggregation pte§ (whereby adatoms that attach to
islands do not subsequently detach), where islanudtion adheres strongly to In and
Ga attachment and does not result from strain.

The relatively narrow size distribution is caudegl a self-regulating growth
process (Chen et al. 1996; Heyn 2001). The inrapid growth rate at.tslows down
after coherent islands have reached a certain filtewed by a subsequent increase in
growth rate at h corresponding to dislocation injection. This thear assumes two
points:

1. A strain induced energy barrier exists for attachine an island

2. This energy barrier increases with island radius

It intuitively follows that larger islands grow meslowly than smaller ones, yielding the
observed homogeneous size distribution. Furthernaréncrease in growth temperature
allows more adatoms to overcome the attachmentiebarallowing a plausible
explanation for the increase in island size witbvgh temperature (Sopanen et al. 1995).
This theory is supported by thermodynamic argumehtspward atom migration from
less-tightly-bound sites at islands peripheriethoupper dot surface (Joyce et al. 2004).

Equilibrium and kinetic arguments of QD growth tdie that whilst QD
formation is not an equilibrium process (Heyn 20@ibnealing reportedly forms an
equilibrium state array of dots (Shchukin et al99pP Annealing and quenching studies
in vacuoalready reveal that annealing leads to lower demditarger dots (Krzyzewski
et al. 2004). Then situ observations of the evolution of island size dgrannealing
compared to any change during quenching will expoand clarify these theorems
further.

Typical growth condition yielding dot densities1# - 10 cmi? represent rather
dilute arrays where the inter-dot distance is ##e8 the dot base area (Krzyzewski et al.
2004). Both rate equations (Dobbs et al. 1997) equilibrium theory (Ratsch et al.
1993) have been employed successfully to predittdéasities, however they fail to

convey convincing size and shape profiles.
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The density is seen to be a function of both ghorate and substrate temperature.
Where density is an increasing function of growdiberand a decreasing function of
temperature (Dobbs et al. 1997; Joyce et al. 198%¢ce et al. 2000; Krzyzewski et al.
2002b; Joyce et al. 2004). The growth rate respoas be explained in terms of low In
flux and hence higher As:In ratios significantlydueing In diffusion and hence
promoting the formation of larger size dots at aalsen density. Similarly at high
substrate temperatures the In diffusion rate irsgegromoting a higher probability of
In-In interaction leading to nucleation.

Furthermore the total dot volume decreases wittredsing temperature and
growth rate. Hence for dots grown at ~350 °C 00*ML s’ the S-K growth mode is
observed and dots are not involved in significamttenial transport from the WL and
hence InAs dots are formed (Joyce et al. 2000). gFawth rates of 0.13 MLsthe In
composition drops to around 80 %. Similarly for pmratures exceeding ~420 °C
alloying in the dots is evident (Dobbs et al. 1,983 ce et al. 1998; Joyce et al. 2004).

A ) LANTT)

a b C

Figure 2.21: Self-capping of In-core QD: a) In core

b) self-capping c) In rich apex

Aside from increasing the nucleation rate, In sggtien significantly alters the alloy
composition of the QD. The initial In core modek($off 1998) shown ifrigure 2.21a
relies on a self-capping proce$sgure 2.21b that results from an In depleted reservoir
i.e. the WL.

However internal segregation effects cause ewwiuttiom this plausible starting
composition pushing In toward the ap&igure 2.219. Capped QD imaged via XSTM
(Liu et al. 2000) seemed to confirm this assumptimwever the inability to distinguish
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between compositional and electronic effects unginthe validity of the results. The
truncated pyramids reported an “inverted-trianglegralding an In rich apex and a In
deficient base. A year later, high resolution traission electron microscopy (HTEM)
utilising energy-selected imaging (ESI) provideck thrst direct elemental mapping
measurements of In composition, providing conclkesevidence of the In rich apex
(Walther et al. 2001). Empirical inter-atom potah8imulations used to obtain dynamic
relaxation further validated the early works (Maghto et al. 2002). QD formation during
growth and alteration during capping remains aa afective interest.
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Chapter 3: Experimental Methods

This chapter introduces the experimental metho@sl ukiring this work. Rather than
develop a detailed history of the devices in qoestthis chapter introduces the general
principles and discusses the specific idiosyncsasfethe Omicron combined MBE and
STM utilised. Sectior8.6 Concurrent MBE-STM explores the well established Si/®e
situ MBE-STM work and the current IlI-V status.

3.1 Molecular Beam Epitaxy

3.1.1 Overview

Molecular Beam Epitaxy (MBE) is basically a refinedcuum evaporation process
(Joyce 1985). Neutral thermal atomic and moleché&ams are directed toward a heated
substrate held under ultra high vacuum (UHV). Tppaaiatus used in this work is shown
in Figure 3.1

Briefly, samples enter the system through the Easty Lock (FEL) to the rear
(not shown) and the FEL is turbo pumped down t& b@Bar in approximately 30
minutes. Samples are then transferred to the miagoistage, vacuum quickly recovers
to 10'° mBar ensuring an environment where high qualitydi can be manufactured.
The FEL and MBE chambers are isolated via an int&rvalve.

Molecular beams are created in Knudsen effusitis,der Ga and In sources the
crucible within the cell is manufactured from Pytad Boron Nitride (PBN). Beam

fluxes are given by (Joyce 1985):

_ an j
‘Ji |:7d2(2ﬂnkT)%:|COSQ Equation 3.1

Where J;is the flux per unit area at a distarttérom the sourcea is the orifice area,
atoms/molecules have a mass and a beam equivalent pressure (BEP)pofat

temperaturd K andd is the angle between the source and the sampghecsur
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Group Il elements produce monatomic beams, whilstip V sources are more
complex (see below). Three cell variants are engaag this work.

Sample positioning
controls

Liquid nitrogen cooling

O
Sample Sample
transfer

| | manipulator
mechanism stage

o) / E—

I hosphor
RHEED screen
gun (i

/ le—on (fine)

Flux pump
Turbo

PN
(coarse)
As In

cracker Ga source Source

Figure 3.1: Image and schematic diagram of MBE chalver components

Firstly the Ga source is a simple Knudsen cell BMBomponenten GmBH:
WEZ-40-10-KS) with an integrated cooling shroudnaintain a stable cell temperature
and a shutter to regulated the flux that can deeeitnechanically or hand operated. An
ion gauge head is employed as a flux monitor withwgh rates calibrated from SEM
observations of a patterned substrate.

The second source is a two-zone Knudsen cell Asker. A tetramer flux is
generated in the first zone from the evaporatiobwk As at 380 - 450 °C. This is then
passed through an optically baffled high tempeeatstage producing dimers when
operated above 800 °C. Cooling shrouds stabilizep&zatures of operation and a
needle-valve allows the flux to be altered from1D0 % by a hand operated mechanism.

The flux is calibrated with an ion gauge extended the beam.
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The third model is an electron beam (e-beam) soansployed chiefly to reduce
heating effects whilst operating within the STM wcfier (see sectio8.6 Concurrent
MBE-STM). Crucible material is chosen in respect of evapon material, in order to
provide a stable source. Whilst In, Ga and As carcieated with e-beam sources, the
applicability to As evaporation is reportedly podye to high vapour pressure at low
temperature. The fluxes of the e-beam cells anbreédd with integrated flux monitors
that simply require calibration to BEP (see sectidhE-beam cells for MBE.

Cell alignment allows a focal point for the muléipbeams upon the sample
surface. Larger samples are often rotated withenflilx (at a frequency greater than the
duration to grow a single ML) to achieve uniforrmgmosition (Cho et al. 1981) though
for the small samples used in this work this isesfipous. Liquid Nitrogen cooling plates
within the system help reduce the chamber presdyreallowing a sink for the
background flux.

Epi-ready substrates arrive with a volatile sugfagide created in the etching and
cleaning process. Removal of this oxide aE1580 - 620 °C under an As flux produces
relatively smooth surfaces with deformation heightt$ - 20 nm (sesection 6.3.1 A
0.5 - 1.0 um GaAs buffer layer grown at Ts = 5&»0 °C restores an atomically flat
surface. Growth can subsequently be performedsat B50 - 520 °C for InAs (or
InGaAs) and T=480 - 620 °C for GaAs.

The great interest in MBE as a means of devicdadation initially arose due to
the necessity for sub-ML deposition control to isslsuper lattice and quantum well
structures. The same sub-ML depositional accuraxy dilowed the investigation of
kinetic processes for both homo- and heteroepitdl¥i& compounds vian vacuoSTM.
The invention of concurrent STM and MBE (seection 3.§ further expands the

potential of this method.

3.1.2 Temperature Measurement

Samples can be heated by 3 different methods:

1. Radiative Heating (RH)
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2. Direct Heating (DH)
3. Pyrolytic Boron-Nitride Radiative Heating (PBNRH)

RH is the common mechanism employed in MBE whei@lilament is placed close to
the sample plate (typically molybdenum (Mo) or &dnin (Ta)). In this apparatus, wafers
up to 15 x 15 mimcan be mounted and are adhered via a small Inadrop

DH and PBNRH utilise specially developed sampbtgd shown idrigure 3.2a
andb, respectively. For DH, heating is achieved by pagsa current through the sample
via the contact bars, with one side being eledtyicaolated from the plate with ceramic
washers. For PBNRH, current is passed through alyiir graphite (PG) track
encapsulated in the PBN plate, where again oneacobmttar is electrically isolated.
Furthermore, the sample is grounded at both entigshwsimplifies high temperature
STM (seesection 7.4. Achieving repeatable and accurate substrate éeatyre (T) is
essential for MBE. Samples for the latter two hegatnethods have a typically surface
area of 9 x 1.4 mffor DH and 11 x 3.9 mffor PBN though clamping procedures

reduce the active length to 5.5 mm.

Sample

top-plate
‘y

Contact Bars

Threaded Bars

S
Y AR\
PBN plate _

Ta base plate

a b

Figure 3.2: Exploded schematic of a) DH and b) PBNR sample plates
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Temperature monitoring is provided through a therouple mounted on the manipulator
stage close to the sample plate. This providesonede correlation with the sample for
RH, but a more accurate means of measurementugeddo facilitate DH and PBNRH
operation.

The original DH and PBNRH plates are incompativith RHEED, due to the
depth of the ceramic top plate and the glancindeafd - 3°) of the RHEED beam to the
sample surface. A RHEED compatible alteration of hH plate enables sample
mounting on top of the ceramic platéiqure 3.3. Principally RHEED can be used to
attain two useful sample reference points at ~48@rid ~580 °C as describe in section
3.2 Reflection High Energy Electron Diffraction RHEED is only available in the MBE
chamber, hence without an alternative method sahga¢éing in the STM chamber must
reply on applying identical heating power as duriing initial RHEED observations and
assuming the temperature reached coincides in esdh with reasonable accuracy (see

Chapter 4: Direct Heating).

Mo restraining bolt

/\;5—_'_ < Mo clamping
Sample v/ w foil

<4—— Ceramic
top-plate

Figure 3.3: RHEED compatible alteration of DH top pate

A thermocouple attached at the centre of the sarmale be implemented to provide
temperature measurements. The quality of the caiomeavill significantly alter the

results, to this end RHEED temperature measuren@@nbe used to verify two set points
enabling a certain calibration. The thermocouplenca be attached to the sample during
growth and hence power-temperature curves genefeded such results can only be
used as a approximate guide for heating in the $fi&nber. Remote thermocouple (i.e.
located at a fixed position in close proximity teetsample) is notoriously inaccurate

(Bracker et al. 2000) due to changes in radiateating during growth.
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Accurate optical pyrometery suffers from a requieat to know the exact
emissivity of the material, a value that changeskedly over the growth regime
350 - 580 °C. This makes the technique extremedgdarate in the first instance and
limits its accuracy even following a reference temgpure (Bracker et al. 2000).

Band-gap thermometry and transmission spectrosciiige the phenomenon
that the band-gap energy of semiconductors deewash increasing temperature
(Foxon et al. 2007), hence changes of wavelengtheobsorption edge of GaAs can be

used to predict temperature (Hellman et al. 1987):

5409x107T?

E =1519-
o(T) = 1519 (T +204) © Equation 3.2

whereT is the temperature. Whilst this method is applieab GaAs (Sacks et al. 2005),
an ~ 6 A epilayer of a small bandgap semicondustach as InAs) would tend to absorb
most of the source light (Bracker et al. 2000). ctSa problem can be overcome by
inserting a reflective epilayer into the structarel employing transmission spectroscopy
in the reflectance mode (deLyon et al. 1997). Teishnique utilises direct radiative
heating of the substrate, using the absorptionhef light of the heating element to
determine the temperature. Hence it is only appleto PBNRH, with the ability to use
the technique severely impaired by the small dinogrssof the substrate.

DH of the substrate possesses the advantage idfqapnching of >50 °C/s and
hence effects of the quenching procedure can bernadx$. DH is governed by the power

equation:

P Equation 3.3

conductance

P

electric

=P

radiation

Where Pejectic is the electrical heating power=(I(T)?R(T) ), Pradiation iS the power loss
due to thermal radiation arRlonguctancdS the power loss due to heat conductance. Whilst
Pelectric IS known from the power supply settif@agiaion Can only be approximated and
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henceP¢onauctance@nd the heating curves generated are fraughtesiths (see sectioh2
Power Equation).

High temperature thermography (discusse8.81Pyrometry) can effectively be
used to determine both the sample temperaturerendradient across the sample. This

topic is discussed in detail @hapter 4: Direct Heating .

3.1.3 Sample Preparation

Epi-ready wafers from the supplier are coated [mcdective oxide that must be removed
prior to growth. This oxide undergoes an aging psscwhere the bulk reacts with the

volatile As03; compound (Wasilewski et al. 2004):

2GaAs+ As,0O, —» 4As+Ga,0, Equation 3.4

Heating under UHV conditions below 400 °C resultsan acceleration of the aging
process where desorption of®land the As-oxides are required to clean the serféhe
observed roughening of the GaAs surface as disduisssection2.3.6 Large Scale
Mound Formation is believed to result from a decomposition of tinelerlying bulk in

order to produce a volatile @a oxide from the more stable &&x;:

Ga,0, +4GaAs=3Ga,0 1 +2As, Equation 3.5

Hence the roughening could be lessened by suppl§agexternally by means of a
Ga-flux at lower temperatures of around 440 °Cheathan relying on GaAs from the
bulk at temperatures of 580 °C. The reaction wogdce become:

Ga,0, +4Ga=3Ga,0 t Equation 3.6

However since the decomposition of the bulk is mdoen process with an activation
temperature above 400 °C, the formation of miceopannot be fully suppressed. Rather
the surface roughness should be simply reduced. @rimciple is investigated in section
6.3 Clean-up Techniques (PBNRH)
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3.2 Reflection High Energy Electron Diffraction
Reflection High Energy Electron Diffraction (RHEEB)utilised concurrently with MBE

to determine:

Surface structure

Quality
Growth rate

WD P

Temperature.

The principle of RHEED involves an electron beamb50f20 keV striking a crystal
surface at an angle of 1 - 3°, the diffraction dfiehh creates a pattern on a phosphor
screen. The electrons only penetrate the firstrfeamolayers due to the glancing angle,
making RHEED extremely surface sensitive.

To identify the various surface reconstructiomse¢ azimuths are required with
45° spacing [110], [010 and [L10 (LaBella et al. 2005)). Patterns are classifiedhsy
number of spots, n, that appear in additional thegry spot. Hence (n + 1)x, where n
can have any positive integer including zero. Aidddl spots correlate to a structural
spacing (n + 1) times greater than the unrecornsiuattice. Table 3.3.1summarises the
common surface reconstructions on GaAs(001) and ¢beresponding periodicities. An
example of the pattern observed for diffractionnirthe GaAs(001)-(2 x 4) surface is

given inFigure 3.4

[110] [010] [ 110

c(4 x 4) 2% 4% 2%
(2x4) 2x 1x 4x
c(2 x 8) 2% 2x 4Ax
(2x1) 2% 1x 1x

Table 3.3.1: GaAs(001) Surface Reconstructions
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lSI 1, Olh 7 131 131 Olh lsi 131 :%1/2 1/40th 1/41/2 » 131

110 [010 [11Q

Figure 3.4: GaAs(001)-(2 x 4) diffraction patterns

Theoretically, if a surface is atomically flat witto ML steps, the long range surface
order does not significantly effect the reciprochdttice rods, and vyields a
“broken-streaky” RHEED pattern. (i.e. for an atoalig flat surface, the reciprocal
lattice rods are infinitely narrow and the intets@ts of the rods with the Ewald sphere
will still be approximately points, hence the RHEkDage will appear as a number of
disassociated short streaks or oval spots).

If the rods have some width, however, the intergast broaden out into a
“streaky” pattern, which then merge to form a contius streak. (i.e. typical step edge
roughness equates to broadening of the lattice, redslting in a “continuous-streaky”
pattern). Further distinctions can be made for qinous layers that appear as a “haze”
and polycrystalline surfaces that exhibit “ring$lence, RHEED gives a qualitative
method for quickly checking the surface conditibaRella et al. 2005).

The “spotty” (1 x 1) RHEED pattern is often assted with QD growth and is
used to mark the transition. In this remark thetspmrrespond to scattering off the
multiple facets of the surface.

The distance between adjacent streaks in a dirapattern corresponds to the

lattice parametera] of the substrate. It can be shown that (Rioux6200

W a*A Equation 3.7
L 2
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where W is the pattern spacind, is the sample-screen distane&,is the reciprocal

lattice rod spacing and is the electron wavelength. This fact has beehsedi in

heteroepitaxy of InAs/GaAs to monitor alloying hetepilayer.

Ga shutter open

F
_4—*— Ambiant light
T incrense
T Ga shutter closed
7
5
g ‘l
g |’ | T
= Ambient light
8 decrease
=
= 1 1 ] | ]
0 5 10 15 20 25

Time (sl

Figure 3.5: RHEED oscillation damping, taken from Joyce 1985)

The spacing between neighbouring diffraction rodéneates the local spacing of the
reconstruction domains on the surface. Chiefly satelnAs/GaAs is ama(1 x 3) pattern,
so called because thg and?; order rods are closer to each other than ther I" order
features (Bell et al. 1999). A possible cause & dherlap the twofold and threefold
periodicity of the surface.

RHEED intensity oscillations provide a quick, aate method for determining
growth rates. Varying amplitude oscillation corres@s to film growth, with an entire
amplitude cycle representative of a single Miigure 3.5 shows a typical RHEED
intensity variation with time. The damping of thectlations corresponds to a subsequent

roughening of the growth surface as discussed aticse2.3.3 Stoichiometry and

Roughness
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Transition T/°C | As BEPuTorr | Significance / Comment
c(4x4)to (2 x4) ~500 3-5 Typical for InAs Q@Powth
(2x4)to(2x1) ~620 3-5 Buffer layer growth*

Rings to (2 x 4) 580 3-5 Oxide desorption anca@iap
Haze to (1 x 3) ~290 3-5 As-cap desorption**
(2x1)to (4 x 2) ~680 3-5 High temperature refee***
c(4 x4)to (2 x4) ~400 0 Low temperature refeestic

*higher quality buffer layers (reference)

*:

As-cap: amorphous As protective layer

*k

Used for reference only. Not typical growth regime.

Table 3.2: GaAs(001) RHEED transition temperatures

o o 800 700 600 500 400 T[°C)
10 - T T v . i
c(4x4) [(2x4) (2x1) d
5 ' ;
) o = (4x2) 1) | (244) (2x2)
: ;;‘" 418 )
5 : § A
3 ; : Y
o ! S
B g @ Rl TV b 3
@
< 5
3 & L] [ ]
13 1 1 1 i 1 i 1 " 'l
10 1.0 1.1 1.2 1.3 1.4 1.5
2 Substrate reciprocal temperature 1000/ [1/K]
) ® & (Ixf)<==> (D), © (Zxd)<==>(3x1), 0 (2X2) <==> (2xd}
10" ' : . s (I)==(axz), » () ==> (1), ®  (2x2) ==> (2xd)
350 400 450 500 550 600 650 700 X s % without arsenic flux

Fundamental Substrate Temperature(°C)

Figure 3.6: GaAs(001) Static Surface Maps a) fronL@Bella et al. 2005)
b) from (Reginski et al. 1995)

The GaAs(001) static surface mapigure 3.6 plots the surface reconstructions as
functions of both Tand Ag BEP. Consequentially the two reconstruction tritamss can

be utilised to predict Jfor a known BEP with relative accuracy, or vicersae For
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nominal Ag BEP around 3 - fTorr (Figure 3.6) the transition temperatures become of

particular interestTable 3.2. The utilisation of RHEED for temperature calitioa is
discussed in further detail @hapter 4: Direct Heating

To interpretFigure 3.6 it is important to relate the BEP to a moleculax
(Equation 3.8):

JAs,) = BEP(As,) 8T

source

1(AS;) Tgage | TKM(AS,)

Equation 3.8

Where J(As) is the flux in mol crif s, BEP(As) is the beam equivalent pressure in

uTorr, n(As) is the ion gauge sensitivity coefficient ~6.8,afeand Touceare the gauge
and source temperatures of 300 K and 680 K resdgtik is the Boltzmann constant

andm(As) is the mass of a As-tetramer in grams. Hence a &Px 10° uTorr equates
to ~1 x 16° mol cni? s™.

Ts(°C)
800 ?Pﬂ EDCI 500 400
10 . = 1[It Poreeens
f/;; I __i_- |d.r.,.;¢1///f/f:/. q1x31
sl
”Z'/_ ] /‘:-'z,',//,/....._
o E»;?j,";.—— 124 1+-:21!- - I:ExEIJ
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I T e s namm: .J,_ — //,/,
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Figure 3.7: Dynamic Surface Map taken from (Dawerit et al. 1990)
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The static surface diagram is merely a snapshdymémic surface diagrarfigure 3.7).
This can be utilised to calibrate the As:Ga BEPddmown temperature, most notably
the approximate 1:1 ratio for (2 x 4) to (1 x Jgnsition at the clean-up temperature of
580 °C.

3.3 Pyrometry

Pyrometery is a well-known non-contact measuren@ntemperature utilising an
object’s emission and emissivity. Emissivity of efect emitter or black body is defined
as 1, similarly an object that emits no radiatias An emissivity of 0.

The accuracy of pyrometery temperature relieshenatccuracy of the emissivity.
A problem in the case of semiconductors is thatagpis have significant effects on
emissivity (Timans 1992; deLyon et al. 1997). Farthore the doping density has a large
effect on the emittance (and hence the emissiuitg) sample (Jordan 1980).

Accurately estimating the emissivity is a key peob for the Minolta/Land
Cyclops 241 pyrometery camera used in this worlerertihe emissivity is set manually
with an analogue dial. Attempts to do so can bendoun Section4.2.2 Total
Hemispherical Emissivity.

Emissivity corrected optical pyrometery (Anon 1p¢iims to be an automated
method for emissivity calibration, utilising a spical light integrator having a reflective
internal surface. Modulation of the light allowsedlected beam to be distinguished from
the light source, emissivity is calculable from tiedlected light. However such means

were not available in this work.

3.4 Thermography

Thermography is a type of thermal imaging sciemed tletects the radiation emitted by
an object and produces an image based on thaticedidwo systems were considered in

this work:

1. DeltaTherm from Stress Photonics, Inc.
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2. Titanium Orion from Cedip Infrared Systems

Both systems comprise an infra-red camera and itadgignal processoiF{gure 3.8).
Originally developed for thermoelastic stress asiglyTSA), the DeltaTherm system has

consequentially expanded into thermography.

Signal Processing |, Camera

Electronics Detector IR
Signal A radiation

Object

A

Amplitude and
Phase

A 4

Computer

Camera Control

Figure 3.8: Block diagram of DeltaTherm System

The focal plane array (FPA) camera consist of thnds of InSb IR detectors, each

measuring IR radiation at a specific point on thgot's surface. The measured photon
flux is converted to electrical charge and stored icapacitor and read out at a specified
frame rate. The pixel integration time represehesléngth of time allotted for capacitor

charging.

The DeltaTherm instrument is particularly suited measuring changing
temperature, notably intent upon measuring smabrntlal changes caused by
thermoelastic stress. Operation in AC mode endhksgnoelastic stress to be monitored,
whereas DC mode acquires data on absolute tempexatiues.

Data collected corresponds to photon hits and teotperature. Thus the
DeltaTherm camera must be calibrated prior to wseducing a CAL file where a
number of photon hits vs. temperature points aneelaied and values between are
estimated by linear approximation. The photonicgearof the camera is set by the
capacity of each capacitor, capable of storifigd 16,384 bits. A trade off between
range and resolution is required, where any chamglee camera settings (shutter speed

and pixel integration time) requires recalibratajrthe camera.
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The Cedip Titanium has a number of calibratioadfifor a range of objects, and
hence calibration of the camera is somewhat sireglifThe system was tolerant to
changes in setup and automatically compensatedeshgppieed and pixel integration
attenuations.

The accuracy of absolute values is hence govemgdbe accuracy of calibration
temperatures, to which end the Cedip Titanium wassen. However DeltaTherm does
provide a 2D map of the sample surface displayergperature variations in a colour
contrast image, thus allowing the temperature nagaas a result of both sample bending
and current pinching to be investigated. This tapidiscussed in detail i@hapter 4:
Direct Heating andChapter 6: Sample Preparation for STM.

3.5 Scanning Tunnelling Microscopy

3.5.1 Overview

Scanning Tunnelling Microscopy (STM) relies on tiplenomenon of electron
tunnelling. Where the classical physics principksguire substitution for quantum theory.
An exponential dependence of tunnelling currenpl)junction distance (s) is crucial to
STM operation, the experimental observation of Wwhit 1981 can be heralded as the
birth of STM (Binning et al. 1982). Atomic resolomi of Si(111)-(7 x 7) followed in late
1982 (Binnig et al. 1983).

The principle of operation involves bringing arral(atomically) sharp tip into
angstrom separation from a (semi-)conducting sample experimental apparatus
utilised in this work is given ifigure 3.9

Samples are loaded into the flip stage from theEMBamber via a transfer arm.
The wobble stick is then used to manipulate thepdammto the carousel for storage (12
in total) or insertion directly into the sample et in the floating stage. The floating
stage comprises a two-fold damping system, utdisiprings and eddy current dampers.
This low (approx. 1 Hz) stage resonance frequermybined with the high resonant
frequency rigid STM unit body provides the overgistem response. Under optimised

conditions external vibrations can be reduced biacior of 10’, which reduces the
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typical 1 um floor vibrations to 0.1 pm, in turn allowing viedl resolution of 1pm
(0.01 A) and hence high resolution atomic scalegiesa

In the absence of a heating element, sample lgeatin only be performed via
Direct Heating (DH) or Pyrolytic Boron-Nitride Resive Heating (PBNRH) as described
in 3.1 Molecular Beam Epitaxy the application of which is discussed in detail i
Chapter 4: Direct Heating . Additionally cooling can be achieved utilisinguid-He to

produce temperatures down to 25 K.

Cryo-lock tool
Sample /_ \ Wobble
Carousel \ Stick
Transfer A
arm and flip
stage —» I

[(—=

Floating stage—-

Tip and )
piezoelectric PR <«—— Triple

drivers ® O e-beam

_.D._D/ source

Floating stage
release EEE——

Figure 3.9: Image and Schematic of STM and componéh

The tip position is controlled by a single tubezoelectric scanner shown schematically
in Figure 3.1Q A pair of outer electrodes allow “bending modesélising x-y motion,
whereas expansion of the tube provides z motionniBiet al. 1986). Applying equal

and opposite voltages to the two outer electrodegges deflection equated by:

| 2
AX(Dy) = 2\/§d313u

h Equation 3.9
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whereD is the inner diameter of the tulmb; is the piezo coefficient)yy)is the applied
voltage,| is the length of the tube amds its thickness (Chen 1992), whereas applying a
voltage to a single electrode yields a deflectibrexactly half that given irequation

3.9. The tube has a maximum scan range of 12 yri2with 1.5pum travel, however
calibration has biased the scanner for use at atogsplution and larger scale plots need
careful interpretation or re-calibration.

End user control is facilitated through a softwpeekage named SCALA PRO
developed by Omicron Nanotechnology GmBH [Omicr&@CALA PRO Software
Manual, version 5.0 (2003)]. SCALA enables operatiata procession and analysis.

Operation covers controlling experimental paramsetef gap voltage, yp
tunnelling current, wnney 100p gain and scan speed. Analysis allows thecieh of sub-
areas within the current scan window and the aattin of Fourier transforms and
autocorrelation functions. Processing accommodalbeskground correction via
interpolation and filtering and smoothing routinBata can also be edited, magnified and

the distortion corrected. Visualisation includesr@nderings and line profiles.

|«——— Tip Holder

S gq—— Magnet
Radiation > I """ I
Shield L :
/ ‘
Z-electrode —‘» r— XY
(inner) Scanner ¢ electrode
Tube , (outer)
¢
Fl

Figure 3.10: Scanner head and piezoelectric driver

3.5.2 Tip Fabrication

The STM tip is crucial to operation (Cricenti et 4994; Kubby et al. 1996). The
required shape of an STM tip depends on its inténolerpose. For imaging of flat
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surfaces at atomic resolution the shape of theidignconsequential, provided it
terminates on a single atom. Since the tunnellingent is exponentially dependent on
tip-sample distance, only the atom at the apexritries to the tunnelling current.
Provided the next nearest atom is more than 3 fovenh its contribution to tunnelling
current can be considered negligible (~0.1 %). Wofaately, if a cluster of atoms share a
similar tip-sample separation distance then theritmrtion from said atoms is significant
and this leads to multiple tip imagining artefaatsghosts” (Park et al. 1987).

For rough surface imaging, the shape of the tgpb®s important. Cones with a
broad angle fail to penetrate into deep, narrowogogphic features leading to a
smoothing of the observed surface (Musselman e1380). Predicting the degree of
roughening from scan speed and tip geometry (K&l$£¥1) is complicated by the fact
that tunnelling current can switch between vari@iems along the tip’s side cone
depending on its shape.

STM tip fabrication is a multistep process involyi

Electro-chemical etching
(Optional)ex situpreparation

In vacuoheating or ion bombardment

e

Maintenance

Electro-chemical etching can be separated intodmead categories:

1. In solution

2. Lamella

For in solution etching a length of wire is insdriato the solutionKigure 3.11) and
whilst the meniscus concentrates the etching at dinetchant interface the entire
submerged section is effectively etched. Menistippiag (Figure 3.119 can cause the
etching area to move down the tungsten (W) wirergasing the length of the tip.

For lamella etching the membrane concentratesttiféng into a small area along
the W wire (Melmed 1991; Klein et al. 1997iqure 3.11h. The fragile lamella
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membrane is prone to multiple breakages duringetbking process and the restoration
of which involves “dipping” the ring back in thecéant, possibly moving the etching
site. Additionally warping of the lamella aroundetlwire can increase the initially

concentrated etching areaidure 3.11d. This technique requires constant supervision.

tip
holder

W anod:

tip
holder ring

lamelle
cathode ¢

cathode meniscu

NaOH
(etchant)
beaker

Lamella W anode

warping

1% meniscus
2" meniscus
3" meniscus

Figure 3.11: Etching procedures a) In solution b)dmella

¢) meniscus dropping d) lamella warping

Optimisation of tip etching is sought to produceargh metal tips (small radius of
curvature (ROC)) with low-aspect ratio shanks taimise vibration noise (Bryant et al.
1987) and having a symmetrical shape to reduceatotion effects of the electronic
wave function of the tip and sample (Oliva et &98) Figure 3.12. Where the lateral
resolution Ad) of a sinusoidal varying surface of amplitude) (@nd periodicity &) is
given by (Stoll 1984):

Ad = hS exd_;f(rt +d)/(’(ooaz)} Equation 3.10
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wherer, is the radius of curvature,is the tip-sample separation arg, = (qaZm/hz)yz,
with ¢ = work function,m is the mass of an electron alds Plank’s constant divided

by 2.

St shank
length

Figure 3.12: Schematic of tip apex highlighting radis of curvature
(ROC) and shank length. Dimensions are distorted foclarity.

In initial work the etching current “cut-off” prodere adhered to a threshold current,
below which the etch current cut. The subsequesdtrel-chemical polishing incident
between tip drop and the current cut-off led t@latively hemispherical tip with 0.1 - 1
um radii (Bryant et al. 1987). The actual droppectisa, being instantaneous cut from
current when etched away does not suffer fromgheblem, and hence was utilised as a
functional tip. Alternatively, a reverse chemicéthewith a “fish hook” shaped anode
utilises the same phenomenon (Fotino 1993). Otloek Wwas used a thin layer of etchant
suspended atop a denser inert liquid (Lemke e1390; Melmed 1991) and obtained
ROC =10 nm.

Enhanced electronic control has been implementeediace the cut-off time (Ibe
et al. 1990). Good results were obtained via dffiéal cut-off, where the current signal
is constantly sampled and the cut-off event takasepafter the rate of change of current
falls below a pre-described value (Nakamura €1209).

The refined differential etching method has a exyrof parameters:
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1) Concentration of etchant
2) Immersion depth
3) DC etching voltage
a. Constant
b. Retarding
4) Differential value
5) Shielding effects

6) Cleaning / contaminants

The etchant concentration is nominally 2 - 3 M Na®iith lower concentrations thought
to increase oxide build-up (Kerfriden et al. 1998)ereas higher concentrations result in
a non-ideal chemically active solution (Melmed 1p91

Immersion depth sets 1) the initial etching cutrevhich depends on the etch
length, and 2) the force on the thinned wire apeéi (Oliva et al. 1996), with a longer
insertion depth heralded as yielding a shorter tip.

Current (mA.)

] 2 -1 :1 é llf' ]IJ! II'I I:‘r l.?! 20
WVoltage (V)

Figure 3.13: Voltagram of during etching of a 8 mndiameter rod
taken from (Oliva et al. 1996)

Under normal conditions DC etching produces a shsinprt tip (Melmed 1991). The
voltagram shown inFigure 3.13 reveals etching times for voltages below 2V are

unfavourably long, whereas for high values, thaigmgsviolent reaction causes structural
damage to the etching tip.
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Shielding of the anode from the cathode is necgsgahigher voltages due to the
abundance of gas created and its adverse effébeastability of the meniscus.

Cleaning involves the initial removal of NaOH dajls on the tip (sometimes
ultrasonically) in distilled water, whereas remowébarasitic oxide from the tip surface
requires an additional processing step.

Oxide removal techniques are notably varied. &gshthe simplest technique
documented involves oxide removal in hydrofluoracda(Hockett et al. 1993), however
the inclusion of fluorides into the vacuum systesaesely impair MBE growth. Focused
lon Beam (FIB) milling can be utilised to duallymeve oxide and shape the tip apex
(Vasile et al. 1991; Hopkins et al. 1995). Oxidenowal by FIB typically proceeds in
30 - 40 minutes whereas tip shaping is a markesghgthier process, limiting its use to
only specialist areas. More frequently oxide renhasgperformed within the vacuum
system, where the surface is cleaned with Ar+ iomisardment with an ion gun (Zhang
et al. 1996), annealed with an electron beam abD6-1& (Cricenti et al. 1994), self-
sputtered ion process using a Ne background peegailbrektsen et al. 1994) or simply
radiatively heated with a filament (Ekvall et 809B; Ding et al. 2005).

Optimisation of the etching procedure is more igai@ely than quantitatively
documented, with results commenting on a singlarpater of optimisation singularly
rather than interactively with the other parameteience a detailed investigation into tip
manufacturing optimization has been undertakenhis tvork and is discussed in

Chapter 5: Tunnelling Tip Preparation.

3.6 Concurrent MBE-STM

Initial STM semiconductor images were obtaireedsity with transfer through air and
subsequent ion bombardment prior to imaging (Bestwet al. 1988), however the high
level of damage introduced by the ion bombardmaghifscantly impaired this
technique’s effectiveness. A much more viable smtuttcomprised an MBE system
(discussed in3.1 Molecular Beam Epitaxy and an STM system (discussed 3rb
Scanning Tunnelling Microscopy integrated into a closed systgButz et al. 1990). So

called in vacuo MBE-STM has been extensively used to investigamisonductor
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surfaces, though surfaces cannot be quoted taskgrownas a result of the unknown
effects of rapid thermal quenching to room tempeeatnecessary before imaging.
Integrating an MBE growth module into an existingMs chamber (MBSTM) or
similarly integrating an STM unit into an MBE chaetb(STMBE) has recently been
achieved for group IV (Voigtlander et al. 1993) aldV (Tsukamoto et al. 1999)
semiconductors respectively.

The work of Tsukamoto to realise a functional Stiddule in an MBE system

(Tsukamoto et al. 1999) overcame a number of meis¢ed problems:

1. LN bubbling noise
2. Vacuum Pump vibrational noise
3. Radiation noise from material sources

Furthermore, the chambers require careful desigamsguire elimination of contamination
of the electronics due to deposition fluxes (Tsuetomet al. 2006a). Specifically,
shielding of the piezoelectric drive is paramourig@re 3.14. A custom-made heater
module and STM stage allowed isolation from thesevanted influences. For high
temperature STM, the advantage of performing STkh&MBE chamber centres around
the ability to avoid quenching the sample betweaage and growth. However in the
case of low temperature STM, any attempt at quegchvould inevitably result in
evaporation particulates adsorbing onto the coséeuple.

Further, contamination of the STM tip adversefigets image quality. Whilst the
intimacy of the tip and sample during imaging makEs unavoidable, low deposition
rates can reduce the necessary frequency of clpaamd maintenance. The cleaning
procedure itself involves scanning at relativelghthcurrent and voltages resulting in tip
heating and field desorption.

Deposition onto the tip implies that a degreehsf sample is shaded by the tip,
which has a typical radius of curvature of tensiwf Optimisation of ROC and tip shape
will reduce the shadowed area. The presence ofefisient structures would strongly

suggest such an occurrence, and hence the absescelodomains implies that the
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diffusion length of As is sufficiently large to c@@nsate for the shading. (Tsukamoto et
al. 2006a).

Sample heating is performed via either directingatDH) or pyrolytic pyrolytic
boron-nitride radiative heating (PBNRH) as desaiben 3.1.2 Temperature
Measurement For lightly doped wafers heated by DH, a sampls bi@rection must be
applied to compensate for the voltage drop acrbessample. Heating of any order
generates thermal drift. Samples must be left abikte for several hours at a given
heating current in order to minimize drift. Any idgal drift can henceforth be corrected

via SCALA's software correction tools.

Sample Piezo-tip shield
Floating
Stage

TR

Piezo-electric
drive shielding

Figure 3.14: STM head and piezo shielding

Group IV MBSTM work is simplified with respect tdlV, as an overpressure of the
group IV element is not necessary to stabilize ghewth surface. Hence the sheer
volume of atoms and molecules in the chamber fgiven growth rate is higher for IlI-V
MBE. The ability to resolve atomically during Aserpressure is severely limited
(Tsukamoto et al. 1999; Tsukamoto et al. 2006a)ghdchas been successfully attempted
during growth. However IlI-V growth in the regiorb@ - 450 °C does not require
constant As overpressure to stabilise the surfaxk leence offers an opportunity to

commence simple studies of IlI-V MBSTM.
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Data acquisition for an STM image has two key tbragales. A resolvable length
scale of 13° m allows for reconstruction and alloying investiga where as I0m suits
island and step-terrace observations. Typical adipn times for such images are
approximately 600 seconds, though can be reducgendeng on data collection
calibrations and image quality. Low growth rate MBED13 ML §" or 77 s MLY) would
clearly allow for only one tenth of an image per Mience there is a necessity to reduce
the growth rates below what is considered low invemtional MBE terms, in order to
extend the S-K transition over tens of images.

In situ IlI-V imaging commenced with growth therasning, using As to stabilize
the surface for imaging (Tsukamoto et al. 1999;Kaswoto et al. 2000). This has the
clear disadvantage of a pseudo-post-growth anne@lcannot be report as dynamic
growth observations. Thus the (counter-) effectgudnching are still unresolved. More
recently InAs/GaAs(001) growth has been observeth woth group Il and V fluxes
(Tsukamoto et al. 2006a; Tsukamoto et al. 2006tWvever imaging immediately upon
the onset of growth is difficult due to the heatiefject when opening the group Il
species cell shutter.

Thus the areas of expansion and investigatioinfés on GaAs are:

1. Identification of In bonding sites near S-K traisit
a. Atomic resolution imaging of mobile In near S-Krisition
b. Inrich islands/reconstruction domains
2. ldentification of quasi-stable structures (3e@2 S-K Transition)
3. Imaging with short growth interruption to investigamobility and lifetimes
4. MEE growth (as discussed in Chapi2e8 Homoepitaxy)

For S-K transition observations under binary InAsAS the critical thickness of interest
is between 1.4 and 1.8 ML for; E 350 to 520 °C respectively. Clearly the inclusif
InyGa xAs/GaAs, with x ~ 0.25 would delineate a greatéticad thickness and hence
“slow” the transition and allow more detailed ohsion.

Two viable MBSTM configurations are shownkigure 3.15 The single sources

have a maximum crucible capacity of 0.7 cc for Ad 8.6 cc for In, where as the triple
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source only permits 0.28 cc crucibles. Hence forGa and As deposition the single
source would be utilised for As overpressure whetes crucibles of the triple source
contain Ga and a single crucible contains In. Cipmraof the triple source is more

complicated due to the required coalescence oétheparate fluxes and the triple-control
shutter mechanism. For simple first growth runshscemplex alloyed layers are quite

simply too complicated and hence work will begithabinary InAs on GaAs.

eISWED I

In As
source

As ,
Triple source

Figure 3.15: STM cell configurations: a) binary InAs two (single sources) and

b) In,Ga; ,As/GaAs (one single and one triple source)

For MBSTM the issues relating to operation are iah#y different. Ultimately the entire
integration of MBE and STM is the goal. Howevertwguch small source capacities,
long growth cycles are unattainable. Current MBSilles on a two stage preparation
procedure whereby the sample is out-gassed, cleanédchas a buffer layer grown
vacuo.The sample preparation takes place in an MBE chaffitbed with RHEED and
typical capacity As cracker and Ga effusion celfter quenching (seé.4 Quenching
the sample can be transferred into the MBSTM charfdsdurther growth.

Whilst quenching complicates the growth procedhigh quality surfaces with 1
um wide terraces and low vacancies can be attairtbdancareful algorithm (Yang et al.
1999). MBSTM does posses the advantage of negtigitelrmal variations when opening
and closing the cell shutters, allowing stable imggear the onset of growth.
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Chapter 4: Direct Heating Characterisation

This chapter discusses the problem of obtainingabld and accurate sample
temperatures for use within the STM chamber. TH®I $hounting stage permits solely
direct heating (DH) achieved by passing a curremugh the sample, or through the
pyrolytic boron-nitride resistive heating plate (fBH) discussed iChapter 6: Sample

Preparation for STM). No internal temperature monitoring apparatusvailable.

4.1 Argument: Direct Heating

All samples discussed herein are 8.5 x 1.4 x 0.3 mith resistivity 1.2 x 18 Q.mm.
These are resistively heated as discusse@hapter 3. The use of identical samples
results in a single heating curve that can be eafed throughout future experiments
without the need for constant temperature measurenidéis method has an inherent
error of the order of + 30 °C, hence as a secondsare RHHED analysis must be
performed to more accurately estimate the samplapdeature before growth

commences.

4.2 Power Equation

The theoretical temperature of a directly heatedpda is governed by the equation:

P.=P,+P, Equation 4.1

WherePe is the electrical heating powé? is the power loss due to radiative heating and
P. is the power loss due to conduction and convegctiba latter of which can be
considered negligible in a UHV system.

The electrical heating power can be expressedigimperms of the input current

(1) and the temperature-dependent sample resisf{d&(@) in the equation:

P. =1 ZR(T) Equation 4.2

87



Temperature Calibrations Chapter 4

The radiative heating power for a grey-body is gitag the equation:

P, =& (T)oA(T —T0)4 Equation 4.3

whereer(T) is the temperature-dependent total hemisphermo@ésivity, o is the Stefan-
Boltzmann constanA is the sample surface ar@as the sample temperature in K anid
is the ambient temperature in K.

Heating loss due to conduction is governed byethetion:

_ KAAT
d

PL
Equation 4.4

where k is the thermal conductivity of the barrigk, is the cross sectional area]

represents the temperature difference across thiebandd is the thickness of said
barrier. However the shape of the barrier in qoess not simple nor regular.

Hence, in order to calculate the heating responsbke GaAs sliver a number of
variables need definition, namely:

% R(T)
% ex(T)
0:0 PL

4.2.1 Resistance vs. Temperature

Using highly doped n-type GaAs with doping denshy,= 2.1 x 18° cm® and hence
ambient resistivitypo = 1.2 x 10° Q.cm the sample resistance at room temperature given
by:

A Equation 4.5
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where all symbols have their usual meanings. Hevitle an average sample length of
6.5 mm and a cross-sectional area of 0.4Z nim@ ambient sample resistance is G218
which makes it of the same order of the resistaricine contacts in the sample plate,
around 0.32.
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Figure 4.1: Intrinsic carrier concentration vs. Tenperature,
taken from (Thurmond 1975)

Hence the overall resistive response of the plareng heating will be a complicated
function of both sample resistance falling and dangate metal contact resistance
rising. Additionally the metal-semiconductor conteesistance will significantly alter the
resistive response during the first heating cycle.

The high doping level however offers the advanthge the sample resistance is
relatively stable for moderate temperaturégure 4.1 shows that the intrinsic carrier
concentration of GaAs is two orders of magnitudealtan than the doping density at
around 630 °C, which is already beyond the requiaade.

The resistivity varies due to a temperature depeoel of mobility and free-carrier
density Equation 4.6). The n doping is such thafT) is approximately constant in the
required range, however the electron mobilityT) , falls by a factor of 3 between 25 °C

and 630 °C for this doping level. Thus the effettpfrl) is more significant at lower
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temperatures than the free-carrier curve would estgd he hole mobility is nominally a
factor of 10 less than the electron mobility, thloug has a less strong temperature

dependence.

AT) =1/[P(T) 2, (T) + P(T) 4, (T)] Equation 4.6

Substitution intoEquation 4.6 reveals a weak temperature dependence, hencefifet a

order approximation it is sufficient to assume Riglgonstant for all T.

4.2.2 Total Hemispherical Emissivity

The total hemispherical emissivity(T), of pure GaAs changes significantly between 300
and 650 °C (Timans 1992), a fact that makes pyremegading inherently inaccurate.
However the curve shown fgure 4.2 cannot be taken for highly n-type GaAs, for as
pointed out by Jordan the emittance of GaAs hasomg dependence on doping level
(Jordan 1980).

Total Hemispherical Emissivity

0.30 T
ED Retiection Spectra

025 - Ao Emission Spectra 3

{LELINE B S NN e i vy o

0.20 |

0.15 [

0.10 £
-

0.05 [ ]

0,00 Foese e bt
350 400 450 500 550 600 650

Temperature (“C)

Figure 4.2: Total Hemispherical emissivity vs. samp temperature,
taken from (Timans 1992)

For high doping levels ( > 5 x 10cm®) the emittance is no longer a function of doping.
Notably the profile shows a stark change at ~4800- °C, where for large doping

profiles the emittance (and supposedly the cormedipg emissivity) saturates.
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Hence the emissivity of N 2.1 x 18® cm® can be assumed to increase from a
base between 0 and 400 °C, after which it becorteses The emittance displays a
3-fold increase from intrinsic to saturation dopiag 25 °C, hence we can estimate a
similar increase in base value of emissivity. Tléofving region from 25 - 430 °C
displays an asymptotic increase in emittance towledsaturation value 120 % greater.
Thereafter the emittance is constant, yieldingasimated profile shown iRigure 4.3

with the asymptotic region given by:

£(T) = 0363— 0064x 0995 Equation 4.7

0.37
0.36—.
0.35—.
0.34—-

0.33 1

Emissivity

0.32 1
0.31 1

0.30

— 777
0 100 200 300 400 500 600 700
Temperature / oC

Figure 4.3: Deduced total hemispherical emissivitgf n-type GaAs

4.2.3 Estimating Losses

The sample mounting is represented diagrammaticallifigure 4.4 The inner two
circles representing the sample and the Mo-contetdoth subject to a heating current

supplied externally. The outer two circles repréisgnthe sample plate bulk and the
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manipulator stage are conductive heat sinks. Tieheath line represents a premature
termination to the system, ignoring higher levels.

The degree of accuracy when estimating losses ndesp®n the level of
complexity to which the system is taken. In a IEss system only the inner-most circle
is required. Assuming losses from 50 - 90 %, timspéistic model is too conservative.
Estimation based upon the first two levels is a imim requirement to obtain
meaningful data.

The heating curve for the GaAs sample and the dfdacts without losses,
derived fromEquation 4.3is shown inFigure 4.5 Hence the Mo is approximately half
the temperature of the GaAs sample across theeerdiige, except at temperatures
< 200 °C where the difference is larger. Losses lmamexpected to be larger where the

temperature difference between the two bodiesaatgr.

Mo-contacts

sample plate

Figure 4.4: Diagrammatic representation of sample munting
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Figure 4.5: Loss-less heating curve

(red circles: GaAs, black squares Mo-contacts)

Considering the three components independently:pkamMo-contacts, sample-Mo
interface, the power necessary to compensate fisedaat the interface can be calculated
from Equation 4.4 Thus the power consumption of the three componbkass been
calculated in the first instance. Hence the suntheftotal power divided by the total

resistance of the system yields a heating currase¢dbon a two component system.

4.2.4 Solution

Combining the three systems framaction 4.2.3an overall system loss can be attained, as
shown in the curve dfigure 4.6. This curve represents an over-estimate of teryoera
for a given heating current since the second amdl thoundary losses have been

neglected. The curve will be referenced later imparison to the other techniques.
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Figure 4.6: Three system heating curve estimation

4.3 Thermocouple

Thermocouple contact to the sample provides a trser means of estimating the
sample temperature. The accuracy of the temperatgasurement depends on the
guality of the contact and the capacity of the wvasea heat-sink. Due to the inherent
uncertainty of this contact method the results iokth were merely treated as a lower

limit in the heating curve estimation band.

4.3.1 Method

Achieving a viable thermocouple contact is paramdan this method of temperature
measurement. The thermocouple utilised in this werkommercially available k-type
gauge 36 ¢ = 0.125 mm), with an operation temperature -2G®0 °C (suitable for
flashing up to 850 °C).

Methods of directly affixing the thermocouple tpthe sample were regarded as
suspect. Metallic contacts would offer an alterr@aterent path and significantly alter the
heating profile, whereas insulating contacts, saglteramic cement, would increase the

mass of the system and provide an additional hekt $hus, to minimise the effect of
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contact the thermocouple end was merely affixethéosample plate and held in physical
contact with the sample.

Restraining Bolt
GaAs Sample
Sample Clamping Foil

Ceramic Cement

\ Thermocouple

Thermocouple Clamping Foll

Ceramic Spacer

Figure 4.7: Thermocouple mounting methods a) CeramiCement b) Ta clamping foil

Two alternate methods of affixation were employ@®de static clamping by means of
ceramic cementHgure 4.79 and the second adjustable clamping employing Ta
clamping foil Figure 4.70).

Heating power was then applied to the circuit &mel temperature read from a
digital meter. By monitoring the applied currentdavoltage and recording the sample
temperature and heating stage temperature, a gabh@astimate can be given to the

sample resistance and the heating losses of thensys

4.3.2 Results

The trends shown iRigure 4.8 agreed with the initial supposition that the clamggfoil,
as a result of its greater positional precisionuldoallow more accurate temperature

measurement. The similarity in curve shape in aoetjon with an apparent offset in
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values of around 50 °C suggest that the differentéise curves can be accounted by the

poorer contact achieved by the ceramic cement.
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Figure 4.8: Thermocouple Heating Curve. Black squags: Clamping foil

Red triangles: Ceramic cement. Dashed line showseeln up temperature.

Both samples exhibited a dull red glow visible ifmdexternal lighting at 0.7A,
suggesting a sample temperature 55Q < 00 °C. A result in close agreement with the
clamping foil curve in which 0.7A corresponds tB54€, as read. The thermocouple can
only be accurately rated at ¥ 600 °C, hence temperatures approaching thi$ §hould
be regarded as increasingly erroneous.

The “clean-up” temperature for RHEED that corresf®to oxide removal and
the unveiling of a diffraction pattern (the dottie in the figure) can be predicted to
occur around 0.7A.

4.4 Optical Pyrometery

Optical pyrometery relies on sample emissivity fi@mperature measurement, as
discussed insection 3.3 This sub-chapter utilises the Minolta/Land Cydop41l
handheld pyrometery camera.
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4.4.1 Method

The sample is loaded into the system and lowerethaoit is visible through a quartz
viewport. A louvered shutter is in place to minimiAs contamination between
measurements. Heating is performed in the curramggeg O to incipient glow current,
lglow- The pyrometer has a lower limit of 250 °C.

The small sample surface area (8.5 x 1.4%mmduces the accuracy of the
measurements. The targeting sight of the pyromsteasstered over the visible heating
stage area for 30 seconds during a measurementm@ikenum temperature obtained
during the cycle is taken to be the sample temperat

Emissivity is estimated from the curve section 4.2.2and has a permissible
range 0.3 < < 0.36.Temperature measurement is a recursive procesgledeo reduce

initial emissivity errors by feeding back values@sated with measured temperature.

0.8 1
0.6

0.4 1

Heating Current/ A

0.2 1

0.0

T T T T T T T T T T T T T T T 1
0 100 200 300 400 500 600 700 800
Temperature / T

Figure 4.9: Optical Pyrometer Temperature Readinggblack squares).

Line represents the thermocouple results obtainedrpviously

4.4.2 Results

Firstly it is worthy to note that the maximum temgttere reading did not occur when the
sample was in the cross-hairs of the pyrometer.ratieer cumbersome sample targeting
immediately poses a question concerning the vglfithe results obtained.
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The results as read are giverFigure 4.9and are overlain with the thermocouple
results for ease of comparison. The results foltbtte general trend of the thermocouple
curve, but the reproducibility was poor. The poesuits are most likely caused by the
small sample area, the large temperature gradiehtre low resolution of the device.

Optical pyrometery is therefore not a suitable hnodtfor accurate temperature

measurement in this instance.

4.5 RHEED Pattern Temperature Calibrations

The surface reconstruction of GaAs depends on bathple temperature and source
BEP, as discussed {@hapter 2. The accuracy to which the former is known infloes

the accuracy to which the latter can be predictedyice versa. Hence in order to
facilitate temperature measurement, first a flukbcation is required. This sub-chapter

discusses the prevalent points pertaining to RHEERperature calibrations.

4.5.1 Method 1: Flux Monitor

The MBE chamber has no designed flux monitor cdipiaisi for the As-cracker or Ga
Knudsen cell. However an accurate measurementeofthbeam equivalent pressure is
essential in order to determine an accurate terhperavalue from the surface
reconstruction transitions. To this end a custondemidux monitor was fabricated from
an ordinary ion gauge head.

The experimental setup is shown kigure 4.1Q0 The large aperture on the
As-cracker gives a wide angle beam and hence @ larga of coverage within the
chamber, whereas the Ga cell has a narrow apemur&ence a comparatively small area
of coverage. To successfully measure the fluxes,idih gauge head needs inserting
directly into the beams. However growth cannot camoe with this configuration since
the interruption of the beam has detrimental e$féatthe growth process.

By utilising a bellows flange, the head can beaetd 50 mm, allowing
uninterrupted access from cell to sample. In orerfacilitate flux monitoring two
measurements are need, both “in” and “out of” tearh. These can then be correlated to

attain the “in” beam flux from the “out of” beanmuK to acceptable accuracy.
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Bellow flange
range of
motion

Figure 4.10: lon Gauge Head for Flux Monitoring Sclematic.
Red dots As flux, Blue dots Ga flux

4.5.2 Method 2: Sample Targeting
Initially the prospect of locating the visible sammrea (5 x 1.4 mf with a RHEED

spot constituted a daunting challenge, a difficdympounded by the absence of a
RHEED pattern below the surface clean up tempezatfirapproximately 580 °C. The
actual emergence of a pattern further depends iomudz and angle of incidence. Hence

a range of variables require specifying:

*
0.0

Manipulator position: M, My and M

*
0.0

Azimuth location: M
RHEED beam direction: Rand R
RHEED beam power parametergahd \k

0.0

R/
°

M, and M, denote the lateral position of the manipulatogstaithin the MBE chamber.
These are not aligned along the axis of the RHEE#@es but at 45° to it and favour
sample loading positioning. Mcorresponds to the positional height of the madaipu
stage in the system. The top of the RHEED scrdateseto a height of ~50 mm whereas

the lon Gauge head is located at ~10 mm, givin@ e range of motion.
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The samples have been sliced along the [110] dhismd due to the interference
of the sample plate only this azimuth + 43 - 45%vsilable. Hence the value of, N4
restricted to a small range and will most commdrdyselected so the at [110] azimuth is
perpendicular to the RHEED screen. &d R denote the angle of the RHEED beam,
where R is parallel to M and X, operates on the plane depicted by,M

Finally Ir and \k denote the current of the RHEED filament currentd a
acceleration voltage of the RHEED beam, respegtiébminal values are: 2 Kk 3 A
and 10 < Wt < 15 kV. The beam power is a secondary considerat order to fine tune
the diffraction pattern, however without a suffidienitial power the emergence of said
pattern is absent.

Testing the range of Med to a fortuitous discovery: The back of theaoeaic
plate is illuminated by the RHEED spot for a suéfid intensity, possibly due to

diamond or metallic deposits residual from theisgjiand fabrication process.

Figure 4.11: Intersection of RHEED spot by sample

Once the centre of the back of the plate has beeatdd, R can be used to shift
vertically along the direction of MIn doing so the RHEED spot will pass over thedbp
the plate and sample. The path of the beam todte®s is obstructed on one occasion,
when the beam impinges on the 0.3 mm thick sideeddghe sample and the sample’s

shadow is cast forward onto the screen. The intBoseof the beam is shown Figure
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4.11 The location of the sample top surface is judbwethe intersection with this
side-edge.

To uncover the pattern and determine conclusiviedy location of the sample
heating must be applied. Assuming the temperatumescobtained id.3 Thermocouple
arean under-estimate by the order of 50 °C a formatadaching 580 °C can be applied.

4.5.3 Experiment 1: Flux Correlation Curves

Whilst this section is concerned with the statiqomae. surface reconstructions without a
Ga flux, the Ga flux is included here for completss and as a reference for the
following chapters. Firstly the As flux is contredl by a 2 stage effusion cell (bulk) and
cracker. The bulk is operated at 380 -450 °C #8lbic depending on pressure
requirements and charge contents. The crackerttsefuoperated at 550 - 650 °C forsAs
or 800 - 1000 °C for As This work concentrated on Agroduction with the cracker
temperature at 600 °C and the bulk at 410 °C.

0,
60% 60%
o 0 45%
B 1E-64 45% >
<t 4
2 Bulk = 400C
Cracker=800TC
33% 33%
1E-7 1+ 1 1~ 1 1T *r 1 *r 1T ' 1
0 5 10 15 20 25 30 35 40
time (mintes)

Figure 4.12: As, BEP for percentage openings of valve

When closed and with LNcooling in effect the background pressure is 310% mBar
with the As beam equivalent pressure of the same value. Theker valve is a
micrometer controlled seal with 17 turns of premisirom fully closed to fully open.

101



Temperature Calibrations Chapter 4

Figure 4.12shows the AsBEP for a range of cracker valve positions. Theg gxessure
was highly reproducible and showed little changenfiveek to week of operation.

The Ga cell is shuttered with a simple open awdeclrotating shield. The BEP
can be altered solely by cell temperature and di#pen cell occupancy. The As cell was
ramped down to room temperature in order that lbakage would not interfere with Ga
measurementdgrigure 4.13 shows the typical Ga BEP for a charged cell. Toeve
shows an almost ten fold increase in BEP per 100TH@ gradient gives the enthalpy of
Ga at 2.2 eV, close to other experimentally obthinalues (Honig et al. 1969; Kean et
al. 1991). The coincidence of 2:1 As:Ga BEP raigpkhys a RHEED pattern from As
rich 4x to Ga rich 2x on the [110] azimuth at 5BB3C.

Temperature [C]
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Figure 4.13: Ga BEP versus cell operating temperate

4.5.4 Experiment 2: Clean Up Temperature

It is well established that the protective oxidsal®s from GaAs at 580 °C (Neave et al.
1978). This first order point of reference can ltaiaed by heating the GaAs sample
under an incident RHEED beam. Unfortunately, wita added complication of sample
targeting, the argument becomes a compound of woeechses where: a) a RHEED

pattern will confirm sample targeting and b) a RHERattern will confirm clean up
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temperature has been attained. Hence the reliabifithe latter depends solely on the

acquisition of the former.

Figure 4.14: RHEED pattern at ‘Clean Up’

Extensive ‘rastering’ of the beam over the suggmbtarget area allows a suitable search
to be performed. However the search is complicétgdhe large range of M The
RHEED beam must have a specific incidence angbeder for a diffraction pattern to be
observed. With no fixed angle the problem is 3Ddémthis premise, it was observed
that heating currents under 0.70A revealed no rattdowever with a transition to 0.72A
a pattern emerged that grew in strength and clatigycurrent of 0.73ARgure 4.14).

The current range of 0.7 - 0.75 A corresponds tengperature of approximately
550 - 600 °C from4.3 Thermocouple Hence this correlates with a 30 - 50 °C error in
the thermocouple reading, as expected in this case.

The sample begins to radiate visible red lightamncidence with the clean up
temperature. This red light is only visible in thiesence of all external sources, however
the stray light from the RHEED gun filaments is restough to mask its presence.
Detectable red light occurs at ~600 °C, furtherpsupng that the cleanup temperature of
580 °C has been reached.

Once the RHEED pattern is established, the et to (2 x 4) and (2 x 4) to
(4 x 2) transitions can be used to further estimateperature values for known flux
readings.

The RHEED pattern after cleaning is too weak &adl identify the higher order
diffraction lines. It is therefore necessary towgra small buffer layer in order to restore

surface order.
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4.5.5 Experiment 3: Sample Reconstruction Transitio  ns

The RHEED diffraction pattern reflects temperatdependent reconstruction changes as

discussed irfChapter 3. With direct heating only allowing access to agimnazimuth the
[110] was chosen in favour of thg1(Q since the pattern changes most often along this

azimuth for the reconstructions of interest.

After sample mounting heating is initially perfoeth radiantly via the filament
heater to degas the plate and to allow improvediuctive contacts at the Mo-contact
foils. Heating to 10W for 30 minutes is sufficiantenhance current flow. Subsequently
DH is initiated for 1 hour at a low power 0.4 A 6B8°C) to further enhance and stabilise
the contacts. The substrate now adheres to a edppedieating cycle.

Firstly the clean-up temperature is approache2Diminute stages from 0.69 A to
0.73 A with increments of 0.02 A. This result isline with the clean-up temperature
discussed irsection 4.5.4and corresponds to 580 °C. Next a buffer layerasvg for 1

hour with a 3:1 As:Ga ratio until the 4x patternrregsponding to the (2 x 4)

reconstruction along thf110] azimuth is clearly visibleFigure 4.15.

Figure 4.15: 4x pattern anng[ilO] after 1hour buffer layer growth

The first transition corresponds to the (2 x4)c(4 x 4) at ~500 °C. Here the sample
temperature is lowered by 0.02 A every 30 minutel the 4x pattern transforms to a
c4x, with is essentially a 2x comprising tHednd ¥z diffraction spots folded above a ¥4
and ¥ 2x patterrF{gure 4.16.
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Figure 4.16: c4x pattern at ~500 °C. White circledepict composite 2x folded pattern.

The second transition involved freezing the c(4 patern and ramping the As source to
room temperature overnight, giving the system ojypaty to purge background As from
the chamber. The heating current was raised frégnfA\OGn 0.02 A increments allowing 30
minutes settling time. The pattern consisted of tpaddx and 3x hybrids until 0.54 A
where the 4x pattern emerged corresponding to <@QBigure 4.17).

Figure 4.17: 4x pattern at 0.54 A with no As flux

For the third transition the temperature was ratee880 °C and a buffer layer grown to
repair the damage of heating without an As fluxc®the 4x pattern was strong the
current was immediately ramped to zero and the lédixon for 12 hours. The As-cap
prevented any RHEED pattern being imaged. Heatmgneenced at 0.2 A and was
increased in 0.02 A increments of 30 minutes donatintil the zero order spectral lines
emerged at 0.30 A corresponding to ~295 °C.
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Figure 4.18: As cap clean-up at 0.30 A

The fourth transition corresponded to the (2 x4)(2 x 1)/(3 x 1) at around ~620 °C.
The actual 2x or 3x nature of the pattern is ngidrtant on the [110] azimuth where the
4x changes to a 1x in either case. The initialrcl@a current of 0.75 A was increased by

0.01 A in 30 minute increments until the 1x pattenmergedKigure 4.19 at 0.77 A.

Figure 4.19: 1x pattern at ~620 °C

Finally, the (2 x 1)/ (3 x 1}» (4%2) transition corresponding to ~680 °C was olest
by further heating the sample in 0.01 A incremait80 minutes duration until 0.84 A
(Figure 4.20.

Figure 4.20: 2x pattern at ~680 °C
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Comparing the three methods utilisedsections 4.2, 4.3 and 4.8 can be seen in
Figure 4.21 that the thermocouple and RHEED methods are ird gogreement until
around 600 °C where the reliability of the thermgule is seen to fail. The theoretical
treatment does not take account of sufficient lesse accurately predict the actual
temperature of the substrate.
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Figure 4.21: Graph of T vs. heating | showing corriation of Thermocouple (red line)

theoretical (black line) and RHEED transitions (black squares)

4.6 Thermography

Thermography can be used to monitor both averadacgutemperature and temperature
gradients across the sample.

4.6.1 Method

The Cedip Titanium Thermography camera utilisedthis work required ad hoc
calibration pertaining to the unknown sensitiviggluction whilst viewing through quartz
glass. A heated sample was observed in the 250 2@@emperature range both with and
without a quartz viewport in place. The resultingrelation curve is shown iRigure
4.22 All further sample temperatures observed weresteded via the simple function
(Equation 4.8):
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Teomp = (Treaq + 1337)/0.8821 Equation 4.8
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Figure 4.22: Quartz Glass Compensation Plot for Cad Camera
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Figure 4.23: Cedip Thermography Camera ExperimentalSetup

The experimental setup is shownkigure 4.23. The position of the viewport allows
simultaneous access via both the Cedip cameraten®HEED gun. A sample-camera
separation of ~300 mm supports the use of a stdrilamm lens. Ideally a wide-angle

zoom lens would have been implemented but wasvaladle for this work. The quartz
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viewport was protected via a simple shutter medmnio reduce As contamination
during growth cycles.

The stability of the sample temperature is crumasuccessful MBE growth. DH
sample heating is strongly susceptible to rampedtiig temperature instabilities.
Furthermore, the equilibrium temperature profil@iggreat importance as ultimately the
guality of the growth surface depends on uniforrm@a heating. The following sections

address these issues.

4.6.2 Results 1: RH Compensated Heating

Initially the plate is radiatively heated (RH) frothe tungsten filament built into the
manipulator stage to outgas the plate and condifienelectrical contacts to support
current flow. Typically the Mo of the plate reachm®und 300 °C in this phase of the
heating cycle and hence is significantly hottemthiae actual sample. Since the plate is
not acting as a heat sink, the temperature of #mepke is relatively uniform, with a

typical variation of 6 °C across the length.
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Figure 4.24: Temperature Profile average temperatug 375 °C
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This technique can be used for brief uniform sanfl@shing up to ~400 °C, beyond
which the radiative heating require to enable $itglhecomes the limiting factoFigure
4.24shows the sample temperature profile at 0.3 Ailgaurrent equating to an average
sample temperature of 375 °C. This is higher tharmal for 0.3 A heating because of
the heat injected by the RH. Note that the outsiithe sample are held at a higher
temperature than the centre, caused by the exatengen the sample plate. The uniform
heating is transient and hence unsuitable for Gadde removal applications. However
for the purpose of evaporating an As capping latet300 °C, this technique can be
applied.

4.6.3 Results 2: Grounded Sample

4.6.3.1 Plate Design

The original RHEED accessible Direct Heat (DH) skmplate has the asymmetric
clamping design shown ifrigure 4.25. The Ta clamping foils on the left of the sample
couple into the grounding metal of the entire plafde right-side comprises a
substantially smaller heat sink path through thiectenduction bar and feed-through.

Ta conductor (feed-
through)

A

< Restraining Bolt
q ||
i |
l ,
i ! ;< Ta clamping foil
| 1
P \
l L .
< Ceramic spacer
] [
| P
A < Ta conductor foil
1
- X
1
1
1
]

Figure 4.25: Asymmetric DH clamping design
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The grounded end is strongly thermally coupledhi® Mo of the plate, which in turn
provides a path to ground and hence the manipustdge. The Ta feed-through provides
a conductive electrical path, which generates ws deat, however the bulk of the
sample plate and the manipulator stage still ctutista heat sink. The high voltage end is
naturally isolated from the grounded plate and malator. All the electrical conduction

path generates heat, and losses are lower bechilszroal isolation.

4.6.3.2 Dynamic Temperature Response

Dynamic heating corresponds to the sample plagspanse to a step change in heating
current. Unlike RH compensated heating, the sargueuctively heats the sample plate,
one side of which is strongly thermally coupled sUrprisingly the resulting temperature
drop is large and varies from 30 °C at 300 °C t0 %@ at 590 °C as shown iRkiQure
4.26. (Note the temperature drop represents the #ahsesponse to an increase in
current from 0.7 A to 0.75 A). Here the temperattakie represents the raw data without
applying the compensation for values taken throgiggatz. The compensated values are
minimum = 530 °C , maximum = 630 °C and mean = 88/which equates to a cross

sample difference of 87 °C.
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Figure 4.26: Thermography Image of Temperature Graéent at 87 °C

This effect is even more noticeably pronounced whieming a sample in the STM
chamber via the optical cameiféidure 4.27). Note the Ga droplets spread across half of
the sample indicative of high temperature expogt®0 °C) whereas the other end of
the sample displays no sign of high temperatureag@min fact the resulting STM
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imaging reveal 20 nm high topographic features twmatld result from roughness after

clean-up.

Figure 4.27: Optical Image of Ga Droplets on GaAsamnple

The large temperature gradients are unsuitabl&#ks heating where care needs to be

taken not to exceed ~620 °C to prevent damageetsuliface.

4.6.3.3 Temperature Stability

In this instance the GaAs sample is heated froomrtemperature to 580 °C to perform
oxide removal. The sample temperature was initiglged to ~475 °C in 50 °C per half
hour increments with the sample temperature madtothroughout. The typical
maximum temperature variation across the sampleb@&€ in this stage. After settling
at 475 °C for an hour the equilibrium profile issk®wn inFigure 4.28 The temperature
drop across the sample is 30 °C.

However increasing the heating current by 0.1 &t stage to approach 550 °C
caused a massive temperature gradient acrossrtipesal he actual maximum recorded
temperature is 552 °C which is equivalent to amacsurface temperature of ~630 °C.
Eventually the sample settled to an average terhperaf 552 °C with the hottest region
off centre toward the high-voltage end and a teatpee variation of 35 °C across the

sample.
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Figure 4.28: Equilibrium temperature profile at 475 °C
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Figure 4.29: Equilibrium temperature profile at T ;yerage 550 °C

The temperature continues to wander for the folhgatiour on average by 10 °C with a

maximum change of the order of 40 °C. These tentperafluctuations are highly
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undesirable, especially around 600 °C where sardpl@age can readily occur. The

follow section discusses the response of a morgpeasated DH plate design.

4.6.4 Results 3: Compensated Grounding

4.6.4.1 Plate Design

To attempt to provide a more symmetrical heat $hekstandard plate was modified as
shown inFigure 4.3Q The symmetric sample connector greatly improwesatity in
heat loss conduction. The grounded-end is ultimatehnected to the Mo plate metal
and the manipulator stage bulk whereas the higkagel end is connected solely to
electrically isolated conduction bars and connector

When the sample plate conduction path and the pukator stage are both at
room temperature, a ramp in heating current thrahghsample causes a heating profile
across the sample surface. The origin of this hgaprofile can be attributed to the
thermal conduction path across the terminals. Wthiks sample mounting has now been
compensated, the feed-through paths are dissirhlkmce the overall heatirigss could

never be symmetrical.
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Figure 4.30: Modified RHEED DH plate
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4.6.4.2 Dynamic Temperature Response

The new design irsection 4.6.4.1exhibits a 20 °C drop across the sample at 300 °C
which rises to a 30 °C drop at an average sampipdeature of 525 °CHgure 4.31).
Again the temperature drop represents the transesgonse to a 0.05 A increase in
heating current. Note that the temperature indicate the figures is before the quartz
glass compensation is applied, being of the orti2d C at 147 °C and 62 °C at 482 °C.
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Figure 4.31: Improved sample mounting methodologytal ayerage = 525 °C

4.6.4.3 Temperature Stability

Hence a step change in heating current from 0 3cA0from cold generates an initial
temperature drop of 30 °C where the heat sink ergtbunded side is out of equilibrium.
The temperature profile next undergoes a statelwf Wwhere the high voltage end
maximum falls through conduction and the grounded minimum rises due to thermal
equilibrium between the bulk metal work and condwcpath. The cycle repeats until an
equilibrium state is entered after 30 minutes whheetemperature drop is ~20 °C and
the high voltage end maximum temperature is 30%z&t than the initial overshoot. The
temperature hence becomes stable at 300 °C witxpected temperature drop due to
the asymmetric thermal conduction associated wightwo ends of the sample.
Increasing the current to 0.35A results in a netrease in the sample
temperature, which initially adheres to the equilim temperature drop. However the

thermal instability forces the system into anothete of flux where a maximal 20 °C
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minimal 12 °C drop appears across the surface witberiodicity in the order of 30

seconds. This state of flux is henceforth refetceds phase JF(gure 4.32.
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Figure 4.32: Phase 1: 12 °C Temperature Drop at 053A

The sample and metal are held in electrical contamwever heating the system changes
the quality of the contact. Hence either end efliar can experience a temperature drop.
Whilst this most frequently occurs for the groundstl, the system has entered a state
where the sample has been hotter at the fringesahthe centre, presumably caused by
the heating of the conduction path and the altamadif the electrical contacts resulting in
current pinching at a certain point on the samples temperature variation is henceforth
referred to as phase Bigure 4.33.

A ramp change therefore induces initially a phhdemperature variation for the
first 15-30 minutes, followed by a phase 2 vaiat Note that in phase 2 the
temperature profile shows a maxima at the groureahet] which is contrary to the initial
argument of asymmetric losses. Furthermore theageerecorded temperature is 25 °C
lower for phase 2 at 0.35 A. The occurrence of éhego states has the following

ramification:

1. There is always an overshoot on increasing thesntirr
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2. Phase 1 has a temperature gradient from high tangro

3. Phase 2 has a ‘U’ shaped temperature profile.
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Figure 4.33: Phase 2: Edge heating effects

Phase 2 represents the final “equilibrium” statehef DH methodology. It is typically
characterised by a higher voltage drop (4.0V) actbe sample compared to a lower
(3.2V) drop evident in stage 1. Phase 2 is reltise@able, with only + 5 °C wander over
the course of an hour and a temperature drop freo®3’C throughout.

A similar transition occurs for ramping down invger. For a sample cooled from
580 °C to 500 °C the original stable phase 2 stagdually reduced to a phase 1 stage
that exhibited general temperature fluctuations @80 minute period until the phase 2
state re-stabilised at the new temperature.

These results have 2 ramifications:

1. RHEED transitions unreliable

2. Lengthy heating cycles

The first ramification pertains to the overshood @eneral flux like state of phase 1. This

means that the RHEED transitions most likely odmerause of transients in the surface
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temperature rather than the stable states. Theloe@rin most cases is around 25 °C and
hence the inherent error is not substantial andbessccommodated.

The second ramification is in the interest of sEmprotection. In order to
minimise overshoot, the heating current must beeased in small increments (ideally
0.01 A steps with 30 minute periodicity). Cleatlye temperatures are not of significance
until around 600 °C. However an increase from S0t 0.65 A to clean up at 580 °C
and 0.72 A, could require several hours.

Investigations revealed that increasing the curie®.02 A stages from 0.35 to
0.55 A with a 5 minute interim and stabilisationripd allowed temperature increase
without deviation from the phase 2 regime. Howeated.55 A the sample switched into a
phase 1 stage.mkxincreased by 50 °C and thedageby 30 °C giving the typical ~27 °C
drop associated with phaseHigure 4.34. Furthermore the sample temperature adhered
to severe fluctuations during the following 30 ntewi with maximal drops of 50 °C
across the sample. After an hour the sample redutoea near phase 2 stage, with

temperature drop of 14 °C and an average temperaflgd78 °C as read.
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Figure 4.34: Phase 1: Temperature Profile at 0.55 A

Heating to 0.72 A to perform clean up proved equatbblematic. The sample continued
to experience large temperature fluctuations oatsaf equilibrium. Whilst the
temperature drop across the sample was limitedess kthan 50 °C the maximum

temperature of the sample varied by as much a6t the high voltage end. Hence a
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PID control loop would be beneficial to prevent parature surges. To eliminate these
“surges”, in the absence of such safeguards, isesee&n heating must be supplied in
small increments, allowing an hour for stabilityfdre further increasing the heating.

The ability to identify the surface gradient is affief importance for the use of
DH sample preparation. The volatile nature of trEA\& surface requires careful heating
control. The original purpose of the DH plate was“flash” prepare Si(111)-(7 x 7)
samples for STM imaging. Here the sample was hetded stable 600°C, typically
overnight, and then ramped to 1250 °C in 5 secorddes, intended to maintain the
transient pseudo-phase 2 stage during heating.t\WhesDH plate is applicable to this
high temperature surface under rapid responsesuhability for low temperature GaAs
applications is perhaps impractical.

Ultimately STM observations will be limited to tmarrow band at the centre of
the sample that appears to be immune from the l@mgeerature fluctuations outside of
equilibrium. The main advantage of this plate is #bility to rapidly thermally quench
the sample post growtd.6.6 Results 5: Rapid Thermal Quenching
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Figure 4.35: Sample temperatures observed via Cqilcamera.
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4.6.5 Results 4: Liquid Nitrogen Cooling

The effect of cooling must be considered for in tigical MBE chamber with an As
cracker and Ga effusion cell the ambient tempegatfithe chamber and the background
pressure must be controlled by a degree of liquicbgen cooling. The background
pressure can be reduced by a factor of avided sufficient cooling is supplied.
Conversely the small e-beam cells utilised in thi®Slo not produce such a significant
residual flux and hence cooling is neither requimedin this case available.

Appreciably the two methods will present a marldifference in ambient
temperature and hence the conductive losses ircsgsificantly in the presence of a
LN, cooled chamber. As an aside, it is noted in seati6.4 Results 3: Compensated
Grounding the grounded side is thermally coupled to the maatpr stage, this is true
for the MBE chamber only. In the STM chamber thghhand low voltage connectors are
isolated from ground. Hence the heating loss inSA& chamber should more closely
adhere to the symmetric ideal.

Figure 4.35plots theaveragesample temperatures against heating currents for a
cooled and non-cooled sample. The two results rdifig approximately 45 °C
throughout. The temperature difference can be densd to be so large because of the
small thermal volume of the sample (9 x 1.4 x 0/®3min comparison to the thermal
volume of the heat sink. Other heating methods]siveusceptible to the cooling effect,

are not so extremely influenced.

4.6.6 Results 5: Rapid Thermal Quenching

Sample quenching requires rapid temperature changeder to attempt to freeze the
surface reconstruction. Additionally in the caseG#HAs the As overpressure must be
suitably reduced or “tuned” to maintain the recamndion. As a prelude to quenching
investigations it is necessary to observe the ohtsample cooling. The DH method
offers the fastest cooling method in the absenceliqpfid N, enhanced cooling

techniques.
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Figure 4.36: Rate of Cooling for DH sample §= 540 °C

In the experiment the sample temperature is maiethat a steady 540 °C before the
heating current is terminated. No attempt is madeotmpensate the As flux at this time,
though it is worthy of note that the 4x RHEED patteemained throughout the cooling
cycle albeit at a reduced intensity.

The observed cooling curve is shownFigure 4.36 There is a 112 °C drop in
the first second, at which point the sample ishia phase 1 stage with a substantial
temperature drop across the sample. A subsequpohential decay reduces the sample
temperature to 280 °C within 5 seconds. After ghierr 30 seconds of cooling the sample
temperature is down to 140 °C.

The rapid cooling down to 300 °C is therefore efffey a more gradual cooling
between 300 °C and ambient temperature. The slovemier phase could have
consequences for quenching investigations. Howsnee the effects of quenching are in
dispute it is not consistently proven what efféds$ twvould have. An investigation into the
guenching capabilities of DH cooling by variatioh &s overpressure can however be
conducted.
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4.7 Sample Temperature Map

Evidentially directly heating the sample has a nembf distinct phases resulting in a
variety of responses to a given applied heatingecdr

1. Prior to initial radiative heating
2. Initial DH heating phase <600 °C
3. Uniform phase >600 °C

Stage one is a dynamic phase, incipient becauaeerfuirement to heat the sample plate
radiatively in order to encourage conduction thiotige sample and to degas the plate.
Typically the sample and conduction path reachrad2b0 °C in this stage. Applying a
low current (0.1 A) is sufficient to maintain a cemt path until the ambient temperature
has reduced sufficiently to support the second elmsdirect heating. Hence the first
phase was not studied in detail.
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Figure 4.37: DH Temperature Map. Squares: RHEED, Ré: Thermocouple,
Blue: Thermography, Green: Cooling

Phase two is the essential phase as it is the srchictor’s response to the first DH
cycle. The location of the clean up temperaturaratind 0.73 A is essential for sample

preparation. The temperature map for this phasébes independently confirmed with
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thermocouple, RHEED and thermography as is showrFigure 4.37 The close
correlation of the three methods support the arguntleat the system response is
repeatable and predictable. The added complicatidrN, cooling can alter the surface
temperature by 45 °C, however, and hence RHEEDssergial during growth in the
MBE chamber.

Phase 3 requires further investigation, thougly ackturs for temperatures close
to and beyond 600 °C. The sudden uniform tempergitofile could be used to provide

good buffer layer growth, however its applicabilityeeds further investigation.

123



Temperature Calibrations Chapter 4

4.8 References

R.E. Honig and D.A. Kramer (1969) RCA R&@: 285.

A.S. Jordan (1980) J. Appl. Physl(4): 2218.

A.H. Kean, C.R. Stanley, M.C. Holland, J.L. Marand J.N. Chapman (1991) J. Cryst.
Grow.111(1-4): 189.

J.H. Neave and B.A. Joyce (1978) J. Cryst. G¥4): 387.

C.D. Thurmond (1975) Journal of the Electrochem®atietyl228): 1133.

P.J. Timans (1992) J. Appl. Phy&(2): 660.

124



Tunnelling Tip Preparation Chapter 5

Chapter 5: Tunnelling Tip Preparation

This chapter discusses the fabrication of the tllingetip, often quoted as the most
crucial component of an STM system (Kubby et aB@)9 Tip fabrication is inherently a
two step procedure, involving production of a fpmnt and then the inevitable cleaning
of the tip before imaging can commence. The twoc@dores are systematically

investigated and discussed herein.

5.1 Argument

5.1.1 Etching Detall

Electro-chemical etching is the most common methblised for tip fabrication. Yet
despite the importance of this crucial componergthmds for production are relatively
poorly documented and generally involve a smalc@etage of specifics and a high
percentage of qualitative results.

The purpose of electrochemical etching is clesolyproduce a sharp tip. The
sharpness is reflected in the termination of tlelieg process immediately upon drop off
(Bryant et al. 1987). The fact that both the etclkézttrode and the drop-off section
constitute sharp tips has led to methods of primigdhe fallen section of wire, the
intention being to utilise this as a tip insteadtlod upper part, owing to the fact that
clearly current was terminated to this section witéell away from the upper part of the
electrode.

Nevertheless, the sudden change in current apahe of drop off has inspired
control circuitry based upon this finite-time simhayuty. A typical current-time plot is
shown inFigure 5.1 Initial threshold control utilised the abrupt olge in current to
signify a termination to etching, with control dejg@d by a constant value. However due
to the ever changing concentration and alteratfommersion depth from tip to tip this

method proved ineffective.
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Figure 5.1: Current-time plot during etching proces
From (Quaade et al. 2002)

An inspired alternative was to utilise the diffetiahcurrent orOl%It (Chen et al. 1989;

Ibe et al. 1990; Nakamura et al. 1999). The ratehahge of current is relatively constant
until the singularity, where an extremely rapidpdt vertical, rate of change is apparent.

One phenomenon evident from the etching procesmisthe wire actually snaps
under the weight of the lower section before ietished completely through (Quaade et
al. 2002), a happenstance utilised to theorisedgfiid situation where the etching
potential is ramped down alongside the currentlltiég in a slow rate of etch at the
point of breaking (Melmed 1991). Substantiation tbis claim and any negative
ramifications on the system dynamic require inggzdton.

For the apparatus in this work, an initial Voli@gr can indicate the available bias
range (Oliva et al. 1996; Kerfriden et al. 1998)he plateau irFigure 5.2 depicts the
most stable region for etching in terms of variatdkerances. Whereas at the higher
potential etching would ultimately be faster anskleeproducible, the relative importance
of etch time, stability and reproducibility clearigeds to be addressed.
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Figure 5.2: Voltagram obtained during tip preparation

Another variable thought to have significant effentthe shape of the final etched tip is
the meniscus. A tip with a short, symmetrical sh&tkninating on a atomically sharp
point represents the paragon for most applicatitirig|as been postulated that the aspect
ratio of the cone depends strongly on the shapleeomeniscus during the etch (lbe et al.
1990). Investigation into theory developing corltability of the aspect ratio requires
work.

Moreover, the immersion depth is believed to dftee shape of the cone in two
ways. Firstly the greater the length of the submeérgart the shorter shank (Oliva et al.
1996). Whereas a heavier the drop-off section gi@dyreater the radius of curvature,
ROC, (Ibe et al. 1990).

Electrode shielding of various guises has beealthed to minimise disturbances

of the meniscus, due to protection from the bublitemed at the cathode (Melmed
1991).
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The final variable in the assembly, is the conidn of the solution. Intuitively
the stronger the etchant the faster the etch, \alsel@vering the concentration, whilst
slowing the etching rate, has also been postuladegroduce more parasitic oxide
(Kerfriden et al. 1998).

The sheer myriad of variables discussed requirgthy and detailed analysis. The
goal is to find a variable set that consistentilds the desired tip profile and, moreover,
the factors that produce undesirable tips. Henoenaplete map of the etching procedure
can be developed that is independent of the speafparatus and reflects purely the

method.

5.1.2 Cleaning Detall

Regardless of the etching parameters, contaminatittnetching by-products, including
native oxide, is unavoidable (Hockett et al. 19G8centi et al. 1994). This native oxide
is usually 5 - 20 nm thick and impairs the metaliehaviour of the tip. Many methods
exist to remove the W-oxides. Perhaps the mostlsiinpolves heating the tip beyond
the sublimation temperature of the W-oxides, whishinherently lower than the
underlying W metal (3410 °C). The simplicity of ghmethod is complicated by the
thermally generated electron flux, which can leatbtalised melting of the tip apex and
significant increases in the ROC (Ekvall et al. 9Bing et al. 2005).

Tip shape is easily classified by scanning electrocroscopy (SEM), with the
ultimate apex requiring high-resolution transmissilectron microscopy (TEM) and
crude elemental mapping (Ekvall et al. 1999), thowiearly the most obvious test
involves performing STM upon the desired surfadesthis work, the crucial parameters
for both etching and e-beam cleaning that resudinimtomically sharp STM tip, without

the often detrimental effect of localised meltiagg presented.

5.2 Differential Etching

Differential etching identifies the control mechsmi for tip production only. The

tip-solution interaction can be broadly classifiatb three categories. The simplest of
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which is in-solution whereby the tip is lowered into the etchant, tgpicin a glass
beaker, where the etching is performed. Methodsestrict the etch to a small area of
wire involve either damella (Klein et al. 1997; Kerfriden et al. 1998) ofl@ating layer
(Lemke et al. 1990; Melmed 1991). This work concaedd on the less convoluted
in-solution variant. All further references to differentialclking imply anin-solution

configuration.

5.2.1 Tip Categorisation

Differential etching allows the control of four iegendent variables:

Immersion depth

Etching Voltage
Sensitivity (arbitrary units: definé$//At at which cut off is detected)

P w0 NP

Etchant Concentration

The relative combinations of these yield a finitemiber of tip types that allow simple

categorisationFigure 5.3depicts the 6 types of tip that occupy 4 generiegaries.

Figure 5.3: Light optical microscopy images of tipcategories
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Type 1a is often an idyllic tip with a sharp apstort shanks and low aspect ratio. Whilst
the radius of curvature (ROC) cannot be accurasiynated at the optical magnification
given, the tips in this category pass a basic requent. Type 1b is a variant of 1a with a
larger aspect ratio. Whilst the sharp tip accomrtexlatomic scale resolution, the long
shank introduces increased vibrational instabditizat can degrade image quality. Type
1c is a further variant of 1a having a short bynawetric cone. Both meniscus shape and
immersion depth are thought to influence cone shépeestigation into the latter is
performed insection 5.2.4.

Type 2 tips represent a late termination to ticliag procedure, characterised by
a rounding of the apex and a large ROC. Type 2tsiowhen the sensitivity is set to too
low a value and are hence easily remedied. Stramiything short of optimum cut off
after drop off is a type 2 tip. The blunt apex does always show under light optical
microscopy. For purposes of classification anythigigeater than 10 nm ROC is
considered type 2, however, this can only be deterinby TEM imaging as discussed
later.

Type 3 tips are the converse of type 2. Here tichirgg process terminated
prematurely and hence the wire was not etchedh@vay through. Type 3’s occur when
the sensitivity is set too high and hence lowethggsensitivity is the remedy.

Type 4 tips occur as a result of meniscus dropsaae characterised by ribs along
the cone sidewalls. These inherently only occur leargthy etches (greater than 30

minutes) or due to external instabilities discussezkction 5.2.3.

5.2.2 Etching vs. Polishing

The nature of the tip production process is oftenggalised as electrochemical etching.
Specifically electrochemicaktching entails employing a direct current through an
electrochemical solution. An intermediate compousmdormed on the etching surface
(WGQ;? in this case) which can be removed more easily tha W in its own right. For
electrochemical polishing the metal is literally polished by a process remgv
microscopic amounts of the metal. Polish reliesrupm flow from the anode to the
cathode and the finish is often planar. Clearlydis¢inction is a subtle one.
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Electrochemical tip production inherently possassnhanced etching rate at the
upper part of the wire, yielding a necking-in effe€lassically this is describe by
“enhanced etching near the meniscus”, thoughperhiaps more accurately described by
a retardation of the etching process away fromntiea@iscus. Dissolution of the W wire
produces two specia&/O;> and OH™ (Ibe et al. 1990; Zhang et al. 1996). TWO;?
ions travel down the length of the W wire, formiaghield against further etching whilst

the less dens®H "™ pockets move upward and outward, inevitably cau$iash NaOH

to be drawn toward the etching sil@gure 5.4). Thus the etching process is enhanced.

flow

Figure 5.4: lon Flow During Tip Etching

WQ;? flow down the anode is indicative of electrocheahipolishing ion flow and is
characterised by a bulbous formation in the lowet ef the tip and should give a shiny
finish. Etching would involve dissolution of thwQ;*and a dull, pitted surface.

To investigate the polishing-etching phenomenonid® were etched: the first 6
at 1.5 mm immersion and the second at 5.0 mm. &¥etl6: pairs were etched at 3.0, 6.5,
and 10.0V with the etched terminating at 0.5 and @f the nominal etching time.()
in each case. Selective results are givdrigaire 5.5.

Progression from 3 to 10 V reveals an enhanceé#i-imetor increasing etching
voltage, a phenomenon emphasised when the etchouggs is closer to termination.
This indicates that polishing ion flow is being enbed by increasing potential. Most

notable is the rather dull appearance of the wi@\Aand 5 mm insertion, indicating that
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the conditions are such that polishing is no lortgerdriving mechanism and the process
has resulted to a more passive etching. Increafirgetching voltage results in a

restoration of the polishing mechanism.

3V 6.5V 10V

Y 1étch
1.5 mm

Y 1étch
5mm

Figure 5.5: Light optical microscopy images of etokd tips:

Columns: Voltages, Rows: time and immersion depth

5.2.3 Environmental Shielding

Stability of the etchant surface tension is essémtiring tip production. External and
internal instabilities need to be minimised in artteensure the etching procedure yields

the desired tip shapes. It has been noted that4yes habitually occur from alterations
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in the meniscus during the etching procedure. Thypes of instability have been
identified throughout this work.

Firstly external vibrations, or floor vibrationsause ripples in the etchant surface
that are detrimental to the meniscus’ stabilitye3én can be eliminated by ensuring the
etching apparatus stands in a low vibration envitent and that the platform housing the
etching apparatus is free from external (humanjamrthroughout.

Secondly fluctuations in the air above and arothwl etchant surface cause a
similar effect. Air conditioning systems and airtreaction systems are examples of
sources. Shielding the etching apparatus in a lvexents air-source fluctuations from
effecting the meniscus stability. The presencehid particular shielding commonly
means the difference between a type 4 and a tyipe 1

Finally the violent reaction occurring at the aath causes Hbubbles to
permeate through the etchant. These bubbles ane dg@imental to the stability of the
meniscus. Hence the anode requires shielding flemcathode. Inserting the cathode

within a glass tube is sufficient to alleviate gireblem Figure 5.6).

tip W anode
holder

cathode meniscus

4

Glass tube 11—} NaOH

BN NS I S = (etchant)

Al b beaker

Figure 5.6: Tip etching apparatus showing cathodetselding tube

5.2.4 Experiment 1: Insertion Depth

To investigate the effect of immersion depth on duelity a range of depths were
investigated from 1 - 5 mm for the etching voltage8.5 and 10 V. All sensitivity values

correlate to type la tips. The results are showFigare 5.7. The dashed lines represent
a stable range around sensitivity = 6 within whioé circuitry is optimised to detect drop
off.
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Figure 5.7: Graph of Depth vs. Sensitivity. Triangés = 5V, Circles = 8.5V and

Squares = 10V. Dotted lines represent stable range

Clearly the stability is optimised for lower volegy corresponding to the shape of the

voltagram Figure 5.2). All the voltages have reasonable stability acbun- 2 mm

immersion. Furthermore all curves coalesce at anoomsensitivity value of 3.5 for

immersion of 5 mm.
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Figure 5.8: Etching current vs. time. Left: 1.5 mmimmersion, right: 5.0 mm immersion.

Square = 10V, Circles = 8.5V, Upright triangles =8, Inverted triangles = 3V.
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To explore the nature of the etching procedureeticling current was mapped against
etching time for 1.5 and 5 mniigure 5.8. At 1.5 mm immersion the curves collapse
toward a common origin, implying a certain satunatof the etching current established
from chemical concentrations within the etchanttitddoat around 1200 s there is a clear
singularity event on the 3 V curve that is not &asnough to stop the etching procedure.
Such singularities are common for non-ideal paramet

For 5 mm immersion it is cleat that 8.5V and 1Ch¥ve almost identical
responses, indicating a rate limit to the etchingcedure at this immersion depth and
solution concentration, perhaps caused by a passive to an OH population. Note that
there is one obvious singularity event for 5V pp@ximately 500 s. It is unlikely that
the wire has etched to a degree that a prematoge aff has occurred and more likely
that an vibration or other disruption led to thegsilarity.

Initial extrapolation implies that etching is mastable at 1.5 mm immersion as
opposed to 5.0 mm. Etching with large immersiomgir@s greater potential differences,
which in most circumstances will move beyond thsirdel 4 - 8V range indicated by the
voltagram Figure 5.2). Etching with large voltages at large immersionprapches a

rate limit.

5.2.5 Experiment 2: Constant Bias Voltage

To investigate the effect of etching voltage ons#t@nty and tip type, a range of voltages
were chosen from 3-10V. Expanding upon resultsnfthe previous section the
immersion depth of 1.5 mm was chosen to enhancestdiglity of the procedure. All
sensitivities were chosen to give type la tips.

Figure 5.9 showsthe results obtained, providing an obvious sintjato the
voltagram inFigure 5.2. Most notable is the plateau in sensitivity from BY. The
stability of the circuitry has now been enhancddt optimised) for both immersion

and etching voltage.
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Figure 5.9: Etching Voltage vs. Sensitivity. Immesion depth =1.5 mm

Type 1la tips have hitherto been assumed to occumygée sensitivity value, though it is
apparent that under certain circumstances the Igpsategory becomes broad and hence
this anomaly allows the effect of varying the séwisy close to the singularity to be
investigated.

Applying an etching voltage of 6 V it is evidelhtat a sensitivity of 4.5 gives a
type 2 tip, implying that the sensitivity needsremsing, whilst a sensitivity of 8.0 gives a
type 3 tip, implying that the sensitivity requiréswvering. All tips produced with a
sensitivity within this range are type la and ps.tiType 1c tips generally occurred when
the wire was not perpendicular to the etchant setfa

It is intuitive to assume that the broadeninghaf type la category is required in
this circumstance. In fact for this idyllic situati of a broad range of sensitivities it is
perhaps more fitting to view the etching voltagesensitivity as a range plot rather than
a precise valueHjgure 5.10. It is shown that the stability of operation andw V offers
a large dynamic range in sensitivity values.

In order to analyse the type la tips more rigdsgu$ransmission Electron
Microscopy (TEM) was undertaken to more accuragstymate a value for the radius of
curvature, ROC, in each case. Choosing sensitwatyes of 5.0, 6.5 and 7.0, three tips
were fabricated at 6 V and imaged, with the reshiswvn inFigure 5.11
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Figure 5.10: Etching voltage vs. sensitivity rangplot

Figure 5.11: TEM tip images a) 5.0, b) 6.5 ¢) 7.0 @.0 Tungsten core
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Initial inspection shows an oxide coating on ab tips, with a ROC of approximately

20 nm in all cases. However, upon further analyses7.0 sensitivity revealed a W core
with ROC ~ 1 — 2 nm. Without the ability to locatienilar cores within the other images
the effects of sensitivity are unknown. RegardlasROC of the order of 1 nm represents

an ultra-sharp tip indicative of optimised paramgte

5.2.6 Experiment 3: The Cause of Asymmetry

Asymmetric STM tips are a commonly observed occueein differential etching.
Logically the phenomenon can be traced to either-perpendicular insert angle or
electro-polishing effects.

Since the wire for the tips originates from a ¢oi$ inherently curved and lengths
must be taken to straighten it. To investigateatfiects of this parameter two etches were
performed, one intentionally bent at an angle tdase normal and the other nominally
straight.

To investigate the effect of electro-polishing the tip shape three tips were
etched with inter-electrode distances of 45, 25 a@dnm, with the intention of

highlighting inter-electrode interactions and tlependence on distance.

-~ s

Figure 5.12: Asymmetric STM tips a) angle to surfae normal, b) perpendicular.

Both at nominal 25 mm inter-electrode separation.

For the former case of immersion angle, the resutgyiven irFigure 5.12 Notably the
two tips follow a similar shape, with the side @ssto the cathode etching more quickly.
However the off-surface-normal tip clearly accetggathe asymmetry present in the

other tip.
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a b (o

Figure 5.13: Asymmetric tips with inter-electrode gparation:
a) 10 mm, b) 25 mm and c) 45 mm

For the latter case of inter-electrode separatios results are given figure 5.13 The
tips at 25 and 45 mm show significant asymmetryenghs the tip at 10 mm exhibits
notably less asymmetry, suggesting that the ireant®de separation has an effect on the
end tip shape, as would be expected from an elpadlishing action (c.f5.2.2 Etching

vs. Polishing.

Hence it can be assumed that both immersion azgik electrode separation
effect the tip symmetry. The effect of the formande minimised by straightening the
wire before etching and the second can be redumddit cannot be overcome, whilst
operating in the polishing regime, a regime proteryield the sharpest tips 5.2.5

Experiment 2: Constant Bias Voltage.

5.2.7 Experiment 4: Solution Concentration

To investigate the effect of etchant concentrabarthe tip production procedure, three
solutions were used. Namely: 2.5M, 3.75M and 5M NaQM being 40g / 1L with
molecular masses of Na (22.99) + O (15.99) + H1(1.0he solution used i6.2.4
Experiment 1: Insertion Depth and5.2.5 Experiment 2: Constant Bias Voltagevas
the intermediate 3.75 M.

To compare the effectiveness of various etchanteatrations, the sensitivities
yielding type 1la tips were sought through the 8 Vlrange. The results are shown in
Figure 5.14 Intuitively it appears that 3.75 M offers the beslution concentration,

allowing the full range of etching potentials todmxessed. Furthermore, the 2.5 M curve
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corresponds to the lower end of the 3.75 M curvéene the etching voltage is
undesirably low. Naively it can be assumed thatelomg the concentration has a similar
effect to raising the etching potential, howevee tlange of sensitivities accessed in
Figure 5.10is not available for the 2.5 M case. Notably mdsthe tips etched in this
range had longer shanks than the 3.75 M oRk&gife 5.159. Similarly the 5 M curve
corresponds to the upper end of the 3.75 M curveravhithe etching potential is
undesirably high. A similar argument can be apptedhe small range of sensitivities
available for manufacturing type 1la tips. Convds@.5 M etching, the tips etched in
5 M solution have noticeably shorter shanks thamsehtypically found for 3.75 M
etching Figure 5.15a).
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Figure 5.14: Etching voltage vs. sensitivity. Triagles = 5M,
Circles = 3.75M and Squares = 2.5M

In order to decisively contrast the three typeifg, TEM was once again employed to
estimate the ROC shown irigure 5.16 Three tips were prepared all with 1.5 mm
immersion: 25 M at 10V, 3.75M at 6 V and 5.0 M6a&/. The ROC of the 2.5 M tip is
strikingly large, even taking a conservative tajeis still in excess of 100 nm. Thus
without optimising the parameters further, thisispgmpractical for STM functionality.
Two arguments can be made in defence of the 5.@IMtign: Firstly, the tip imaged
showed an anomalous shape under lower magnificatigolying that a random event

may have effected the etching procedure. Secondthout further investigation,
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non-optimum values for etching will seldom prodsegisfactory tips. Hence this image
is not a reflection solely upon the stronger solutbut more enforces the requirement for
optimisation. The 3.75 M tip shows a good shapeneaccounting for the oxide, and the
ROC is 20 nm in tune with those of sectm@.5 Experiment 2: Constant Bias Voltage
Without an image containing the W core, an actu@lCRcannot be given. Finally the
5.0 M tip shows a large amount of amorphous oxidd wn ROC of 90 nm, with a
10 nm ROC of the ultimate apex. Once more, theratesef a W core prevents proper
analysis.

Figure 5.15: Typical tip for a) 5M, b) 3.75M and c)2.5M

Figure 5.16: TEM tips a) 2.5M, b) 3.75M and c) 5.0M

Post-etch oxide removal is clearly an importanttretgp and will be discussed |3
Post-Etching Procedures From a practical perspective, the excessive ogité.0 M

tips makes them non-ideal as a result of the e¢@ning required.
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5.2.8 Experiment 5: Ramped Bias Voltage

To explore the effects of reducing the etching i@dtse to drop off it is necessary to
reduce either the etching voltage or the conceatradf the etchant. Lowering the
etching voltage is simpler to implement, with th®lity to apply this change constantly
throughout the etching processes without disrupbaiie meniscus.

Three tips were etched for direct comparison. fiilsé two with a standard 10 V
and 3 V respectively, whilst the third was etched3f of the typical etching time at 10 V
with a subsequent reduction to 3 V for the finaladion before drop off.

Interestingly the 10V type 1la tip and 3V type tia were generated with
sensitivities of 7.0 and 4.9 respectively, whils¢ reduced potential tip etched through
with a sensitivity of 5.75, a value higher than ¢enaccommodated for the typical 3 V
etch.

Figure 5.17: TEM tips a) 3.0V, b) drop from 10V t03.0V c) 10V

The three tips appear virtually indistinguishableoptical magnification, however from
the TEM images irFigure 5.17 this is clearly not the case. The 3V tip is ratloerg
compared to those from previous sections, howeverROC of the oxide section is
17 nm and the W core around 7 nm, revealing baah tine oxide is thinner for these
parameters and that the ultimate W tip has a laR§@€ than those optimised #12.5
Experiment 2. Constant Bias Voltage The second image of the “voltage drop tip” is

similar to the first, with a thicker oxide layerottever at larger magnification the ROC
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can be estimated to be around 20 nm. UnfortunaibelWV core is absent and hence the
ultimate ROC of the tip is irresolvable. Lastly the V tip reflects a disturbance in the
etching procedure, with an ROC of 60 nm. The |&Rg§2C is similar to that irFigure
5.16g indicating that a similar effect may have caugetlarge ROC in that case also. It
is assumed mechanical vibrations were present mguasimeniscus drop and hence the
irregular shape. Notably the necked-in section ppreximately 20 nm across, and
therefore would yield a ROC similar to that in grevious two cases.

Preliminary analysis indicates that for differahtetching as described herein, a

voltage drop has no noticeable advantages.
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Figure 5.18: Tip type conversion diagram

5.2.9 Tip type conversion diagram

An overall conversion diagram of the results isegivin Figure 5.18 Expressing the

etching parameters as the variable function F(x)y,where x = voltage,
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y = concentration and z = immersion depth, the shapd sharpness (ROC) are thus
optimised for a given variable set F(X, y, z) op@gat the type 1» 2 transition point, a
point set by the additional variables: a = immarsamgle, b = electrode separation and
c = systemic instabilities.

5.3 Post-Etching Procedures

Post-etching procedures concentrate on removingrie@phous oxide layer from the W
tip (Mendez et al. 1992). With careful control bétetching parameters it is clear that the
tip shape can be optimised, in terms of cone shRGC and the amount of oxide
deposited. To ensure tips exhibit negligible oxedating, two techniques are popularly

employed: lon Milling and Annealing. These will Bscussed in the following sections.

5.3.1 FIB Milling

FIB milling can have a dual purpose. The 20 keV li@am can both remove the oxide
and re-shape the tip apex (Zhang et al. 1996).Hapisg has been successfully utilised
to create ultra-sharp probes from iridium and tteiggVasile et al. 1991; Hopkins et al.
1995). However the focus of this section is oxidmoval from an optimised first step

procedure.

SEI 150kV  X14000 1um WD 185mm Shef. S 15.0kV  X19,000 Tum WD 21.4mm

Figure 5.19: SEM of tip a) before and b) after miling
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This work utilised a Jeol™ ‘Fabrika’ based uponeal? 6500F SEM with an Orsay
Physics Ga+ ion column attached. Sample mountisglenthe FIB chamber was a
simple procedure, however vibrations inherent ® dpparatus complicated the milling
procedure, leading to the destruction of the firsttotype.

Figure 5.19shows the SEM images of the same tip before ard afilling. The
initial oxide layer is clearly significant in th&dt image, whereas, at the second image
shows a significant reduction. Higher magnificatremeals a ROC of the order of 10 nm,
though this cannot be accurately quoted from SEBiges with a resolution limit of this
order.

FIB etching, whilst effective, is a time consumipgpcess, the tip shown taking
some 12 hours to fabricate. Furthermore, the exrature of the FIB system requires
fabricated tips to be transported through air betwihe two systems, ultimately resulting
in further oxide contamination of the tip, thoughthwrapid transition this effect is

significantly reduced.

5.3.2 In vacuo Anneal

Heating of the tip is performed by the close pragmof a filament within the vacuum
system. In this case, the heating procedure ingaladiatively heating the tip which is in
close proximity to a pair of tungsten filaments.th\no high voltage bias, there will be a
negligible flow of thermally generated electronsuing from the filament into the tip
(Ekvall et al. 1999). The oxide (W&and WQ) sublimes at 800 °C in stark contrast to
pure W at 3410 °C. Principally there should beatteration to the underlying tip shape
whist the oxide should be entirely removed. Howel@ralised electron heating around
the apex has reportedly caused necking in, warpmd) effective “melting” of the tip
(Ekvall et al. 1999; Ding et al. 2005).

5.3.2.1 Method

To investigate the heating procedure, a tip hegilate was modified to support heating
in a manner similar to that of Ding and Pearsoal.eDing et al. 2005). The design was

customised in the crucial matter of filament pasitio allow a more uniform heating and

145



Tunnelling Tip Preparation Chapter 5

lower currents. Further, the long ceramic spacenplgied the construction procedure.
The tip transfer plate design is showrFigure 5.2Q

Top Plate

l— Ceramic Spacer

. 4 Contact Bar
Filament

STMtip —p
and holder

Side View Top-down view
(without top plate)

Ceramic Spacer

Figure 5.20: Tip Transfer Plate with 'V’ shaped heding filament

5.3.2.2 Results 1: Thermocouple
Initially a thermocouple (diameter = 0.125 mm) vedtached to the STM tip to record

temperature during heating and estimate the desieading current. The results are
shown in Figure 5.21.

900 +
800 —-
700 —-
600 —- [ ]
500 —-
400 —-

300+

Temperature / C

200+

100+ [ ]

0 2 4 6 8 10 12
Heating Current/ A

Figure 5.21: Tip Heating Curve as recorded by therracouple contact
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The general curve shows an exponential increase &4 heating current, whereto the
temperature was allowed to settle for 10 minutée final points represent flash heating
where the temperature was held for no further tB@rseconds. At a heating current of
10.5 A the thermocouple registered flash heatin§Gff °C, suitable for the removal of
oxide.

However the absolute temperature does not rekiedbtalised heating effects on
the tip apex due to small electron bombardmentragld current densities. The effects of
this phenomenon have been shown to significantiyce the required heating current
(Ekvall et al. 1999).

5.3.2.3 Results 2: SEM of Progressive Heating Curre  nts
In order to explore the effects of localised heatim the tips, all tips were manufactured
using the optimised parametershi2 Differential Etching. To ensure that the heating is
concentrated on a specific area, all tips were fi@gatwred from a 4 mm length section of
wire, which after 1.5 mm immersion leaves a 2.5 mipnlength protruding from the
holder.

In order to examine the effect of heating on tipeshape a range of heating
currents was applied to ‘optically identical’ tipsfore examination by SEM. Initially the

tips were covered in a parasitic oxide as showfigre 5.22a

A

Figure 5.22: SEM images of STM tips a) Post-etch ae,
b) 10 A for 30 seconds, c) 9.5 A for 30 seconds

Heating with 10 A for 2 cycles of 30 seconds (lleye 10 A for 30 seconds followed by
5 A for 30 seconds) results in warping of the fg@xa Figure 5.22b. Notably there is a
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bulbous formation and significant bending at lowsagnification, thought to occur due
to localised melting/strain (Ekvall et al. 1999n&: there is relatively negligible electron
bombardment, the localised melting is probably eduby extremely large current
densities created by such a microscopic apex.nbis worthy that the oxides appears to
have been removed from the apex, so the heatendidning in that regard. However,
lowering the current to 9.5 A and applying the s&mne30 second heating cycles results
in no bending or warping of the tip shape othentloav amplitude sinuous perturbations
along the side wallsF{gure 5.229. A similar experiment carried out at 9.0 A offere

identical results.

5.3.2.4 Results 3: TEM of 9.0A and 9.5A

To investigate the extent of oxide removal, TEM wemployed with 2 x 10
magnification. At this magnification the oxide, ban and tungsten layers are usually
resolvable. In continuation from the SEM picturésained inSection 5.3.2.3he heating
current was restricted to less than 10 A to avadpmg of the apex.

Tips were heated to 7.0 A for 2 minutes followgdab30 seconds flash under the
maximum current and allowed to cool within the wamwuchamber. Following cooling in
the vacuum system to < 40 °C, the tips were traresfethrough air into the TEM for
analysis. Exposure time was of the order of 15 mBfutes, vacuum to vacuum. Whilst it
is expected that such exposure will result in oxiderowth the thickness should be
markedly thinner than incurred from the etchinggadure.

Figure 5.23ashows a high contrast image of the tip apex &@1A heating. The
tungsten core is clear visible within the outerdexiayer. It is worthy of note that there is
significant thinning of the oxide 20 nm below thmgsten apex, most pronounced of all
on the left side of the image where the localisetnaval presumably occurs.
FurthermoreFigure 5.23bshows a tip after 9.5A heating. Note the signiftbathinned
oxide on the lower part of the image, close to 5thitkness.

The localised thinning of the oxide may be caubgdasymmetric heating,

specifically the difference in filament separation either side of the tigrigure 5.24
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shows a lower magnification image of the same tips$e the significant change in shape

along the shanks where local oxide has been removed

Figure 5.23: TEM images of Tip apex a) 9.0 A heatin b) 9.5 A heating

Figure 5.24: Low magnification TEM of Tip Apex a)9.0A heating, b) 9.5A heating

These results indicate that oxide removal via tadieheating at temperatures below the

melting point of the oxide has been achieved. Tonope the cleaning procedure it is
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important to find the best tip-filament positiont s®/ the tip length and secondly to
discover the time duration required for the heatipgje.

5.3.2.5 Results 4: TEM of Tips Made Using Varied He ight

The precise tip-flament separation and geometrgoubtedly have an effect on the
cleaning performance. In an attempt to identify dptimum geometry, three tips were
cleaned with positions inline, beneath and abowe d@picted inFigure 5.25. This
experiment also emphasises the repeatability otlgning cycle and the tolerances of

the positional variables.

Heating
filament

Tip

Figure 5.25: Tip-filament Geometries: a) in-line, B beneath, c) above

“M

ﬂ)nm i)nm i)nm

Figure 5.26: TEM images of tips heated with geomeyr a) in-line b) beneath c) above
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All tips were heated on the established cycle: ®”120 seconds, followed by 7 A for
60 seconds followed by 9.5 A cycles 3 of 10 secdoefere the heating current was
immediately ramped to zero.

For heating in-line and below the filament, thersdst path to ground is through
the apex of the tip, concentrating the heating @adning on this small locality. For the
case where the apex is above the filaments, thetpaground is into the cone sidewalls.
Hence the localised heating into the apex is sicamtly reduced.

The tip heated “inline” geometry offers the smstil@pex-filament separation.
Concentration of the electron flux into the aper cause significant localised melting of
the apex Figure 5.269. Whilst the separation is larger for the “benéabometry, the
apex focal electron heating is sufficient to cads&rimental melting on a smaller scale
(Figure 5.26b. However for the “above” geometry the focal pdasihot the apex hence
melting of the tip is less problemati€igure 5.269.

These results reveal the ease with which a tipbeamelted; an inherent problem
with annealing (Ekvall et al. 1999). However in tladove” geometry localised melting
was avoided. Repeated experiments confirmed thenabsof melting in all cases.
Furthermore oxide was significantly reduced torndfor 0.5um along the tip cone near
the apex.

5.3.2.6 Results 5: Heating Cycle Optimisation

With the most favourable geometry identifiedsiection 5.3.2.5the final step remains to
determine the optimum heating pattern. To concentsolely on the implemented
heating cycles, the transfer plate was degasseat poi tip insertion. Hence for
subsequent tips, cleaning was achieved by rampiegcurrent from 0 to 9.5A for
n-cycles of 10 seconds. Where n = 3, 6, 9.

It should be noted that this is the first instamteere the current is ramped from O
to Imax all other heating cycles have returned to a lae of 5A and ramping was more
gradual. This had the two fold effect of, firstiyoncentrating on the effects of electron

heating rather than the slower ambient effect & filament. Secondly, the reduced

151



Tunnelling Tip Preparation Chapter 5

ambient temperature offered protection for the bradlock magnet that can become
demagnetised for lengthy exposures and high termpesa

10 nm c 20 nm d

Figure 5.27: TEM images of cleaned STM tips: a) 3 £0 second, b) 9 x 10 second, c) 9 x 10 second

0.75um from apex, d) melted tip for comparison of oxidehickness

TEM images of the tip heated for 3-cycles are showrFigure 5.27a The tip is
ultra-sharp with an ROC of 5 nm and an oxide ldyetwveen 1.5 and 4 nm. The overall
shape shows no evidence of melting and oxide isxmSor > 1um of the tip length.
Heating up to 9-cycles continued to show no evidesicmelting. Oxide reduction was
enhanced at 6-cycles with no noticeable changetweased cleaning. The tip shown in
Figure 5.27bhas a larger ROC of ~10 nm, a result of the etripiocess. The oxide is
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<2 nm across the whole apex and continues to Bexrw at 0.7um from the apex
(Figure 5.279. Oxide remains approximately <5 nm until the tcast reduces to an
extent where it is too poor to analyse. The lasgale oxide removal is due to the
tip-filament geometry, in contrast to the more apesused cleaning usually observed
(Ekvall et al. 1999).

All tips have a residual oxide layer, a resultloé exposure to air when moving
from vacuum to vacuum. Exposure is of the ordefminutes. The melted tip shown in
Figure 5.27dwas prepared with “inline” geometry and used taggathe inter-vacuum
oxide growth based on the principle that meltingildaemove all oxide during cleaning.
Oxide thickness of 2 - 5 nm is apparent throughlbetmelted region. It is likely that the

oxide present on the cleaned tips is due to thexgiosure.

5.4 STM Imaging Verification

Perhaps the only definitive means of verifying gtate of a tip is to utilise it for STM
and judge on the results. Classically, atomic ggm of Si(111)-(7 x 7) is used to verify
tip sharpness and ultimate performance, principdlig to the flat terraces and well
ordered pattern exhibited, whereas the more maumiai Au-on-Si tests the dynamic
performance of the STM unit and the tip’s suitdbilto varied topography. Both

materials are investigated below.

5.4.1 Method

Tip production followed the two step optimisatiprocedures outlined above for
electrochemical etching ama vacuoannealing. After cooling within the growth chamber
to <50 °C the tip was transferred to the STM chaménd loaded into the tip holder
stage. Scanning was performed for Au-on-Si and13)-{7 x 7) sequentially using the
same tip in both cases. No cleaning cycle was hetgleen experiments.

Si(111)-(7 x 7) was prepared by a three step teamyee anneal. Firstly the
sample plate was annealed to 250 °C by resistiagéirfge(RH) for an hour to degas the
plate. Secondly the sample was annealed via diesting (DH) to 575 °C for 3 hours to
degas the sample. Finally the sample was pulsdd®® °C in 5 x 1 second pulses in

order to freeze the (7 x 7) reconstruction on tiréase.
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5.4.2 Au-on-Si

The image shown ifrigure 5.28was captured with a scan speeg & 342 nm/s, gap
voltage (\p) = -2.0 V, a tunnelling current(I= 0.15 nA and a gain 4§ = 5.13. The
image topographically is typical of Au-on-Si witarge height variations and structure

sizes.

-4.4

Figure 5.28: STM image of Au on Si

The ability to resolve the structures indicatess thp could be a good candidate for

Si(111)-(7 x 7) atomic imaging discussed in théofwing section.

5.4.3 Si(111)-(7 x 7)

Atomic resolution on Si(111)-(7 x 7) is a step-wigecess of area selection under
increasing magnification. A typical initial scarearof 800 x 800 nfris used to identify a
flat terrace with few defects. At around 100 x 10fF the resolution of the STM is such
that atomic (7 x 7) reconstructions can be s&agufe 5.299. The image parameters of
this figure are: y= 396 nm/s, Y= 1.74 V, | = 0.26 nA and g = 2.89. The drift of the

STM is negligible at room temperature. The brigltteposits on the surface may be the
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result of nickel contamination (Ukraintsev et aB97), possibly due to the high
temperature heating of the stainless steel tipstearplate (17 % chromium, 5 % nickel)
during tip cleaning. Tip transfer plates manufaetufrom molybdenum would prevent
such cross-contamination.

Figure 5.29bis a higher magnification of an area wittitiigure 5.29a It was
obtained with slightly altered scan parametegs: 220 nm/s, Y= 1.8V, t = 0.2 nA and
0w = 2.89. The image displays a small distortion aederal missing LDOS that
correspond to breaks in the regular pattern. Nickatamination in the area is negligible.

Thus, atomic resolution has been attained for9tkeA tip. A small amount of
voltage ramping in the 6 - 10 V range was initialyguired to stabilise the tip apex, such
conditioning is typical for STM operation. The fyerformed adequately during the next
6 hours for imaging before a further short burgicsgpscopy was required to returned the

earlier seen functionality.

I-DED

Figure 5.29: STM images of Si(111)-(7 x 7): a) Motayer step, b) (7 x 7) reconstruction

5.5 Summary

Symmetrical, atomically sharp STM tip manufactseaitwo step procedure involving
electrochemical etching and parasitic oxide remowadifferential etching four primary

parameters and three secondary parameters requis@&eration. Namely:
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+ Concentration of solution
+ Differential Sensitivity
+« Etching Voltage

+« Immersion Depth

¢ Electrode separation
+ Environmental Shielding

« Damping

The concentration of the solution in this work vegtimised to 3.75 M (18 g per 120 ml
of deionised water with a £ 0.5 g tolerance). Riéipet indicates that the tolerance is not
sufficient to yield identical resultad infinitumand hence that the concentration has a
significant effect on the remaining parameters.

The sharpest tips were observed for an immersigpthdof 1.5 mm and a
moderate etching voltage of 6 V. At this voltage thfferential sensitivity could be tuned
over a wide range and the cut-off sensitivity ojsid.

In addition to these primary parameters, threeorsg@ry parameters were
identified to have a similarly significant effech dhe tip shape. Electrode separation
effected the asymmetry of the tip, due to etchirnithiw the electro-polishing regime.
Hence a small electrode separation is essentigyfometric tips. Further environmental
shielding is essential both in the case of anodeldihg from the gases produced at the
cathode and protection of the surface from air-@¢@mrdng or extraction system. Finally
the system must be mechanically protected agaiitstations to ensure meniscus
integrity for the duration of the etch.

Once the etching procedure has been optimisedipsdvith <10 nm ROC are
routinely producible, the oxide layer must be rggwto allow STM operation.

In the custom designed tip transfer platevzacuoheater, the tip is brought into
close proximity with a V' shaped heating filamerResults indicated that localised
electron bombardment had a more significant eféecthe cleaning procedure than the
absolute temperature as measured by thermocouple.

A heating current of 9.5 A was chosen for maximlaaning without the side

effect of shape distortion found at higher curreEM analysis revealed a definite
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thinning of the oxide at the tip apex and alongdbee sidewalls. Tip-filament geometry
is crucial to avoid melting, with the imperativaatithe heating must not be focused upon
the apex.

Heating cycles of 3 x 10 seconds were sufficientréamove the oxide layer.
Residual oxide of <2 nm apparent on TEM imageatisbuted to air exposure when
moving the tip from the STM to the TEM for analysis

Nickel contamination of samples indicated thathigh temperature annealing of
stainless steel plates is sub-optimal. A side-éffeat could be avoided in future by
manufacturing a purely molybdenum tip transferealat

As a final measure, ia vacuocleaned tip was used in STM analysis of Au-on-Si
and Si(111)-(7 x 7). The images revealed good wésol and in the case of (7 x 7)
atomic resolution was obtained with minor furthpe&roscopic cleaning.

STM tip fabrication has henceforth been extengivielvestigated and tips
resolving atomic structure created routinely. Udimg optimised parameters, tips display
stable atomic resolution in 90% of cases followthg recipe in this chapter, with an
increase to 100% after more rigorous scanning &éwhmg on Au-on-Si samples (large

voltage and current cleaning) when necessary.
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Chapter 6: Sample Preparation for STM

This chapter discusses the techniques requiregriparing a sample for high quality
STM observationsChapter 4 concluded that Direct Heating (DH) sample prepanat

would be problematic when preparing GaAs samplesS'oM. This chapter briefly

compares this technique with the alternative PyiolBoron Nitride Resistive Heating
(PBNRH) method. The sample preparation stages edvilg, cleaning, growing and
guenching are each discussed.

6.1 Ex-situ Sample Preparation

Most modern MBE machines accept full wafers which heated via mounting free
irradiation. In such cases sample storage and m@épa is trivial, however when
utilising 0.6 % of a 50 mm diameter wafer per samjar DH mounting or 0.9 % for

PBNRH mounting the processes of sample preparatidrstorage become important.

6.1.1 Sample Cleaving
GaAs(001) samples as received from the manufacanerepi-ready protective oxide
coated wafers sealed in, [dackaging. Each wafer has 2 strong cleavage pklneg the

[110] and [110] directions. Sample cleaving can easily beqrertd either:

1. by hand

2. by mechanical scriber

For hand cleaved samples, the main factor is reibdity. Diamond scribing a short
notch in the upper sample surface and then preskiegeverse provides an idyllic
straight edge, however estimating sample size by heads to low precision. PBNRH is
rather insensitive to 0.1 millimetre scale are@mrs;rhowever DH requires more precise

sample size control.
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Figure 6.1: Mechanical scriber damage to cleavagdgin.

Mechanically scribing the samples utilises a highcision micrometer for 0.05 mm
accuracy. The diamond tip can adversely damagsutiace Figure 6.1) though this can
be avoided by correct tip-sample height adjustraendtthe creation of a notch rather than
drawing the tip across the full length of the wadarface.

To protect the surface during scribing, the sancple be spin-coated with a layer
of photo-resist. This has the advantage that anyada or debris caused by the scribing
can be fully removed in an acetone bath beforesimeple is mounted. The main danger
is that small quantities of photo-resist will pstsafter cleaning, reducing the quality of
the growth surface.

Handling the small wafer pieces with tweezers @ cause damage similar to
that of Figure 6.1 In this case surface debris can be removed viacatone bath. The

resulting surface is clean and debris free.

6.1.2 Sample Storage

A typical cleave will yield 10 PBN samples or 20 BHEmples, constituting around 10 %
of the wafer area. The samples then require stqueigeto use. A simple desiccator can
be used for short term storage of around a weedtidar However the surface oxide
becomes contaminated for lengthier storage tirkggufe 6.2). Vacuum packaging the

samples for storage >1 week is essential to maimjaitready substrates.
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Figure 6.2: Contaminated oxide layer after 1 monttdesiccator storage.

6.1.3 Sample Mounting

For DH and PBNRH, the sample is mounted on theidepsf the ceramic plate to allow
RHEED access. DH sample mounting is discussecChapter 4: Direct Heating

Temperature Calibrations.

Restraining Bolt Nut

Ta clamping foil

Ta conductor foil

Ta conductor (feed-
through)

Figure 6.3: PBNRH Sample Mounting.

PBNRH samples are electrically grounded on bothssahd hence the sample mounting
is simplified Figure 6.3. To prevent pressure damage to the sample th&éata

clamping foils are ‘n’ shaped in the z-directionaocommodate the sample dimensions.

162



Sample Preparation for STM Chapter 6

Otherwise the Ta-GaAs interaction points can indarhage to the wafer edges which
ultimately manifests as debris on the sample sarfac

A PBNRH sample accommodates much greater rangacoéss to RHEED
observations. Unlike DH mounting, PBNRH allows ascé¢o both [110] and110]

azimuths by appropriate sample orientation.

The problems with this basic mounting methodolagg two-fold. The first
relates to the sample dimensions. The square shagledin the ceramic top plate is
5.5 x 5.5 mm, hence the maximal uniform heating area from tB& Rs of this size.
However the sample widths are limited by the spa@h the restraining bolts; which
form the corners of a rectangle with 6.0 mm on aris and 8.25 mm on the other.
Hence for a nut of 2.75 mm maximal diameter and dlaenping foil with 0.25 mm
thickness, the maximum mounting sample width iscke@.75 mm under standard

orientation. This sample is relatively small anddificult to locate with the RHEED
spot, especially on thE110] azimuth which is lengthwise across the sample.

The second problem is that the nuts cannot be letehyp secured at this
theoretical maximum, due to angular displacemerihefsample and the physical width
of the nut adjustment tool. The various movemerftshe sample in the system,
particularly the STM mounting where the ceramic itgte and not the Ta bottom plate is
inserted into the clamp, can loosen the nuts. Mimders the ability to repeatedly move
the sample from the MBE chamber to the STM chambiece the nuts become loose
after a single round trip and hence the sample meigjected from the system. Samples
can be covered in an As cap prior to removal tdgatothe surface, however this is far
from ideal. The practical limit of sample widthtierefore 2.25 mm.

Alternatively the sample can be mounted at rigigles toFigure 6.3 allowing
an additional 2.25 mm to the theoretical width. paoactical purposes however limiting
the sample width to 4.0 mm is sufficient. The Misilarea has thus increased from
2.25x 5.0 mmto 4.0 x 4.0 mrhor by 42 %. The resulting decrease in sample kengt
from 5.0 mm to 4.0 mm is due to the relative spgdiatween the threads and the square
hole being dissimilar across the two axis.

The actual sample area accessible to RHEED isféiuglatively unchanged. In

the [110] azimuth the separation of the restrainmgs is now 2.25 mm narrower,
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reducing access along this azimuth. In [a&0] azimuth the clamping foils encroach an
additional 1.0 mm onto the sample, increasing tiffecalty of targeting the sample on
this azimuth.

To circumvent this problem a ‘c-shape’ clamp we=mated in the xy-direction in
addition in the ‘n-shapeHigure 6.4), exposing an additional 4.0 mm of the sample when
employed as a pair. Note the visible sample is tavger than the heated portion, hence
areas of the visible sample will always have oxedating during growth. The heated

sample is now 4.0 x 5.5 nfmwith a wide area exposed for RHEED access to the

[110] azimuth.

Figure 6.4: Improved clamping foils. a: plan view ad ‘c-shape’ section,

b: side view and ‘n-shape’ section.

The ‘c-shaped’ clamping foils cannot be utilisedhathe original clamping
method shown irFigure 6.3 since they would encroach on the area of the deram
required for mounting the sample in the STM chamber

The final mounting methodology allows simplifiedHRED access to both
azimuth whilst enabling the restraining nuts to dsBusted to afford better stability.
Samples can now be transferred ad infinitum froeMMBE to the STM chamber without

requiring adjustment.
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6.2 PBNRH Sample Heating

Chapter 4: Direct Heating Characterisation presents a comprehensive analysis of DH
sample heating. This sub-chapter provides a sindlalysis of the more simplified

PBNRH sample heating methodology.

6.2.1 PBNRH: Argument

The PBNRH can typically supply up to 30 W of radirating to a sample, in a similar
means to basic MBE heating techniques. Heatingclseased by passing a current
through a pyrolytic graphite (PG) track encaseBBN. Since the temperature of a large
percentage of the plate exceeds that of the stbsir@s imperative to thoroughly outgas
the plate to give optimum growth conditions. Idit@ut-gassing often creates carbon
deposits on the ceramic and underside of the sathatevould be detrimental to a clean,
flat surface.

The area of the PBN heater is approximately 60 d6of the sample and held at
a distance of 4.0 mm. The design supports unifempde heating (discussed 2.3
Temperature Map) but the thermal inertia of the PBN prevents ragodling (discussed
in 6.2.2 Temperature Dynamick

Optical pyrometery cannot be used for PBNRH fa thgh temperature PBN
creates stray light that floods the sample spadensasks the temperature of the sample.
The thermography camera does not suffer from tfoblpm, since the resolution of the
camera is small enough to distinguish between #mapk and the PBN and the
temperature profile of the sample can be easilgss=d by the software toolBidure
6.5). The sample used in this experiment was 9.0 xn3a& and hence there was a
sizable gap down either side of the sample thraugich the PBN could be seen. Hence,
for curve two the high peak represents the temperaif the PBN plate, the lower peak
represents the reflected heat from the Ta shieldinthe plate interiors. Note that the
sample temperature data corresponds to the orangee d¢n each case. Here the
temperature drop is 5 °C across the length of éingpée and 2 °C across the breadth.
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Figure 6.5: Cedip resolution test.
1: Green: length-wise profile of plate. Orange: Coresponding profile of sample

2: Top-to-bottom profile of plate. Orange: correspamding profile of sample.

6.2.2 Temperature Dynamics

To explore the heating dynamics a sample was hdaiedroom temperature (25 °C) to
420 °C by applying a step change in power equal.®W (6.2V at 1.2 A). The
temperature increases with an initial drop of 15&€oss the sample which falls to
around 8 °C when the temperature begins to stabilike temperature profile shown in
Figure 6.6 depicts a sharp increasetemperature over the first 200 seconds followed
a stabilising region that takes a total of 120008€és to reach equilibrium. Hence the
complete cycle takes approximately 25 minutes athvpoint the temperature is stable
and the drop is 5 °C across the sample.

Heating can be performed more swiftly by oversimgpthe power requirement
and reducing the power when the sample begins @ohrehe desired temperature.
Without the thermography camera to monitor the temajure dynamic during such a

cycle, the sample could be easily damaged.
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Figure 6.6: PBNRH Heating Cycle up to 420 °C.

Cooling on the other hand is much more sedate. biratedy stepping the heating power
to O W vyields the cooling curve shown Kigure 6.7. In the first 60 seconds the
temperature falls by 126 °C. After 4 minutes thegerature is down to 124 °C which
approaches the lower limit of the Cedip camerdédurrent range.

Cooling from 580 °C has an obviously swifter iaitiresponse RHigure 6.7),
though the initial drop is only 57 °C in 10 secorfd$. 112 °C in 1 second for DH in
Chapter 4: Direct Heating characterisation). The slower cooling cycle will have

ramifications during quenching.@ Quenching.

6.2.3 Temperature Map

The PBNRH temperature is relatively unaffected bg influence of the As cracker
elements or the LNcooling. The sample shows stronger signs of eateneating and
cooling effects at lower temperatures, but unliked Ehe sample temperature is only
affected by = 10 °C for the full possible combioatiof maximal heating with minimal
cooling and maximal cooling with minimal heatinghi3 is highly advantageous for
transferring the sample into the STM unit wheree&aporation is achieved via e-beam

heaters that do not produce excessive heat antpodoling is supported.
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Figure 6.8: PBNRH Temperature map. Red circles: Craker 930 °C (cooling).
Black squares Cracker 930 °C (no cooling). Blue taingles: Cracker 600 °C (no cooling).
Black crosses mark As rich reconstruction changesna clean up temperatures.

Red crosses mark Ga rich reconstruction change tengpatures.

The sample temperature response was principallysuned via the Cedip thermography

used inChapter 4 for DH measurements. The observed temperature isnapown in

168



Sample Preparation for STM Chapter 6

Figure 6.8. The maximum temperature variance across the sample 6/&s during
increases in power, though typically the maximumarece was 1 - 3 °C at equilibrium.

RHEED temperature mapping was performed under &tatic As- and dynamic
Ga-rich conditions. With the As BEP set to 2.5  ¥fBar the surface reconstructions
were monitored by RHEED. Chiefly the (2 x 4) clegmat 580 °C, the (2 x 4) to (2 x 1)
at ~600 °C and the (2 x 4) to c(4 x 4) at ~500 it€esthey occupy the range of interest
for GaAs growth. These are markedfigure 6.8 as red crosses (‘x’) slightly above the
curve.

Further to this, two more (2 x 4) to c(4 x 4) s@ions were taken with As BEP of
2.5x 10’ mBar and 1.0 x I®mBar. The former corresponds to ~440 °C and ttterla
the negligible flux transition at ~400 °C. Theatspancy makes the thermography curve
some 20 °C lower than the RHEED for a given powére error could stem from As
build up on the viewport during the experiment,udio is more likely due to the inherent
inaccuracy of RHEED transitions as temperaturdcatiion points.

With the As:Ga ratio around 1:1, growth allowedess to the dynamic Ga-rich
reconstructions. These were (4 x2) to (4 x6) 20 &, (4 x6) to (3x6)/(4 x3) at
500 °C and (3 x 6)/(4 x 3) to (3 x 1) at 460 °CeTransition points are marked as black
crosses (‘+’) orFigure 6.8 Again there is a similar discrepancy in the omfe20 °C.

The curve is highly repeatable from sample to damwpith only %5 °C in
temperature when sample width is varied from 2.5.@omm.

6.3 Clean-up Techniques (PBNRH)

Classically native oxide is desorbed under an As-ft 580 °C. The uncovered surface
is substantially damaged, resulting in micro-piteatt must be overgrown with a
substantial buffer layer before they give the apgeee of a flat surface with a degree of
mounding 2.3.6 Large Scale Mound Formatioh This section compares the traditional
As oxide desorption with the newly discovered Gadexdesorption, heralded to
significantly reduce micro-pits and hence suppresanding.

The STM images in this and the following secti@ane quantitatively compared

via the RMS roughness of the frame:
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RMS= z |7 -7 Equation 6.1

Wherez, is the number value of the nth pixel ané the average value. Images are

400 x 400 pixels giving an average over 1.6 x\idues.

6.3.1 Arsenic overpressure oxide desorption at 580 T

The protective oxide sublimes from GaAs wafers 880-°C under an As flux. After
initial sample out-gassing at 400 °C for 1 hourdbhenple temperature is raised to 450 °C
in the absence of an As flux. At this point an Aempressure is supplied. From 450 °C to
550 °C the amorphous “haze” on the RHEED pattasstarnarily attributed to the oxide,
begins to weaken. The thinning of the oxide coiesiavith the emergence of kikuchi
lines (Kikuchi 1928) which will underpin the difitdon pattern after “clean up”. In the
final stage between 550 °C and 580 °C the diffeacipots appear in the form of broken

streaks. After ten minutes at the clean up tempezdhe higher order diffraction streaks
are dimly represented on the [110] afiil0] azimuths. Heating beyond 580 °C
introduces more roughness to the sample observetheagons in the RHEED pattern
along the[110] azimuth.

The clearest is the 2x pattern on the [110], thotige pattern is slightly wavy
which is characteristic of a degree of surface hmegs. On th¢110] azimuth the $and

4™ order streaks can be seen dimly when the sampletdsed slightly off[110]. This

could be attributed to a weak 4x reconstructiopassibly faint chevrons which would
imply evidence of some surface roughness.

The sample was left to anneal for an hour bef@@d cooled by the method
utilised in6.4.1 Compensation cooled (2 x 4) (PBNRHA low resolution 1.5 x 1.5m?
image was then captureBligure 6.9) Three surface features were identified. The f&st
the roughened upper surface in speckled white-aadge. The height profile of the
upper surface is 1 — 3 nm constituting ~3 - 10 Mltaughness. High resolution imaging

showed no evidence of a stepped surface.
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Figure 6.9: ppits formed on GaAs(001) during As-oxide desorptiomt 580 °C.

The second and third is a nano-pit and a micrdippit) respectively. Micro-pits are
large surface roughening features caused when Ergmints of GaAgk are removed
from the surface in order to create volatile oxfoem stable GgO; (for details of the
reaction sesection6.3.2.9 These large pits are typically >100nm in diameted 5 - 20
nm deep. Many of th@-pits coalesce to form arrays of holes with the arppurface
forming ridges between. The smaller pits (term ‘traits” by the author) vary in size,
though typically they have depth profiles between3lnm and diameter of 40 - 70 nm.
The term precipice is used, for they are actuaynall pits (1 - 3 ML) with a steep back
edge, where the steps have bunched. This is dasidentify after 2 nm of growth has
planarized the surface somewhgigure 6.10 shows a 250 x 250 rfirimage of the
surface, where arrow a points to a shallower natsogmd arrow b points the first micro-

pit in a larger array.
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-
Figure 6.10: Pits on As-oxide desorbed surface.

Arrow a: nano-pit. Arrow b: micro-pit.

nm

Figure 6.11: p-pit after 10 nm of growth. Note that good (2 x 4jeconstruction is visible around the

perimeter and across the pit floor.

172



Sample Preparation for STM Chapter 6

Figure 6.11shows qu-pit after 10 nm of growth and a 30 minute annéd&&9 °C. The
u-pit in the image is currently 3.7 nm deep and a0 nm in diameter. Interestingly,
whilst the surface has planarized around th@t the pit itself has not yet healed over.
The actual (2 x 4) dimer rows of the surface casden within the pit, which may result
in stacking defects and dislocations once thegsthealed.

This surface can be considered typical of samplepared by thermal desorption
of oxide under As flux at 580 °C. Hence the surfgmevides a benchmark for

comparison in the following experiment on Ga oxigsorption.

6.3.2 Gallium enhanced oxide desorptionat 400-50 0 C

6.3.2.1 Method

Samples of undoped GaAs wafer with 2° £ 0.05° aff, avere cleaved to the desired
dimensions and immediately inserted into the UH\amber without furtheex situ
preparation. Each sample was heated to 400 °Cnhour to degas volatile constituents
before being heated to ~440 °C and held for 30 tasu

Figure 6.12: Out-gassed GaAs 001 sample.
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The sample was exposed to a Ga flux of 8.0 %h®ar calculated to produce a growth
rate of 0.05 ML%. Each exposure of 10 seconds duration was moditoyeRHEED
throughout. After each exposure the sample wasedoahd transferred to the STM
chamber for imaging.

Sample heating and cooling times of 30 minutesewehosen to allow
temperature stabilisation in each instance. The cfacker was ramped to room
temperature during the experiment and a backgrpuessure of 1.0 x 1 mBar and a

background flux of 2.3 x I mBar was recorded under these conditions.

6.3.2.2 Results 1: Surface Evolution 0 - 8 ML of G a flux

The initial out-gassed surface shows small areasanstruction amidst larger areas of
amorphous oxidesF{gure 6.12. The surface exhibits a nominal 1.75 nm height
difference at this resolution. The surface is difft to image in standard filled state STM
imaging, largely due to the Ga-oxides atop the #geils. In contrast to typical GaAs
STM, more stable imaging conditions are obtaineith wmpty state imaging, tunnelling
directly through the oxide and into the underlyi@g density of states. Furthermore, the
presence of small amounts of oxide on the surfacecontaminate the tip, resulting in a
lower quality image, especially at high resolution.

After exposure to Ga the surface begins to flatedter 60 seconds of exposure
an equivalent to 3 ML of Ga has been depositedghiyu37 % of the expected oxide
coverage. The surface now displays more obviousnstuction features, with the
appearance of donut-like structures aligned albwegstep edged-ijgure 6.13. Average
height differences of 0.9 nm confirm the smoothafighe surface at this time.

Continued exposure up to 120s results in 6 MiGafbeing deposited and hence
72 % of the expected oxide coverage. The surfage exhibits strong As-rich domains
and evidence of the (2 x 4) reconstructibig(re 6.14. Average surface roughness of a
line scan is now 0.75 nm and represents the minimioserved.

RHEED patterns obtained after 170s Ga exposursharen inFigure 6.15 The

[110] azimuth displays ¥ and ¥ order spectral streajetier, implying some degree of
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As-rich 4% reconstruction exists on the surfacee T110] azimuth displays %2 order rods

with relatively high intensity, indicating the perxce of As-dimers.

1.30

0.51
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Figure 6.14: GaAs 001 surface after 120s Ga flux.
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The sample is left to anneal at this depositiogesteor an hour. The RHEED pattern
depicted is a As-rich (2 x 4) with faint signs od-@ch (3 x 1). STM reveals well ordered
As-rich (2 x 4) reconstruction domainsigure 6.16. The surface roughness is now 0.9

to 1.1 nm per line scan correlating to approxinyagel 4 ML.

Figure 6.15: RHEED images at 170s deposition. /[110] azimuth displaying 4x
and B: [L10] azimuth displaying 2x.

10 [110]

1]
B
-276
Figure 6.16: GaAs(001)-(2 x 4) reconstruction aftet 70s Ga flux.
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6.3.2.3 Results 2: Clean-up optimisation

The critical deposition amount is therefore 8 MLGH for an epi-ready wafer. In order to
optimise the oxide removal procedure, a furthedgtwas performed varying the sample
temperature from 380 °C to 530 °C.

2h
n.g

Figure 6.17: Clean-up surface at 460 °C after Ga asted oxide removal.

For sample temperatures below 400 °C, Ga dropteta bn the surface. This indicates
that this is below the activation temperature far &sisted oxide removal. Hence, the
stable GgO3; does not breakdown into volatile £&auntil sufficient thermal energy is
supplied.

As the temperature is raised, the thermal actwabarrier is broken and Ga
assisted oxide desorption commences. In the tertyeraange between 400 °C and
500 °C the typical clean-up surface is showkigure 6.17. The surface is covered with
‘volcano’ nano-pits that typically have a 0.5 nm &bove a 1.0 - 2.0 nm dip. The white
lip on the volcano-nano-pit cannot easily be idesdiby STM, though it is plausible to
be either residual metallic Ga or residual Ga-ox#lger over-growing the sample with
10 ML of GaAs at 520 °C the surface healed, andsivthie pits were still evident the lips
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had disappeared. This indicates that the lips aral€posits that combined with the As
flux during the growth cycle.

A sample temperature between 440 °C and 460 f@&auently reported in the
recent AFM studies of Ga assisted oxide removah@ka 2003; Wasilewski et al. 2004;
Lee et al. 2006). All parties reported Ga depositen the sample was over-supplied,
however there was a simultaneous dimming of the RBifpattern in all cases. In the
present work the RHEED pattern does not diministeed the As-rich (2 x 4) becomes
clearly visible at the point of cleanup. It is alé&m this work that a very low deposition
rates €0.05 ML/s) are necessary to fine tune the Ga supaded on RHEED intensity.

For a sample prepared between 500 °C and 53th&surface cleans up in a
subtly different manner. The RHEED pattern evolt@sa clear As rich (2 x 4) after
7.5 ML of has been Ga deposited. A further 0.25 Mkokes a shift to Ga rich
(3 x 1)/(3 x 6) which then remains stable. A fi@a25 ML invokes a further change to
Ga rich (4 x 2)/(4 x 6). The 4x pattern on the [[LdBimuth can revert to a 3x pattern
after a 15 minute break, indicating that Ga thad bantributed to the reconstruction
change has diffused into oxide and has been corsumeuch cases a further 0.25 ML
can be supplied to the surface without fear of @gply, resulting in 8.25 ML of Ga in
total. The resulting (4 x 2)/(4 x 6) pattern rensagtable. This procedure is much more
tuneable and reliable than the RHEED pattern ingason at lower temperatures.

The resulting surface after 8 to 8.25 ML of Gasi®wn inFigure 6.18 The
sample shows isotropic nano-pits that no longeiikéxthe 0.5 nm lip found at lower
temperatures. The pits display elongation in thEO[1direction, likely a result of Ga
diffusion from step edges (Atkinson et al. 2008)s Rave a depth of 0.5- 1.5 nm and a
similar density to that of the lower temperaturengke Figure 6.17. This sample is 2°
off-cut, with an average step length of 8.6 nm, &edce the pitting distribution may
follow the hidden step edge profile of the sample.

High resolution imaging on the sample shownFigure 6.18 revealed the
presence of the disordered step structure showmgimre 6.19 Aside from the ragged
step edges across the sample, there is also eeidehdoth Ga-rich and As-rich
reconstructions. This means that whilst the (4 x&2hains dominant on the RHEED

pattern, the (2 x 4) patches are still present sactbe surface. The presence of both
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step-edges and reconstruction indicates that Gstedsoxide removal at 520 °C

significantly reduces damage and preserves thepiateady prepared surface.

2.10
075

0.0
0.0
-0.62

Figure 6.19: High resolution image after clean up 520 °C under Ga flux.
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6.3.2.4 Results 3: Anneal under As Overpressure

To ensure 100 % of the oxide is removed and to esenphe sample to conventional
cleaning, the sample temperature was raised t6G90 the presence of an As flux and
held at this temperature for 1 hour before slowngheto room temperature and STM
imaging. A low resolution image of the sample iswh inFigure 6.20 Immediately it is
noticeable that pits have changed shape, primtrdy appear rounder or in other cases
to be rotated by 90°, this is probably caused tachment of As-adatoms to the favoured
steps 90° from the Ga-favoured steps in the prevatage.

Figure 6.20: Low resolution image of Ga assisted @e removal sample after high temperature

anneal under an As flux.

Aside from the pit shape change, there is a cléamapization of the surface and a
reduction in roughness by ~0.25 nm per line scae. RHEED pattern changed from Ga-
rich to a strong As-rich (2 x 4) pattern during #reneal. The reconstruction change can

clearly be seen in the high resolution image kgure 6.21 A strong
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(2 x 4) reconstruction before buffer layer growthriot achieved in the conventional
clean up method, due to the damage induced. Wiiikste is now 0.9 - 1.25 nm of
roughness across a 1000 x 1000 nimage (0.28 nm RMS roughness) this is far less

than damage induced in the conventional method (12 RMS roughness).

6.3.2.5 Results 4: 10 nm Buffer Layer Over Growth

It is customary to grow a dm thick buffer layer to ensure the surface is flytélat with
well ordered steps and to hegdits that form during the As oxide anneal (Ormealet
1994). The surfaces usually exhibit large scale mdg, thought to result from the
healing of saidipits.

Figure 6.21: High resolution image of Ga-assistegkide desorbed sample after high temperature
anneal under As. Present on the surface are a nurabof well defined ML steps, small GaAs islands

and As-rich (2 x 4) reconstruction dimer rows.

In this case, since thgpits have not formed, such a thick buffer layerudtddanot be

necessary and the large scale mounds should not. fSince the STM typically
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concentrates on relatively small areas of the samptface, the ability to image large
scale mounds is hindered. However, in continuowsgas across the sample covering an
area of 10 x 1@m? no evidence of a change to the well-ordered stegrpssion was
found.

The state of the surface after a 10 nm bufferrlayighout an ensuing anneal is
shown inFigure 6.22 The nano-pits have now healed into triangular gesd that are
formed from step bunches. Their typical depth istleé order of 0.56 - 1.12 nm in
keeping with a depth of 2 - 4 ML. The step traimaw clearly visible and a single step
can be followed across the length of the imagecloser investigation of the triangular
step-bunches, the well ordered As-dimer rows agarly visibleFigure 6.23

Figure 6.22: Low resolution image of Ga-assisted ae desorbed sample after a 10 nm buffer layer

has been grown. The pits have healed into triangutdeatures where there is a high step density.

After an additional 10 nm buffer layer, the surfasemuch more planar. The RHEED
pattern displayed a strong (2 x 4) reconstructibroughout. Figure 6.24 shows the

surface immediately after growth and a short annBa¢ triangular step-bunches have
now largely planarized, resulting in an orderedp dr@in with 8 - 20 nm terraces. The

surface has <1 nm of roughness across a firR“limage (0.18nm RMS roughness).
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Figure 6.23: High resolution image of Ga-assistedxale desorbed sample showing the high step

density around a healed pit.
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Figure 6.24: Medium resolution image of a 10 nm bdér sample after subsequent “growth

interruption” anneal at 590 °C in order to planarize the surface. The surface is now an ideal

progression of 10 nm ML terraces as expected from 2° off cut sample.
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6.3.2.6 Discussion

The first image taken after the initial outgas,resgnts a surface from which theHand
As,O3 have been removed. Hence the surface is compoagdynof amorphous G&®;3
and exposed areas of GaAs substrate. The exposas are liable to be present due to
the random thermal desorption of Bainto GaO as described in sectiél.3: Sample
Preparation. The roughness at this stage is of the order © &m or 6 ML per line
scan. This clearly indicates that the oxide cowver&yinhomogeneous and exists at
various thicknesses across the surface.

After exposure to 3 ML of Ga, the surface exhibidsut-like structures, primarily
aligned along step edges, these are liable to éegrbcursor of the volcano-nano-pits
seen inFigure 6.17, however oxide interference is limiting the resiln. It is postulated
that these represent patches of,@afrom which the centre region, after forming a
transient GgO, has been removed. Close up images reveal regotish within the
centre hole, implying that the centre exposes titerying substrate or at least a thinned
oxide region. The donuts are all aligned in the esainection, supporting the theory that
they are Ga-rich structures.

The total RMS roughness is now approximately tradforiginal value and of the
order of 3 ML per line scan. A clear indication tthiae group Il flux has reduced the
surface oxide. The presence of Ga-rich domaingidtier exposed GaAs substrate or Ga-
oxide domains aligned to the underlying substrate.

After a total of 6 ML of Ga the surface consistsaaggreater proportion of GaAs
than GaOs. Assuming the surface has ~8 ML of oxide, thisestapresents a 75 % oxide
reduction. The exposed GaAs has a clear As-ricbnsgouction, possibly accounted for
by assuming that the Ga-rich surface layer waswaed in the oxide removal process, a
fact that would ultimately leave a residual As-gre=e on the surface.

At this stage the roughness reaches a experimiemtadf 0.75 nm or 2.5 ML per
line scan. The height difference is accounted rioboth the residual amorphous patches
and the small trenches or pits. These pits carxpkaieed by the random thermal oxide
removal that causes the micropits in the As-theromade desorption at 580 °C. Hence it
would appear that the pits formed in Ga-oxide detsmm at 440 °C are much smaller,
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indicating that the external Ga-flux suppressesrégiirement for “digging” for Ga in
the underlying substrate.

At 8 ML of Ga deposition the surface exhibits adgdRHEED pattern indicating
an As-rich (2 x 4) presence on the surface. Thaliked (2 x 4) domains, of which an
example is shown ifrigure 6.16 areseparated by relatively large areas of roughness of
up to 1.2 nm or ~4 ML. The large roughness makesiatresolution difficult. The cause
of such roughness can be attributed again to tleemtéd desorption of G&; by
“digging” into the substrate. The image represenésstate of the surface after an hour
long anneal at 440 °C. Assuming the thermal degorps a random process, for every
moment that a Ga-flux is not supplied a patch ofz@an potentially desorb into &a
by taking Ga from the substrate. Hence the exaatlidons for preparing a flat surface
revolve around the sample temperature and Ga deposime at this crucial point of
~8 ML.

For deposition beyond ~8 ML the surface continioedisplay a RHEED pattern,
but the increase in noise in the STM images inditiaat Ga droplets have begun to form
and are interfering with the tip-sample interfabeages can be captured with low gap
Vgap (+2.0V) and {innel (0.05 nA), implying that tunnelling is occurringto a metallic
surface. Attempts to image at higher gap voltages {4.0V) or negative bias result in a
saw-toothed waveform. It is worthy of note thataesref (2 x 4) domains can be located,
though at this stage the peak-trough roughness lofeascan has increased to around
1.5 nm for 500 x 500 nfrscan areas.

A strong, stable RHEED diffraction pattern is c¢aldo identify the clean up
point. Below 500 °C, the 1x RHEED pattern continbedjrow in brightness throughout
the experiment, even after such a time that Galet®pvere believed to form. Above
500 °C, the RHEED pattern provides greater detathe degree of cleanup (progressing
from 2x — 3x — 4x — spots), indicating that this is the preferred temapure of
operation. Indeed, subsequent attempts at optimmsatipported evidence that increasing
the sample temperature has positive effects orstiniace, resulting in shallower albeit
fractionally larger isotropic pits.

After annealing, the surface displayed a morphplimgthe nano-pits shape and

size, liable to be caused by the As adsorption dewbrption of the weakly bound step
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atoms. These nano-pits are lower in frequency addme compared to those formed
during thermal oxide desorption under As flux, igpy that the Ga oxide desorption
process suppressed the formation of such structlihesis to be expected since the extra
Ga required by the G@; oxide in order to sublime has primarily been sigupl
externally.

No micro-pits were identified in the area consatein this study. Several
10 x 10um? areas were investigation, implying that thepjts are either absent or rarely
occur.

Since the Ga-assisted oxide desorption is perforate520 °C, the process is
susceptible to random thermal oxide desorptionciwhvill inherently increase surface
roughness. Further, it seems possible to remouvbealbxide from the surface without the
side-effect of Ga droplet formation, so long asshmple temperature is sufficiently high
and hence the Ga diffusion length sufficiently &rét 520 °C it is possible that both
thermal desorption and Ga-assisted desorption @D4are active, however the low
RMS roughness implies that the larger proportiontled oxide is removed via in
Ga-assisted mode. At lower temperatures (400 °8)0since the number of oxide-
bonding sights for each Ga adatom is of an ord#r the Ga-bonding sites for low oxide
coverages, Ga droplets have a high formation pibtyaliience some surface oxide will
always remain.

Hence, with sufficient care and optimisation, shieface can possess a semblance
of the appearance of those prepared under hyditge(Khatiri et al. 2004). The strong
(2 x 4) reconstruction and ordered step edges afteks anneal at 590 °C prove that the
surface damage induced by this technique is saamfly reduced. It is, therefore, evident
that the use of Ga, which is always present in GdB& system, can be used to suppress

the surface roughness inherent to the typical osed®val technique.

6.4 Quenching

Quenching involves attempting to freeze the growsogface for STM observations.
Whilst DH is inadequate for GaAs heating requireteg@hapter 4: Direct Heating

Characterisation) the heating profile perfectly lends itself to ichghermal quenching. In
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contrast, the slower rate of cooling for PBNRH hea(6.2.2 Temperature Dynamicy
cannot support this technique. The two techniqdesmd and compensated quenching

are compared herein.

6.4.1 Compensation cooled (2 x 4) (PBNRH)

Compensation cooling involves lowering the As-flum line with the substrate
temperature in order to preserve the original retrastion. This method can preserve
both As-rich c(4 x 4) and (2 x 4) reconstructiohse method outlined by Yang (Yang et
al. 1999) has four distinct phases after initidfdéulayer growth:

1. Anneal at 600 °C under a #Torr As BEP to eliminate step bunching and
produce large terraces.

2. Anneal at 570 °C under a 8 x 1Uorr As BEP to eliminate adatom and vacancy
islands on the terraces.

3. Ramp from 570 °C to 450 °C. This phase sets thenstruction. The correct
amount of As must be applied to the surface dutivg temperature ramp to
ensure a (2 x 4) reconstruction persists afteAghaeedle valve is closed.

4. Anneal at 450 °C whilst background As is pumpedaduhe system

5. Exodus to the STM stage and finally cooling fron®@ 48 to ambient temperature.

In order to facilitate compensated cooling with tABN heating plates, the various
reconstructions were mapped against temperaturgst wionitoring the As BEFFigure
6.25shows the resulting reconstruction chart plotgairast heating current.

For the preparation of g2(2 x 4) surface, it is important to maintain tlwerect
reconstruction throughout, otherwise the regularetirows begin to kink and vacancies
form in the pattern. This is more important witle (4 x 4) to (2 x 4) boundary where
the planarity of the surface is affected by boupderpping back and forth from c(4 x 4)
to (2 x 4) during coolingg.4.2 Compensation cooled c(4 x 4) (PBNRH)

For (2 x 4) the method is complicated by the faet tAs adsorbs on to a (2 x 4)
surface to produce a c(4 x 4) reconstruction fortexhperatures between 300 °C and

~410 °C. Interestingly once the c(4 x 4) patters bstablished in this range, removing
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the As is not sufficient to revert to the (2 x 4tgern until the temperature is raised to
~420 °C. Hence a method of producing either (3 ar£(4 x 4) is established at 400 °C.

1E-6 -

1E-7 o

As BEP / mBar

B2(2x4)
a(2x4)/
2x1

1E-8

—f—T—T1— I e e e e S e S S R R
09 10 11 12 13 14 15 16 17 18 19 20

Heating Current/ A
Figure 6.25: Reconstruction cooling chart.

In order to preserve the (2 x 4) pattern grown&d &, the As BEP is reduced in line
with the sample temperature until ~460 °C, wheereribedle valve is fully closed (Step
3). A leakage pressure of <1 x&@nBar exists under such conditions. The sample
temperature can then be lowered to ~430 °C witkmpificant alteration of the RHEED
pattern. Below 400 °C background As adsorbs ongostirface creating a “hazy” xc4
pattern with the x4 still being prominent on tf0] azimuth. Continued cooling results
in the two patterns being overlaid until ~300 °Cendnthe x4 begins to fade and the xc4
becomes prominent. The end result is a “hazy” c§gd pattern at room temperature.

To prevent the reconstruction change it is necgssaramp the As cracker down
to <300 °C whilst the sample is held at ~440 °C.c®©rthe chamber is vented of
background As, the sample can be immediately ranpedom temperature. The (2 x 4)
pattern persists after 8 hours implying that thega has been adequately quenched.
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Evidently it is not the cooling cycle, but the aded As that alters the
reconstruction. Hence to reduce adsorption the odethas altered to involve a swift
exodus into the STM chamber. The method involvddihg the sample at 440 °C whilst
moving it into position to be collected by the Bmaransfer mechanism. Once in place,
the sample power is removed and the sample isfénaed immediately into the STM
chamber. The normal time for the event is <5 sesoiithis method ensures that very
little background As adsorbs, but does not havé#mefit of monitoring the surface with
RHEED.

The compensation quenching presented four As ptisor regimes, for
maximum BEP of 5.0 x IdmBar:

1. amorphous As adsorption under 300 °C

2. irreversible (2 x 4) to c(4 x 4) between 300 °C 440 °C
3. reversible (2 x 4) to c(4 x 4) between 410 °C add &
4. constant (2 x 4) between 580 °C and 620 °C

The actual precise temperature of the transitiomtpdepends on the As BEP as
discussed irChapter 3: Experimental Methods. However the point of significance is
the irreversible range between 300 °C and 410 °€ravithe (2 x 4) pattern will persist
indefinitely for small (<1 x 18 mBar) BEP. Whereas the c(4 x 4) pattern will grsi
once established, under the same conditions.

Hence for a constant temperature, a shuttered odscs can induce a stable
reconstruction change from (2 x 4) to c(4 x 4). sTipremise underpins th& situ

experiments presented @hapter 7: In situ STM.

6.4.2 Compensation cooled c(4 x 4) (PBNRH)

The c(4 x 4) surface reconstruction can be crefatietemperatures between 570 °C and
~350 °C, depending on the As BEFdure 6.25. Similarly the (2 x 4) pattern can be
reverse engineered from the c(4 x 4) pattern dowio °C.
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Hence, superficially, surface reconstruction prapan is a simple process.
However maintaining a single ML surface in the restouction is not a simple process
when crossing the c(4 x 4)/(2 x 4) boundary. Thesence of a (1 x 1) reconstruction in
Figure 6.25 represents &azy pattern when the two reconstructions sharelasim
occupancy and hence neither pattern is dominard. pfbblem exists as a result of the
c(4 x 4) reconstruction forming both above and Wwetbe (2 x 4) reconstruction. This
disturbs theum long steps formed due to the high temperaturearsnd results in 2D
islanding.

Three types of surface can be prepared basedthjgopresumption:

1. c(4 x 4) prepared at 570 °C
2. c(4 x 4) prepared on (2 x 4) at 430 °C

3. (1 x1):c(4x4)and (2 x 4) in similar occupancy

The general technique is identical to that undemak 6.4.1 Compensation cooled
(2 x 4) (PBNRH).The optimum c(4 x 4) preparation methodology araédtfiects of the
(1 x 1) range upon the sample surface is invegtihaia STM imaging in sectio8.5.2
c(4 x 4) PBN Resistive Heating

6.4.3 Rapid cooled (DH)

Rapid cooling involves quenching the sample to rdemperature within the order of
several seconds in order to preserve the as-greaonstruction. Due to the practical
limitations of the MBE-STM system utilised in thsork two concessions are required:

1. Inthe absence of LNsample cooling in the growth chamber, samplesocéybe
rapidly quenched to ~150 °C. The exponential desad¢aom 600 °C to 150 °C is
in the order of 10 seconds, whereas the exponesggahent from 150 °C to room
temperature takes many minutes.

2. Rapid cooling is only accessible to DH sample pglagnce the large thermal
mass of the PBN plate prevents the rapid cooliradecy
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Despite the difficulties presented @hapter 4: Direct Heating Characterisation a
(2 x 4) buffer layer can be successfully grown obk sample. In order to quench the
sample, the heating current is simply ramped too zend the As needle valve
immediately closed. However due to the backgrourdsgure it is imperative to remove
the sample from the growth chamber, otherwise Asomudion adversely effects
reconstruction preservation (Yang et al. 1999).

After removing the sample from the MBE chambeg #ample was allowed to
cool in the STM chamber overnight whilst the Asoker was cooled in the MBE
chamber. Upon re-insertion a weak (2 x 4)/c(4 hyBrid was observed, similar to that
described ir6.4.1 Compensation cooled (2 x 4) (PBNRHJhe change in the RHEED
pattern occurred as a result of the adsorption atkgpround As between initial
termination of the sample power and removal frommdhamber, an operation which took
around 30 seconds.

6.5 STM Imaging

6.5.1 (2 x 4) PBN Resistive Heating
Low resolution images of a non-annealed GaAs samplealed a high density of
anisotropic islands aligned along thELO] direction Figure 6.26), consisting of long

chains of As dimers which produce the 2x periodicitthe [110] azimuth (Pashley et al.
1988). The actual islands varied in length from 28® down to several dimers and had
an average 3:1 length to width ratio. The step ithemgs relatively high, with plateau
widths ranging between 50 and 250 nm. Step edggdaged much wandering with
many “bays” and “fingers” along their length. Mascopically the surface was not flat.
The high density of islands after annealing sugtiesttthe As flux was too low to allow
the formation of an ordered flat surface (LaBetlale 2005). This disordered flat surface
(DOF) is characterised by the high 2D island dgretibp step terraces.
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Figure 6.26: 1 x Inm? GaAs 001 image showing dense islands structures.

Higher resolution imaging revealed the atomic striecof the surface~{gure 6.27). The
reconstruction is clearly not the diagonal As-difpair lines of2(2 x 4) in this case, but
a combination of (2 x 4) (arrow) and more commoh>xc@) domains (that appear like a
cross-hatch pattern). The high disorder in the mstaction is liable to result from the
unknown flux and temperature ratios used in thelisggphase (step 3) to freeze the
reconstructed surface.

Dimer strings are visible on many areas of themanmplying that small islands
still exhibit (2 x 4) reconstruction whilst the dgar islands and the wide plateau regions
have begun to revert to c(4 x 4). Image analysisaked 0.4 nm spaced peaks that can be
attributed to adjacent dimer spacing. These strastusually occur 2-a-breast indicating
the B2(2 x 4) dimer rows, thought they also occur oamaaly 3-a-breast indicating a
B(2 x 4) surface. The low frequency of the 3-din®@wrs indicates they are most likely to

be unstable island growth sites rather than sur@oenstructions.
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Figure 6.27: 100 x 100 nfhGaAs image revealing reconstruction.

Arrows indicate residual (2 x 4) domains.

A line profile across the image reveals high digoy in keeping with speculation from
Figure 6.27. The ideal dimer rows with 0.4 nm spacing betwdaners and 1.6 nm
spacing between unit cells is broken by dimer veiemn It is possible that these single
sided resolved dimers are Ga-As dimers as spedutgt®©htake and Nakamura (Ohtake
et al. 2004). Hence the Ga atom appears as a waratie empty site image.

Additionally, many of the dimers imaged with O.# rspacing had a As capping
dimer twisted at 90 °C. Thig2 x 4) structure is thought to emerge as a precwtsite to
the c(4 x 4) structure. Indeed the surface atgtage is a mixture of disordered (2 x 4)
and c(4 x 4) phases.

Unfortunately the As cracker needle valve becammatjed at this point in the
work, hence the cracker was replaced by a &#ision cell with integral shutter. The

new operating conditions allowed a ABEP of 1.2 x 10 mBar for As crucible
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temperature 324 °C. This setting were used fornclgaand growth with a Ga BEP of
4 x 10® mBar, giving a As:Ga BEP ratio of 30:1.

After initial oxide removal at 580 °C, a buffeiy&x was grown for 1 hour after
which the surface was annealed for a further hoyroduce an ordered flat (OF) surface
(LaBella et al. 2005). OF is defined as displaym@00 nm wide terraces and a low
density of 2D islands. After annealing, the powkethe As cell is set zero. The BEP falls
from 1.2 x 1&® mbar to 5.0 x 18 mBar over the course of 30 minutes. During which
time the sample temperature is lowered whilst gitérg to maintain a bright"2 order
RHEED rod, indicative of th@2(2 x 4) RHEED intensity (Hashizume et al. 1994).
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Figure 6.28: 200 x 200 nmSTM image: As dimer rows of an As-rich (2 x 4) regnstruction.

Ultimately the temperature and As flux are nevelytsynchronised. As an initial caution
the temperature was lowered slightly ahead of tisefl&x, hence the reconstruction
traverses th@2(2 x 4) andy(2 x 4) boundary, revealed in the RHEED patterrwiite
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dimming of the 2 order rod fory and a subsequent increase in intensity wherfzhe
phase re-emerges.

Once the RHEED is established at 420 °C, the samspheld at this temperature
for 5 minutes to ascertain whether the reconswnas stable, at which point the sample
heating power is set to zero and the sample is oratedy transferred into the adjoining

STM chamber. Actual sample transfer times are eftider of 20 seconds.

431
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Figure 6.29: As dimer rows showing disordered As-gh reconstruction.

This second method to produce a K2 x 4) GaAs(001) surface proved more
successful. The terraces were up to 500 nm widk suppression of 2D islands, the
surface only displaying the occasional 2D island #rese little more than a string of
As-dimers or an As-As cluster.

At 200 x 200 nrhscan size the rows of As-dimers can begin to belved. This
is particularly prevalent at step edges that givgpad contrast for imageBigure 6.28

shows a high resolution (2 x 4) image revealin@rclenes of dimer rows running from
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top-left to bottom-right along thg110] direction. The brighter clusters randomly

scattered across the image are believed to berAsrdiatop th@2(2 x 4).

It is however at < 100 x 100 Hrthat the dimer rows are best imaged. At 12 x 12 the
presence of dimers becomes strikingly apparent. ififage inFigure 6.29 shows the
disorder in the (2 x 4) pattern with various migsthimers evident in the small vacancies
formed on the surface. The dimerization is shovearty with small rectangular sections

aligned along [110] representing a pair of As-disn@iaking up a (2 x 4) unit cell

6.5.2 c(4 x 4) PBN Resistive Heating

When preparing a c(4 x 4) sample, the ultimatdiatapoint is the2(2 x 4) buffer layer
grown at 580 °C. Once annealed at 600 °C the sias been proven to consist of up to
1 um wide terraces. Hence any islanding on the surfacprimarily a result of the
c(4 x 4) surface forming above th2(2 x 4) surface and any trough formation is altesu
of the c(4 x 4) forming below thg2(2 x 4). This is illustrated ifrigure 6.30 which
conclusively depicts the point. The sample was gmeg by annealing p2(2 x 4) and
then allowing a brief period in the 1 x 1 transitb phase. Arrow (a) points to the
original B2(2 x 4) reconstruction, arrow (b) points to a ¥(4) island above the original
B2(2 x 4) and arrow (c) points c(4 x 4) below thgioal f2(2 x 4).

This implies that without a degree of annealing surface will always exhibit
single ML islanding. This theory is reinforced kigure 6.31 which shows a c(4 x 4)
surface prepared fromp2(2 x 4) reconstruction at 425 °C. The sample wégd anneal
for 30 minutes after initial emergence of the c(4)xRHEED pattern. The actual
reconstruction is not resolvable until the scaraasereduced to ~100 x 100 fAifrigure
6.32.
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Figure 6.30: in vacuo prepared sample showing a mtixre of c(4 x 4) and (2 x 4) domains. Arrow (@)
indicates original (2 x 4) domain. Arrow (b) indicaes c(4 x 4) forming above original (2 x 4). Arrow

(c) indicates c(4 x 4) forming below original (2 ).

In the high resolution image the “brick-work” c(44% pattern is clearly resolvable. A
number of white rectangles are visible that arbldéiato be adsorbed As dimers or
remnants of the previous (2 x 4) configuration.

To planarize the surface and eliminate islandihg,initial 2(2 x 4) surface was
cooled to 500 °C under a 2.0 x3MBar As BEP pressure and the c(4 x 4) was allowed
to stabilise for an hour prior to compensation sapthrough the c(4 x 4) domain. The
resulting surface is shown ifigure 6.33 The brick-like c(4 x 4) appears like a
cross-hatched pattern under this resolution. Thitasel is free from islands that form

above the origing2(2 x 4) pattern and hence the surface can be asstonhave formed

below.
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Figure 6.32: 100 x 40 nfhSTM image of c(4 x 4).
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Figure 6.33: 100 x 100 nfSTM image of planar c(4 x 4) surface prepared at@ °C.

Figure 6.34: High resolution c(4 x 4) surface prepad at 500 °C.
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The white spots visible oRigure 6.33 and the higher resolution image ijure 6.34
are a result ofcompensation cooling and background flux adsorlintp the surface.
Adsorption of As on c(4 x 4) makes preparation gfesfect c(4 x 4) surface difficult.
The surface irFigure 6.34 showssome vacancies to the regular brick-like pattenat t
would imply that As has been under-supplied sligbth initial reconstruction change at
500 °C.

6.5.3 Direct Heating

The DH sample did not present the expected ML dsldomains, but rather a large
degree of surface roughnessgure 6.35. No steps could be identified at 1 xith®. The
height of the structures varied by up to 7 nm attbge image, equivalent to 25 ML of
roughness. It is hypothesised that the step tesrand 2D islands attributed to normal
GaAs growth are hidden by short order 3D roughnessulting in 3 ML height
difference within 5 nm of lateral distance.

287
234

Figure 6.35: DH GaAs 001 sample with surface rougtass.
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The poor surface quality is liable to be a diredult of the clean-up procedure outlined
in Chapter 4, here the temperature fluctuations of the sampsulted in high
temperature spikes that could easily have causedamage observed.

Despite the poor large scale growth, the reconstmgs accessible under high
resolution imagingKigure 6.36. The spacing between the diagonal rows is cadist
with the 1.6 nm As-dimer spacing of the 4x unitl.c€he brighter regions toward the
centre of the image appear to be As clusters wattigd c(4 x 4) reconstruction and exist
0.5 ML in height above the disorderg®(2 x 4) .

The presence d§2(2 x 4) domains even on the poor growth surfagaies that
whilst the initial clean up is insufficient for GaAgrowth the quenching is an effective

means of freezing the reconstruction during growth.

0.0
0.0

-1.8

Figure 6.36: 82 x 82 nnf GaAs 001 image showing reconstruction.

The high resolution disorder Figure 6.36is similar to that observed @hapter 7 for
high temperature STM, where the sample temperata® taken to between 460 and

500 °C at which point As desorbs from the surf&iace the sample was prepared in the
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MBE chamber where a resident background flux wasdént it is unlikely that the
damage occurred at 460 - 500 °C. More likely theyda temperature increased above

620 °C during cleanup and growth and the resullismgpage could not be recovered.

6.6 Summary

This chapter introduced PBNRH and compared it whth alternative DH methodology.
The larger PBNRH samples are easier to cleave aodnimthan the smaller DH
counterparts. The simplifieeix situsample preparation helped to improve sample gualit
and reduce accidental handling and mounting damage.

The PBNRH heating characteristic was examinediidantical manner to DH in
Chapter 4. The heating curve produced by thermdbgrapas repeatable to within
+2.5°C from sample to sample. Additionally theatieg profile across the sample
showed high uniformity with typical variation leisan 3 °C across the sample. Cross
referencing the temperatures with RHEED reconstinctanalysis provided good
confirmation of the curve shape, though involve0~8 of error. The cause could be
related to As on the viewport or flux estimatiomoes resulting in discrepancies in the
RHEED transition points.

It is well established that thermal oxide remoualder an As flux at 580 °C
causes the formation @ipits and general surface roughness. It has beerempra this
work that externally supplying Ga to desorb,Gasignificantly reduces the formation of
upits and helps reduce nanometre scale surface mesgh

Rapid thermal quenching on DH samples was compaoeccompensation
guenching on PBNRH samples. RHEED diffraction patenalysis was used to confirm
that ap2(2 x 4) pattern can be frozen at ~450 °C on PBNBHiples. The final ramping
stage from 450 °C to room temperature requires raes@f As in order to prevent
adsorption. Hence in either case the best methtdswiftly remove the sample from the
growth chamber for the final part of the coolingley

Low resolution imaging of quenched samples reve#hat the PBNRH surface
was of a higher quality that the DH counterparte RBNRH displayed ML islands and
regular, albeit high density steps. The DH sampdpldyed 3D damage and roughness
which prevented the 2D features from being cleidtified.
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After identifying PBNRH as the stronger candidaiptimisation attempts were
made to freeze the As-rifi2(2 x 4) and c(4 x 4) reconstructions for STM inmagiAn
recipe was developed to enable both ordered flat disordered flatp2(2 x 4)
reconstruction to be produced after buffer layewgh. The c(4 x 4) surface produced
suffered from adsorbed As interfering with the degtbrick-like” pattern. The preserved
surface reconstructions, whilst suffering smallleschsorder, are largely maintained. The
ability to preserve the surface reconstruction agghare high quality buffer layers means
that PBNRH is highly favourable for surface prepiara in this work. With these
prerequisites established, the final step is téoper MBSTM growth.
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Chapter 7: In situ STM

This chapter represents the culmination of the iptesv chapters in order to realise
functional MBE operation during STM imaging. Thepexment expands upon early
work by Tsukamoto (Tsukamoto et al. 2002) perfornmmeda custom made STMBE
machine to explore As-rich reconstruction changemf32(2 x 4) to c(4 x 4) observed
via STM during simultaneous As overpressure. Fnathth In and As are applied in

order to fully utilise the MBSTM capabilities.

7.1 Argument

In vacuo MBE-STM of the growth surface relies on one of tpgenching methods
described in sectiof.4 Quenchingto obtain snap-shots of the surface. Howeverhall t
growth dynamics are lost since imaging is perforraédoom temperature to suppress
adatom mobility. Recently work by Tsukamoto (Tsukémet al. 2002) has observed
surface site hopping for As atoms on c(4 x 4) sg$aimaged in a custom made STM
built inside an MBE growth chamber.

The ability to observe reconstruction changesitu is complicated by the fact
that alterations in sample surface temperatureireguitable stabilisation time in order
to accommodate subsequent STM. However holdingriaci at around 400 °C and
inciting a reconstruction change via As flux chamgan be accommodated via simple
constant drift correction.

Radiant heating from source cells is minimisedtly use of e-beam cells as
opposed to standard hot filament effusion cellsmiomitor reconstruction transformation

only a single cell producing A$s necessary.

7.2 Method

Samples are cleaved from epi-ready substratesita 11.0 mrisegments, mounted on
PBNRH heating plates and loaded into the fast dotrly (FEL) with no furtherex situ

processing. After pump down, samples are transfem® the MBE growth chamber
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where they are heated to 400 °C for an hour. Ongegassed, an As BEP of
5.0 x 10° mBar is applied before clean-up of the sample @ 5C. The sample
temperature is then lowered to 580 °C and a 30(uffer layer is grown under 30:1
As:Ga BEP ratio. A32(2 x 4) surface is observed via RHEED throughootwth. The
sample temperature is then lowered to ~ 440 °C dkier course of an hour with
subsequent reduction of the As BEP to a final valuk.2 x 10° mBar. Heating power is
then terminated and the sample is swiftly removednfthe chamber and transferred to
the STM chamber for imaging. This method is simitathat outlined by Yang (Yang et
al. 1999) used to produce regularly orfi2¢2 x 4) dimer rows on wide ML step terraces.

STM sample heating is supplied via current caniache same method as in the
MBE chamber. The As e-beam cell is maintained betw® x 1¢ and 1 x 10 mBar
BEP with the shutter closed. The background changsessure is 5 x IbmBar
throughout.

Ultimately the methodologies for Molecular Beam afging Tunnelling
Microscopy (MBSTM) and Scanning Tunnelling MoleauBBeam Epitaxy (STMBE)
have subtle but significant differences. The lattencerns operating an STM unit inside
a pre-existing MBE chamber, as performed by Tsukan{dsukamoto et al. 2002;
Tsukamoto et al. 2006). The former involves insegrtMBE sources into a pre-existing
STM chamber. Hence in the former case the vibratialamping issues and STM
orientation and operation have been resolved, arsdthe operation of the sources that

requires consideration.

7.3 E-beam cells for MBE

To enable MBE to be performed in the STM chambyer,dystem is fitted with a pair of
e-beam UHV evaporation cells. These were initialtgnded for low deposition rates of
metals, but can be extended to As deposition. Elie bhave a built in ion collector that
serves as a flux monitor, giving a flux currentedity proportional to the number of
atoms. Hence the only necessary requirement isstabksh a BEP for a given flux

current.
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7.3.1 In e-beam Evaporation

In the case of In evaporation, emission sets ihigh voltage (HV) =800V with a
filament current = 1.80 A and reaches operatioaflas for HV = 950 V, where 1000 V
is the maximum supported by the cell. Once modezatission is established, either the
HV or the emission current can be used to regutaeflux. In this case the emission

current was used.

1E-8 1

BEP / mBar

1E-9
T T T T T T
0 2 4 6 8 10
Beam Flux / pA

Figure 7.1: Plot of Flux vs. BEP for In e-beam cell

Triangles show data points, line represents lineabest fit

Figure 7.1 shows the BEP as measured from an ion gauge hebs0amm from the
orifice and the corresponding flux iwA. The BEP grows linearly with flux current
(distorted in the log plot). The errors are thoughiccur due to degassing and hence
fluctuations in background pressure and also tlgired settling time in order to
stabilise the BEP reading. The orifice-sample distais slightly smaller when operating
in the STM chamber, and hence BEP recorded hdiabls to be an underestimate.

Low BEP is easily attainable and sustainable foeam cells, however for a BEP
> 2.5 x 1¢* mBar, the cell must first undergo an hour of dsgasand this consumes
much of the small quantity of material. To this ent perhaps better to operate in the
1.0 x 10° to 2.5 x 1 mBar range and deposit with growth rates much tavan for
normal MBE growth.
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7.3.2 As e-beam Evaporation

Operation of the As e-beam cell is slightly comaled by the fact that for low filament
currents of around 1.5 A the bulk As begins to evate by radiative heating without HV
e-beam stimulation. The actual recorded fluxes-a@nA. This rises to 400 nA at 1.8 A,
indicating that the temperature of the cruciblesigching ~300 °C by the radiant heating
of the filament . Hence stimulating emission a81/6at HV = 300 V already produces a
flux of 1 pA and corresponding BEP of ~ 2.0 xl@Bar.

The As cell must therefore be operated at lowesus; which further complicates
the degassing procedure, which would normally alldve cell to be heated to
250 - 300 °C without cooling to ensure all the teomnants from the bake out procedure
are evaporated. However to perform such a degasdwoevitably evaporate the As in
the crucible as well. Hence the cell must be demghsarefully after bake-out and further

degassed whist stimulating emissions with high flamediately before operation.

1E-7
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lon flux / pA
Figure 7.2: Flux vs. BEP for As e-beam cell.

Squares and black line are As data and linear fitespectively.

Circles and red line are corresponding In cell data

The flux vs. BEP plot for As is shown Figure 7.2 It can clearly be seen that the BEP
for a corresponding flux is higher for the As thanthe In. This is probably due to the
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ionising potential of Agmolecules (947.0 kJ mid) being larger than for In monomers
(558.3 kJ mat'). Notably the high voltage (HV) at which the cislloperated 300 V for
As and 950 V for In would also effect the ratioiofised to non-ionised molecules in
each case.

From this data it can be argued that operatingcéils with BEP up to 1.0 x 10
mBar is liable to yield the most reliable and reproible results. This BEP is around 100
times less than conventionally used for MBE andckagrowth will have to be performed
below 500 °C in order not to damage the surfaceaddition it is worthy of note that a

full charge of As lasted around 12 hours.

7.4 Results 1: High Temperature STM

The results described below follow a systematicgmssion from those described in
Chapter 6 at room temperature. Samples were prepared wa®0anm buffer layer and
were then quenched as outlinedséction 6.4to preserve 82(2 x 4) surface.
In order to preserve the growth surface, high enajpre STM was performed for
samples up to 450 °C in the absence of an As Tihe.aim of this experiment was to:
1. explore the effects of high sample temperatureshenSTM head and imaging
quality
2. confirm the samples are stable below 400 °C

3. verify that the reconstruction can be imaged.

7.4.1 Introduction to High Temperature STM

At high temperature the effects of drift and tiptability are significantly increased. Drift
can be up to 0.3 nm/s in the X and Y directionsneafter a sample has been given an
hour to stabilise. XY-drift can however be compe¢edausing the drift correction
function of the software. However it is the Z-drftat becomes problematic. The tip
slowly approaches the sample during imaging andatame automatically corrected.

The piezo feedback system allows 100 nm of vérijzawise) motion during

image capture. All heights are referenced withis #00 nm scale and later are used to
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plane the image to give height correlating conti@simage colours. However with

Z-drift greater than 100 nm per image (equivalentOt25 nm/s) any image captured
becomes segmented with the z-position having taltered mid-image and hence the
reference point moved.

Scanning within the first 4 hours of heating ie th8 A to 1.0 A range results in
Z-drift of an order of 0.25 nm/s. Hence images cegat are low quality and further more
any heights referenced in the scan direction aveigys in nature. Each section of the
image can be utilised to identify surface recortditoms within that time, provided that
the XY-drift can be sufficiently compensated.

The problem with XY-drift is inherently caused by Z-drift. A singe image
takes 400 seconds to capture for the parametdisedtto give high quality images. After
each image the tip moves toward the sample, ancehafter an number of images the tip
must be manually retracted. The process becomegle affair involving decreasing
area selection and XY-drift correction. The typicgthrting area is 1 xdm? this
provides a large enough area so that even for idrithe order of 0.5 nm/s a surface
feature will not move significantly. Once the drit correct over a process of 4 images
the next area is selected. The process repedd®@nm, 250 nm, 100 nm, at which stage
the image resolution is such that the reconstroaten be clearly identified (see section

7.4.2 Sample temperature < 300 °CUItimately the drift alters when:

1. The scan area is altered
2. The scan area is laterally displaced

3. The z position changes

Thankfully the latter condition has a small effedhen compared to the other two.
Regardless, selection of a 100 x 10F rarea takes 12 images over a course of 1 hour.
Hence the Z-drift must be small enough to allonwhanr of scanning without manual tip
retraction.

During manual tip retraction, scanning is halted &he coarse positional piezo is
used to retract the tip several steps. During zhisovement, the x-y position is alter by

severalum and hence the original scan area is lost.
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After 4 hours of temperature stabilisation thertds below 0.1 nm/s and hence,
whilst still problematic, imaging can be performeda more convenient manner. The
following 3 sections discuss high temperature STithie 0.2 - 1.0 A PBNRH heating

range covering temperatures from ~ 100 - 450 °C.

7.4.2 Sample temperature < 300 C

Sample heating was applied systematically betweandd0.6 A in 0.2 A stages. Images
recorded in this range were comparable with thdgaimed at room temperature: after
half an hour of scanning, Z-drift was negligibledaXY-drift was of an order of
0.05 nm/s.

Figure 7.3: (2 x 4) As-dimers at 50 x 50 nfiresolution. T ~ 160 °C.

During stable temperature operation STM images flornlum?® down to 15 x 15 nfn
can be easily obtained with simple small ordertdafrection applied during a change in

resolution. The As-dimer rows have a spacing ofntm6and hence become resolvable at
around 100 x 100 nf(Figure 7.3. The dimer rows are aligned in tfi£10] direction.

Vacancies in the reconstruction appear as smdll piiches, whereas the bright dots are
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adsorbed As atoms. The appearance of vacanciesdsodoates are a direct result of the
guenching procedure, that, whilst adequate, isogiimaal.

Imaging at 50 x 50 nfnallows the individual dimer pairs of thg2(2 x 4)
reconstruction to be resolved. The dimer pairs appe rectangular segments, affording
the dimer rows an appearance akin to a stack ckdrigure 7.4). The segments have a

spacing of 0.8 nm in correspondence to the 2x n&caction in the [110] direction.

Figure 7.4:p2(2 x 4) As-dimers at 100 x 100 nfresolution. T ~ 250 °C.

7.4.3 Sample temperature 300 — 350 T

The generally accepted stable (2 x 4) mog],is shown schematically ifrigure 7.5a
and in real-space in the STM image Fiure 7.5d To establish c(4 x 4) half a ML
beneath this reconstruction as observed (Orr €t98l1; Kanisawa et al. 1997; Bell et al.
1999) requires the removal of 0.5 ML of As and QW5 of Ga to produce a (1 x 1)
surface, with finally the addition of 0.75 ML of A® produce the accepted c(4 x 4)
model Figure 7.5candé€). Hence the entire conversion requires the addiifo0.25 ML

of As and the removal of 0.75 ML of Ga. Local dd&r by the removal of dimers can
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supply 0.25 ML of As, however the accommodatior0afs5 ML requires either hetero-
dimers, Ga clusters or Ga-rich As-terminated domaifossible sites for Ga
incorporation are highlighted by arrows in the figgi These incommensurate
reconstructions, such as the appearancg(dfx 4) Figure 7.5b when (2 x 4) and

c(4 x 4) co-exist, can be detected by RHEED whety tre in sufficient areal density.

However, in the case of small local domains, ST far more powerful tool.
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Figure 7.5: GaAs Schematic diagram of GaAs(001) Aseh reconstructions, As (white) and Ga
(grey). (@)p2(2 x 4) (b)y(2 x 4) (c) c(4 x 4). Arrows point to possible Gadatom bonding sites. STM
images: (d) (2 x 4) with blue circles marking As dners (e) c(4 x4) with blue circles marking As

dimers in lines of three
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As the temperature, and hence the thermal enenggrisased, a small percentage of the
As population becomes mobile. A greater frequerfayigsing dimers and atomic layer
scale pit formation is observed at 320 fig(re 7.6d) when compared t&igures 7.3
and7.4.

Figure 7.6: STM images of GaAs(001) sample a) 10000 nnf after 10 hours at 350 °C. Whilst
(2 x 4) is still dominant, c(4 x 4) is now clearlyisible below along step edges and in troughs, and
above in a 5 x 10 nrhisland in the centre of the image. b) high resolidn image of c(4 x 4) island. c)
high resolution image of step edge with clear c(4 4) domains. d) 15 x 15 nfafter 10 hours at
320 °C, e) 15 x 15 nfafter 10 hours at 350 °C with white arrow point toGa cluster at type B step
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Upon increasing the temperature to the 320 - 356af@e, a large enough percentage of
the local As population is mobile to induce a fiagal reconstruction transformation
from the As-richB2(2 x 4) to the As-rich c(4 x 4) surfadéidure 7.68. The formation

of c(4 x 4) islands 0fi2(2 x 4) requires a total of + 0.25 ML of Ga and26LML of As.
Alternatively, a c(4 x 4) pit beloW2(2 x 4) requires +0.25 ML of As and -0.75 ML of
Ga. This means that whilst 3 islands would consthmeGa supplied by a pit of the same
size, As will always be deficient, since eithenstrmation requires As to be completed.
In the absence of an external As flux, it seemsitine that less islands would form than
pits under this mechanism, and indeed from thadgthis is the case.

The transformation fron2(2 x 4) to c(4 x 4) is thought to proceed throwagh
stabley(2 x 4) phase (Bell et al. 1999; LaBella et al. 200They(2 x 4) consists of an
additional As-dimer back-bonded to tif§2(2 x 4) unit cell, resulting in a larger As
surface population Figure 7.5b). The validity of the o(2 x4) and y(2 x 4)
reconstructions are in dispute, strictly whethezyttare localized transients or surface
wide phases.

Thermally generated mobile As adatoms/moleculesedatively few for this low
temperature regime. Hence the reconstruction changely on a domain-wise level and
is not significant enough to alter RHEED patterysnbore than a dimming of the'?
order rods, indicating a transition frgi toy(2 x 4). The partial conversion from (2 x 4)
to c(4 x 4) appears, therefore, to be Ilimited dwe As deficiency, causing
multiple-adatom Ga cluster formatioRigure 7.6¢.

Comparing the surface at 320 °Eidure 7.6d) to the surface at 350 °Eigure
7.66 it is clearf2(2 x 4) rows,y(2 x 4) and c(4 x 4) exist in close proximity intho
cases, indicating tha(2 x 4) is a transient reconstruction. In fact {2 x 4) unit cells
seem to fringe the c(4 x 4) pits. It seems, theegfthat the stable (2 x 4) and c(4 x 4)
domains are ringed by local disorder. This juxtépms can be explain by the excess Ga
and deficiency of As produced when forming c(4 xbéjow (2 x 4). This temporary
store is highlighted irFigure 7.6awhere bright spots are arranged atop the atomically
resolved (2 x 4) rows. These spots appear larger there As-As dimers, and are likely
adsorption sites for Ga-rich clusters. It is poesibat the small white spots are in fact
hetro-dimers (Ohtake et al. 2002; Wang et al. 200Bjch would account for their
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disordered appearance, since filled state imagirggnsitive to primarily As in this case.
Further the excess Ga could be stored in the ngs$imer row trenches of the (2 x 4)
reconstruction, where it is know to cluster at ltnperature (Itoh et al. 1998), which
could be the feature noted in thigure 7.6cnear B-type step edges.

Notable in the inset dFigure 7.6bis the presence of a 5 nm x 10 nm c(4 x 4)
island toward the centre of the image 0.5 ML abitneunderlying (2 x 4), initial thought
was that this indicated that thermally mobile Ass hraconfigured in a more stable
reconstruction, however analysis of the reconstacshows (2 x 4) periodicity above
the c(4 x 4) and hence this is merely an islandanokaled out after buffer layer growth.
This island, along with the adjacent step edgessents a catalyst for the reconstruction
transition, this is particularly prominent on thetype step Figure 7.69. It is clear from
the images that the reconstruction transition islinoted to the step edges, however, the
c(4 x 4) is more ordered at these edges and tlaé¢dasorder is less frequent. Presumably
step propagation occurs in favor of the less eniegly favorable disorder, and that

disorder exists where adatoms do not possess ettioeighal energy to reach step edges.

7.4.4 Sample temperature 350 — 410 T

After heating to ~0.9A for 10 hours the sample imgdecame stable, displaying typical
guantities of 2D drift and none in the Z directidmages obtained were free from
interference and showed very little disruption frdne regularf2(2 x 4) dimer rows
(Figure 7.7). White dots on the image are migrated As atonmsilegly dark holes are
vacancies in th@2(2 x 4) pattern. It seems conclusive tRa¢2 x 4) is stable for these
heating parameters.

Small disruptions to the regular pattern are maasile identified at higher
resolution.Figure 7.8 shows a number of white clusters of adsorbed Assitatop the
regular pattern. The distorted sections appear @erger between neighbouring rows.
The regular spacing of the dimer “blocks” at thesalution make identifying the number
of consecutive vacancies straightforward. Asidemfrthe number of single dimers
scattered across the image, there are severah@estavhere 3 or 4 dimers are missing

from a single row.
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Figure 7.7: 150 x 125 nfhSTM image ofp2(2 x 4) dimer rows at 0.9 A heating.
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Figure 7.8: 25 x 12 nr high resolution image of disruptions ta2(2 x 4) rows at 0.9 A.
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Upon cooling back to room temperature the (2 xatjgon still persists. The vacancies
and adsorbed As atoms are still clearly visiblepdnantly this shows that heating to
0.9 A on this heating plate can be repeated witdantage to the surface structure. This
temperature range seems to represent a stable f@an@g2(2 x 4), this result is key for
further MBSTM investigation, where a highly ordefg2{(2 x 4) surface is required prior
to growth in the STM chamber.

Figure 7.9: Dimer rows after cooling to room tempeature.

7.4.5 Sample temperature > 410 C

In the INAs/GaAs(001) system, (2 x 4) to c(4 x éranstruction changes are noted,
before the InAs wetting layer is established ard & 3) reconstruction develops, similar

to (1 x 3) shown inKigure 7.10. Under this system, In is present is excess en th
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surface, and it is equally plausible that it binolg a similar means, such as the
hetero-dimers in the upper atomic layer of theriggu

By considering the local storage of excess Gandumomoepitaxy, parallels can
be drawn between homo- and hetero-epitaxy. At teatpees > 410 °C, the As-rich
B2(2 x 4) reconstruction is no longer stalffeg(ire 7.119. The degree of roughening is
to be expected from a surface where As sublimatigmresent. The As adatoms are now
highly mobile, and frequently desorb from the scefanto the vacuum. The result is a
highly disordered surface with 2 ML of roughnessuténg from islands and troughs.
Short (2 x 4) domains are still visible on the aod, even after 10 hours of heating,
however these brighter lines are relatively spa@®apared to the darker pits beneath.
The inset Figure 7.11H shows a high resolution image of a mid-terrade whilst the
(2 x 4) are visible nearby, there is much locabdigr along the periphery, similar to that
observed around c(4 x 4) pits at lower temperatufé& reconstruction in the pit is
surprisingly ordered, displaying 3x periodicity the [110] direction and either 1x

periodicity along [110], with the occasional 2x periodicity attributedatanissing dimer.

Figure 7.10: Schematic diagram of GaAs-(1 x 3) withetero-dimers. STM images shows hetro-

dimers on c(4 x 4), grey (blue) circles are As (Ga)

In the homo-epitaxial system, for (1 x 3) to fob@low (2 x 4) requires the initial loss of
the dimer rows (0.5 ML of As) from the first atomi@yer and the additional loss of
14 ML from the 3* atomic layer. If the dimerization in the top-lay¥r(1 x 3) is assumed

219



In situ STM Chapter 7

to be pure Ga, then the Ga present in fa®mic layer of the (2 x 4) is sufficient, with
Y1, ML in excess. It is plausible from the filled-&amages that the As-dimers of tH& 2
layer are resolved, and the Ga dimers of théager are not visible, this would account
for the narrow trenches and the wide dimer blod{se dimers could also be As-Ga
hetero-dimersKigure 7.10, accommodating the excess As from tffeaBomic layer of
the original (2 x 4), but in this case the excess @nstituting’/1, ML must be stored
elsewhere.

This (1 x 3) pattern for IlI-V is commonly obsedveluring InAs/GaAs wetting
layer growth. In hetero-epitaxy, the (1 x 3) redansion is believed to be strain driven,
with In-In dimers in the upper atomic layer (Belk a&. 1996). A direct comparison
between InAs/GaAs and the GaAs/GaAs observed Bdrddasible due to the presence
and absence of strain respectively. However, bg8tems possess excess group-lli
adatoms which require semi-permanent incorporatit;mthe evolving epi-layer.

Figure 7.11cshows a high resolution inset of a highly disordemgion. Several
domains are notable. Line 1 marks another (1 »e8pnstruction discussed previously.
Line 2 marks 3 rows of a 2x periodicity, makinglax 2) domain. Line 3 marks one of
the original (2 x 4) dimer rows. These 3 recongtoms, along with local roughness and
disorder are present within the immediate 10 xi0 area investigate by subsequent
STM imaging. The small (1 x 2) and (1 x 3) domains always bordered by remnants of
(2% 4) or As dimers 0.5 ML above, implying theylyrform temporarily due to
desorption of the unstable (2 x 4). Analytical t@cies that average a large surface area,
such as RHEED, cannot detect these small domains.

It is interesting that there is not enough areglyation of any one reconstruction
to dominate the RHEED pattern, and a hazy (2 xatfem actually is shown, presumably
from the remaining As dimerization alond10] (LaBella et al. 2005). The surface does
not display any Ga-rich (3 x 1) or (4 x 2) domaiasd hence it can be assumed that the
As desorption is relatively slow and at an earfgst however, Ga is now in excess due
to partial As desorption and the established dosaime Ga-rich. What we observe is
excess Ga binding in a (1 x 3) reconstruction simio excess In binding during
InNAs/GaAs wetting layer formation. It can be spetedl that the (1 x 3) provides

temporary storage for excess group-lll adatoms of#ta 4)/(2 x 4) surface before other
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Ga-rich domains dominate. The validity of this hipsis for INnAs/GaAs(001) requires

further investigation.

Figure 7.11: Roughening of (2 x 4) at 420 °C a) @% 150 nnf displaying areal coverage of original
(2 x 4), b) inset showing a mid island pit and th€l x 3) reconstruction within, ¢) inset showing (1)
(1x3),(2) (1x2)and (3)(2x4)

7.5 Results 2: As overpressure at 400 T

This section relies on the premise thatsurface stabilised t62(2 x 4) reconstruction
below 400 °C will remair2(2 x 4) until irradiated by an As flux. The raté change
from £2(2 x 4) to c(4 x 4) depends on the size of thak.flHowever the transition is
ultimately irreversible as observed by RHEED utitd sample temperature is increased
to ~ 400 °C.

GaAs c(4 x 4) ultimately relies on an As overpoessto stabilise the growth

surface for temperature in excess of ~ 400 °C.i&v¢hg this prerequisite at ~ 400 °C
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allows exploration of reconstruction changes untlee presence of an As flux,
discovering the effect of the flux on STM operatamd the heated surface.

A heating current of 0.9 A was chosen in lighttioé results of sectioii.4.4:
Sample temperature 350 — 410 °CThis provides a stablg2(2 x 4) reconstruction in
the absence of As overpressure and should form @l dmsis for the c(4 x 4)

reconstruction to form for small As fluxes.

7.5.1 Tip shadow: Scanning away from source

The tip-sample-source geometry is showifrigure 7.12a The default scan direction, at
0°, is from the source cell toward the back ofsheple Figure 7.120. In this work the
default direction has thus far been altered to 48bwing imaging of the dimer rows
diagonally across the sampleiqure 7.129. However the orientation scan window has
potentially significant effects on the sample whiksder flux irradiation. In the default
direction the tip effectively “shadows” the samplesaprior to scanning it, hence any
change to the sample surface is due to the effeadatom diffusion and migration rather
than direct exposure.

This is clearly illustrated inFigure 7.13 which shows the sample before
irradiation andFigure 7.14which shows the same sample after an hour ofiatiad at
400 nA As flux and 0.9 A heating current. The tweages form the start and end of a
series of 9 pictures taken consecutively over these of said hour.

Whilst there has been minor alteration to f2€2 x 4) pattern, on the whole the
pattern is still clearly visible. A number of smald x 4) clusters have formed atop the
existing (2 x 4) pattern (note the bottom-left FEijure 7.14). In addition there is an
increased number of dimer vacancies with c(4 xeddnstruction revealed beneath. The
relatively small change is assume to be a resuti@ffore mentioned shadowing and the

migrating surface As.
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Figure 7.12: Tip scanning geometry, a) shows theptiand sample alignment within the STM chamber
under As, irradiation, b) shows the default 0° orientation wth the scan lines indicated by arrows,
start point by the black dot and the cell flux direction labelled As,, c) shows the standard scan
direction in the work with the scan area rotated to45°. From the flux direction is can be seen thahe

scanner is scanning into the flux.
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Figure 7.13: Pre-As flux sample.
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Figure 7.14: Post-growth As flux sample.

When moving away from the shadowed area by 2000the sample surface is wholly
different Figure 7.195. Here the c(4 x 4) reconstruction is clearly blisi(on islands)
above and (in troughs) below the initial (2 x 4¢aestruction. There are some dimer
chains visible, however they occupy only a smaitfion of the sample surface.

Evidently the migration at 400 °C is not suffidi¢a counteract the shadowing of
the tip on the far side of the sample. Hence wihiilist experiment shows that the e-beam
source and PBNRH utilised are capable of transiognaip2(2 x 4) surface to a c(4 x 4)

surface, the transformation cannot be observediihy i@ this orientation.
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Figure 7.15: c(4 x 4) islands after As flux irradigion.

7.5.2 (2 x 4) to c(4 x 4): Scanning into source

Initially a p2(2 x 4) surface was prepared with the standardgpation technique used
throughout. This was heated to 0.9 A (~ 400 °C)Y%drours, after which STM imaging
commenced and was allowed to settle for a furtfemr huntil drift was negligible at
150 x 150 nrhiresolution. A flux of 500 nA (~1.0 x T0mBar) was applied throughout.
Studies of the (2 x4) to c(4 x 4) transformatibave identifiedp2 as the

generally accepted (2 x 4) mod&idqure 7.58 but the exact composition of the c(4 x 4)
reconstruction is still under debate. The simplistiodel of As-As dimers simply
back-bonded upon the existing dimer rows of the @ (Figure 7.5b perhaps over
simplifies the actual atomic binding configuratidar which Ga incorporation has also

been speculated (Kanisawa et al. 1997; Wang 208B).
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The transition fromB2(2 x 4) to c(4 x 4) normally takes place betwe&0 4
550 °C, depending on the applied As flux. At thesktively low temperatures, Ga
surface atoms will be relatively immobile due tmited thermal kinetics. In density
function theory (DFT) the motion of a single Ga tada involves migration from an
initial state {) over a potential barrier to a final state Hence the hopping rate for a Ga

adatom in then assumed to obey a Arrhenius forrRgle et al. 1998):

-AE Equation 7.1
[ =V, expg ———
' KT

Where AE, ; is the activation energy (i.e. the difference beméne relativeE, and E ;
the saddle point between siteandf). v, is a site independent constant approximated

to2kT/h, wherek is Boltzmann’s constanh is Plank’s constant an@l is the absolute
temperature.

Potential energy surface (PES) gives the bindmgygy for a single Ga atom at
each site in a given reconstruction. For freg{2 x 4) the energy barriers for diffusion
are 0.8 eV and 0.6 eV in the [110] aflL0] directions respectively, hence diffusion is
anisotropic. This gives a typical Ga adatom hoppitg of ~10to 10° s* at 450 °C
compare to ~10to 10" s* at 550 °C. Whereas for c(4 x 4) the barriers add @V and
0.45 eV in the [110] andi110] directions respectively, hence growth is more allps
isotropic in this case. The lower energy barrigluces the effect of the exponential term
and creates a greater hopping rate that variés fiitm 450 to 550 °C, ~1Bto 13?s™.
However in all cases the effect of As must be idelly which typically reduces the
hopping rate of a Ga adatom to 253 whilst it is trapped in a Ga-Asomplex (Kley et
al. 1997).

The transport of Ga would be expected to play arkdy in the reconstruction
transformation, with local-range Ga transport resgae for pit and island formation
during the formation of a c(4 x 4) surface on & @) and vice versa (Wang et al. 2003).

Simplistically a single unit cell op2(2 x 4) can be transformed into a (1 x 1) layer by
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either the addition of 0.25 ML of Ga and 0.5 ML Aé or the removal of 0.75 ML Ga
and 0.5 ML As, allowing a (1 x 1) to be createdheitin line with the existing (2 x 4) or
1 ML below, respectively. The (1 x 1) layer fornme thucleus of the traditional c(4 x 4)
model Figure 7.59 and would require an additional 0.75 ML of As pgooduce the
reconstruction. Since islanding requires only &dtloif the Ga produced by the formation
of an identical sized pit, it can be assumed thatalevel c(4 x 4) surface would exhibit
a 3:1 island:pit ratio. It has been observed expemtally that this is not the case in
section7.4 Results 1: High Temperature STM so the question remains: where is the

excess Ga incorporated?
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Figure 7.16: Image 00/37: (2 x 4) prior to As fluxMeasurement parameters V=-4V , | = 0.5 nA,
Gain=2 %. The arrow (a) points to a number of (2 *4) dimer rows with several back-bonded As
dimers. Arrow (b) points a small c(4 x 4) island orthe lower terrace, arrow (c) points to a similar
island on the upper terrace. These features probaplformed due to the low temperature anneal

surface As migration or the background flux from the shuttered As source.
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The presence of hetro-dimers (Ohtake et al. 200@h¢\et al. 2003) have been proposed
to explain the excess Ga incorporation, a struatasely detectable with STM due to the
sensitivity to empty and filled stateFigure 7.100. Furthermore, the reported
coexistence of (2 x 4) and c(4 x 4) (Avery et &93) raises a question to the presence
and stability of the theoreticg{2 x 4) between the establishg2{2 x 4) and the c(4 x 4).

Figure 7.17: Image 02/37. Measurement parameters ¥-4 V , | = 0.5 nA, Gain = 2 %.
All values in nm. Large number of scan lines acrosthe image.

Note white dots (As dimers) on top of the origina{2 x 4).

To accommodate the tip shadowing, the sample saathow is rotated by a further 180°.
Hence the same sample area is imaged from theowp thther than the bottom up. This
orientation means that the tip only shadows an afea it is imaged.Figure 7.16
represents image #00 of the series. All images hhgesame orientation and hence

upper-right receives the largest flux, whereasdmotteft is most in shadow. Hence whilst
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the lower portion of the image will receive lessxflthan the upper portion, the entire
scan area will receive a dose of As from imagertage.

Figure 7.16 shows the GaAs surface prior to the onset of Ag #t 400 °C.
Notice that there are a number of white spots enstirface (e.g. arrows b and c), some
of which are adsorbed As dimers formed from the ganguenching in the MBE
chamber. Further, the reconstruction is brokenrasat of the adsorption of background
As during the outgas and initial heating of theeain cell before the steady state
condition of normal operation was achieved. Thigdan distribution of back-bonded As
dimers is enough to contribute to a fractional dimgrof the 2° order RHEED rods, in
keeping with observances of th@ x 4) surface. Regardless of the small contanténan
strong (2 x 4) is present on the surface (arrow a).

What follows is a progression of 37 consecutivegesacaptured under an As e-
beam flux. Each image takes exactly 400 secondsapture and hence progressive
changes in the surface occurred within a 400 seaomdiow from the previous image.

The first image of note is #0Figure 7.17), representing the surface at time
400 - 800 s from initial As flux onset. Beside thereased number of scan lines present
in the raw image (scan lines have been removed ifnoage as presented using SCALA
image processing features), a number of small wdidtts have appeared on the upper
step. These appear to be initial c(4 x 4) dimer aos forming above the (2 x 4)
structure, however at this stage the adsorbed sulliselatively small. The small number
of adsorbed Asmolecules after 800s raises a number of pointstl¥i the degree of tip
shadowing present is brought into dispute, evesr #fie advantageous configuration. An
additional experiment exploring the rate of c(4)xefolution away from the scanned
region suggested that the effect is still preséngé area presented in this series of images
must be treat as receiving a relative flux, smahet the BEP of the cell.

Whilst the sample temperature has been chosenltdis¢ the growth surface, the
very low BEP introduces the possibility of desaoptiof As species, especially in the
presence of tip shadowing. In the series of imagesncorporation is small from image
to image, but no notable evidence of As desorptmbserved. The small flux is
necessary to invoke near-dynamic conditions whersidering a 400 s delay between

subsequent images. Since multi-line rastering herient to STM imaging, any dynamic
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observations are ultimately limited to the growtter and image rate. In most cases
multiple images are necessary to discern any &wgmf alterations in the surface,
suggesting that the image-to-image incorporatide im small and adsorption dynamics

are suitably observed.
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Figure 7.18: Image 06/37. Measurement parameters¥-4 V , | = 0.5 nA, Gain = 2 %.
Small c(4 x 4) domains above and below. Arrow (a)gints to one of the numerous small c(4 x 4)
domains forming above the (2 x 4). Arrow (b) pointgo c(4 x 4) forming at the step edge where

loosely bound As is more easily lost.
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Figure 7.19: Image 17/37. Measurement parameters ¥-4 V , | = 0.5 nA, Gain =2 %. Large c(4 x 4)
domains above and below. Desorbed As dimers. Arrowa) point to a large, highly ordered c(4 x 4)
formed above (2 x 4). Arrow (b) points to a smalld x 4) domain and a darker c(4 x 4) domains

forming below this original (2 x 4) reconstruction.

The next image of note is #0Bigure 7.18. The c(4 x 4) islands have enlarged on the
upper step (arrow a) and have also formed in xetilarge size on the step below
around the dark trough in the upper-centre of thage. It can also be seen that inside
that larger pits the initial fractured dimer rowksimage #02 have desorbed revealing a
c(4 x 4) pattern beneath the (2 x 4). Most notabléghe new highly-ordered c(4 x 4)
domain on the step-edge (arrow b), which is knowibeé a catalyst for reconstruction
change due to the extra dangling bonds at stepsectgating loose atom bonding sites
(Ouerghi et al. 2008). This domain marks a stepeeuigcession that can be followed

through the later images. Evidence of, in the atisai an external Ga flux, a pseudo-
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growth condition as a result of the excess Ga tiegulrom pit formation. The relatively
high step density encourages step flow. Howevemdas argument could be applied to
island growth synonymous to heteroepitaxy. Thiseolsion can only be made and
strongly supported because successive imagingeotdme features can be performed.
Approximately 30 % of the (2 x 4) has begun to desmd break up, though it is only on
a small scale and can only been seen through tameifut-by-point examination of the
surface area and with comparison to earlier images.

The reconstruction transition continues in a simteanner through the following
images. The change is somewhat subtle from imageadge, due to the low flux rate.
Concentrating on image #1Figure 7.19 the change with regard to image #@&&g(re
7.18 is marked and striking. The c(4 x 4) domains &@ight) and below (dark) are
now both obvious and clear under the current réisolu The (2 x 4) dimer rows are
scattered across the surface but are significamigller in number (arrow b). Arrow a
points to one of the larger islands, where thexcfd domain structure is clearly visible.
It is plausible that this island, as with the ngastep edge, is growing as a result of Ga
incorporation along its edge. Two c(4 x 4) domairesnow apparent: firstly is the highly
ordered domain on the larger islands and step emlggsecond is a more disordered, low
range reconstruction. The former likely correspotmighe traditional c(4 x 4) with 3
As-As dimers in the upper atomic layer, whereaslaiter, due to its disorder, is more
likely a combination of As-Ga hetero-dimers andeothon-uniformities. Clustering of
Ga at B-type step edges has been previously olib&vé&a deposition in the absence of
an As flux (Tsukamoto et al. 1999), however in timg|age no Ga-rich clusters are
observed since the impinging As flux would quickieate a disordered As-terminated
Ga-rich c(4 x 4) like-reconstruction, as observedhie images. It is postulated here that
disorder to the traditional c(4 x 4) pattern iseotpd in order to bond the excess Ga.
Hence such a structure (disorder) should be transied should be limited to smaller
islands/atom sites close to step edges. Once isstadh] islands grow and incorporate
their excess Ga in preferred sites in tffeaBomic layer and the ordered pattern emerges.
This image can be compared directlyRigure 6.30 which shows the termination of
reconstruction change from (2 x 4) to c(4 x 4), ieitimg both domains in similar

proportions. Both samples were prepared under #maestemperature conditions,
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howeverFigure 6.30was prepareth vacuoin the MBE chamber, and both images show

ordered and disordered c(4 x 4).
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Figure 7.20: Image 25/37. Measurement parameters ¥-4 V , | = 0.5 nA, Gain = 2 %. Upper step
almost completely c(4 x 4). Arrow (a) indicates onef the many small c(4 x 4) island that has formed
above the (2 x 4) on the upper-step. Arrow (b) pots to a large, highly ordered c(4 x 4) island now

common to the images. Arrow (c) points to a residug2 x 4) cluster.

Moving ahead in time to image #2%idgure 7.20) it can be seen that the c(4 x 4)
reconstruction is dominant on the surface, esggaiel the upper terrace where almost
no (2 x 4) remains (arrow a). The reconstructioadgmt is due to the afore mentioned
shadowing effect. Indeed, it is only the bottont-tefrner that still has significant (2 x 4)
structure, a fact due to the tip shadowing thatiporof the sample for a significant
proportion of the imaging time. The larger islamar¢w b) remains highly ordered and

has increased in diameter from the previous imageyiding evidence of step edge
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incorporation. The smaller islands have a varidtystoichiometries, some displaying
hetro-dimers and As-As dimers in long chains, nathan the 3-in-a-row expected on the
top atomic layer of c(4 x 4). The low temperaturehis experiment hinders Ga mobility

which may cause the high density of small islands.

578
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Figure 7.21: Image 37/37. Measurement parameters ¥-4V , | = 0.5 nA, Gain = 2 %. Complete
conversion to c(4 x 4) 66 nm x 66 nm. Arrow (a) pots to one of the small, residual (2 x 4) domains.
Arrow (b) indicates coalesced larger c(4 x 4) islats formed above (2 x 4) on upper step. Arrow (c)

indicates large c(4 x 4) islands coalescing with ¢rstep-edge.

The final image in the series shows the completeexsion from (2 x 4) to c(4 x 4) of a
sample surface prepared in the STM chamber undésaitux during imaging Figure
7.27). This shows the smaller islands coalesce withldnger islands and the ordered
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c(4 x 4) reconstruction dominates (arrow b). Trep stdge toward the top of the image
has begun to coalesce with the larger islands fem®w c), where further Ga has
incorporated. The planarization of the layer codslult from Ga transport from weakly
bound hetero-dimers and similar disordered bindsintse very little (2 x 4) now remains
to contribute to mass transport (arrow a).

Apart from random As dimers scattered across tmace, no evidence of
v(2 x 4) was identified. The transformation wasadly slow to allow time for a transient
reconstruction to arise. This suggests that RHE&Deace of a transient reconstruction
is due to either combinations of co-existing (2)>add c(4 x 4) domains or thé2 x 4)
reconstruction as observed by RHEED results noh fam additional As dimer but from
Ga incorporation into thp2(2 x 4) pattern. Such incorporation would provieeporary
storage for the access Ga produced by pit formation

The images were recorded under a very small Asdhd hence conversion took
place over a period of 4 hours. The actual congarsme for the sample may be shorter,
as the tip still shadows the image area and heloessthe reconstruction change.
Investigation of the surrounding sample area rekealmilar c(4 x 4) surface structures,

showing that the conversion was sample wide ancptaim

7.6 Results 3: MBE at 400 €

The deposition of a thin film (~ 1.7 ML) of InAs oBaAs in the temperature range
350 - 500 °C results in a wetting layer with an lation to S-K growth of small 3D
islands commonly termed quantum dots (QD). The gnastage is discussed in full in
Chapter 2, though can be generalised into two main areastefest: wetting layer
growth and quantum dot formation.

In the following section both In and As e-beamrses are employed in the STM
chamber in order to observe the two areas in t8attion 7.6.1reports the dynamic
growth of the wetting layer from the initial GaA2 % 4) / c(4 x 4) to the formation of
InAs (n x 3). Whereasection 7.6.2explores the evolution of the mature InAs wetting
layer into the S-K regime that ultimately lead8® growth in the form of QDs.
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7.6.1 Wetting Layer Formation

A GaAs(001)-(2 x 4) surface was prepared as outlinsection 7.4 After transfer to the
STM chamber the sample was heated to 400 °C faugshprior to scanning. The surface
showed good (2 x 4) reconstruction as expectedrithdse conditions from the results in

section 7.4.4
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Figure 7.22: a) Image 00/46. Initial GaAs c(4 x 4nd (2 x 4) surface with <0.1 ML InAs. The surface
displays a broken c(4 x 4) pattern, indicating th€2 x 4)/c(4 x 4) transition is incomplete,
b) Image #00a/46. High resolution image of <0.1 Mbf InAs on GaAs.

Initially the As source shutter was opened andstiréace was scanned at low resolution
where the emergence of c(4 x 4) islands and pidcbe seen clearly on the (2 x 4)
surface. Before the (2 x 4) to c(4 x 4) transiticas completed the In source was opened.

Imaging was hence performed in the presence of $milce fluxes.
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Figure 7.23: : InAs/GaAs(001) reconstructions showiy additional In bonding, a) (1 x 3), b) (2 x 3),)c
(4 x3),d)c(4 x4)e) In:Ga =2:32,,(2 x 4) with relaxed ridges f) In:Ga = 3:102),(2 x 4) with excess

In in the trenches. White: As, grey: Ga, blue: In.

Figure 7.22ashowsimage #00 of a series of 46 captured whilst théasarwas under
both an As and In flux. The only exception is ima&f®a Figure 7.228 which was
taken directly after image #00 with only the Aslagben. This was to investigate the
surface reconstructions after a single image witlattering the surface with further In
flux. Figure 7.22ashows a 1 ML rough morphology commonly observedndua part-
wise transformation from (2 x 4) to c(4 x 4) underAs flux (Bell et al. 2000). From the
inset Figure 7.22b)it is clear the surface is rough with a mixture2sf(0.8 nm) and 4x
(2.6 nm) along [110], spread over 3 atomic lay@ise 2D islands of the establishing
c(4 x 4) reconstruction are currently mostly isethtThe presence of alloyed (n x 3) is

negligible at this stage, as expected for thisam@fand deposition (Belk et al. 1997).
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There is the further consideration of the tip shedg the sample and locally slowing

growth as discussed gection7.5 Results 2: As overpressure at 400 °C.
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Figure 7.24: Image 24/46. 2D growth of InAs (n x 3)n same level as GaAs c(4 x 4).
The surface has planarized from the initial rough tate.

The order of the (n x 3) where n = 1, 2 ofHg(ire 7.23a-¢ cannot be ascertained from
the current resolution. Theoretical works (Krateerl. 2002; Kratzer et al. 2003; Penev
et al. 2004) have predicted that (2 x 3) is morergetically favourable with kGa wAs
composition: x = %5. However, experimentally, the alloyed (n x 3) W4_disordered,
incommensurate and possesses varied stoichionsland height and coalescence can
be analysed in order to understand the WL evolutiom mixed (2 x 4)/c(4 x 4) up to
initial 3D growth. It is worthy of note that the ¢n 3) and c(4 x 4) shown iRigure

7.23a-dall form on the same atomic level and all haveértheper most dimers aligned in
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the [110] direction (Belk et al. 1996). Thus, theface undergoes “healing” from the
initial roughening caused by the (2 x 4) to c(4)xrdnsformation. This can be seen in
the form of 2D growth from images #01-24. This isted as the first stage in the
formation of the wetting layer where the InAs adofite homogenous growth model of
GaAs (Heyn 2001). The isolated c(4 x 4) islandsirbég coalesce and adopt alloyed
InGaAs (n x 3) reconstruction.

At ~1 ML InAs, the surface is covered in coalescing 2D islaitiguie 7.24. A
comparison with previous and following images shdlat the surface is at its flattest
stage. All islands are 1 ML in height and displagoddered (n x 3) reconstruction. A
point by point comparison dfigure 7.22andFigure 7.24can be used to determine the
WL evolution from 0 to 1 ML. The most apparent sied feature from image #00
(Figure 7.22 and image #24Higure 7.24 is the absence of type-A step flow. The
central “peninsula” feature and the longer stepshi right of the image exhibit only
subtle change. Type-A steps, perpendicular to [1h@le been observed to exhibit
negligible or even negative growth (Gong et al. 20Whereas type-B steps, parallel to
[110] grow rapidly. The dominant type-B step at tbp of the image has progressed
around 10 nm from its original position. This preggion is also evident in other surface
features formed by type-B steps.

Two conclusions can be drawn from this anisotrogiowth. Firstly, the low
As:In flux ratio of 10:1 has not aided the stepaflgrowth mechanism, even though the
In diffusion length should be suitably enhanced.sMof the first ML has, therefore,
grown via 2D island coalescence and (n x 3) integranto the existing c(4 x 4) atomic
layer. The form of the alloy and the extent of 8(4) dissolution is unclear. Secondly,
whilst the islands have increased in areal sizmesislands have decreased in width. This
narrowing is caused by Ga detachment from typeefsstif the (n x 3) reconstruction at

1 ML is assumed to possess composition;sBi3AS, even with the deposition of pure

InAs, intermixing must occur between the upper atdayers (Kita et al. 2002)zigure
7.24 shows many small InAs islands nucleating on topheflarger islands before they
coalesce. These upper layer nucleation sites areftite preferential to step edges on the
atomic plane below. Perhaps formation of (n x 3himi the existing c(4 x 4) atomic

plane is limited by Ga availabilitgnd In incorporation. The loosely bound Ga from step
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edges provides a source for the Ga fraction in (thex 3) layer, whilst the steps
themselves provide low strain sites for In incogimn into the sub-surface layer at step
edge sites. However once the entire step is Initated, future step growth is strain
limited. The upper two layers are assumed to egped segregation (Dehaese et al.
1995), it is possible In segregates out of theses doefore the larger islands finally

coalesce as observedrigure 7.25
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Figure 7.25: Image 28/46. Reconstruction evolutiomduced roughness. 0.5 - 1.5 ML islands from

various reconstruction domains have roughened theusface.

After 1.0 ML, the surface quickly begins to roughénwas initially assumed that these
were 2D islands and that the surface was enterprg-&D stage, where 1 or 2 ML high
islands form in a transition stage close to critibéckness (Belk et al. 1997; Bell et al.
2000). Upon investigation the islands are not 22dviL in height, but mostly 0.5 or
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1.5 ML. This means the roughening at ~1.1 ML is dha¢ to islanding growth, which is
discussed later. What is the nature of these 0B®ML islands? Consider the surface
reconstructions present. The initial (2 x 4) is ttyogansformed to c(4 x 4) at the onset
of growth. The transformation from (2 x 4) to c(44% produces 3 atomic layers of
roughness where the phases co-exist. When thetjZ (4 x 4) is replaced by (n x 3),
i.e. at 1 ML InAs coverage, no (2 x 4) remains, beer the 2 atomic steps of roughness
remain in the form of 2D islands. The fact that (44) evolves to (n x 3) whilst
planarising the surface is acceptable, since thesenstructions co-exist on the same
atomic layer. The theoretical prediction (Kratzer a&. 2003) and experimental
observation (Kita et al. 2002) of JgG1/3As (n x 3) transforming to InAs (2 x 4) would
again introduce 3 atomic layers of roughness wileeephases co-exist. The group lli
bonding sites of the acceptpé(2 x 4)-model could allow for low strain In incamation
resulting inp2in(2 x 4) (Figure 7.23e) B2n(2 x 4) has the same As dimer structure as
B2(2 x 4), but instead of 6 Ga atoms in the secdaothia layer, the 4 outer atoms are
replaced with In. Theg2,(2 x 4) shown maintains the same group Il compmsit
(InzsGays) as the (n x 3) but the missing group 11l speeiesry 4" atom allows the In to
laterally relax.Figure 7.25shows image #28, where the additional roughnestuped is
clearly visible. Any B2;n(2 x 4) where the In has laterally relaxed into ttesmch would
be distinguishable from typical (2 x 4) by the woa&ing of the trench width in STM
images.

The InAs epilayer is now ~1.1 ML. The surface wgades little change between
images #28 and #34, where the 2D growth is becoimimdered by increasing strain and
reconstruction change is dominant, a result expgeftem the WCNH mechanism
(Walther et al. 2001; Cullis et al. 2002; Cullis @t 2005). The WL is increasingly
strained and In cannot find sufficient bonding site perpetuate coalescing epitaxial
growth. However, In is being supplied at a consteate, hence the In must be
incorporated. The upper surface requires a critlnabopulation under the WCNH
mechanism to achieve 3D growth, however, In incapon would lead to increased
strain. It is therefore necessary for the In baimdsend, effectively increasing the dimer
bonding length, in order to partially relax thiglieasing strain. Now the surface begins to

roughen stacking 2D islands of small areal coverddes partial relaxation would
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support In incorporation up to the 2D to 3D traositat 1.5 ML at 400 °C. No evidence
of a floating In population is observed in the STiwhges during the final phase of the
S-K transition. Whilst no direct evidence can béeired from the images presented,
excess In could be stored in the missing dimerctres of the typicah2(2 x 4)-model
reconstruction resulting in2,(2 x 4) as shown ifigure 7.23f a2,(2 x 4) has the same
structure as2(2 x 4) with a missing As dimer in the upper atotaiyer, however the As
dimers in the trench are now broken to accommodtla#eexcess In. This structure
disobeys the electron counting model, however Bioietric variations, resulting in
disordered rows and missing dimers could restorface charge neutrality (Bone et al.
2006). Thea2,(2 % 4) reconstruction displays asiGa,As composition, approaching
the 85 % In composition fraction suggested by WCMKH precede QD formation
(Walther et al. 2001; Cullis et al. 2002; Cullisat 2005). It is clear that the As rich
reconstructions no longer allow for additional htarporation. In an extension of the
established reconstruction progression, the sniaisiands may contain In rich domains
of either (3 x 1) which exists in the same atonianp as (2 x 4) or (4 x 2) which exists
in the same atomic plane as (1 x 3) and c(4 x #heEdomain would accommodate the
excess In and their instability would inherentlypgart large In adatom mobilities. This

phenomenon requires further investigation.

7.6.2 S-K Transition

This section follows directly frorsection 7.6.1 discussing the last images of the series.
In images #35 to #46 a number of unstable 3D strastappear and vanish. These are
typically 1.5 nm in height and 10 - 15 nm in diagreAssuming they are hemi-spheroids
in shape, the volume delineates 100 - 150 atonggjestied to be the critical mass for 3D
structures (Krzyzewski et al. 2002; Krzyzewski le803).

Figure 7.26showsthe upper-left area of images #35, #39, #40 and Md& that
this is the area which receives the largest InAmdoseandhence will exhibit the 2D to
3D transition before the lower section of the image

In Figure 7.26a (upper left of Image #35) the arrow points to atevtieature
which marks the first observed 3D island, a notahall QD-like structure with base

diameter 11 nm and height 1.5 nm. The tip sligbligped the formation of the dot, and
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gave it a flat upper edge. This is possibly du¢hm relatively large forces present and
electrical bias of the apex. The area is not altgp, since there is no contrast change or
distortion of the image. The cluster remains thiooge image and vanishes in the next.
Figure 7.26bshows the same area of Image #39 where threel@gsnow occupy the
precursor QD site, further evidence that this isantip drop. The ~100 atoms of the QD
must now be present on the surface, and would cdv&0 nmarea. Since there is little
change in the island density between the two imades probable that the afore

mentioned In rich reconstructions absorbed thecadg@iopulation.
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Figure 7.26: Unstable 3D islands: a) Image #35: apiw points to a dot, the upper side has been
“clipped” by the tip, giving it a flat edge, b) Image #39: the dot from (a) has devolved into a clustef
2D islands, two new dots have formed indicated byé arrows. The lower dot has been “clipped” by

the tip, ¢) Image #40: the lower dot from (b) is it present (arrow) whereas the upper dot has

devolved, d) Image #46: no dots are present on thisea of the sample.

Two 3D structures are indicated by arrowd-igure 7.26h note the lower structure has
once again been clipped by the tip. Both structaressmall, with 1.5 nm height and 10
nm diameter. In all cases the small 3D islands aibfarm on a noticeable 2D island
footprint and no 2D island of equal base diamedepresent after the 3D islands have
dissolved. Very small islands, little more than dinchains by their areal coverage, are
however constantly appearing and disappearing amélentrant single atomic layer

“islands”, indicative of isolated In-rich reconsttion domains. This highly mobile In
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population is bound to lattice sites by unstabt®nstruction stoichiometries and, by way
of small In-rich nucleation centres, could provittee mechanism for QD formation
(Migliorato et al. 2002).

The lower structure dFigure 7.26bis still present in image #4Figure 7.269
and is now fully formed. This re-entrant behavibas been independently observed for
samples prepareth vacuo (Ramachandran et al. 1997a; Ramachandran et @¥b})9
though it was not clear whether it was merely aseguence of the quenching procedure.
In this case the re-entrant behaviour is not altre$guenching. The small 3D islands are
inherently quasi-stable, however after successfaigging the 3D islands from image to
image it seems the presence of the tip is not resple for their re-entrant behaviour.

In image #46Kigure 7.26d the two islands have vanished from this areasthil
other islands have formed elsewhere across the« 500 nnf image (not shown). After
image #46, the upper right of the image becomasyhwith 3D islands of 50 - 100 nm
diameter and 10-15 nm height, as expected from teposition rates at low
temperatures (Joyce et al. 2000). The transitioth@upper quadrant of the image is

hence complete and mature QDs have formed.

7.7 Summary

The sample heating profile is somewhat higher e@$TM stage when compared to the
MBE chamber. Chiefly this is a result of the abgeatcooling in the STM chamber and
hence a high average ambient temperature. Howener adjustments have been made to
compensate for this fact, the temperatures achigvélte STM stage are repeatable and
stable.

The STM head typically needs around 6 hours tohremuilibrium conditions in
terms of drift after heating has been applied te gample. Whilst imaging can be
performed inside that 6 hour window, the Z-drifrre@tion requires activation of the
coarse piezo to manually correct drift which ultiedg moves the tip to a new and
random area of the sample. To this end the heafimgGaAs(00132(2 x 4) surface can
be performed up to ~ 450 °C without problem, howenerating at higher temperatures

would require an As over pressure in order to Btabihe surface.
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The e-beam sources performed adequately for brothpdll and V deposition. In
terms of group V, the As gave a constant flux fra@0 nA to 100QuA flux current,
which proved suitable for reconstruction changed BMBE growth respectively. The
main problem with the sources is their short chdifgspan, typically 8 - 12 hours
depending on flux levels. This results in the reguient for a high frequency of
replenishments and system bakes for IlI-V MBE giowihere the group V element is
typically over supplied 10:1.

The group Il e-beam source was operated withThe flux levels and hence
growth rates were lower than for normal MBE, howetree experiment successfully
observed InAs/GaAs growth for these parametersh Wi¢ e-beam sources in operation,
images became significantly effected. Scan linessatdom avoided, however they tend
to occupy a small fraction of the picture. Tip sbathg is apparent on the surface,
especially in the case of MBE growth. Scanning taathe source has proven to reduce
shadowing, however the actual degree of shadowidgpassibilities to reduce the effect
further require investigation.

Reconstruction resolution on GaAs(001) requirgésréd resolution < 1.6 nm for
(2 x 4) and < 0.8 nm for c(4 x 4). Reconstructitetogity of the highly ordered As-rich
B2(2 x 4) surface has been investigated. At temperat< 300 °C, the initial surface is
inherently stable. However as the temperature é¢seased the As atoms gain enough
thermal energy to reorder into more thermally ®taf@constructions. Between 300 °C
and 350 °C, there is not enough thermal energgdtigate a surface-wide reconstruction
transformation, however localised regions can rstrtanot, especially at weakly bound
step edge sites. TIR(2 x 4) surface was found to be stably thermahenabsence of an
As flux between 350 °C and 410 °C, important fgghhiemperature STM observations of
the (2 x 4) surface. Upon exceeding this narrowpenature band the surface swiftly
roughened as As-dimers were desorbed from the Upper. The temporary storage of
Ga in localised (1 x 3) was observed, and the ledsalo InAs/GaAs whilst apparent
require further investigation.

A sequence of images have been presented showargdgnamic observation of
the As-rich reconstruction evolution frofi2(2 x 4) to c(4 x 4) under an As flux. The

multi-layer c(4 x 4) formed both above th2(2 x 4) dimer rows and beneath where the
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original B2(2 x 4) desorbed. Evidence has been presentedsupabrts highly ordered
c(4 x 4) domain propagate via step-edge incorpmmati islands. Small islands initially
exhibit mixed reconstruction, indicating hetero-dmntransiently exist to incorporate the
excess Ga on the surface. Whilst desorptiop2¢2 x 4) occurs readily at step edges, the
results prove that random domains desorb throughioet original ML creating a
roughened 2 ML high c(4 x 4) surface.

InAs deposition up to ~1 ML has been shown to @lee the surface due to
alloyed InGaAs(001)-(n x 3) wetting layer and Ga&s()-c(4 x 4) occupying the same
atomic plane. Alloyed growth appears to be supploltg Ga desorption from type-A
steps. After ~1.1 ML mixed reconstruction domawmsought roughness upon the
surface, as layer-by-layer epitaxial growth is stdwBefore critical WL thickness, small
re-entrant 3D islands of up to 150 atoms were tieserved on the surface. These quasi-
stable structures have been observed dynamicaltiianabsence of quenching effects.
The increasingly In-rich reconstruction domainséhéeen proposed to occupy different
atomic planes on the surface, resulting in sub-Mughness. These domains could
provide local storage for In adatoms when 2D ldyetayer growth is hindered and

whilst 3D islands exhibit re-entrant behaviour.

246



In situ STM Chapter 7

7.8 Reference

A.R. Avery, D.M. Homes, J. Sudijono, T.S. Jones &A4. Joyce (1995) Surf. Sci.
3231-2): 91.

J.G. Belk, C.F. McConville, J.L. Sudijono, T.S. dserand B.A. Joyce (1997) Surf. Sci.
3871-3): 213.

J.G. Belk, J.L. Sudijono, D.M. Holmes, C.F. McCdlyi T.S. Jones and B.A. Joyce
(1996) Surf. Sci3653): 735.

G.R. Bell, J.G. Belk, C.F. McConville and T.S. Jsii#999) Phys. Rev. BX4): 2947.

G.R. Bell, T.J. Krzyzewski, P.B. Joyce and T.S.e¥12000) Phys. Rev. B1(16):
R10551.

P.A. Bone, J.M. Ripalda, G.R. Bell and T.S. Jor2896) Surf. Sci6005): 973.

A.G. Cullis, D.J. Norris, M.A. Migliorato and M. Hxkinson (2005) Appl. Surf. Sci.
244(1-4): 65.

A.G. Cullis, D.J. Norris, T. Walther, M.A. Migliota and M. Hopkinson (2002) Phys.
Rev. B66: 081305.

O. Dehaese, X. Wallart and F. Mollot (1995) ApptyB. Lett.66(1): 52.

Q. Gong, R. Nétzel, H.P. Schonherr and K.H. PI&2gp@) Physica B3(2-4): 1176.

C. Heyn (2001) Phys. Rev.@®|(16): 165306.

M. Itoh, G.R. Bell, A.R. Avery, T.S. Jones, B.Ayde and D.D. Vvedensky (1998) Phys.
Rev. Lett.81(3): 633.

P.B. Joyce, T.J. Krzyzewski, G.R. Bell, T.S. JorfesMalik, D. Childs and R. Murray
(2000) Phys. Rev. B2(16): 10891.

K. Kanisawa and H. Yamaguchi (1997) Phys. Reb@19): 12080.

T. Kita, O. Wada, T. Nakayama and M. Murayama (2001%s. Rev. B56(19): 195312.

A. Kley, P. Ruggerone and M. Scheffler (1997) PiR@av. Lett.7926): 5278.

P. Kratzer, E. Penev and M. Scheffler (2002) Applys. A75(1): 79.

P. Kratzer, E. Penev and M. Scheffler (2003) ARpitf. Sci.2161-4): 436.

T.J. Krzyzewski, P.B. Joyce, G.R. Bell and T.S.e®1i2002) Phys. Rev. B6(12):
121307.

T.J. Krzyzewski, P.B. Joyce, G.R. Bell and T.S.ek0(R2003) Surf. Sch32 822.

247



In situ STM Chapter 7

V.P. LaBella, M.R. Krause, Z. Ding and P.M. Thibg@005) Surf. Sci. Re0(1-4): 1.

J.G. LePage, M. Alouani, D.L. Dorsey, J.W. Wilkiaxsd P.E. Blochl (1998) Phys. Rev.
B. 58(3): 1499.

M.A. Migliorato, A.G. Cullis, M. Fearn and J.H. Sefson (2002) Phys. Rev. &5(11):
115316.

A. Ohtake, J. Nakamura, S. Tsukamoto, N. Kogucli An Natori (2002) Phys. Rev.
Lett. 8%(20): 206102.

B.G. Orr, C.W. Snyder and M. Johnson (1991) Reu.I8st. 62(6): 1400.

A. Ouerghi, A. Cavanna, D. Martrou, Y. Garreau 8dEtienne (2008) Surf. S&029):
1631.

E. Penev, S. Stojkogj P. Kratzer and M. Scheffler (2004) Phys. Rev9811): 115335.

T.R. Ramachandran, R. Heitz, P. Chen and A. Madh@@®7a) Appl. Phys. LetZ.0(5):
640.

T.R. Ramachandran, R. Heitz, N.P. Kobayashi, A.blaje, W. Yu, P. Chen and A.
Madhukar (1997b) J. Cryst. Grow75 216.

S. Tsukamoto, G.R. Bell and Y. Arakawa (2006) Mi&ilec. J.37(12): 1498.

S. Tsukamoto and N. Koguchi (1999) J. Cryst. Gr29i.-202 118.

S. Tsukamoto, M. Pristovsek, B.G. Orr, A. OhtakeRGBell and N. Koguchi (2002)
arXiv:physics/0202013v1.

T. Walther, A.G. Cullis, D.J. Norris and M. Hopkors (2001) Phys. Rev. LetB6(11):
2381.

Z.M. Wang and G.J. Salamo (2003) Phys. Re\6#12): 125324.

H. Yang, V.P. Labella, D.W. Bullock and P.M. Thilma¢l999) J. Vac. Sci. & Tech. B
17(4): 1778.

248



Conclusions and Future Work Chapter 8

Chapter 8: Conclusions and Future Work

8.1 Summary and Conclusions

The first stage of this work involved developingratotype apparatus into an operational
MBSTM. Integrating MBE into a pre-existing STM sgst necessitated addressing the
problems of sample heating and source operatiampaheating concerns the ability to
supply repeatable and accurate sample heating esgwmith high stability in order to
accommodate STM imaging. Source operation reqloresheat e-beam cells in order to
further perpetuate a stable sample temperature.

In addition, the integration of MBE into an STMssgm requires the inclusion of
anin vacuoMBE system to prepare high-quality substratestdrsequent STM analysis.
The e-beam sources have a maximum 0.75cc capaaitly can, therefore, only
accommodate short growth cycles and low deposiates.

Chapter 4 explored the use of samples as resistors in atdireating (DH)
methodology to facilitate sample heating. Howevée ttemperature spikes and
instabilities that are inherent to the method pdodetrimental to the 111-V group MBE
operation. The rapid quenching potential of DH was relevant to the current study
intended to obtain stable temperatures in the SHeimber, hence an overview was
carried out solely for the purpose of comparisothtopreferred PBNRH method.

Chapter 5 concerned the fabrication of tunnelling tips fofM The work
focused on DC in-solution etching with the intentiof optimising a two-step procedure
from tip production. The initial etching step idéied numerous parameters that had
interrelated effects on the etching procedure. fiSitte parameter variations were used to
identify conclusively a parameter set that couldatireely produce < 10 nm ROC tips with
>90 % success. The later cleaning and oxide renfogaked onn vacuoannealing. The
operation of e-beam heaters below the electron-bodmbent melting point of the tips
allowed efficient oxide removal to be realised. Teulting tips were proven to yield

atomic resolution.
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Chapter 6 provided a progression from chapters 4 and 5, siyating the
suitability of PBNRH and DH for GaAs sample prepgiama The work focused on the
production of a flat, low defect surface suitalide $TM observations. Both “clean-up”
and “quenching” techniques were investigated tolaeptheir impact on the resultant
growth surface. Classic oxide desorption at 580wW& compared to the relatively
undocumented Ga desorption technigque from 450 @0°&2 Results from STM pre- and
post-buffer layer growth indicated that the Ga deson technique largely eliminated the
occurrence of micro-pits that represent damagehéocteaned surface. Ga desorption
requires precise flux calibrations and adatom éejivin order to perfectly compensate
the oxide layer. Performing oxide removal at 520ut@er a Ga flux allows the clean up
point to be accurately determined by RHEED traossi

After clean-up, buffer layer growth proceeded wath emphasis to produce low-
defect upper surfaces with bofl2(2 x 4) and c(4 x 4) reconstruction. Compensation
cooling on the PBNRH sample plate proved adequeat®ih cases. Temperature-power
characteristics for this methodology proved regdatand reliable.

Chapter 7 consisted of a culmination of the previous chaptier realise the
operation of MBE in the STM chamber. A step-wisgstematic approach to source
operation and high-temperature STM identified arcleath for progression toward the
ultimate aim of concurrent MBE-STM operation.

The final results came in three stages. Initiaflgble imaging conditions were
ascertained in terms of both tunnelling and the@ameconstruction. Next the first major
achievement of the work involved successful imagighe As-rich temperature stable
B2(2 x 4) reconstruction undergoing a transitionarmah As flux to become an As-rich
temperature stable c(4 x 4) structure. The recoastn formed both above and below
the original (2 x 4) and as a result a degree wghening occurred.

This proved that simultaneous MBE and STM can érdopmed within the STM
chamber. The final step involved applying both gréill and V sources during imaging.
The resulting experiment followed the GaAs (2 X |4 x 4) surface being overgrown
with a (n % 3) InAs epilayer. The surface followadumber of transitions involving 2D

island growth, reconstruction induced roughenimgemtrant 3D islands and finally QD
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growth. A degree of tip shadowing retarded growtigugh it was evident that the
fundamental dynamics of MBE growth still hold.

The successful operation of this new merger olirtelogies has opened up an
exciting avenue for future exploration of IlI-V s@wnductor growth dynamics.
Establishing the technology in this work has preddhe first step towards achieving a

much better understanding of IlI-V surface science.

8.2 Future Work

The apparatus is fully operational, however thelkexaeam sources are only sufficient
for short growth cycles between openings, espgciaith a need to have the As
overpressure some ten times greater than the dtbapurce. It would be desirable to
provide a larger As source for operation in the SA¥the time of writing, however, no

such sources were available on the market.

With regard to the group Il e-beam source in &1éVl, there is clearly a need to
operate with both Ga and In. However with only aghk® port available, only a single
element can be deposited at any given time. Todht it may be useful to begin to
utilise the triple source mentioned tDhapter 3. However with the small crucible
charges of 0.2 cc this may be unfeasible for Ig#dwth operation.

Even without these additional features, the MBST&Mprimed to perform a
number of attractive experiments, which could beied out for the first time in real
time. In the first instance these would involve a&pon of group Il Ga, In and Al onto
GaAs(001)-(2 x 4) and GaAs(001)-c(4 x 4) to bettederstand the effects of strain on
reconstructions and incorporation. Of particulatetiast is the InGaAs ternary (n x 3)
reconstruction which precedes QD growth, a bettefetstanding of the reconstruction
could lead to knew knowledge in QD nucleation meatg Additionally an atomic scale
investigation into the storage sites for In immeelia prior to the S-K transition could
provide a definitive insight into the mechanicstioé 2D to 3D transition. In a similar
manner group V As, Sb and Bi can be deposited antpared to understand how strain

affects group V incorporation.
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Single elemental source deposition onto otherased IlI-V and IV surfaces
would be the next logical extension. MBSTM examimrabf anti-phase domains (APDs)
on polar/non-polar IlI-V/IV systems could be invgsted, with an aim to observe and
eliminate APD formation. The stability of Ge andaihigh temperatures lend them well
to high temperature STM observation, especiallyceomng adsorption and desorption of
I1I-V species.

Dual source MBSTM deposition with both group IHdaV can be used in both
homo- and hetero-epitaxial systems. The growth @A€GaAs(001) (2 x 4) and
c(4 x 4), with particular attention to island fortioa and Ga incorporation in the two
reconstructions would be fundamental in understameépi-layer growth. With regard to
homo-epitaxy, the InAs/GaAs(001) work performedQhapter 7 relates to small 3D
island stability and WL formation at low resolutio@ther InAs/GaAs(001) studies
involving QD nucleation, accretion zones, ripenirggpping and self-assembly are
unexplored by MBSTM. Other systems, including G&&#s and GaBi/GaAs would
also prove exciting material systems.

The MBSTM performed irChapter 7, followed moderate temperature ranges
from 300 - 410 °C, using samples heated without flag before high temperature
scanning proceeded. For more realistic growth ofasens, temperatures from
400 - 600 °C should be utilised, with As overpressihroughout the heating cycle and
during scanning. However such studies would depleteAs source much more swiftly.

The e-beam sources can be used for all 1ll-V dépasin the STM chamber,
however the system would require a substantialagegto deposit those materials in the
MBE chamber. Ge is particularly required when ciegrand preparing Ge substrates,
due to the damage induced by oxide removal.

The Ga oxide desorption experiment@hfapter 6 can be extended along two
avenues. Fundamentally, the whole experiment capeb®rmed in the STM chamber
with a Ga e-beam source. This would enable rea t8"M observation of the oxide
desorption process. Further the clean-up techniqnebe used to create planar surfaces
after oxide removal allowing e-beam lithographytgated samples to be used for a
number of select site QD experiments.
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MBSTM is a powerful tool for observing semicondarcgrowth in real time.
Additional cross section techniques, such as TEM #8TM provide complimentary
analysis, especially involving post-growth annegleffects. A broad, combined study
incorporating multiple analysis techniques is neagg to increase understanding of
growth processes and atomic resolution MBSTM isartye a key element for

fundamental surface science studies.
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