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Abstract

The current energy consumption of the worlds population relies heavily on fos-
sil fuels. Unfortunately, the consumption of fossil fuels not only results in the
emission of greenhouse gases which have deleterious effect on the envrionment
but also the fossil fuel reserve is limited. Therefore, it is the need of the hour
to search for environmentally benign renewable energy resources. The biggest
source of the renewable energy is our sun and the immense energy it provides
can be used to power the whole planet. However, an efficient way to harvest
the solar energy to meet all the energy demand has not been realized yet.

A promising way to utilize the solar energy is the photon assisted water
splitting. The process involves the absorption of sunlight with a semiconduct-
ing material (or a photoabsorber) and the generated electron-hole pair can be
used to produce hydrogen by splitting the water. However, a single material
cannot accomplish the whole process of the hydrogen evolution. In order do
so, a material should be able to absorb the sunlight and generate the electron-
hole pairs and evolve hydrogen at the cathode and oxygen at anode using the
generated electron and hole respectively.

This thesis using first-principle calculations explores materials for the light
absorption with the bandgap, band edge positions and the stability in aqueous
conditions as descriptors. This strategy results in a handful of materials which
can act as good photoabsorbers for the water splitting reaction. Additionally,
strategies to tune the bandgap for different applications is also explored. To
carry out the cathode reaction, two-dimensional metal dichalcogenides and ox-
ides are explored with a suggestion of few potential candidates for the hydrogen
evolution reaction.

The thermodynamics of all the above process requires an accurate descrip-
tion of the energies with the first-principle calculations. Therefore, along this
line the accuracy and predictability of the Meta-Generalized Gradient Approx-
imation functional with Bayesian error estimation is also assessed.






Resumé

Jordens befolkning er i dag fuldsteendig atheengig af fossile braendstoffer for
at producere den ngdvendige energi. Denne afhsengighed er meget uforde-
lagtig, idet lageret af tilgeengelige fossile braendstoffer er steerkt begraenset sam-
tidigt med, at afbraendingen af fossile breendstoffer producerer klimaskadelige
drivhusgasser. Det er derfor ngdvendigt, at finde miljgsikre vedvarende en-
ergikilder. Den storste tilgeengelige vedvarende energikilde er solen, hvis en-
ergiudladning er stor nok til at dakke hele vores planets energiforbrug. Dog
mangler vi stadigveek en made hvorpa solenergien kan hgstes effektivt.

En lovende metode til at opfange solenergi er foton-assisteret vandspaltning.
Denne metode indbefatter et halvleder-materiale, der absorberer en foton
hvilket genererer et elektron-hul par, som kan bruges til at producere brint
via vandspaltning. Det er dog umuligt for et enkelt materiale, at sta for hele
den foton-assisterede vandspaltnings proces. For at muligggre processen er
det ngdvendigt bade at have et foton-absorberende materiale, der absorberer
sollyset og genererer elektron-hul parret, et anodemateriale, der faciliterer il-
tudvindingsdelen af vandspaltning ved hjeelp af det genererede hul, samt et
katodemateriale, som anvender den genererede elektron til at udvikle brint.

I denne afhandling anvendes fgrste princip beregninger til at finde foton-
absorberende materialer, hvor materialernes bandgab, placering af bandkan-
ten samt materialernes stabilitet i vand bruges som deskriptorer. Ved brug
af denne strategi identificeres en handfuld foton-absorberende materialer, som
veerende velegnede til brug i foton-assisteret vandspaltning. Derudover under-
sgges flere muligheder for at optimere et materiales bandgab til brug i forskel-
lige sammenheenge. En rackke todimensionale metaldichalkogener og metalox-
ider undersgges til brug som katodematerialer, og flere potentielt brugbare
kandidater praesenteres.

Det er ngdvendigt at bruge metoder, der giver akkurate forste princip energier,
for korrekt at beskrive termodynamikken i alle de ovenfor nsevnte processer.
Derfor undersgges praecisionen af funktionalet med Meta-Generaliseret Gradi-
ent Approksimation baseret Bayesiansk fejl-estimation.






List of papers

e Heats of Formation of Folids with Error Estimation: The mBEEF Func-
tional with and without Fitted Reference Energies M. Pandey and K.
W. Jacobsen, Physical Review B 91 (23), 235201 (2015)

e Two-Dimensional Metal Dichalcogenides and Oxides for Hydrogen Evo-
lution: A Computational Screening Approach M. Pandey, A. Vojvodic,
K. S. Thygesen and K. W. Jacobsen, The Journal of Physical Chemistry
Letters 6 (9), 1577-1585 (2015)

e New Light-Harvesting Materials Using Accurate and Efficient Bandgap
Calculations I. E. Castelli, F. Hiiser, M. Pandey, H. Li, K. S. Thygesen,
B. Seger, A. Jain, K. A. Persson, G. Ceder and K. W. Jacobsen, Ad-
vanced Energy Materials 5 (2) (2015)

e Band-gap Engineering of Functional Perovskites Through Quantum Con-
finement and Tunneling I. E. Castelli, M. Pandey, K. S. Thygesen and
K. W. Jacobsen, Physical Review B 91 (16), 165309 (2015)






Contents

1

2 'Theory] 4
2.1 Schrodinger kEquation| . . . . . ... ..o 4
2.1.1  Adiabatic and Born-Oppenheimer approximation| . . . . 5

2.2 Density Functional Theory: An Introduction| . . .. ... ... 6
[2.2.1  Local (Spin) Density Approximation (L(S)DA) and Gen- |

| eralized Gradient Approximation (GGA)[ . .. ... .. 7
2.3 Calculation of Bandgaps with DEL]. . . . . . . . . . . ... .. 8
[2.3.1 A Brief Introduction to the Hybrid Functionals| . . . . . 9

2.4 Tmplementation of DFT in the GPAW (Grid-based Projector |

| Augmented Wave) code| . . . . ... .o Lo 11
1 ion to the PAW Methodl . . . . . . .. 11

3 _Heats of Formation of the Solids| 13
B.1 Introductionl. . . . . . .. .. ... 13
3.2  Calculation of the heats of formation without the fitting| . . . . 14
3.3 Calculation of the heats of formation with the fittingl . . . . . . 15
3.4 Outliers in the difterent predictions|. . . . . . . . . . ... ... 17
3.5 True versus predicted error in the mBEEF functional|. . . . . . 20
8.6 Cross validation|. . . . . . ... .. .. L Lo 20
B.7 Conclusionl . . .. ... . .. .. o 22

4 Hydrogen Evolution from Two-Dimensional Materials| 25
4.1 Introductionl. . . . . . . . . ... 25
4.2 Details of the atomic structurel . . . . . . ... ... ... ... 26
4.3 Stability with respect to the standard states|. . . . . . ... .. 29
4.4 Adsorption of hydrogen on the basal planes| . . . . . . ... .. 29

xi



[5 Materials for Light Absorption| 42
BI _Tntroductionl. . . . . . . . . . ... 42
[5.2  Mechanism of photoelectrochemical water splitting] . . . . . . . 43
5.3 ifferent methods for the bandgap calculation|. . . . . . . . .. 44
p.4  Candidates for photoelectrochemical water splittingl . . . . . . 46
5.5 Bandgap engineering ot functional perovskites|. . . . . . . . .. 49
B6 Conclusionl . . ... ... .. . .. ... 57

6 Irends in Stability and Bandgaps of Binary Compounds in |

| Different Crystal Structures| 58
[61 Tntroductionl. . . . . . . . . . . . ... 58
0.2 Results and Discussionsl . . . . . . . . . .. ... ... ... 59
6.3 Conclusionl . . ... ... .. ... ... ... . 70

[f_Final Remarks| 71

Bibliograp 72

Papers 82



Chapter 1

Introduction

Chemical fuels are the most widely used energy resource due to their high en-
ergy density and ease of availability. Additionally, storing chemical fuels and
transferring them from one place to another is easier e.g. through pipelines.
Therefore, all the above factors made society heavily dependent on them for its
energy consumption which is increasing every year. Eventually, the increasing
consumption of fossil fuels is leading to increased greenhouse gas emissions.
For example, the global CO2 emission in 2001 was approximately 24.07 giga-
ton/year (Gt/yr) which is projected to increase to 40.3 Gt/yr by 2050 and
48.8 Gt/yr by the end of 2100 [I]. An increase in CO2 emission by almost
two times in the next three decades will pose a serious threat to the environ-
ment. Additionally, the availability of the fossil fuels will also become scarce at
some point. Therefore, it is the need of the hour to search for environmentally
benign and abundant renewable energy resources.

Renewable energy sources e.g. wind energy, hydro-electricity, solar thermal
conversion, solar electricity, solar fuels etc. may serve as viable alternatives to
the fossil fuels [2]. Among all renewable energy resources, the biggest source
of the renewable energy is our sun and the immense energy it provides can be
used to power the whole planet. However, we are very far from realizing the
dream of being completely dependent on the sun for our energy requirements.
The challenge lies in utilizing the solar energy in an efficient and economical
way [I,2]. However, concerted and continuous efforts by theoreticians and ex-
perimentalists are being put in order to overcome these challenges. Figure [I.1]
shows a model of the workflow for the materials design with mutual feedback
of the experimentalists and theoreticians.
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Figure 1.1: Concerted effort of experimentalists and theoreticians. The mu-
tual feedback from each other leads to an efficient materials design and un-
derstanding of a given physical/chemical process. Image courtesy: SUNCAT
(http://suncat.stanford.edu).

Among many possible ways to utilize solar energy one of the most promis-
ing ways is to harvest the solar energy for the photon assisted water splitting.
The process proceeds via absorption of sunlight with a semiconducting mate-
rial and the generated electron-hole pairs can be used to produce hydrogen by
splitting the water [3]. Unfortunately, the process is not as simple as it sounds
and the main challenge lies in finding a material which can accomplish the
whole process of hydrogen evolution efficiently. In order to do so, a material
should be able to absorb the sunlight to generate electron-hole pairs and evolve
hydrogen at cathode and oxygen at anode using the generated electron and
hole respectively. All these criteria are hard to meet by a single material. An
additional constraint is also imposed by the abundance and toxicity of differ-
ent elements going in the workflow of materials design [4]. Because of all the
complications involved, even after decades of explorations for a suitable ma-
terial for photoelectrochemical watersplitting, the best material has not been



found. Additionally, due to limited resources and time a large materials space
makes it intractable to find a material experimentally which can carry out the
above process. On the other hand, the quantum mechanical calculations on
large number of materials can be done with relatively less resources and time.
Therefore, inputs are required from the quantum mechanical calculations to
accelerate the process of materials design.

This thesis, using first-principle calculations, explores materials for the
light absorption using the bandgap, band edge positions and the stability in
aqueous conditions as descriptors. This strategy results in handful of mate-
rials which can act as good photoabsorbers for the water splitting reaction.
Additionally, strategies to tune the bandgap for different applications is also
explored. To carry out the cathode reaction, two-dimensional metal dichalco-
genides and oxides are explored with suggestion of few potential candidates
for the hydrogen evolution reaction.

The thermodynamics of all the above processes requires an accurate de-
scription of the energies with first-principle calculations. Therefore, along this
line the accuracy and predictability of the Meta-Generalized Gradient Approx-
imation functional with Bayesian error estimation is also assessed.



Chapter 2

Theory

In this chapter a brief description of the electronic structure method is pre-
sented. An introduction to the Density Functional Theory (DFT) and the
approximations used for the calculations of the energies and the bandgaps is
discussed. A condensed overview of the practicalities of the electronic structure
calculations is also presented.

2.1 Schrodinger Equation

A complete quantum mechanical description of a system requires the knowl-
edge of an abstract object called the wavefunction. In principle, the wave-
function can be obtained by solving the time dependent Schrédinger equation
which can be written as [5]:
. o|¥)
ih T H|D), (2.1)
where |¥) and H are the wavefunction and the Hamiltonian of the system
respectively. The Hamiltonian holds the information of the total energy of
the system that is conserved for a time independent potential. Hence, the
stationary state solution to the Schrédinger equation will be a product of the
time dependent phase and a time independent part which is nothing but the
eigenfunction of the Hamiltonian. Therefore, calculating the stationary state
of the Hamiltonian is central to the time independent description of a system.
Since our interest lies in understanding the physical and chemical properties
of materials which are governed by the electrons in time independent potential
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in most of the cases, it is relevant to consider the time independent Schrédinger
equation. The time independent Schrodinger equation in the position basis can
be written as [6]:

HU(r, R) = E(r, R)¥(r, R), (2.2)

where E(r, R) is the eigenvalue of the Hamiltonian of the system and r and
R represent the electronic and nuclear coordinates. In an expanded form the
Hamiltonian can be written as:

N p2 tLR2 2 XX 7z
H=-3ovi-Y v Oy Y Ah (2.3)
=1 < i=1 < 1=1 741 J
2 n n 1 N n 7
T ) S D) e
i=1g#i ¢ 7 I=1i=1 ‘

where first and second term on the right hand side represent the kinetic
energy of the nuclei and electrons respectively, third term corresponds to
the nuclear-nuclear Coulomb interaction, fourth term represents the electron-
electron Coulomb interaction and the last term is Coulomb interaction between
the electrons and nuclei.

Unfortunately, the eigenvalues and eigenfunctions of the full Hamiltonian
with coupled electronic and nuclear degrees of freedom can only be obtained
for very few simple systems. Therefore, approximations are needed to make
the electronic structure problem tractable.

2.1.1 Adiabatic and Born-Oppenheimer approximation

One of the commonly used approximation to decouple the nuclear and elec-
tronic degrees of freedom is the adiabatic approximation. It is based on the
fact that the ratio of of the mass of the electrons and nuclei is very small,
therefore, the electrons instantaneously adjust their wavefunctions if there is a
dynamical evolution of the nuclear wavefunctions. In other words, due to the
sluggish dynamics of the nuclear wavefunction the electrons are always in a
stationary state of the Hamiltonian with the instantaneous nuclear potential.
The wavefunction of the system within the adiabatic approximation can be
written as [6]:

U(R,r,t) = 0,(R,1)D, (R, 1), (2.4)

where n denotes the n'* adiabatic state of the electrons, ©,,(R,t) represents
the nuclear wavefunction and ®,,(R,r) denotes the electronic wavefunction.



In the above ansatz, the dependence of electronic wavefunction on the nu-
clear coordinates gives a correction for the electronic eigenvalues of the order
m/M (which comes from applying the kinetic energy operator of the nuclei on
the electronic wavefunctions). The small correction of the order m/M when
included results to the adiabatic approximation and when neglected gives the
so called Born-Oppenheimer approximation. The Born-Oppenheimer approx-
imation results in an electronic Schrodinger equation Hamiltonian which can
be written as [6]:

n

}Al_ n h2 V2 62 n o n 1 2N ZI
6_—;2777% i+5zzri—rj_ez |R[—I‘i|.

i=1 j£i I=1i=1

The above approximation simplifies the electronic problem significantly but not
sufficiently to make it tractable for complex systems. The complexity mainly
arises from the electron-electron interaction term in the electronic Hamilto-
nian. Density functional theory (DFT) which is discussed in the next section
provides an elegant way to solve the electronic structure problem of complex
electronic systems.

2.2 Density Functional Theory: An Introduc-
tion

The density functional theory came into being from the two theorems by Ho-
henberg and Kohn which are [7]:

Theorem 1: The electronic density uniquely determines the external poten-
tial up to a trivial additive constant.

Theorem 2: The ground state energy of an electron system is a universal
functional of the ground state electronic density.

Above theorems make it possible to map an interacting system to a non-
interacting electron system with the same electronic density leading to so called
Kohn-Sham equations. The non-interacting electron system is much easier to
solve since the wavefunction of the system factorizes. The mapping signifi-
cantly simplifies the electronic structure problem since the electronic density
which is dependendent only on three coordinates becomes the central object as
opposed to the wavefunction in the Schrédinger equation which has 3N degrees
of freedom. The potential which enters the independent particle Hamiltonian
can be derived from the total energy of the system if one knows how the en-
ergy depends on the electronic density. Kohn-Sham equation for independent



particles can be written as:

1 5 n(r

{37 4o+ [@r L o pot) —ao). @9
The first term denotes the kinetic energy operator, second term is the external
potential which typically comes from nuclei, third term is the Hartree potential
and v,.[n](r) represents the exchange-correlation potential which arises from
the antisymmetric and many body nature of the wavefunction. The exchage-
correlation potential v,.[n](r) entering the Kohn-Sham equation can be written
as:

o
~ on(r)

Vge[n](r) . (2.6)
Up to this point no approximations in the Kohn-Sham system has been made,
therefore, the formalism in principle is exact. But our ignorance about the ex-
act form of F,. demands approximations to calculate the ground state proper-
ties of the system hence deviating us from exactness. Fortunately, the approx-
imations for the exchange-correlation energy make the quantum mechanical
treatement of complex materials tractable with a reasonable accuracy. Few of
the well know approximations are the local density approximation (LDA) [8§],
the generalized gradient approximation (GGA) [9], and hybrid functionals e.g.
HSE06 [I0, [I1]. A brief overview of the different approximations is given in
the following subsection.

2.2.1 Local (Spin) Density Approximation (L(S)DA) and
Generalized Gradient Approximation (GGA)

The local density approximation is the first approximation employed in the
density functional theory. It is built using the free electron gas as a model
system, and is therefore expected to perform well for systems with reasonably
homogeneous charge density. Since its inception it has been widely used and
has produced remarkable results. The exchange energy density under the
framework of the LDA can be written as:

1/3
ex ()P4 = -2 (f;) n(e)!/?. (2.7)

The correlation part has been derived from quantum Monte Carlo calculations
and can be found in Ref. [6]. Despite being quite succesful LDA occasionally
performs badly especially for the systems having very inhomogeneous charge



density. One might conclude that this behavior arises due to the local nature
of the functional. Therefore, a natural way to improve over LDA is to include
the gradients of density in the energy functional. The generalized gradient
approximation provides such a framework to improve over the LDA functional
by an inclusion of the density gradients. The most commonly used functional
under the GGA framework is known as PBE functional named after its de-
velopers [9]. In the PBE functional the exchange energy density of the LDA
is augmented by an enhancement factor which depends on the density and its
gradient. The PBE exchange energy can be expressed as:

EGGA = /d37"eX(n(I‘))LDAFX(s)7 (2.8)

where F'x (s) denotes the exchange enhancement factor with s = |Vn(r)]/2kpn(r).
One of the crucial property that the enhancement factor should have is that
in the limit of very small s it should behave in a way that the PBE exchange
energy approaches the exchange energy with the LSDA. Keeping this in mind
the following expression for Fx(s) has been proposed:

K

Fx(s)=1+4k— — "
x(s) e 14+ ps?/k

(2.9)

The inclusion of the exchange enhancement factor in the exchange energy
showed significant improvement over the LDA functionals for the systems with
significantly varying charge density. Since then the PBE functional has been
one of the most widely used functional in electronic structure problems.

2.3 Calculation of Bandgaps with DFT

Despite being quite successful in the prediction of ground state properties of
real materials, Kohn-Sham DFT (KS-DFT) has some drawabacks [12]. One
of the most commonly known problem with KS-DFT is the systematic un-
derestimation of bandgaps [I3]. Over the years, numerous studies have been
performed in order to have an understanding of the bandgap problem and at
the same time finding its solution. A very thorough study to understand the
different sources of the errors in the bandgap prediction has been done in the
Ref. [13]. For example, depending on the convexity (concavity) of the func-
tional between the integer particle number, localization (delocalization) leads
to too high (low) bandgap predictions for the periodic systems. Therefore, it
would be desirable to include an additional localization effect in the concave



functionals (like LDA) whereas employing a delocalization effect in the convex
functionals would improve the bandgap predictions.

As explained in Ref. [13] the energy in LDA like functional behave linearly
between integer points in periodic systems. Therefore one would expect it to
give correct bandgaps. But, the linear behavior has wrong slopes due to which
it systematically underestimates the bandgap. To account for the incorrect
slopes the correction in the derivative discontinuity can be applied leading
to improved prediction of the bandgap. One such functional is the GLLB-SC
functional which includes an explicit calculation of the derivative discontinuity.
The details of the functional can be found in Ref. [14} [15].

The other method to improve over the LDA/GGA functionals is to incor-
porate a fraction of Hartree-Fock exchange (or exact exchange) which has a
convex behavior. Thus, the Hartree-Fock exchange when added in an appro-
priate fraction in the LDA exchange gives a reasonable behavior between the
integer points of the particle number. Generally, the LDA/GGA functionals
having a fraction of exact exchange are called hybrid functionals. Most com-
monly used hybrid functionals in condensed matter systems are PBEO and
HSE03/HSEO06 [10) 1T}, 16} I7]. A brief introduction to the HSE functional
will be provided here since its implementation in GPAW was carried out as a
part of this thesis.

2.3.1 A Brief Introduction to the Hybrid Functionals

The PBEO or HSE functionals have 25 % of exact exchange (at least that is
how it started) mixed with 75 % of GGA exchange. The exchange correlation
energy in the PBEO functional can be written as:

EFPBEC — 025 EHY 4 0.75EPBE  EPBE, (2.10)

The (1 /|r — 7'|) dependence of HF exchange gives rise to a singularity at r =
r’( or g = ¢ in reciprocal space). Therefore, it is essential to get rid of the
singularity to prevent divergence. Additionally, a very high density of k-points
is required to resolve the interaction near the singularity.

The singularity problem has been remedied in the HSE functionals by hav-
ing an additional term which prevents the exchange term from diverging. The
HSE functional has many commonalities with the PBEO functionals. How-
ever, in the HSE functional the exchange is screened by a screening parameter
as opposed to the PBEO functional which has a bare (or unscreened) exact
exchange. The exchange interaction in the HSE is divided into a short range
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and a long range part using the error function and can be written as:

1 _ erfe(wr) n erf(wr)

r r r

(2.11)

The above expression shows how the splitting of the exchange interaction is
achieved. The first term on the right hand side denotes the short range (SR)
exact exchange whereas the second terms denotes the long range (LR) ex-
change interaction. The strength of the screening is decided by the value
of the parameter w. The final expression for the exchange energy after the
splitting can be written as:

EFSE = 025 SR () 4+ 0.25 EFFER () 4 0.75 EPPESE ()
+EPBELR () — 025 EPBELE (), (2.12)
It turns out that for a range of w values pertinent for real physical systems, the

EHELE(4) term cancels the — EFBE-LE () term. Thus the reduced equation
for exchange-correlation energy is:

EHSE — 025 FHESE () 1 0.75 EDBESE () 4 EPBELR () 4 EPBE (213)

From the above equation we can see that the exchange energy has two parts,
one is screened HF exchange and the other is screened GGA exchange. The

expression for screened exact exchange in the plane-wave basis can be written
as [18]:

Vi(G,G) = (k + G|V, |k + G*)
4re?
) ZQwaqm
mq

’ _ G”)Cqm(G . G”)
‘k -q + G”|2

c: (G
<y Gl
G77
x (1 — elk-a + G7I*/4w%y (2.14)

In the above equation we can see that the exchange term does not have a
singularity at [k -q + G”| = 0. In the HSE06 functional the optimized value
of the parameter w is 0.11 a; ' (where ag is the Bohr radius). The current
implementation of HSE in GPAW is non self-consistent in which the GGA and
HF exchange interactions are calculated with PBE calculated ground state
density and wavefunctions.
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2.4 Implementation of DFT in the GPAW (Grid-
based Projector Augmented Wave) code

The first step in a practical implementation of DFT is choosing a basis for
the expansion of the wavefunctions. There are wide variety of bases and one
is preferred over the other depending on the kind of the calculations. In the
current version GPAW has plane wave, grid and linear combination of atomic
orbitals (LCAOQ) as basis sets [I9} [20]. In principle, one can solve the all elec-
tron problem without making any approximation for the core electrons, but
that is not usually the case. Since for most of the applications the valence elec-
trons govern the behavior of materials, its desirable to make approximations
for the core electrons in order to make the calculations computationally less
demanding. Many codes use pseudopotential in which the core electrons act
as mere spectators and provide an effective potential to the valence electrons
[2I]. One of the drawbacks of the pseudopotential method is that one com-
pletely looses the information of the core electrons which might be required in
few cases. In order to circumvent this issue with the pseudopotentials, Blochl
proposed the projector augmented wave (PAW) method [22].

2.4.1 A Brief Introduction to the PAW Method

The oscillatory behavior of the wavefunctions in the core regions requires large
number of basis functions for the expansion, therefore, making the calculations
computationally demanding. In the Blochl formalism a linear transformation
is applied to an auxilliary smooth wavefunction in order to obtain the full all
electron Kohn-Sham (KS) wavefunction. The operation can be written as [23]:

[¥n) = Tbn), (2.15)

where |¢,) and |1ﬁn> are the true and auxilliary wavefunctions respectively.
One of the properties required by the transformation operator is that it should
not affect the wavefunction outside a given cutoff radius. The above require-
ment is due the similar nature of the true wavefunction and the auxilliary
wavefunction outside the cutoff radius. Therefore 7 can be written as:

T=I1+> T (2.16)

a denotes the atom index and with the expression above the 7% does not have
any effect outside the cutoff radius. The true wavefunction inside the augmen-
tation sphere can be expanded in terms of the partial waves and the partial
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waves can be be obtained by the application of the transformation operator
on the auxilliary smooth partial waves. The above steps along with the com-
pleteness of the smooth partial waves give the expression of the transformation
operator which then can be used to get the full KS wavefunction. Thus, by
the this approach one always have the access to the full wavefunction.



Chapter 3

Heats of Formation of the
Solids

3.1 Introduction

In the last chapter a brief description about the density functional theory
(DFT) was provided with a short introduction to the different functionals and
their accuracy. In this chapter, one of the application of DFT is looked at
i.e. the calculation of heats of formation of the solid compounds with different
functionals particularly focussing on the accuracy of their predictions.

The accuracy of the energetics of a thermodynamic process obtained with
the different functionals depends on the fortuituous cancellation of errors.
However, if the nature of species on the different side of a reaction differs
significantly then the cancellation of errors may not be complete thus leading
to an inaccurate energetics. For example, one of the most basic reaction is the
formation of the solids from the elements in their reference state. In this case
the chemical environment of the solid formed is very different from the chem-
ical environment of the elemental phases. In cases like these the cancellation
of errors may not be complete thus ending up giving inaccurate results [24].
The same reason renders standard LDA/GGA to give the heat of formation of
the solids deviating from experiments by ~0.25 eV per atom [25]. Therefore,
large errors in the prediction of the heats of formation may not be appropriate
in situations like large scale screening of materials where thermodynamic sta-
bility is one of the main criterion for the existence of the compounds [26], 27].
Hence, in order to get greater accuracy higher level methods are required. On

13
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the other hand, most of the higher level methods are computationally quite
expensive and cannot be used for large scale computations.

Recently a method has been proposed by Stevanovic et al. which uses the
experimental heats of formation and DFT total energies to fit the elemental
reference energies in order get better prediction for the standard heats of for-
mation [28, 25]. In the work by Stevanovic et al. DFT+U [29] has been used
with non-zero U for the transition metals. However, in our work we find that
the other functionals like PBE [9], RPBE [30] and TPSS [31], 32, B3}, [34] 35]
give similar prediction as PBE+U after fitting the reference energies. Sur-
prisingly TPSS being a meta-GGA does not improve the prediction and has
similar error as the standard GGA functionals. But, the recently developed
Bayesian error estimation meta-GGA functional known as mBEEF improves
the predictions significantly. Additionally, it provides the uncertainties in the
formation energies as well thus giving the information of the trust radius of
the results. The details of the mBEEF functional can be found in the Ref.
[36].

3.2 Calculation of the heats of formation with-
out the fitting

The heat of formation of a solid calculated with DFT can be written as:
AHPFT (A, Bpo..) = E(Ap Bpa..) — Spid, (3.1)

where E(Ap1 Bys..) indicates the total energy of Ay Bps.. calculated with DFT
and the pY denotes the chemical potentials of the elements under standard
conditions calculated with DFT. The entropic and zero point corrections have
been ignored in the expression above.

For the current work, a set of 257 compounds has been selected to com-
pare different functionals for the calculation of heats of formation. Compounds
have been selected to ensure that the space of relevant elements is spanned.
Figure (a), (¢), (e), (g) and (i) show the calculated heats of formation ver-
sus the experimental values for the different functionals. The figure indicates
that the RPBE functional deviates the most from the experimental values,
which is also expected since the functional parameters have been fitted to give
accurate adsorption energies which makes it a bit worse for the prediction of
the bulk properties. Additionally, PBE, PBE4+U and TPSS give similar pre-
dictions thus TPSS despite being meta-GGA does not perform better than
the functionals at the GGA level. Therefore, before any fitting of the experi-
mental values, mBEEF outperforms other functionals in the predictions with
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significantly lower mean absolute error (MAE) and standard deviation (o).
It can also be seen that the experimental values are within the uncertainties
predicted by the mBEEF ensemble.

3.3 Calculation of the heats of formation with
the fitting

As mentioned before, the different chemical environment of the multinary com-
pounds and the reference phases leads to an incomplete error cancellation in
calculating the energy differences i.e. the heats of formation. This behavior
was manifested in the predictions in the previous section which was based on
the DFT reference energies of the elemental phases. Fitted elemental refer-
ence phase energy (FERE) method [25] solves this problem to some extent by
adding corrections to the DFT reference energies. The value of the corrections
is calculated by minimizing the root mean square (RMS) error of the predicted
and the experimental values. The FERE heats of formation can be expressed
as:

AHTERE(A 1 Bps..) = E(Ap1Bpa..)
—Spi (g + 0py), (3.2)

The only difference between the equation above and the equation is the
term duY which denotes the correction to reference energy of the elemental
phase.

As mentioned before, a dataset of 257 compounds has been chosen for
experimental heats of formation, [25] B7] on the other hand, the number of
elements relevant for this work is limited to 62. Therefore, the calculation
of the corrections involves solving an overdetermined set of equations which

can be done by minimizing the RMS error \/Zi(Angpt_ — AHY )2, Few

points have to be kept in mind while fitting the reference energies, for example,
a reasonable size of the dateset should be taken to avoid over- or under-fitting
and the quality of the fit should be validated on a test dataset which has
compounds not used in the fitting procedure.

The calculated heats of formation with the FERE procedure applied to the
different functionals is shown in the Figure[3.1](b), (d), (f), (h) and (j). As can
be seen from the figure, different functionals clearly improve the predictions
when augmented with the FERE procedure. After the fitting procedure is
applied all the functionals give similar predictions with almost same MAE
and o. It is worth noticing that the mBEEF predictions before the fitting
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Figure 3.1: (a), (c), (e), (g) and (i) show the calculated heats of formation
with different functionals. The mean absolute error (MAE) and the standard
deviation (o) of the the difference of the calculated heats of formation and
the experimental values is also shown in the plots. The black line shows the
experimental heat of formation. The figure has been taken from the Paper-1.
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is not too off from the predictions of the other functionals after the fitting.
A possible reason for the better predictions of the mBEEF functional is the
fitting of the parameters of the functional to different experimental dataset [36].
Additionally, the reduced uncertainties in the Figure (j) results from fitting
the ensemble as well to the experimental heats of formation. The individual
heats of formation with the mBEEF functional with and without the fitting is
shown in the Table 1 of the Paper-1.

3.4 Outliers in the different predictions

The statistical quantity ¢ indicates that there must be some predictions which
deviate from the actual value (in the present case, the experimental values)
by more than of the order of o [38] and these predictions are called outliers.
A commonly used measure to call a prediction as an outlier is the value of 20
which puts 95 % confidence in the results lying within the width of 20. Based
on this criterion, outliers selected for different functionals without and with
the FERE are shown in the Table 3.1l and

Table B.1] shows that the PBE and RPBE have common outliers to some
extent whereas the PBE+U, TPSS and the mBEEF functional have none or
very few common outliers. The feature in the Table worth noticing is that
in a few cases all the functionals except mBEEF deviate from the experiments
significantly, for example, in the PBE, RPBE, PBE+U and TPSS, deviation
is as high as 0.85, 0.66, 0.82 and 0.57 eV respectively whereas the maximum
deviation in the mBEEF prediction is 0.41 eV. Therefore, even without the
FERE the mBEEF predictions do not significantly deviate from the experi-
mental values.

Table[3.2]shows the predictions after the fitting procedure has been applied.
As expected the magnitude of the deviation from the experimental heats of
formation decreases after employing the fitting. On the other hand, it can
also be seen from the table that the nature of the outliers significantly changes
after the fitting has been applied which is expected in a fitting model since the
datapoints contributing to large errors get penalized more. Additionally, the
common feature of a large variation in the nature of the outliers before and
after the fitting rules out the possibility of the experimental errors to some
extent and rather puts more weight to the limitations of the functionals.
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Table 3.1: Outliers in the calculations without using the FERE scheme. The compounds exhibiting deviations
of the calculated heats of formation from the experimental values by more than 20 have been identified as
outliers. The values of o for the different functionals are shown in Fig.[3.I] §H denotes the difference between
calculated and experimental heats of formation. Table has been taken from the Paper-1.

PBE SHppp  RPBE SHpppr PBE+U O0Hpppiy  TPSS SHrpgg  WBEEF  6H,,pppr
Al,O3  0.48 Al,O03  0.69 AT, O3 0.48 ATP 0.45 AuFg -0.30
BaS -0.52 FeFy 0.61 BaS -0.52 Baly -0.48 CaFq -0.35
BaO -0.47 FeO 0.60 BaO -0.47 BiBr3 -0.51 CdFg -0.34
FeFg 0.61 GaN 0.57 Crs -0.82 Cas 0.48 CugSe 0.31
FeO 0.49 HfOq 0.65 CrF3 -0.47 FeFo 0.57 FeSe 0.35
Gas 0.45 NiFy 0.66 Cry03 -0.75 GaP 0.43 GaN 0.33
LaN 0.46 - - GaN 0.42 GagS3  0.44 GagS3 0.37
MnS 0.60 - - GagS3 0.44 NiFg 0.57 Gas 0.41
NiFg 0.85 - - Gas 0.45 PbBrg  -0.45 GeSe 0.37
- - - - GeyOg 0.42 SrBrg -0.49 GeyOg 0.29
- - - - MnS -0.48 Srlp -0.55 NbF5 -0.38
- - - - Mn3Oy -0.42 Zns 0.43 050y -0.30
- - - - VoO3 -0.42 ZrSo 0.47 PbFgy -0.31
- - - - - - - - SnOg 0.28

- - - - - - - - TiN -0.30
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3.5 True versus predicted error in the mBEEF
functional

As previously shown in the Figure [3.1] in most of the cases the experimental
values lie within the predicted uncertainties by the mBEEF functional with
slight overestimation (large errorbars) of the predicted errors. However, the
size of uncertainties decreased significantly with the FERE. Therefore, in order
to understand the distribution of error before and after the fitting a histogram
of the true error (AH,,peer - AHggp. and AHE%%%F - AHEmpt_iivided
by the predicted error (oppr and o5EREE) is plotted in the Figure The

histogram is a running average calculated as [38]:

1 J
P(5lwi+zip ) ~ Ny — ) (3.3)
with x; as the statistical quantity plotted in the histogram and an intermediate
value 20 for the parameter J has been chosen.

If the predicted error matches exactly the true error then one would expect
that the distribution would be a Gaussian of unit width (shown in green in
the figure). However, in the Figure this is not the case. As also noticed
before, the tendency of the mBEEF to overestimate the errors in manifested
in the large peak around zero in (a) which renders the mBEEF to have most
of the experimental values lie within the uncertainties.

However, with the FERE the distribution flattens out and becomes closer
to the unit Gaussian implying that the real and the predicted error are close.
The tail in the histogram indicates those cases where the predicted error is
smaller than the actual error. This is a fairly common feature of the ensemble
approach [39].

3.6 Cross validation

As pointed out before, the fitting model should be such that the data is neither
overfitted nor underfitted. Therefore, it is of utmost importance that the
quality of the fit is tested on a dataset (also called as test set) which is not
included in the fitting dataset (also called as training set). A good quality
fit should provide a reasonable prediction on a new dataset. A point worth
noticing in the current fitting scheme is that only binary compounds have
been used in fitting dataset, therefore good predictions are expected for the
new binary compounds. Additionally, reasonable predictions can be expected
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Figure 3.2: (a) shows the histogram of the true error divided by the predicted
error before the fitting (b) shows the histogram of the true error divided by the
predicted error after the fitting. The figure has been taken from the Paper-1.
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for ternary/tertiary compounds only if their chemical environment does not
differ significantly from the compounds used in the fitting procedure. Hence,
a test set containing a mix of binary and ternary compounds has been selected
for the validation of the fitting.

Table B3] and B4] show the heats of formation of the test set without and
with the fitting respectively. The clear decrease in the MAE and o shows the
absence of overfitting. As expected in any regression scheme, the improvement
with the fitted model is not as much as the improvement seen in the training
dataset.

In the test set also, the mBEEF predictions without the fitting has the
same quality as the other functionals with the fitting and the improvement
with the fitting is only moderate in the case of the mBEEF. Therefore, a
reasonable prediction with the mBEEF can be obtained even without using
the fitting with only negligibly increased computational cost as compared to
other GGAs.

3.7 Conclusion

The rapidly growing area of the computational screening of the energy materi-
als requiring reasonable predictions of the stability has led forward this work.
The synergetic use of the DFT total energies and the experimental heats of
formation provides a framework to improve the predictions. Originally, the
scheme was developed for the PBE+U functionals but in this work similar
improvements has been seen for the other functionals like PBE, RPBE, TPSS
and mBEEF as well.

We see that the recently developed mBEEF functional which has been
optimized using variety of experimental dataset gives better predictions as
compared to the other functionals. Additionally, the mBEEF functional also
provides reasonable estimate of the uncertainties in the predictions, the fea-
ture which other functionals used in this work lack. However, the uncertainties
estimated by the mBEEF ensemble is in general overestimated which can fur-
ther be reduced by using the FERE scheme along with the reduction of the
true error as well.

Despite giving improved results FERE scheme has some drawbacks as well.
The corrections are primarily based on nature of the bonding environment in
the training set, therefore, it may not significantly improve the predictions for
the systems differing from the systems used in the training set, for example, in
metal alloys which have significantly different chemical environment than the
semiconductors used in the training set. Therefore, higher level functionals
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Table 3.3: Heats of formation of test dataset with different functionals without
the fitting. All the energies are in eV /atom. Table has been taken from the

Paper-1.

Compound  AHpgpt. AHppg AHrppp AHpppiyu AHrpss AHwmBEEFR
AgNO3 -0.26 -0.40 -0.31 -0.53 -0.47 -0.60 + 0.22
AIPOy -2.99 -2.71 -2.58 -2.71 -2.86 -2.97 + 0.19
BeSOy -2.16 -1.99 -1.83 -1.99 -2.09 -2.19 + 0.16
BiOC1 -1.27 -1.26 111 -1.26 -1.62 -1.26 + 0.16
CdsSOy -1.61 -1.42 -1.27 -1.42 -1.53 -1.59 4 0.17
CuCly -0.76 -0.51 -0.32 -0.70 -0.80 -0.74 + 0.21
TiBrg -1.42 -1.24 -1.23 -1.52 -1.71 -1.37 + 0.08
NaClOy -0.66 -0.54 -0.41 -0.54 -0.67 -0.63 + 0.15
CaSOy -2.48 -2.24 -2.06 -2.24 -2.37 -2.40 + 0.17
CsaS -1.24 -1.01 -0.92 -1.01 -1.47 -1.16 + 0.18
CuWOy -1.91 -1.59 -1.41 -1.76 -1.72 -1.68 + 0.21
PbFy -1.95 -2.13 -2.05 -2.13 -2.26 -2.32 + 0.23
MgSOy -2.22 -1.97 -1.79 -1.97 -2.09 -2.16 + 0.16
SrSe -2.00 -2.04 -1.98 -2.04 -2.76 -2.20 + 0.16
NiSOy -1.51 -1.11 -0.96 -1.35 -1.23 -1.42 + 0.23
FeWO, -1.99 -1.73 -1.58 -2.01 -1.87 -1.84 + 0.21
GeP -0.11 +0.04 +0.09 +0.04 -0.19 +0.14 + 0.08
vocl -2.10 -1.79 -1.68 -2.45 -2.07 -2.11 + 0.24
LiBOy -2.67 -2.42 -2.30 -2.42 -2.57 -2.58 + 0.17
NaBrOg -0.69 -0.52 -0.41 -0.52 -0.71 -0.60 + 0.13
CoSOy -1.53 -1.09 -0.95 -1.43 -1.24 -1.40 + 0.23
PbSeOy -1.05 -0.94 -0.81 -0.94 -1.13 -1.04 + 0.16
MngSiOyg -2.56 -1.83 177 -2.58 -2.01 -2.20 + 0.23
ZnSOy -1.70 -1.37 -1.20 -1.37 -1.47 -1.53 4 0.16
MAE 0.24 0.35 0.16 0.20 0.12

- 0.28 0.39 0.19 0.26 0.16

are required to improve the description at the electronic structure level and
thereby making the FERE scheme unnecessary and the mBEEF functional
seems to be promising in that direction.
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Table 3.4: Heats of formation of test dataset with different functionals with
the fitting. All the energies are in eV /atom. Table has been taken from the

Paper-1.

Compownd _ AMp,,. AWEERE  AWEERE auPERE,  awEERE  snfBEE
AgNO3 -0.26 -0.58 -0.67 -0.68 -0.45 -0.63 + 0.16
AlPOy -2.99 -2.95 -2.97 -2.94 -3.02 -3.03 + 0.07
BeSOy -2.16 -2.22 -2.23 -2.21 -2.19 -2.25 + 0.11
BiOCl1 -1.27 -1.25 -1.20 -1.23 -1.32 -1.23 + 0.09
CdsOy4 -1.61 -1.61 -1.62 -1.60 -1.60 -1.63 + 0.12
CuCly -0.76 -0.75 -0.60 -0.84 -0.79 -0.81 + 0.07
TiBrg -1.42 -1.38 -1.39 -1.61 -1.38 -1.43 + 0.05
NaClOyg -0.66 -0.76 -0.77 -0.73 -0.68 -0.65 + 0.16
CaSOy -2.48 -2.41 -2.41 -2.41 -2.46 -2.43 + 0.12
CsoS -1.24 -1.27 -1.24 -1.33 -1.97 -1.23 + 0.06
CuWOy -1.91 -1.62 -1.60 -1.75 -1.65 -1.71 £+ 0.07
PbFy -1.95 -2.19 -2.19 -2.11 -2.24 -2.13 + 0.08
MgSOy -2.22 -2.22 -2.21 -2.21 -2.20 -2.24 + 0.10
SrSe -2.00 -2.25 -2.26 -2.29 -2.66 -2.29 + 0.05
NiSOy4 -1.51 -1.35 -1.36 -1.54 -1.33 -1.50 £+ 0.11
FeWOy -1.99 -1.81 -1.81 -1.94 -1.86 -1.89 + 0.06
GeP -0.11 -0.01 +0.03 -0.05 -0.28 -0.02 £+ 0.07
VOC1 -2.10 -1.97 -1.98 -2.41 -2.05 -2.12 + 0.07
LiBOg -2.67 -2.61 -2.61 -2.58 -2.64 -2.61 + 0.05
NaBrOg -0.69 -0.74 -0.76 -0.72 -0.69 -0.66 + 0.11
CoSOy -1.53 -1.30 -1.34 -1.56 -1.31 -1.43 £+ 0.11
PbSeOy -1.05 -1.07 -1.09 -1.06 -1.07 -1.08 + 0.09
MngoSiOy -2.56 -2.17 -2.19 -2.38 -2.10 -2.25 + 0.08
ZnSOy -1.70 -1.61 -1.61 -1.61 -1.60 -1.62 + 0.11
MAE 0.12 0.13 0.11 0.15 0.09

o 0.16 0.17 0.15 0.25 0.14




Chapter 4

Hydrogen Evolution from
Two-Dimensional Materials

4.1 Introduction

Storage of energy in the form of chemical bonds is one of the most used and
efficient way of storing the energy. Transferring energy from one place to other
in form of chemical bonds is easier as compared to the other means such as
electricity. On the other hand, the deteriorating environmental conditions due
to the excess burning of the petroleum fuels needs our attention to look for
the alternative forms of chemical energy not having deleterious effect on the
environment. One such fuel is hydrogen which can be used in the fuel cells thus
involving no emission of greenhouse gas whatsoever [40, 4I]. However, a cheap
and efficient way of producing hydrogen has not been realized yet [42] [43], [44].
One of the bottleneck to reduce the cost of hydrogen production is the use of
expensive catalysts like Platinum a cheaper and efficient alternative of which
has not been found yet. Recent theoretical and experimental investigations of
the bulk NisP for hydrogen evolution reaction (HER) show promising results
and hopefully in the future will serve as a viable alternative to Platinum for
the HER [45], 6] 47].

Additionally, over the last few years, two-dimensional (2D) MoS; has been
explored for its activity towards the HER with some promising results [48]
49, 50, 5T, 52]. The initial effort of the MoSy research was focussed on the
edges of the 2H structure of the MoSy nanoparticle having metallic character
as opposed to the semiconducting states on the basal plane [53] [54]. Unfor-

25



26

tunately, relatively limited number of active sites on the edges gives very low
exchange current density for the HER. However, recent experiments on the
other polymorph of the MoSs; and WSy known as 1T structure demonstrated
the activity of the basal plane for the HER thus giving access to relatively
larger number of active sites [49, 48| [50]. Additionally, the difference in en-
ergy of the 1T and 2H phase MoSs or WS, decreases as the dimensionality
of the system is reduced from three (bulk) to two (monolayer) thus making it
feasible to synthesize the HER active metastable phase in the 2D form [55].
The different activity of the 2H and 1T phase broadens the materials space
for HER which is the basis of this work. In this work, the basal planes of 100
different metal dichalcogenides and oxides have been explored in both the 2H
and 1T structure for the HER. Primarily, criterion of stability of the material
with respect to the standard reference phases and other competing phases and
the free energy of the hydrogen adsorption on the basal plane has been used
as descriptors for the screening of materials for the HER.

4.2 Details of the atomic structure

The 2H and 1T structures differ by the arrangement of the chalcogen/oxygen
atom around the metal atoms. The 2H structure has prismatic arrangement of
the chalcogen/oxygen atoms around the metal atom whereas in the 1T struc-
ture they are octahedrally arranged. The 2H and 1T structures are shown
in the Figure (a) and (f) respectively. The black square represents the
unit cell of the structures. Other structures shown in the 2H and 1T class are
the distorted derivatives of the 2H and 1T structures. The distorted struc-
tures have been broadly classified based on their symmetry group which have
been identified using certain cutoff for the rotations/translations to account
for the residual forces in the structures. In order to identify the the distorted
structures, atoms are slightly displaced from their symmetric position in a
bigger unit cell in order to break the symmetry of the structure and then the
relaxation is performed.

The above procedure captures all the distortions if any in the 2x2 unit cell.
There might be other distortions in the larger unit cell but those cases have not
been considered here. Fortunately, the charge density wave (CDW) structures
in compounds like TiSs [56] [57] distorted structure of MoS2, WSs ete. [568, B9,
exhibiting quantum spin Hall effect (QSH) and the distortions in ReSy [60] are
captured by the above procedure thus supporting our results. However, the
choice of 0.01 eV/atom for the threshold of energy to differentiate between
the symmetrical and the distorted structure categorize TiS, as symmetrical



Figure 4.1: (a), (f) show the 1T undistorted 1T and 2H structures respectively.
Yellow spheres represent the chalcogen atoms and the cyan spheres represent
the metal atoms. (b) - (e) show the distortions in the 1T structure. The unit
cell of the distorted structure is shown with black solid lines and the distortion
of the atoms from their ideal symmetric position is shown with black dotted
lines. (g) represents the distorted 2H structure with a similar description as
above. The figure has been taken from the Paper-2.
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structure. But, it turns out that the CDW structure of the TiSs and the
symmetrical structure are very close in energy having the difference of the order
of 0.005 eV /atom and surprisingly these differences are captured with the above
procedure. On the other hand, the adsorption energy of the hydrogen is similar
on the symmetrical and the distorted structure in the case of CDW structures,
therefore, they have been categorized as symmetrical for consistency due to the
threshold of 0.01 eV/atom. Table - summarizes the results for the distorted
structures which are classified based on the space group (based on Herman-
Maugin notation) of the distorted structure and the size of the reduced unit
cell capturing the distortion. Symmetry analysis for the classification has
been performed using the tool given in Ref. [6I]. The cutoff of of 0.05 A on
the rotations/translations has been used in order to allow for inaccuracies or
residual forces.

Table 4.1: Classification of different compounds exhibiting distortions based on
the space group (based on Herman-Maugin notation) of the distorted structure
and the size of the reduced unit cell capturing the distortions.

Class MXo Group Unit cell Class MXo Group Unit cell
2H CoSg P1 2x2 2H CoSesy P1 2x2
2H IrSo P1 2x2 2H OsSo P1 2x2
2H OsSeg P1 2x2 2H PdSg P1 2X2
2H PdSesp Pl 2x2 2H PdTegy P1 2x2
2H ReOg P1 2x2 2H ReSo P1 2x2
2H ReSeq P1 2x2 2H RhSo P1 2x2
2H RhSeg P1 2x2 2H RhTegy P1 2x2
2H RuOg P1 2x2 2H RuSo P1 2x2
2H RuSeg P1 2x2 2H ScSg P1 2X2
2H ScSeg P1 2X2

1T CoSgo P1 2x2 1T CrSo P1 2x2
1T CrSeqg Pl 2x2 1T FeSo P1 2x2
1T IrSo P1 2x2 1T IrSeg P1 2x2
1T ReO9 P1 2x2 1T ReTeg P1 2x2
1T RhSo P1 2x2 1T RuSy P1 2x2
1T RuTey P1 2Xx2 1T MoOgy P1 2x1
1T MoSy Pl 2x1 1T MoSeg P1 2x1
1T MoTegy Pl 2x1 1T OsSo Pl 2x1
1T OsSeq P1 2x1 1T OsTeg Pl 2x1
1T WSo P1 2x1 1T WSeg P1 2x1
1T WTeq P1 2x1 1T ReSo P1 2x2
1T ReSeg P1 2x2 1T RuSegp P1 2x2
1T TaOo P1 2x2 1T CoSeqy P3ml 2x2
1T IrTeg P3ml 2x2 1T NbOo P3ml 2x2
1T Os09g P3ml 2x2 1T RhSeg P3m1l 2x2

1T RuOg P3ml 2x2 1T WOo P3ml 2x2
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4.3 Stability with respect to the standard states

In the last chapter, the standard heat of formation of the compounds was dis-
cussed. It has to be negative for a compound if the compound has to be stable
with respect to the standard states of the constituent elements. Therefore, as
a first step the calculation of the heat of formation of the compounds has been
performed for all the 2D materials explored here. The heatmap in the Figure
[4:2]shows the heats of formation of the compounds in the 2H and 17T structure
and the difference in energy of the two structures. The figure shows that a
significant fraction of the compounds have positive heats of formation thus
unstable [62]. Figure (c) shows the difference in energies of the 2H and 1T
structure. The figure clearly shows that in most of the cases the 2H and 1T
structures are energetically very close. One of the important implication of the
two structures having similar energy is that the HER active phase can be syn-
thesized and stabilized under normal condition with suitable synthetic routes
and the same fact has been realized in the case of MoSy and WSy [50, 48].
However, an ideal situation would be that the HER active phase is the most
stable phase. But, if that is not the case then a small degree of metastability
would make it feasible to synthesize the HER active phase. As a side note,
since the standard heat of formation by definition is the stability with respect
to standard states, the stability with respect to other competing phases might
also be important, however, stability with respect to the other phases has only
been considered for the compounds meeting the criteria for the HER activity.

However, Figure [£.2] only shows the heats of formation of the perfectly
symmetrical 2H and 1T structures. But, as discussed in the last section the
possible distortions have also been explored for all the compounds hence it
is crucial to assess the energy difference of the perfectly symmetrical and the
distorted phase of the compounds. Figure shows the relative energy of
the distorted phase with respect to the symmetric phase. The white squares
corresponds to the compounds manifesting massive distortions leading to the
structures not belonging to either of the 2H or 1T class, therefore, they are
ignored. As can be seen from the figure, a large fraction of compounds do not
show any distortions.

4.4 Adsorption of hydrogen on the basal planes
One of the widely accepted mechanism for the HER is the Volmer-Heyrovsky

mechanism which is a two step process; the first step is the adsorption of H
on the active site and the second step is the bond formation between the two
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Figure 4.2: (a), (b) show the standard heats of formation of the compounds in
the 2H and 1T structure respectively. (c¢) shows the difference of the heats of
the compounds in the 2H and 1T structure. All the energies are in eV /atom.
The figure has been taken from the Paper-2.
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Figure 4.3: (a) and (b) show the energy of the distorted structures (eV/atom)
with respect to the perfectly symmetrical 2H and 1T structures, respectively.
The white squares denote massive reconstructions upon relaxation thus leading
to structures not belonging to the 2H and 1T class of structures. All the
energies are in €V /atom. The figure has been taken from the Paper-2.
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adsorbed hydrogen to evolve the gaseous hydrogen [63] [64]. Schematically, the
energetics of the process is shown in the Figure

S 1/2 H2 + *

H" + e + * —
Figure 4.4: Schematic of the Volmer-Heyrovsky route for the HER.

The product and the reactant are at the same level of energy in the Figure
[4:4) due to the assumption that the process is at equlibrium under standard
conditions thus have zero free energy. Active site in the figure is denoted by
the *. It can be seen from the figure that the intermediate H* may lie higher
or lower in energy than the product and the reactant. If the intermediate lies
higher in energy than the reactant then the first step will be uphill and if it lies
lower in the energy than the reactant then the second process will be uphill.
Therefore, based on the thermodynamic argument if the process has a zero
barrier, then the free energy for the adsorption of hydrogen has to be zero
[48] 65, [42]. Although the free energy for the hydrogen adsorption provides a
descriptor for the HER activity, it does not provide any information about the
kinetic barrier for the process but we do not explore the kinetic pathways in
this work.

In order to assess the reactivity of the basal plane the hydrogen adsorption
energy has been calculated for different active sites on the surface. We find that
the hydrogen prefers to adsorb on chalcogen/oxygen atoms in tilted positions
in most of the cases and does not prefers to adsorb on the metal site. In
a perfectly symmetric structure all the chalcogen atoms are equivalent thus
considering just one of them suffices. However, in the distorted structures,
the broken symmetry leads to inequivalent chalcogen sites, therefore, all the
inequivalent sites have been explored for the hydrogen adsorption and the
site with the lowest adsorption energy has been chosen for further analysis.
The coverage of 0.25 monolayer (ML) has been chosen initially and the higher
coverage (0.5 ML) is only considered for those structures which bind hydrogen
too strongly (AH$? > —0.8) for 0.25 ML. However, it has been found that at
higher coverages the structures massively distort leading to the structures not
belonging to either of the 2H or 1T class, therefore, higher coverages have not
been considered any further.
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The compounds have been grouped based on the nature of the metal atom
‘M’ in MX, i.e. the compounds have been put in the same group if the metal
atoms belong to the same group in the periodic table; based on this catego-
rization the plots for hydrogen adsorption energies are shown in the Figure
4.0l
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Figure 4.5: Hydrogen adsorption energies of the individual groups. The com-
pounds have been grouped based on the nature of the metal atom ‘M’ in MX,
i.e. the compounds have been put in the same group if the metal atoms belong
to the same group in the periodic table. The missing data points represent
massive reconstruction upon the hydrogen adsorption thus omitted from the
plot. All the energies are in eV. The figure has been taken from the Paper-2.

The plot clearly shows that adsorption energies on the 2H and 1T structures
do not follow any systematic trend in most of the cases, therefore, a simple
systematic analysis cannot be performed to rationalize the different activities
of the different structures. However, the group containing Cr, Mo and W
(group-6) shows an opposite trend as the group containing Ti, Zr and Hf
(group-4). In the group-6 the 1T structure binds hydrogen strongly whereas
in the group-4 the 2H structure has higher binding energy. Therefore, only the
group-4 and group-6 have been selected to understand the origin of different
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reactivity in different structures.

Since the strength of the bonding depends on how the adsorbate states
hybridize with the adsorbent states, the position of the center of the p level
of the chalcogen atoms might give a clue about the strength of the bonding
[65, 66]. The center of the p band with respect to the Fermi level can be
calculated as

_ Lo ple)ede (1)

v T ple)de

The results for the sulphides and selenides of Mo, W, Ti and Zr in both the
2H and 1T structures are summarized in the Table €2l The table indicates
that in the case of Mo and W, the 1T structure has higher binding energy
(AHH ) for the hydrogen whereas in the case of Ti and Zr hydrogen binds
strongly in the 2H structure. It can also be seen that the compounds which
have higher binding energy have the center of the p-level closer to the Fermi
level. For example, in the case of group-6, the center of the p-level in the
2H structure lies deeper with respect to the Fermi level as compared to the
1T structure whereas in the group-4 the trend is opposite. Thus, it can be
concluded that the position of the p band center is somewhat correlated to the
binding energy.

Table 4.2: Heat of adsorption of hydrogen AH ! and the center of the p-band
€, for sulphides and selenides of Mo, W (group-6) and Ti, Zr (group-4) in the
2H and 1T structures.

2H ep ant 1T ep ant

MoSg -2.00 1.68 £ 0.07  MoSs -1.23 0.10 + 0.13
MoSey  -1.74 1.82 £ 0.13  MoSey  -1.46 0.64 + 0.11
WSa -2.32 1.95 £ 0.08  WSg -1.37 0.23 £ 0.14
WSeq -2.03 2.03 + 0.14  WSeg -1.29 0.78 £ 0.15
TiSy -1.02 -0.05 + 0.13  TiSy -1.45 0.40 £ 0.09
TiSey  -0.89 0.44 £ 0.12  TiSey  -1.38 0.90 £ 0.10
ZrSy -0.96 0.11 £ 0.10  ZrSy -1.42 0.94 + 0.07
ZrSey  -0.80 0.51 £ 0.10  ZrSep  -1.34 1.19 % 0.09

However, as shown in the Figure there is hardly any trend when the
difference of the adsorption energies is plotted against the difference of the
center of the p level for large number of compounds. The absence of any trend
can be attributed to the large variation in the nature of the metal atoms which
makes it harder to generalize the analysis above for all the groups.
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Figure 4.6: The difference in the adsorption energy of the 2H and 1T phase
versus the difference of the center of the p bands of the corresponding phases.

4.5 Candidates for the HER

In the previous section the hydrogen adsorption energy was discussed which
in the present context is nothing but the difference of energies of the reactant
and the product side calculated with DFT. As discussed before, the descrip-
tor for the HER is the free energy of the reaction which has to be close to
zero. Therefore, additional terms are required in enthalpy which will give the
estimate of the free energy. The additional terms come from the entropic con-
tributions and zero point corrections. The entropy of the the adsorbed state
is approximated to zero due to negligible number of the microstates in the
adsorbed state as compared to hydrogen in the gas phase. The zero point
energy contribution comes from the vibrations of the atoms analogous to the
ground state of the quantum mechanical harmonic oscillator.

A very crude approximation has been made while adding the corrections
corresponding to the zero point and entropic contributions. The correction for
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the same has been calculated for the 1T-MoS, and then the same correction
has been used for the all the other materials. This is not a perfectly valid
assumption, however, a tolerance of 0.5 eV for the free energy to account
for the errors introduced due to different approximations at different levels
will likely capture the variability in the zero point and entropic corrections.
In the case of 1T-MoSs as mentioned before the entropic corrections for the
adsorbed state has been ignored [54]. The calculated zero point corrections
for the adsorbed hydrogen comes out as 0.39 eV. The zero point energy of the
hydrogen in the gas phase has been taken from the Ref. [67] and is found
to be 0.27 eV and entropy of the gaseous hydrogen has been takes as 0.40 as
mentioned in the Ref. [68]. By taking the difference of the corrections in the
gas phase and the adsorbed state AZPE comes out as 0.12 eV and -TAS comes
out as 0.40 eV, therefore, AZPE -TAS comes out to be 0.26 €V (per hydrogen
atom). Therefore, the correction of 0.26 €V is added to the adsorption energies
for all the compounds to have an estimate of the free energy.

As mentioned before, the optimum value of the free energy for the HER is
0.0 eV, however, an energy window of 0.5 eV is taken to account for different
effects like strain, coverage and solvation [48] [69]. Additionally, the estimate
of the uncertainties is obtained in the calculation with the BEEF-vdW using
the ensemble in Ref. [f0]. Having the uncertainties along with the energy
window of 0.5 eV helps to calculate the probability for a material to have the
free energy of the hydrogen adsorption to lie within 0.5 eV around zero. The
calculated probability helps to rank the material in order of their suitability
for the HER [71]. The probabilities are calculated as:

Using the above equation, the ranking of the material meeting the criteria of
having the free energy for the HER (including the uncertainties) to lie in the
range (-0.5, 0.5) eV is shown in the Figure The number of compounds
fulfilling these criterion in the 2H structure in the plot is 23 whereas in the 1T
structure there are 30 compounds meeting the required criterion.

The plot clearly shows that there are very few compounds which are present
in both the 2H and 1T structure indicating that the chemical properties might
differ significantly in different structures of the same compound. Addition-
ally, the occurence of the compounds like MoSs and WSs in the 1T structure
which have already been found experimentally as possible HER materials gives
credibility to our approach [50] 48].

Up to this point the stability of the compounds have been considered only
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Figure 4.7: (a) Calculated free energy for the hydrogen adsorption (AGH, )
along with the uncertainties and the probabilities (P(|AG| < 0.5)) that the
compounds have for the free energy to lie in the range (-0.5, 0.5) €V in the 2H
structure. Red error bar indicate instability of the compound with respect to

the standard state. (b) Similar plot as (a) for the 1T structure.
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with respect to the standard states of the elements whereas there might be
other potentially competing phases hampering the growth of the 2D materials
for the HER. Therefore, it is crucial to have a deeper look on the stability of
materials potentially suitable for the HER. If the metastability of the candidate
material comes out to be too large as compared to the competing phase then its
unlikely that the candidate material can be synthesized and stabilized under
normal conditions. Therefore, the stability check for the candidate material
has been performed with respect to the other competing phases with same
stochiometry. Additionally, in the present work we do not explore the stability
of the compounds in aqueous medium because in some recent works a good
control over the stability of the compounds in water has been achieved by
the use of stabilizing agents [72]. All the competing bulk structures are taken
from the The Open Quantum Materials Database (OQMD) [73] and then the
energy of candidate material is compared to the energy of the convex hull in
order to have an estimate of the degree of metastability. The data is shown in
the Table [£3] and [£41

AH in the tables denotes standard heats of formation calculated with the
FERE method and AHp,; denotes the convex hull [73]. The symbol * in
superscript denotes the cases where the convex hull has been calculated as the
linear combination of the energies of two compounds because no compounds
were present with 1:2 stoichiometry in the database. d Hy,;; denotes the energy
of the monolayer with respect to the convex hull. AH gy, is the experimental
heat of formation of the compound (if available) lying on the convex hull. The
initial list of the candidates for the HER is also compared to the predicted
2D materials by Lebegue et. al [74]. In order to have an estimate of the
metastability of the 2H structure with respect to the 1T structure or vice-
versa the difference of the two is also shown as AHy /17 (AHi7/2p). Finally,
the previously discussed probability P(JAG| < 0.5) is also listed in the table.
All the energies mentioned in the table are in eV /atom.

Few important points worth noticing in the table are:

e In all the cases the 2H and 1T structure do not differ by more than ~0.4
eV which is similar to the degree of metastability in MoSs and WS, in
the 2H and 1T structure and both the compounds can be synthesized in
the stable 2H phase and metastable 1T phase under normal conditions.
Similar degree of metastability in other compounds suggest that if they
can be synthesized in one structure then it is likely that they can be
synthesized in the other structure as well.

e Few of the HER materials like PdSs, PdTes proposed in this work have
also been predicted by Lebégue et. al [74] to exist in the monolayer form.
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The fact that they lie above the hull by only ~0.4 eV led us to made a
choice of the threshold energy of 0.4 eV for the stability (or the feasibility
of existence) of the monolayer with the respect to the hull. The choice
of the threshold energy helps to narrow down the candidates even more,
for example compounds like OsSs, ReO2, OsSes, ScOz, RuOs in the 2H
class of candidates and OsO; in the 1T class of candidates lying above
the hull by more than 0.4 eV can be safely discarded. The names of the
discarded compounds are italicized in Table and [£4]

e On comparing the list of the candidates with the list of the predicted 2D
materials by Lebegue et. al [74], the compounds common in both the
lists are selected. Given the fact that the heurestic approach of Lebegue
et. al which is based on the feasibility of cleaving a bulk structure along
a certain direction due to the weak interlayer interaction gives a clue that
the compounds common in both the list are potentially synthesizable,
therefore, potential candidates for the HER. The potential candidates
are marked in bold in the Table 3] and [£.41

In conclusion, this work systematically explores the materials space in the
two-dimensional 2H and 1T structure for the hydrogen evolution reaction using
the free energy of hydrogen adsorption as a computational descriptor. The
requirement of the activity on the basal plane ensures the presence of large
number of active sites as compared to previously explored 2H structure of
the MoSs which only has the activity on the edges. A fairly large window
chosen for value of the descriptor provides a flexibility to tune the adsorption
energy of the hydrogen by different means, for example, strain, environment,
doping etc. Additionally, the robust stability analysis of the candidates found
suitable for the HER provides a list of candidates which do not have very high
degree of metastability with respect to the bulk compounds thus potentially
synthesizable. The adopted approach also predicts already known MoSs and
WSs in 1T structure as candidates for HER thus supporting our approach.
Finally, the most probable list of candidates is proposed based on work by
Lebegue et. al. The calculations therefore invite for further investigation of
some of the best candidates suggested here like PdSs, NbSy, TiSs, TaS,, ZrS,,
PdSe,, HfSy in the 2H structure and CrS,, TaTey, VTes, NbSs, CrSes in the
1T structure in addition to MoS, and WSy which are already known.
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Table 4.3: Relevant energies for analysis of the stabilities of the obtained HER
candidates in the 2H-derived structures. AH denotes the calculated standard
heat of formation. AHy,; denotes the heat of formation of the most stable
compound (i.e. at the convex hull) in the OQMD database[73]. The symbol *
in superscript corresponds to the situation where no bulk structure with the
compound composition lies on the convex hull according to the database. In
that case AHj, is calculated as a linear combination of several structures.
0 Hpyy denotes the difference between the two previous columns, i.e. it shows
how much the 2D compound lies above or below the convex hull. AHg,p
indicates the experimental standard heats of formation as listed in the OQMD
database. Lebégue et. al. [74] have analyzed the possibilities for forming 2D
compounds based on the layered character of the bulk structures and their re-
sult is also listed in the Table. AHyp /17 is the difference between the energies
in the two (possibly distorted) 2H and 1T structures. Finally P(|JAG| < 0.5 is
the probability that the free energy of hydrogen adsorption lies within 0.5 eV
from zero

2H-MXy  AH AHpyy  SHpyy  AHpgpe,  Ref. [T AHgp,ip  P(IAG| <05
RuSg -0.31 -0.70 0.39 -0.71 No -0.01 1.00
NiSeq -0.21 -0.34 0.13 -0.38 No 0.17 1.00
0OsSg 0.34 -0.60 0.94 NA No -0.01 1.00
ReOg -0.91 -1.42 0.51 -1.52 No 0.05 1.00
TaOg -2.58 -3.00 0.42 NA No -0.07 1.00
PdSy 0.01 -0.31 0.32 -0.28 Yes 0.17 1.00
NbSy -1.21 -1.20 -0.01 NA Yes -0.04 1.00
RhSg -0.11 -0.48 0.37 NA No 0.07 0.99
ScSo -1.46 -1.46 0.00 NA No -0.06 0.99
TiSy -1.23 -1.37 0.14 -1.41 Yes 0.15 0.98
TaTeg -0.32 -0.45 0.13 NA Yes 0.00 0.96
TaSy -1.24 -1.22 -0.02 -1.22 Yes -0.02 0.93
IrSo -0.11 -0.48 0.37 -0.46 No 0.22 0.92
RhSeq -0.17 -0.45 0.28 NA No 0.07 0.92
ZrSy -1.55 -1.73 0.18 -1.99 Yes 0.19 0.91
CoSy -0.33 -0.48 0.15 -0.51 No 0.01 0.90
ScSeg -1.30 -1.25% -0.05 NA No -0.01 0.60
PdSes -0.02 -0.33 0.31 NA Yes 0.22 0.57
VSo -1.16 -1.14 -0.02 NA No -0.02 0.52
CrOy -1.99 -2.15 0.16 -2.01 No 0.03 0.47
ScOg -2.74 -3.17% 0.43 NA No 0.05 0.40
HfSg -1.62 -1.80 0.18 NA Yes 0.22 0.26
FeSg -0.54 -0.73 0.19 -0.59 No 0.05 0.06
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Table 4.4: Similar table as Table [4.3] for the 1T candidates. NA in the sev-
enth column indicates that due to massive reconstructions the compound is
discarded from the 2H class. All the energies are in €V /atom.

1T-MXy  AH AHpyy  SHpyy  AHpgp:,  Ref [T4]  AHyp,oy  PUAG| 0.5
ScSeq -1.34 -1.25% -0.09 NA No 0.01 1.00
RhSo -0.32 -0.48 0.16 NA No -0.07 1.00
IrSy -0.30 -0.48 0.18 -0.46 No -0.22 1.00
PbSeq 0.04 -0.31* 0.35 NA No -0.22 1.00
MoOgy -1.79 -1.95 0.16 -2.04 No 0.31 1.00
PbSg 0.03 -0.32* 0.35 NA No -0.28 0.99
CoSg -0.34 -0.48 0.14 -0.51 No -0.01 0.98
PdO5 -0.48 -0.41 -0.07 NA No NA 0.93
MnOg -2.00 -1.98 -0.02 -1.80 No -0.43 0.90
WO2 -1.61 -1.89 0.28 NA No 0.24 0.88
CrSy -0.77 -0.71 -0.06 NA Yes 0.12 0.87
MoS, -0.66 -0.93 0.27 -0.95 Yes 0.28 0.87
RuOq -0.71 -0.94 0.23 -1.05 No -0.20 0.86
IrOg -0.70 -0.94 0.24 -0.86 No NA 0.85
0509 -0.23 -1.10 0.87 -1.02 No NA 0.76
NiOg -1.01 -0.79* -0.22 NA No NA 0.70
TiOg -3.10 -3.29 0.19 -3.26 No -1.11 0.54
WSy -0.59 -0.78 0.19 -0.90 Yes 0.18 0.52
PtOg -0.61 -0.62 0.01 NA No NA 0.50
GeSeg -0.27 -0.34 0.07 -0.39 No NA 0.47
TaTes -0.32 -0.45 0.13 NA Yes 0.00 0.34
VOgo -2.47 -2.63 0.16 -2.48 No -0.10 0.32
VTey -0.40 -0.45 0.05 NA Yes 0.00 0.30
NbSy -1.18 -1.20 0.02 NA Yes 0.04 0.30
FeSey -0.48 -0.56 0.08 NA No -0.05 0.26
FeSg -0.61 -0.73 0.12 -0.59 No -0.06 0.21
FeTeq -0.11 -0.20 0.09 -0.25 No -0.02 0.20
CrSey -0.63 -0.46 0.17 NA Yes 0.02 0.18
Sn0Og -1.33 -2.10 0.77 -1.99 No NA 0.18
GeSg -0.42 -0.55 0.13 -0.42 No NA 0.17




Chapter 5

Materials for Light
Absorption

5.1 Introduction

In the last chapter the need to find alternative energy resources has been
discussed. It was primarily based on the catalytic aspect of the hydrogen
production. This chapter is mainly focussed on the absorption of sunlight
with semiconducting materials and the absorbed light can be used to produce
hydrogen by splitting the water. Harvesting the sunlight is crucial because
solar energy is the most promising alternative resource which can meet the
growing energy requirement on top of being environmentally benign as com-
pared to the fossil fuels. Some of the routes to harness the solar energy are
solar cells, thermoelectrics, photoelectrochemical inter-conversion of chemicals
ete [0 [76] [77, [78), [79], [R0L [RT), 82} [83]. Photo-electrochemical routes to produce
chemicals have an added advantage of producing chemicals not just to be used
as fuels but also for other purposes [84].

One of the simplest photoelectrochemical reactions is the splitting of water
into oxygen and hydrogen. The advent of TiOs as a material to split the
water into hydrogen and oxygen revolutionized the research in the area of
photoelectrochemical energy conversion [83]. But the wide bandgap of TiOq
limits its performance only to the ultraviolet (UV) region of solar spectrum.
Despite continuous effort for more than three decades no abundant and efficient
binary compound has been found to accomplish the task of visible light driven
water splitting. The limited search space of binary compounds shifted the focus
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to the compounds having more than two elements, especially ternary oxides
which are quite stable under aqueous condition and irradiation [85] [86] 87].
One of the biggest advantages of the ternary/quaternary compounds is that
there exist lots of possibilities of tuning the bandstructure by choosing different
combination of elements. A few of the widely studied ternary compounds are
oxide perovskites, vanadates, tantalates etc. [26, 88| [85] [86 [87, [89]. Therefore,
in order to find multicomponent compounds for efficient light absorption, in
this study a large number of compounds in the Materials Project Database
[90, 91] have been explored. Additionally, the possibility of tuning the bandgap
by layering of different semiconducting perovskites has also been explored using
BaSnO3 and BaTaO3;N as model systems.

5.2 Mechanism of photoelectrochemical water
splitting

The splitting of water using the sunlight is based on the fact that the ab-
sorption of sunlight generates electron-hole pairs in the semiconductor. The
generated electron-hole pair if have the right energy splits the water to the
oxygen and hydrogen. The overall water splitting reaction can be written as

[3]:
2H50 — 2H5 + Os. (51)

The oxidation and reduction reactions separately are

2H,0 + 4h* — O, + 4H™, (5.2)

2HT + 2¢~ — H,. (5.3)

By definition of the normal hydrogen electrode (NHE) the free energy of the
equation is zero. The equation however is uphill with a thermody-
namic barrier of 1.23 eV [3]. If we ignore the overpotentials involved in the
reaction for a moment then the maximum chemical potential of generated elec-
tron (equivalently the conduction band minimum (CBM)) should be zero with
respect to the NHE whereas the minimum chemical potential of the generated
hole (equivalently the valence band maximum (VBM)) should be greater than
1.23 V. However, due to various overpotentials involved the energy required
by the electrons and holes to carry out the reaction is higher than the thermo-
dynamic voltages mentioned above. A schematic of the photon induced water
splitting reaction described above is shown in the Figure [5.1
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As mentioned above the voltage of 1.23 V does not account for any over-
potentials or non-equilibrium phenomena. The minimum overpotential asso-
ciated with the oxygen evolution reaction (OER ) is ~0.4 V and with the
hydrogen evolution reaction (HER) is 0.1 V [88]. Additionally, the irradia-
tion condition disrupts the equlibrium population of the electrons i.e separate
quasi-Fermi levels have to be introduced for the conduction and valence band
for the electron population. This lowers the effective driving force for the re-
dox reactions. Typically, the correction due the effect of quasi-Fermi level is
taken as ~0.3 eV [88]. If all the above mentioned effects are added, it turns
out that the semiconductor should have the bandgap of at least 2 eV. In the
following sections the results and discussions about the screening of materials
for the photoelectrochemical water splitting is based on the above mentioned
details.

0,

Figure 5.1: Schematic of the photon induced water splitting reaction.

5.3 Different methods for the bandgap calcula-
tion

As mentioned before, the screening has been performed for the materials avail-
able in the Materials Project Database. The Materials Project Database con-
tains the subset of compounds present in the experimental database called as
The Inorganic Crystallographic Structures Database (ICSD).[92] The ICSD
contains the compounds which have been synthesized experimentally, there-
fore, one can expect that the screened materials from the ICSD will be syn-
thesizable under certain experimental conditions. However, the ICSD does
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not have information about the stability of the materials in aqueous condi-
tions which is also explored in this work for the stability of the photocatalysts
under in-situ conditions.

In chapter 1 a few different methods to calculate the bandgap of the semi-
conductors were discussed along with their pros and cons. It has also been
pointed out that the calculation of the bandgap in a screening study should be
reasonably accurate and at the same time efficient. The previously discussed
GLLB-SC functional meets both the criteria in most of the cases. Therefore, in
the present study the bandgap of ~2400 compounds has been calculated with
the GLLB-SC functional. Additionally, to test the validity of the calculated
bandgap with the GLLB-SC functional the previously discussed hybrid func-
tional HSEO6 and the many body perturbation theory in different flavors like
GoWy, GWy and GW have also been used for a few selected materials. The
comparison is shown in the Figure The plot is divided into the high and
low bandgap materials. The figure shows that HSE06 tends to underestimate
the bandgap a bit with respect to GLLB-SC. On the other hand, GW which
is an eigenvalue self-consistent flavor of the GW approximation dovetails very
well with the GLLB-SC bandgaps in the low bandgap region. Additionally,
GLLB-SC has a mean absolute error (MAE) of 0.38 eV with respect to GW
thus closer to the GW predictions as compared to HSE06 and GoW, which
have the MAE of 0.46 and 0.51 eV respectively. GWy, being closest to the GW
prediction with a MAE of only 0.29 €V, is highly computationally expensive as
compared to GLLB-SC. Therefore, GLLB-SC being reasonably accurate and
an order of magnitude computationally cheaper than the GW approximation
serves the purpose of bandgap prediction in a screening study. Table sum-
marizes the above mentioned mean absolute (signed) error in the bandgap of
the compounds lying in the low region calculated with different methods with
respect to the other methods.

Table 5.1: Mean absolute (signed) error in €V for the materials in the small
bandgap region in Figure 5.2  using LDA, GLLB-SC, HSE06, GoW, and GW
and GW

XCpef LDA GLLB-SC HSE06 GoWo GwWq aw

xc

LDA - 1.64 (-1.64) 1.21 (-1.21) 1.08 (-1.08) 1.30 (-1.30) 1.59 (-1.59)
GLLB-SC  1.64 (1.64) - 0.61 (0.43) 0.59 (0.56) 0.52 (0.34) 0.38 (0.05)
HSE06 1.21 (1.21)  0.61 (-0.43) - 0.25 (0.13) 0.29 (-0.09)  0.46 (-0.38)
GoWo 1.08 (1.08)  0.59 (-0.56)  0.25 (-0.13) - 0.22 (-0.22)  0.51 (-0.51)
GWq 1.30 (1.30)  0.52 (-0.32)  0.29 (0.09) 0.22 (0.22)

- 0.29 (-0.29)
aw 1.59 (1.59) 0.38 (-0.05)  0.46 (0.38) 0.51 (0.51) 0.29 (0.29) -
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Figure 5.2: Bandgaps of few selected materials calculated with different meth-
ods versus the GLLB-SC calculated bandgaps. The figure is taken from the
Paper-3.

5.4 Candidates for photoelectrochemical water
splitting

A few crucial properties a material should have for an efficient absorption of
light for photoelectrochemical water splitting are:

e Bandgap in the range of visible spectrum because the solar spectrum is
dominated by the visible light.

e Proper band edge positions in order to straddle the redox levels of water
in order to have the generated electron and hole at the right chemical
potential to carry out the reaction.

e Stability of the compound in water because the reaction takes place in
an aqueous medium.

Apart from the above mentioned properties, good electron-hole mobility, low
recombination rates etc. are also required for greater efficiency. However, mod-
eling of transport processes, recombination, defect centers etc. is much more
complicated therefore not considered here for an initial stage of the screening.
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In order to capture light in the visible range, the bandgap should lie be-
tween ~1.5-3.0 eV. Therefore the calculated bandgap with GLLB-SC should
lie in this range for efficient absorption of the solar light by the material. The
position of the band edges in general depend on the surface termination,[93]
therefore, in order to calculate the band edges slab calculations have to be
performed. However, the position of the band edges can also be calculated
with the empirical formula [94]:

Eveum,cem = (X4XXE) YT £ By /2 + By, (5.4)

Evewm,ceM is the position of the valence and conduction band edge respectively
of the compound A,B,C., x’s are the electronegativity, Eqap is the bandgap
and Eg=-4.5 V is the potential of the NHE with respect to the vacuum level
and the ‘+’, ‘-’ signs correspond to the VBM and CBM respectively. The
above empirical formula provides band edges which dovetail with the slab
method and experiments in most of the cases [94] with few exceptions.[95]
Finally, the stability in aqueous conditions can be calculated by the Pourbaix
diagram.[96, [97] However, having a very tight threshold of the energy AE
for the stability may result in stability diagrams which do not’ agree with
experiments.[96] The reason behind this disagreement is that the stability is
not only the result of thermodynamics but the kinetics as well. On the other
hand, the Pourbaix diagrams do not contain any information about the kinetics
therefore a larger energy threshold has to be employed in order to account
for the phases which are kinetically protected. The sensitivity towards the
threshold can be seen in the Figure[5.3] which is the histogram of the GLLB-SC
calculated bandgap of all the 2400 materials considered in this work. The figure
clearly shows that when a very tight threshold of 0 €V is chosen the for stability,
most of the compounds turn out to be unstable in water even though many of
them have been observed to be stable in experimental conditions. However,
when a threshold of 1 eV is chosen, a reasonable number of compounds are
stable in aqueous conditions. Therefore, a threshold of 1 €V is used to check
for the stability of the compounds having suitable absorption properties for
the photoelectrochemical water splitting.
The final criteria used for the screening can be summarized as:

e 1.7 < Egap < 3.0 €V (to account the errors in the GLLB-SC calculated
bandgap and overpotentials).

e VBM > 1.6 V and CBM < -0.1 V with respect to the NHE (to account
for the overpotentials).
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Figure 5.3: Histogram of the GLLB-SC calculated bandgap of all 2400 mate-
V with respect to the NHE. The figure is taken from the Paper-3.
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o AE < 1 €V (to account for the metastability and kinetic stabilization)
at pH = 7 and -0.4 <V < 2.2 V which is the typical operating voltage
of the device.

The materials meeting all the above criteria are selected from the pool of
2400 are selected from the pool of ~2400 and shown in the Figure 5.4 In
the figure AE denotes the degree of stability of the material, the position
of the direct and indirect band edge positions are shown in red and black
respectively. It is suprising that out of ~2400 materials only a handful of
materials follow all the specified criteria. However, in recent experiments [72]
a good control over the stability of semiconductors in water has ben achieved
by using protective polymeric layers. Therefore, the size of the materials space
might be expanded by relaxing the criteria of the stability in aqueous medium.
The compounds written in green and underlined in the Figure have been
realized previously for different photoelectrochemical applications, [98] 99} [T00]
10T} [102], 103} 104}, [105] and are therefore expected to serve as viable candidates
for photoelectrochemical water splitting.

5.5 Bandgap engineering of functional perovskites

The previous section dealt with a specific application of solar light absorption
i.e photoelectrochemical water splitting. However, the other applications like
photovoltaics, transparent conducting oxides etc. require different size of the
bandgap.[75], [76] We also saw that different factors limit the suitability of
a material for a given application e.g stability in water, toxicity, cost etc.
Therefore, a systematic strategy is required to tune the bandgap of an already
existing material which meets the requirement of toxicity, stability etc.

In this section the possibility of tuning the bandgap by the layering of two
perovskites, namely BaSnO3 and BaTaOsN is explored. The bandgap tuning
especially in perovskites has also been explored in previous works in systems
like SrVO3, SrTiO3 etc.[106}, 107, 108, 109, 110, 111] The choice of BaSnO3 and
BaTaO3N as a model system here stems from the fact that both the compounds
have been explored recently as light absorbers for the photoelectrochemical
water splitting applications and have similar lattice constants thus the layered
system will not be subjected to a high stress. The protypical structure of
the layered compound is shown in the Figure The o (BaSnOg3) and
(BaTaO32N) are stacked along the z-direction while x and y direction have the
periodicity of the cubic perovskite structure and the tuning of the bandgap is
explored by varying the number of layers of « (n,) and the number of layers

of ﬂ (nﬁ).
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Figure 5.4: Materials fulfilling the criteria of the bandgap, band edge positions
and stability in water in neutral pH condition and in the voltage range of -0.4
to 2.2 V. AE denotes the degree of stability of the material. The position
of the direct and indirect band edge positions are shown in red and black
respectively. The figure is taken from the Paper-3.
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Figure 5.5: The structure formed with the layering of BaSnO3 and BaTaO,N.
« represents BaSnOg and [ represents BaTaO,;N. Stacking is done along the
z-direction while x and y direction has the periodicity of the cubic perovskite
structure. The figure is taken from the Paper-4.

The calculation of the bandgap has been performed with the GLLB-SC
functional and the obtained bandgaps for BaSnO3 and BaTaOsN are 3.33
and 1.84 eV which are in good agreement with the measured experimental
bandgap of 3.1 and 1.9 eV for BaSnO3 and BaTaO;N respectively.[112] [113]
For comparison, the HSE06 calculated values of the bandgaps are 2.89 and
1.71 eV which is slightly lower than the GLLB-SC calculated bandgaps as
expected.

The calculated bandgap of heterostructure for different n, and ng is shown
in the Figure The figure shows that the highest bandgap of 2.26 €V is
obtained for the a3 stacking and the lowest value of 1.26 eV for agfg sequence.
The variation of the bandgap by 1 eV for different stacking sequences implies
a high degree of tunability of the bandgap by stacking different layers. The
wide variation in the bandgap can be understood in terms of the quantum
confinement and quantum tunneling effect. The sketch in the Figure shows
how the local position of the conduction band edge moves downwards upon
increasing the number of a and g layers resulting to decreased confinement.

In order to understand the shift of the local conduction band edge on
changing the number of layers the location and nature of the CBM and VBM
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Figure 5.6: The bandgap of the heterostructure as a function of n, and ng.
Each rectangle in the plot represents a compound with the stacking sequence
anBm- The figure is taken from the Paper-4.

states are analyzed. In Figure the wavefunctions of the VBM and CBM
states are plotted for af and asB. The figure shows that the VBM mainly
consists of the Ny, orbitals in both a8 and a3/ and is located in the 5 region
of the heterostructure. Additionally, calculations also suggest that the along
with the character the position of the VBM state also does not change rela-
tive to low-lying level for the different structures, therefore, it can be safely
assumed that it is only the nature and position of the conduction band which
is responsible for the bandgap variation in af,. It can also be seen that in o
the CBM states are located in the TaON plane and mainly consists of the Ta
d orbitals. Therefore, in order to see if the same trend is followed in af, as
the number of g layers is increased the weights of the CBM state is analyzed.
The Figure shows the planar average (xy plane) of the weights of the CBM
state in the real space. The area of the circle represents the magnitude of
the weight for the different planes stacked along the z-direction. The boxes
represent the unit cell and the dotted lines the interface between the o and
layers. As expected the CBM state is mainly comprised of the Ta d orbitals
and located on the TaON plane. The figure also shows that as the number of
B layers is increased the CBM states become less confined therefore resulting
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Figure 5.7: Sketch of the electronic level positions at an interface between «
and S for different number of layers. The decreased number of layers resulting
to increased confinement moves the local position of the conduction band edge
upwards. The figure is taken from the Paper-4.
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Figure 5.8: Wavefunctions of the VBM and CBM states for selected hetere-
ostructures. The figure is taken from the Paper-4.
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to the downshift of the state eventually leading to decrease in the bandgap.
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Figure 5.9: Planar average of the weights of the CBM state in the real space
and the area of the circle represents the magnitude of the average. The unit
cell is sketched as rectangles and the dotted lines show the interface between
the o and f layers. As expected the CBM state is mainly composed of the
Ta d orbitals. The bandgaps for different structures is also shown on the top.
The figure is taken from the Paper-4.

Until now, the behavior of the heterostructure has only been analyzed
with only one « layer. However, the scenario significantly changes when the
number of « layers is increased as shown in the Figure [5.10] The figure shows
the similar plot as in Figure with the only difference that it has two «
layers as opposed to the Figure which has one. As can be seen from the
figure that the CBM is now located mainly in the « part of the heterostructure
and primarily consists of the Sn s states. A small weight in the 8 part of the
structure represents the tunneling effect. However, as expected the tunneling
effect decreases as the number of § layers is increased and almost diminishes
in going from asfBs to asfB3. Additionally, the weights look similar in all
the structures. Therefore, the weights being similar and the diminishing of
the tunneling effect results to almost no bandgap change as the number of
layers > 3.

In the last two kind of heterostructures it is found that keeping the number
of a layers to one has only confinement effect on increasing the number of g
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Figure 5.10: Similar plot as in with the only difference that it has two
«a layers as opposed to the Figure [5.9 which has one. The CBM states now
mainly comprise of the Sn s states. The very small weight in the § region
indicates tunneling effect which almost diminished as the number of layers of
[ is increased beyond 2. The figure is taken from the Paper-4.
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layers and for two « layers it is mainly the tunneling effect responsible for the
bandgap variation. Therefore, it can be expected that if the number of « layers
is increased while keeping the number of 5 layers constant the variation of the
bandgap would be an interplay between the confinement and the tunneling
effect. In order to see this effect the Figure [5.11] shows similar plot as Figure
& with the difference that the number of 3 layers is fixed to one while
the number of « layers is increased. The behavior for a8 and asf is already
shown in the Figure[5.9]& In going from a8 to a3 the tunneling as well
as confinement decreses. However, the decreased tunneling has the opposite
effect as the decreased confinement i.e as the tunneling decreases the bandgap
increases as in Figure [5.10| whereas the decreasing confinement decreases the
bandgap as in Figure [5.9] These two competing effects results to a minima
in the bandgap for the for a particular number of « layers. The Figure [5.11
shows that up to 4 a layers the confinement effect dominates thus leading to
the bandgap reduction in moving from as 8 to a8, however, in going from a4
to a5 the diminishing tunneling dominates over the decreased confinement
thus result in an increase in the bandgap. The above analysis for different
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Figure 5.11: Similar plot as in with the difference that the number of
layer is fixed to one and the number of « layer is varied. As the number of «
layer is increased beyond s the tunneling and confinement effect compete
with each other result in decreasing of the bandgap up to a4 and then the
increase of the bandgap. The figure is taken from the Paper-4.
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heterostructures shows how different effects can be tuned to tailor the bandgap
and the variation can be understood with simple physical arguments. Since the
analysis is quite general, therefore, it can be applied to other heterostructures
as well.

5.6 Conclusion

In this chapter a pool of ~2400 materials is explored which can absorb solar
light for photoelectrochemical water splitting. The criteria imposed for the
bandgap, band edge positions and the stability in aqueous solution in neutral
pH for a certain potential range gives a handful of candidates which can serve
as good photoabsorber for the water splitting reaction. The careful comparison
of the bandgap with different methods involving hybrid functionals and many
body perturbation theory methods assures credibility to the method that is
used for the bandgap calculation of a large number of materials. A literature
survey for the materials in the list of candidates found which can act as good
photoabsorbers suggests CagsPbOy4, CusPbOs AgGaOs, Aglns and NaBiOg as
potential candidates.

Additionally, a strategy to engineer the bandgap is also explored via lay-
ering of different lattice matched structures. For the model systems explored
i.e BaSnO3 and BaTaO3N the calculations suggest that the variations in the
bandgap of the structure can be understood with the simple arguments of con-
finement and tunneling effects. This strategy can be applied to other lattice
matched systems for bandgap engineering.



Chapter 6

Trends in Stability and
Bandgaps of Binary
Compounds in Different
Crystal Structures

6.1 Introduction

One of the simplest class of compounds are binary compounds which only
have two constituent elements and different crystal structures e.g wurtzite,
zinblende, rocksalt, NiAs and rutile. Often times, same compound exists in
different crystal structures under different conditions and different structures
may have significantly different properties. For example, the anatase phase of
TiOs is found to be photo-catalytically active [83] where as the rutile phase
is not [IT4] even though both the structures are energetically very close with
rutile phase being slightly more stable than anatase phase [115]. Additionally,
rocksalt structure of ZnO which is significantly lower in stability as compared
to the native wurtzite structure has been stabilized in MgO matrix [116, [117].
Thus, above studies suggest that compounds with different degree of metasta-
bility can be synthesized and stabilized at normal conditions which motivated
us to explore different crystal structures of the same compound. In the current
work we explore four different crystal structures of the binary compounds in
AB stoichiometry where A and B are chosen from a set of 44 and 16 elements
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respectively. In the set A, metals which may lead to magnetic compounds
have been ignored due to large degree of uncertainty in their bandgap calcu-
lations whereas set B contains non-metals. First principle calculations were
carried out to determine the stability and bandgap of all the compounds. We
systematically arrange the compounds in tabular form using Pettifor maps
which involves the ordering of elements based on the their chemical scale fac-
tor [I18]. We also explore alloys of 32 binary compounds having the band gap
in the range of 1.0-3.5 €V inspired by recent experiments on solid solutions for
photo-electrochemical water splitting applications [I19}[3]. Clustering analysis
[120] of the alloy compounds divides 32 compounds into different groups with
compound belonging to the same group behaving similarly for bandgaps upon
alloying, thus giving the freedom too choose one compound over the other from
the same class if required.

6.2 Results and Discussions

Figure 6.1: Crystal structures explored in the current work. (a) Rocksalt struc-
ture (Space Group - Fm3m) (b) Wurtzite structure (Space Group - P63mc)
(¢) NiAs structure (Space Group - P63/mmc) (d) Zincblende structure (Space
Group - F43m)
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Table 6.1: Grouping of compounds in Figure based on the range of geo-
metric mean of chemical scale factor y

Group Range(\/XAXE)

0.00 - 1.45
1.45 - 1.75
1.75 - 1.95
1.95 - 2.10
2.10 - 2.30
2.30 - 3.10

AW N e

o«

Table 6.2: Standard enthalpy AH of formation of binary compounds in
wurtzite structure having the bandgap in the range of 1.0 - 3.5 €V chosen
to form ternary wurtzite structures for bandgap engineering of binary com-
pounds. AHO9MD ghows the enthalpy of formation of the with same sto-
ichiometry in the minimum energy structure and AH"* represents the en-
thalpy above the convex hull calculated from OQMD database. [73] All the
energies are mentioned in eV /atom.

Compound AH AHOQMD Aghull Compound AH AHO@MD AHPull
GaN -0.72 -0.59 -0.13 ZnO -1.77 -1.68 -0.09
ScN -2.05 -2.04 -0.01 GeO -1.03 -1.94 0.45
AgF -0.94 -1.21 0.27 SnO -1.18 -1.58 0.40
PbO -0.97 -1.36 0.39 Agl -0.32 -0.38 0.06
LaN -1.50 -1.44 -0.06 YN -1.97 -1.81 -0.16
InP -0.33 -0.37 0.04 GaP -0.59 -0.55 -0.04
AlAs -0.62 -0.49 -0.14 AlP -0.86 -0.76 -0.10
AgCl -0.56 -0.67 0.11 AgBr -0.46 -0.55 0.09
CdTe -0.37 -0.47 -0.10 AlSb -0.32 -0.17 -0.15
CdSe -0.69 -0.64 -0.05 ZnTe -0.56 -0.47 -0.09
ZnSe -0.90 -0.72 -0.18 Cds -0.75 -0.81 0.06
GeS -0.42 -0.42 0.00 All -0.27 -0.05 0.27
AlBr -0.58 -0.31 0.34 GeSe -0.33 -0.22 -0.11
SnS -0.48 -0.66 0.18 SnSe -0.44 -0.48 0.04
PbS -0.41 -0.71 0.30 PbSe -0.38 -0.57 0.19
GeTe -0.05 -0.09 0.04 PbTe -0.05 -0.41 0.36

Figure [6.2shows the ball and stick model of the crystal structures explored
in the present work. Binary compounds crystallizing in NiAs and wurtzite
structures have four atoms in the unit cell with the coordination number of
six and four respectively, whereas the primitive unit cell of the rocksalt and
zincblende structures contains two atoms with a coordination number of six
and four respectively. In the light of recent experiments on the synthesis of
compounds violating chemical/octet rules under extreme conditions we do not
impose any chemical rules to narrow down the search space in our calculations
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Figure 6.2: Heatmap of standard enthalpy of formation of compounds in dif-
ferent crystal structures. Each square in the heat map represents a compounds
with constituent elements represented by ordinate and abscissa of that square.
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Figure 6.3: Representation of regions where particular structure has lowest
standard enthalpy of formation as compared to other crystal structures. The
compounds are represented in the same way as in Figure Based on geo-
metric mean of the chemical scale factor x [I18] the plot is divided into six
different regions where the value of geometric mean increases on moving from
‘1’ to ‘6.
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Figure 6.5: Dendrogram based on difference of average bandgap of the con-
stituent compounds in the alloy and calculated bandgap of the alloy. The
constituent compounds have been selected from the pool of compounds with
wurtzite structure and having the bandgap in the range of 1.0-3.5 eV.
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[121]. In our work we calculate the stability of compounds with respect to the
standard reference states only. Since our interest lies in comparing the trends
in thermodynamic and electronic properties of the compounds in different
crystal structures with 1:1 stoichimetry, we do not consider the compounds
with the stoichiometry different from 1:1. In the calculations we ignore few
metals leading to magnetic structures since a reliable approach to calculate
the bandgap of magnetic semiconductors with the GLLB-SC functional has
not been developed yet.

Figure shows the heatmaps of the standard heat of formation of all the
compounds in which the elements are arranged as per the chemical scale x
proposed by Pettifor [IT8]. As can be seen from the figure that the heat of for-
mation in all four crystal structures follow the similar pattern which indicates
that if the compound is stable with respect to the standard states in one crystal
structure it will be stable in the other crystal structure as well. But negative
formation energy does not guarantees that the structure can be stabilized in
that phase which is inhibited by the existence of other competing phases in
the ambient environment. But the control over the ambient condition for the
growth can be achieved by for example temperature, pressure, surfactants and
doping [122] 123, [124]. Pressure as one of the control mechanism in the growth
process gives a tool to stabilize structure with different volumes. For example,
if the most stable structure has a lower volume (e.g. rocksalt or NiAs) then
applying tensile stress may favor the higher volume phase (e.g. wurtzite or
zincblende) whereas a lower volume phase will be favored under compressive
stress if the most stable structure has a higher volume. The above process can
be realized in experiments [116}, [125] with the growth on a substrate with differ-
ent lattice mismatch thus providing a way to apply the compressive and tensile
stress. Thus, above strategies to manipulate crystal structures suggest that
the compounds can possibily be synthesized and stabilized in different crystal
structures with different volumes. Therefore, in the current work we choose
crystal structures spanning a wide range of volumes with the zincblende and
wurzite having higher volumes due to low coordination number as opposed to
the rocksalt and NiAs structures which have larger coordination number thus
lower volumes.

In addition to the standard heat of formation as shown in Figure [6.2] one
might also be interested in region where a particular crystal structure has the
lowest enthalpy of formation as compared to other crystal structures. Fig-
ure [6.3] shows the minimum energy crystal structure for different compounds.
As can be inferred from the figure, there are very few isolated regions for a
given crystal structure. Hence, compounds when arranged in Pettifor maps
form clusters having the same most stable crystal structure. Therefore, we
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group the compounds in Figure [6.3] in six different groups based on the geo-
metric mean of the chemical scale factor y [II8]. The range of geometric mean
of groups is shown in Table

The grouping in Figure [6.3] shows an apparent correlation between the
crystal structure and the geometic mean of the chemical scale factor of the
compounds. For very small values of geometric mean (Group 1) the compound
prefers to have the low volume structure i.e. rocksalt or NiAs whereas at larger
values(Group 6) the compound prefer to have more open structure i.e. wurtzite
or zincblende. Few green parts in the Group 1 for compounds like LiF, LiCl
is the artifact of the calculation since these compounds are known to have the
rocksalt structure. On the other hand,the difference in energies of the wurtzite
and rocksalt structure of these compounds as per our calculations is of the
order of 0.05 eV which is small and can be safely ignored. The region of extreme
values of the geometric mean in Figure [6.3]i.e. Group 1 and 6 are the region
of extreme ionicity of the compounds with very small values indicating large
ionicity (more closed structures) whereas very large values showing greater
covalent character (more open structures) [I18]. On the other hand, the region
of moderate ionicity i.e. Group 2-5 is not dominated by one crystal structure.
Group 2 has large fraction of WZ and NiAs structures, Group 3 ZB structure,
Group 4 RS structure and Group 5 WZ and RS structures.

In Figure[6.4) we show the bandgap of all the compounds. The white regions
in the heatmap show the zero bandgap materials by which we can see that out
of 704 materials in each group very few turn out be semiconducting with the
smallest number of semiconductors in the NiAs structure and the largest num-
ber in the ZB structure. The plot also shows that despite having the similar
heat of formation, the wurtzite and zincblende have quite dissimilar trend in
bandgaps(especially indirect gap) which is a well known phenomenon [126].
Hence, in cases where the WZ and ZB have significantly different bandgaps,
stabilizing the structure with the required bandgap can be achieved efficiently
due to the similar heats of formation.

In addition to modifying the structures to tune the bandgap, bandgap
engineering can also be achieved by making solid solutions of different semi-
conductors. The same has been realized in the experiments in recent works
carried out in Domen’s group [119] B] in which the mixture of GaN and ZnO
has the bandgap of ~2.5 eV as opposed to the bandgap of ~3.4 €V of the con-
stituent compounds GaN and ZnO. Thus, these experimental results suggest
that the alloying can be used as a method for the bandgap tailoring. Hence,
guided by the above experiments we also explore the alloys of binary com-
pounds in the wurtzite structures having the bandgap in the range of 1.0 -
3.5 eV. The stability of the alloy with respect to the constituent compounds
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mixed in an equimolar ratio is described by the enthalpy of mixing as

AHQBCP = BPOP - AP - EGP 61

mix

where E:,, is the total energy of the compound ‘i’ Table shows the heat of
formation of the compounds in the wurtzite structure having the bandgap in
the range of 1.0-3.5 eV, AH is the heat of formation calculated in the present
work, AHOQMD ig the heat of formation as given in the OQMD (The Open
Quantum Materials Database) database [73] for the structure which has the
minimum energy at 1:1 stochiometry and AH"*! is the relative energy of the
compound in the current work with respect to the convex hull as given in the
OQMD database. Since the enthalpies in OQMD database are based on DFT
reference energies whereas we use corrected reference energies as proposed by
Stevanovic et al. [25], therefore the difference 0.15 eV /atom or less in ours
and OQMD calculations will lie within in the error bar due to the different
methods used for the calculation of the reference energies. Compounds like
All, AlBr which are significantly above the convex hull and have no structure
which is stable at 1:1 stochiometry and also expected to be unstable based
on the valence rule can be ruled out as they may not be possibly synthesized
under normal/moderate conditions. On the other hand, compounds like GeO,
AgF and PbO have different structures other than the wurtzite which are
stable and lie below the convex hull. Even though energy of the wurtzite
structure of these compounds lies above the convex hull by ~0.35 €V /atom
(Table , its likely that they can be stabilized in the wurtzite form since
they exist in structures which are stable at the same stoichiometry. So, their
synthesis/stabilization might be possible under moderate conditions.

In order to study the trends we made a crude approximation of the solid
solution with a unit cell of four atoms due large computational time required
for a larger unit cell. Based on the previous works, we believe the that the
approximations made will not change the results drastically [127].

The similarity between the compounds forming the mixture in terms of the
deviation of the bandgap of the mixture from the average of the bandgaps of
constituent compounds has been assessed by the so-called dendrogram plot.
Dendrogram is a tree diagram used in the generating hierarchical structures
among the elements representing the data [120]. In Figure we show the
dendrogram plot with euclidean metric of the difference of the average bandgap
of the constituent compounds and the calculated bandgap of the alloy. The
clustering in a dendrogram is based on the distance measure (dap) of two
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components given as

E99P | poop . 2
dap =Y (AB 5P - Eg§CD> (6.2)
CD

In the equation above AB corresponds to the compound for which the dis-
tance measure has to be calculated and the summation index CD corresponds
to other compounds in the set of binary compounds which are combined with
AB to form alloys. Based on the distance measure the compounds with cutoff
distance measures will be clustered together. The clustering of compounds
like ZnO and GaN, CdS and CdSe, ZnTe and CdTe, for which the thermo-
dynamic/light absorption properties of the solid solutions have already been
explored experimentally complements our study [1T9] 128} [129]. As one would
expect on the chemical grounds, clustering naturally leads to the grouping of
the chalcogenides of the Group 12 elements, chalcogenides of Group 14 ele-
ments, silver halides and the compounds of the trivalent ions with the Group
15 elements. As can be seen from the values close to zero along the block
diagonal in the dendrogram plot that in most of the cases when the mixtures
are formed from compounds in the same group, the resultant bandgaps differ
only by ~0.5 eV from the average of the bandgaps. On the other hand, mix-
ing of the compounds from different groups leads to a significant reduction of
the bandgap with respect to the average of the bandgaps in most of the cases
as shown with the red blocks. The detailed description of the above trend
would require electronic structure analysis of every mixture which is beyond
the scope of the current work.

Figure [6.6(a) and (b) show the bandgap and enthalpy of mixing AH,,;, of
the mixture as given by equation . Since, The positive correlation between
the bandgap and the stability [130] renders some of the mixtures metallic due
to the large positive heat of mixing. As one would anticipate that the mixing
of compounds with very different lattice constants will be energetically un-
favorable, the red regions in Figure b) manifest the expected trend. For
example, ZnO, GaN, ScN have similar volumes, so their mixture with the tel-
lurides, selenides or compounds of lead which have much larger volumes result
to significantly positive heat of mixing which in turn leads to zero bandgap
of those mixtures. Thus, exploring mixtures of compounds with similar lat-
tice constant will have a higher probability of giving compounds with a finite
bandgap.

Combiningly, Figure [6.5 and [6.6] show that the bandgap of most of the
stable mixtures along the block diagonal 1 (bottom left to top right) have
bandgap of ~2.5 eV except the block containing the chalcogenides of zinc and



70

cadmium which has lower bandgap due to low bandgaps of the constituent
compounds. On the other hand, stable compounds along the block diagonal
2 (top left to bottom right) are low bandgap mixtures with the bandgap ~1.5
eV. Thus, the dichotomy in the bandgaps allows us to look in a definite region
of the materials space for the required range of bandgaps suitable for the
application in hand.

6.3 Conclusion

In the current work we have carried out a systematic analysis of the com-
pounds in different crystal structures spanning a wide range of volumes and
having the AB stoichiometry. The correlation between the crystal structure
and the chemical scale factor y gives a rationale to understand the effect of
electronegativity on the crystal structure of the compounds. In addition to
the binary compounds, detailed analysis of their alloys gives a rationale for
the bandgap engineering via solid solutions of the semiconductors. The anal-
ysis carried out in the current work for the binary semiconductors can also be
generalized to the systems containing more than two elements thus providing
an elegant route to tailor the bandgap as required by the application in hand
like photo-electrochemical water splitting, solar cells.



Chapter 7

Final Remarks

In the previous chapters, challenges involved in the process of materials design
have been looked at. The challenges are not only faced by experimentalists but
by theoreticians as well. The bottlenecks in experiments come from the lim-
ited resources and time whereas the computational scientists having access to
powerful computers are limited by the accuracy of the computational methods
and approximations made to mimic the experiments. But, these limitations
in no way stop us to move forward. Experimental tools are becoming increas-
ingly advanced whereas day to day developments in theory and algorithms are
making computations more and more reliable.

In this work, an attempt to solve some of the materials design problem
with computations and some strategies to face future challenges for the same
are looked at. The assessment of recently developed mBEEF functional for the
prediction of the heats of formation is an example for theoretical developments
whereas the screening of materials for light absorption and hydrogen evolution
reaction is an attempt to solve materials design problem regarding energy.
Finally, exploring one of the many methods for the bandgap engineering shows
how we can expand the materials space by using the already existing materials
for different applications.

In all the above problems, we got help from the available experimental
data whether it was heats of formation, activity for hydrogen evolution or
the photoelectrochemical water splitting. This implies that no matter how
fast, cheap and efficient computer simulations become, at the end of the day
the calculated numbers have to agree with experiments. As Feynman once
said: “It doesn’t matter how beautiful your theory is, it doesn’t matter how
smart you are. If it doesn’t agree with experiment, it’s wrong.” Therefore,
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the experiments and theory have to go hand in hand to solve materials design
problem in a reliable and efficient way.

One of recent examples of the synergistic effort of the experiments and
theory is machine learning. People are trying to solve materials design prob-
lems using machine learning. However, the reliability of machine learning for
different fields is different. For example, machine learning in astronomy is rea-
sonably reliable because the experimental data is provided only by a very few
telescopes which are very well tested. On the other hand, machine learning
in materials design suffers with a lot of ambiguity, for example, variations in
pseudopotentials, different electronic structure codes, plethora of unreliable
experimental data etc. Therefore, I personally feel that the dream of solving
materials design problem with machine learning is very far from realizable in
the near future and we still have to resort to more fundamental science than
blindly using computers.
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The need for prediction of accurate electronic binding energies has led to the development of different schemes
for combining density functional calculations, typically at the level of the generalized gradient approximation
(GGA), with experimental information. We analyze one such scheme by Stevanovi¢ et al. [Phys. Rev. B
85, 115104 (2012)] for predictions of compound enthalpies of formation using fitted elemental-phase reference
energies. We show that different versions of GGA with or without 4+-U and a meta-GGA (TPSS) lead to comparable
accuracy after fitting the reference energies. Our results also show that the recently developed mBEEF, a Bayesian
error estimation functional, gives comparable accuracy with the other functionals even without the fitting. The
mBEEF functional furthermore supplies an ensemble estimate of the prediction errors in reasonable agreement
with the actual errors. We also show that using the fitting scheme on the mBEEF ensemble leads to improved

accuracy including realistic error estimation.

DOI: 10.1103/PhysRevB.91.235201

L. INTRODUCTION

In the past two decades, Kohn-Sham density functional
theory (KS-DFT) based electronic structure calculations [1,2]
have greatly enhanced our understanding of the properties of
materials. The drastic reduction in the number of degrees of
freedom in the electronic structure problem within the KS-DFT
framework makes it an efficient tool for quantum mechanical
description of materials. The key ingredient in the KS-DFT
is an energy functional which depends on the ground-state
electronic density and the accuracy of calculations depends
on the quality of the approximations applied to the functional.
Efficient and realistic description of materials requires cal-
culations which are not too computationally expensive and
reasonably accurate. In the generalized gradient approximation
framework (GGA) the PBE functional [3] has been widely
used and has a reasonable trade-off between accuracy and
efficiency. Despite being remarkably successful in the past, it
has its limitations as well. For example, the heats of formation
predicted by the PBE functional deviate from experiments by
~0.25 eV/atom [4] which makes it difficult to predict the
stabilities of compounds in many cases. It severely plagues
the process of searching for new materials for different
applications where stability of the compounds is one of the
main criteria [5-7].

Recently, Stevanovic et al. proposed a scheme known as fit-
ted elemental reference phase energies (FERE) to improve the
prediction of the heats of formation of semiconductors [4,8].
Their scheme is based on the idea of using the reference phase
energies as parameters and calculating these parameters by
minimizing the root mean square (rms) error between the
calculated and experimental heats of formation. The scheme
uses a mixture of the PBE and PBE with Hubbard-U correction
(PBE+U) for the calculation of the heats of formation. The
proposed scheme shows clear improvement when comparing
with the experimental heats of formation of solids. In the
present work, we carry out similar analysis with a class of GGA

“kwj@fysik.dtu.dk
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functionals, namely, the PBE without Hubbard-U corrections,
PBE with U corrections, and RPBE [9]. We furthermore
exploit the possibilities at the meta-GGA level by including
the TPSS functional [10—14] as a representative together with
a recently developed meta-GGA functional mBEEF [15], a
Bayesian error estimation functional. One of the advantages
of the mBEEF functional over the other functionals is that it
supplies an error estimate which tells how reliable a particular
calculated energy difference is. The details of the mBEEF
functional and its comparison to other GGAs and meta-GGA
functionals in terms of exchange enhancement factors can be
found in Ref. [15]. Calculating the heats of formation on a
test set of 24 compounds which have not been used in the
the data set for fitting, we show that the mBEEF functional
without any fitting is nearly as accurate as the fitted GGA
functionals and the fitted TPSS functional and includes a
realistic error prediction with a small overestimation. Applying
the FERE scheme to the mBEEF ensemble leads to an
improved prediction quality and a corresponding reduction
of the predicted error bars. Quantitatively, the rms errors in
the training data set with the PBE, RPBE, PBE+U, TPSS, and
mBEEF functionals reduce from 0.22, 0.28, 0.21, 0.21, and
0.14 eV per atom to 0.09, 0.09, 0.08, 0.10, and 0.07 eV per
atom.

II. COMPUTATIONAL METHODOLOGY

All the calculations in the current work use the GPAW
code [16] with the projector augmented wave (PAW) [17]
description of the atoms. We consider the PBE [3], RPBE [9],
PBE+U [18], TPSS [10], and mBEEF [15] exchange-
correlation functionals. For the PBE+U calculations, as sug-
gested by Stevanovic et al., we use the value of U = 3.0 eV for
all the transition elements except Ag and Cu for which we use
a U value of 5.0 eV. In the calculations involving magnetism,
the spin configurations have been taken from the lowest energy
structure reported in the experiments. For example, the Fe
reference state which has the bce structure has been treated
ferromagnetically whereas the iron oxide has been treated

©2015 American Physical Society
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antiferromagnetically as reported in the experiments. We use a
real-space description of the wave functions with a grid spacing
of 0.18 A. A Fermi temperature of 0.05 eV for the solid phases
is used to enhance convergence. Brillouin zone sampling is
done with a k-point mesh of 33a;! x 33a;! x 33a;! with the
Monkhorst-Pack [19] sampling scheme. Forces are minimized
down to 0.05eV/ A for all the relaxations. Uncertainties in the
heats of formations with the mBEEF functionals are explicitly
calculated using the ensemble of functionals proposed in
Ref. [20]. All the experimental heats of formation have been
taken from Refs. [4,21].

III. RESULTS AND DISCUSSIONS
A. Heats of formation with the DFT

The standard heat of formation of a solid calculated with
DFT is

AHP™(ApiBp .. )= E(Ap By ..) = Zpip, (1)

where E(A 1B, ... ) indicates the total energy of A, B, . ..
calculated with DFT and the ,u? denotes the chemical potentials
of the elements under standard conditions calculated with
DFT. The entropic and zero-point energy corrections have been
ignored in the above expression. The calculation of the heats
of formation using the above expression with the PBE, RPBE,
TPSS, and PBE+U functionals provide a single number as
the best estimate of the heat of formation. In comparison,
the mBEEF functional provides both a best estimate but also
via the ensemble of functionals an estimation of the error bar
on the calculated heat of formation. The functionals in the
mBEEF ensemble differ from each other by the values of the
parameters defining the functional [15].

The calculated heats of formation versus the experimental
heats of formation (eV/per atom) of a set of 257 binary
compounds with the PBE, RPBE, PBE+U, TPSS, and mBEEF
functionals are shown in Fig. 1, panels (a), (c), (e), (g), and (i).
The set of compounds we use has about 80% overlap with the
set of 252 compounds used by Stevanovi¢ et al. [4] and the
full list of compounds is given in Table I along with the heats
of formation calculated with the mBEEF and the mBEEF with
fitting of reference energies. The difference between our data
set and the one of Stevanovié et al. gives rise to somewhat
different results in detail but the trends remain the same. In the
figure MAE and o denote the mean absolute error and standard
deviation with respect to the experimental heats of formation.
The observed trend in Figs. 1(a) and 1(c) is a similar behavior
for the PBE and RPBE functionals with underbinding in most
of the cases with a very few overbinding cases. This behavior
in the GGA functionals arises due to the overbinding of the
reference phases and the underbinding in the multinary com-
pounds leading to an incomplete cancellation of the errors [22].
In Fig. 1(e) the direction of the deviation in the PBE+-U heats
of formation is not very systematic, i.e., underbinding in some
cases and overbinding in others. This behavior has also been
observed in Ref. [23]. The predictions do not significantly
improve with the TPSS functional as shown in Fig. 1(g). The
MAE and rms in the TPSS predictions turn out to be similar
to the GGA functionals. An important factor in the calculated
errors is the dissimilar nature of the reactants and the products.
Reactions in which both sides have similar compounds are
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FIG. 1. (Color online) (a), (c), (e), (g), and (i) show the heats
of formation calculated with the PBE, RPBE, PBE+U, TPSS, and
mBEEF functionals, respectively, versus the experimental heats of
formation. (b), (d), (f), (h), and (j) show the heats of formation
calculated with PBE, RPBE, PBE+U, TPSS, and mBEEF function-
als, respectively, versus the experimental heats of formation after
correcting the reference phase energies using the experimental heats
of formation as the training set. MAE and o in (a)—(j) indicate the
mean absolute error and standard deviation of the calculated heats of
formation with respect to the experimental heats of formation.

235201-2



HEATS OF FORMATION OF SOLIDS WITH ERROR ... PHYSICAL REVIEW B 91, 235201 (2015)

TABLE I. The heats of formation of the solids used in the training set calculated with the mBEEF (A H,gger) and mBEEF with the FERE
(AHPFERE.). The experimental values (A Hyy) are also given for comparison. All the energies are in eV /atom.

Compound A Hpyp A H,pEgr AHFERE Compound A Hgyp A H,ggr AHFERE

Ag,Se —0.15 0.02+0.12 —0.07£0.09 AgCl —0.66 —0.56+0.24 —0.58+£0.09
Agl -0.32 -0.32+0.13 —0.3940.08 Ag,0 —0.11 —0.07+0.20 —0.14+0.03
Ag,0, —0.06 —0.07+0.19 —0.13+£0.04 AlCl; —1.82 —1.7440.19 —1.80+0.05
AlF; —3.90 —3.93+0.27 —3.85+0.06 AL O3 —3.47 —3.2440.24 —3.41+0.07
AIN —1.65 —1.5540.23 —1.724£0.04 AlAs —0.61 —0.66+0.14 —0.64£0.05
AlP —0.85 —0.76+0.15 —0.87+0.06 Al,Se; —1.18 —0.9340.12 —1.13£0.04
Asl; —0.15 —0.18+0.03 —0.12+0.04 AuBr —0.07 —0.11£0.11 —0.06+£0.03
AuCl —0.18 —0.2740.17 —0.12+£0.04 Aul —0.00 —0.08+0.11 0.034+0.04
Au,05 —0.01 —0.11£0.19 —0.02+£0.05 AuCl, —0.17 —0.3940.20 —0.2940.05
AuF; —0.94 —1.24+0.23 —1.01£0.09 BN —1.32 —1.38+0.14 —1.34+0.04
B,0s —2.64 —2.60+0.16 —2.61£0.05 BaF, —4.17 —4.40+0.28 —4.25+0.04
BaO, —2.19 —2.1940.23 —2.2240.05 BaS —2.38 —2.394+0.17 —2.4440.04
BaCl, —2.95 —2.96+0.23 —2.94+0.04 BaO —2.86 —2.7540.22 —2.7740.04
BaBr, —2.62 —2.48+0.13 —2.59+0.03 Bal, —2.10 —2.02+0.11 —2.07+0.04
BeO —3.14 —2.9540.23 —3.03£0.05 BeS —1.21 —1.18+0.16 —1.28+0.04
Bel, —0.67 —0.64+£0.06 —0.72+£0.06 BiBr; -0.72 —0.71£0.08 —0.81+£0.05
Bi,0; —1.19 —1.17+0.15 —1.164£0.07 Bi,S;3 —0.30 —0.2940.09 —0.31+£0.07
CaF, —421 —4.56+0.29 —4.39+0.07 Cal, —1.84 —1.8240.10 —1.84+0.05
CaO —3.29 —3.2540.25 —3.2340.04 CaS —245 —2.434+£0.19 —2.434£0.04
CaBr, -2.36 —2.26+0.10 —2.34+0.03 CaCl, -2.75 —2.784+0.22 —2.7240.05
CaC, -0.21 —0.13+£0.12 —0.21+£0.04 Cds —0.78 —0.77+0.13 —0.80+0.05
CdF, —2.42 —2.76+0.29 —2.60+£0.08 Cdo —1.34 —1.2040.20 —1.20£0.10
CdSe —0.75 —0.714£0.10 —0.74£0.05 CdTe —0.48 —0.61£0.10 —0.51£0.04
Cdl, —-0.70 —0.63+£0.07 —0.66+£0.05 CoS —0.43 —0.28+0.17 —0.31+£0.08
CoSe -0.32 —0.27+0.19 —0.31+£0.03 Co30, —1.32 —1.50+0.38 —1.51+0.14
Co3S, —0.53 —0.45+0.16 —0.49+0.07 CrS —0.81 —0.83+0.16 —0.77+0.12
CrFs —3.00 —3.26+0.34 —3.04£0.09 CrO, —2.07 —2.06+0.28 —2.02+0.06
Cr,03 —2.36 —2.52+0.33 —2.46+0.07 CrF, —2.58 —2.7240.25 —2.5040.11
CsBr —2.10 —1.9940.10 —2.10+£0.03 CsCl —2.30 —2.25+0.18 —2.27+0.01
CsF —2.87 —2.9840.22 —2.90+0.04 Cu;N 0.18 0.3440.14 0.12+0.03
CuO —0.82 —0.58+0.21 —0.76 £0.04 Cu,0 —0.58 —0.36+0.20 —0.58+£0.05
CuF, —1.88 —1.85+0.29 —1.80£0.13 Cu,Sb —0.04 0.02+£0.05 —0.07+£0.04
Cul —0.35 —0.15+0.10 —0.33+£0.04 Cu,Se —0.21 0.10+0.10 —0.13+£0.03
CuzP —0.17 0.0140.05 —0.18£0.09 CuS —0.28 —0.17£0.16 —0.374£0.05
Fe,03 —1.71 —1.69+£0.26 —1.89+0.11 FeS -0.52 —0.354+0.12 —0.61+£0.04
FeF, —2.46 —2.2740.31 —2.27+0.10 FeO —1.41 —1.1540.19 —1.3940.08
FeSe —0.39 —0.04+0.11 —0.30+0.13 GaN —0.81 —0.48+0.17 —0.72+0.06
GaP —0.47 —0.4440.08 —0.63+0.05 GaAs —0.39 —0.42+0.08 —0.4740.02
GaSb -0.22 —0.20+£0.06 —0.2940.03 GaCls —1.36 —1.2540.20 —1.34£0.09
GaF; —-3.01 —2.96+0.24 —2.92+0.03 Ga,05 —2.26 —1.9940.19 —2.2140.03
Ga,S;3 —1.07 —0.70+0.11 —0.95+0.04 Ga,Se; —0.85 —0.5940.08 —0.85+0.03
GaSe —0.83 —0.61+£0.06 —0.91+£0.03 Ga$ —1.09 —0.68+0.08 —0.98+£0.04
GeTe —0.10 —0.04+0.06 —0.17£0.04 GeS —0.39 —0.20+0.08 —0.46+0.03
Ge;0¢ —1.90 —1.78+0.16 —1.95+0.07 GeSe —0.48 —0.11£0.07 —0.38+0.04
Ge4Og —2.00 —1.714£0.15 —1.88+£0.08 HIN —1.91 —1.74+0.14 —1.944+0.06
HfCl, —2.05 —2.0740.22 —2.11+0.06 HfO, —3.95 —3.714£0.23 —3.88+£0.05
HfF, —4.00 —4.07+£0.26 —3.98+0.04 HgSe —0.24 —0.26+0.11 —0.31£0.02
HgTe -0.22 —0.32+0.13 —0.23+£0.02 HeS —0.30 —0.21+0.13 —0.26+0.03
HgO —0.47 —0.36+0.14 —0.38+£0.05 Hgl, —0.36 —0.3740.07 —0.41£0.02
HeCl, -0.77 —0.82+0.21 —0.79+£0.07 InN —0.10 0.00+£0.15 —0.12+£0.03
InP —0.46 —0.34+0.08 —0.41£0.04 InTe —0.50 —0.3240.04 —0.37+£0.06
InAs —0.31 —0.39+0.08 —0.31+£0.03 InS —0.70 —0.61+0.13 —0.78 £0.02
InSb —0.16 —0.2740.07 —0.2440.03 1rO, —0.95 —0.794£0.18 —0.92+0.03
IrCl3 —0.64 -0.59+0.17 —0.64+0.03 IrS, —0.48 —0.36+0.14 —0.52+0.03
K,O —1.25 —1.2240.21 —1.28+0.05 K>S —1.31 —1.2440.16 —1.31+£0.04
K,Se —1.36 —1.24+0.14 —1.31£0.05 KF —2.94 —3.1940.24 —3.11£0.06
KCl1 —2.26 —22540.17 —2.26+0.02 K,0, —1.28 —1.23+£0.22 —1.2840.06
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Compound A Hgype A Hppeer AHFERE Compound A Hgp AHypeer AHPERE

K;As —0.48 —0.4040.11 —0.35+0.06 K,S, —1.12 —1.11+0.14 —1.18+0.03
LaS —2.36 —2.144+0.16 —2.4040.07 LaN —1.57 —1.32+0.18 —1.534+0.07
Lals —-1.73 —1.61+0.09 —1.76 £0.03 LaCl; —2.78 —2.67+£0.23 —2.754+0.06
Li,O —2.07 —2.00+0.26 —2.07+0.10 Li,S —1.52 —1.51+0.15 —1.594+0.03
Li,Se —1.45 —1.37+0.11 —1.46+0.04 LizN —0.43 —0.45+0.24 —0.50+0.10
Li;Sb —0.83 —0.67+0.07 —0.65+0.09 LiF —3.19 —3.37+£0.23 —3.30+0.07
Li;Bi —0.60 —0.57+0.05 —0.61+£0.09 LiCl —2.12 —2.03+0.17 —2.05+0.11
Li,O, —1.64 —1.58+0.21 —1.64+0.06 MgTe —1.08 —1.05+0.09 —1.06+£0.04
MgS —1.79 —1.60+0.15 —1.74+£0.06 MgSe —1.52 —1.41+£0.12 —1.56 £0.05
MgO —3.11 —3.144+0.20 —3.261+0.06 Mg;Bi, —0.32 —0.23+£0.07 —0.324+0.05
MgF, —3.88 —3.794+0.25 —3.71+0.05 MnS —1.11 —1.08+0.23 —1.03+0.06
MnO, —1.80 —1.994+0.28 —1.96+0.09 Mn;0,4 —2.05 —2.13+£0.28 —2.07+0.01
Mn, 05 —1.99 —1.994+0.27 —1.944+0.02 MoS, —0.81 —0.83+0.08 —0.86+0.03
MoO, —2.03 —1.95+0.18 —1.96+0.04 MoO; —1.93 —1.93+0.18 —1.954+0.05
NaF —-2.97 —3.04+0.21 —2.934+0.05 Na,O —1.43 —1.49+0.18 —1.51+0.10
Na,S —1.26 —1.244+0.12 —1.284+0.03 Na,Se —1.18 —1.19+0.12 —1.23+0.04
Na,C, 0.06 0.12+0.09 0.04 £0.03 NaCl —2.13 —2.09+0.17 —2.07+0.06
Na,S, —1.03 —0.97+0.12 —1.024+0.04 Na,Se, —0.97 —0.95+0.13 —1.00+0.06
Na;Bi —0.46 —0.40+0.07 —0.394+0.06 Na,0, —1.32 —1.26+0.18 —1.294+0.08
NbN —1.22 —1.15+0.13 —1.13+0.04 NbO —2.10 —2.06+0.14 —2.074+0.03
Nb,Os —2.81 —2.854+0.21 —2.87+0.04 NbFs —3.13 —3.524+0.23 —3.334+0.13
NbO, —2.75 —2.76+0.23 —2.77+0.05 NbCls —1.38 —1.46+0.22 —1.424+0.05
NiS —0.43 —0.17£0.12 —0.35+0.04 NiSb —0.34 —0.36+0.07 —0.33+0.06
NiTe —0.28 —0.234+0.06 —0.284+0.03 NiSe —0.31 —0.14+£0.09 —0.324+0.03
Ni3S, —0.42 —0.28+0.13 —0.484+0.03 0s0y —0.82 —1.12+0.19 —0.834+0.01
PL; —0.16 —0.05+0.06 —0.06 +£0.05 PCl; —0.83 —0.83+0.21 —0.76 £0.09
PBrs —0.47 —0.31+0.04 —0.424+0.05 PCls —0.77 —0.74£0.19 —0.68+=0.06
PbO —1.13 —1.08+0.16 —1.08+0.04 PbS —0.52 —0.52+0.14 —0.53+0.06
PbF, —2.29 —2.60+0.25 —2.434+0.04 PbO, —0.96 —0.87+0.18 —0.88+0.05
PbCl, —1.24 —1.294+0.19 —1.244+0.06 PbBr, —0.96 —0.88+0.09 —0.97+0.03
PdO —0.44 —0.56 +£0.27 —0.52+0.09 Pd,S —0.14 —0.14+£0.09 —0.07+0.09
PdS —0.39 —0.41£0.19 —0.4040.07 PdS, —0.28 —0.31+0.14 —0.33+0.05
PtS —0.42 —0.434+0.18 —0.514+0.03 PtS, —0.38 —0.36+0.12 —0.44+0.06
Pt,0, —-0.37 —0.194+0.22 —0.24 +£0.06 PtO, —0.57 —0.53+0.20 —0.58+0.04
RbF —2.89 —2.954+0.22 —2.87+0.04 Rbl —1.73 —1.71£0.09 —1.774+0.05
Rb,0 —1.17 —1.044+0.21 —1.10+0.05 Rb,S —1.25 —1.16+0.15 —1.23+0.04
Rb,0, —1.22 —1.284+0.20 —1.334+0.05 RbCl —2.26 —2.234+0.17 —2.2440.02
ReO; —1.58 —1.63+0.17 —1.69+0.06 ReO, —1.54 —1.40+0.17 —1.46 £0.05
RhO, —0.85 —0.87+0.23 —0.87+£0.04 RhCl; —0.77 —0.87+0.21 —0.814+0.03
Rh,S; —0.54 —0.53+0.18 —0.55+0.04 Rh,05 —0.84 —0.80+0.28 —0.79+0.05
RuO, —1.05 —1.114+0.22 —0.994+0.06 RuBr; —0.36 —0.341+0.08 —0.354+0.04
RuCl; —0.53 —0.744+0.20 —0.60+0.04 RuOy4 —0.50 —0.58+0.19 —0.53+0.19
SbF; —2.37 —249+4+0.23 —2.2440.07 Sb,0s5 —1.44 —1.50+0.19 —1.434+0.06
ScAs —1.39 —1.53+0.06 —1.454+0.03 ScF; —4.22 —4.224+0.25 —4.114+0.06
ScCl; —2.40 —2.374+0.21 —2.394+0.05 SiC —0.34 —0.254+0.09 —0.324+0.07
SiO, —3.13 —3.06+0.17 —3.09+0.06 SiS, —0.88 —0.78£0.06 —0.83+0.06
SiSe, —0.61 —0.50+0.06 —0.55+0.06 SizNy —1.10 —1.17+0.14 —1.154+0.09
SnO —1.48 —1.20+0.14 —1.424+0.04 SnS, —0.53 —0.37+£0.09 —0.56+0.03
SnSe, —-0.43 —0.28+0.06 —0.48+0.03 SnO, —1.97 —1.73+£0.21 —1.894+0.05
SnS —0.57 —0.344+0.11 —0.58+0.03 SnSe —0.47 —0.27+0.10 —0.524+0.04
SrO, —2.19 —2.3240.23 —2.314+0.06 SrO —3.07 —3.08+0.24 —3.05+0.04
SrS —2.45 —2.4440.19 —2.444+0.04 SrCl, —2.86 —2.88+0.23 —2.81+0.05
SrBr, —2.48 —2.38+0.11 —2.4540.03 Srl, —1.93 —1.92+0.10 —1.934+0.02
TaN —1.30 —1.144+0.13 —1.254+0.05 TaSi, —0.47 —0.36+0.17 —0.434+0.07
Ta, 05 —3.03 —2.994+0.23 —3.09+0.06 TaFs —3.29 —3.56+0.23 —3.4140.10
TaCls —1.48 —1.514+0.21 —1.514+0.06 TiS —1.41 —1.444+0.10 —1.374+0.06
TiS, —1.41 —1.414+0.12 —1.38+0.04 TiN —1.58 —1.88+0.12 —1.754+0.03
Ti, O3 —3.15 —3.144+0.19 —3.074+0.03 TiAs —0.78 —1.02+0.05 —0.694+0.03
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Compound A Hgype A Hppeer AHFERE Compound A Hgp AHypeer AHPERE
TiO, —3.26 —3.374+0.21 —3.324+0.05 TII —0.64 —0.70£0.10 —0.67+0.04
TIBr —0.90 —0.95+0.11 —0.971+0.05 TIC1 —1.06 —1.16+£0.20 —1.08 £0.07
TL,O —0.62 —0.68+0.15 —0.61 +£0.08 TIF —1.68 —1.80+0.21 —1.624+0.03
Tl,S —0.34 —0.37+£0.12 —0.324+0.05 VN —1.13 —0.99+0.13 —1.00+0.08
V,0; —2.53 —2.58+0.29 —2.624+0.11 V,05 —2.29 —2.31+£0.20 —2.354+0.06
VO, —2.47 —2.48+0.23 —2.524+0.04 WBrg —0.52 —0.41+£0.07 —0.514+0.03
WO; —2.04 —2.08+0.19 —2.054+0.02 YAs —1.68 —1.75+0.08 —1.68+0.02
YCl; —2.59 —2.63+0.22 —2.671+0.05 YF; —4.45 —4.45+0.27 —4.36+0.04
ZnO —1.81 —1.574+0.21 —1.75+0.04 ZnSe —0.85 —0.76 £0.12 —0.971+0.02
ZnTe —0.61 —0.56+0.08 —0.641+0.01 ZnS —1.07 —0.89+0.14 —1.10+0.03
ZnCl, —1.43 —1.36+0.19 —1.4440.05 ZnF, —2.64 —2.50+0.25 —2.46+0.05
ZrO, —3.80 —3.75+0.23 —3.794+0.05 ZrCly —2.03 —2.11+£0.22 —2.08+0.03
ZrSi —0.80 —0.934+0.11 —0.9440.05 ZrN —1.89 —1.84+0.13 —1.85+0.06
7rS, —1.96 —1.73+0.14 —1.794+0.06

shown to give smaller errors when compared to experi-
ments [22]. Figure 1(i) shows the calculated heats of formation
with the mBEEF functional with calculated error bars indicated
with green bars. The calculated values are significantly closer
to the experimental values compared to the values obtained
from the PBE, RPBE, PBE+U, and TPSS functionals. As can
be seen from the figure the experimental values are within the
error bars predicted by the mBEEF functional.

The mBEEF functional thus seems to be more accurate
than both the GGA functionals and the TPSS which is also
a meta-GGA functional. However, it should also be noted
that in the construction of the mBEEF functional considerable
optimization to experimental databases was performed. In
the following we investigate how the scheme suggested by
Stevanovic et al. [4] helps in improving the predictions for the
different functionals.

B. Heats of formation with the FERE

In the previous section we noticed that the limited pre-
dictability of the TPSS and the GGA functionals mainly arises
from the different nature of the bonding in the multinary phases
and the reference phases. The FERE scheme [4] circumvents
this problem by adding corrections to the reference phase
energies. The heats of formation calculated with the FERE
can be written as

AHTRE(A, 1By .. .)
=E(ApBp...)— Zpi(u) +6uf), @

where the 8#?’5 are the corrections added to the reference
phase energies to improve the heats of formation. The values
of the du;’s can be calculated by a linear regression fit by
minimizing the root mean square (rms) error between the
calculated (A HPFT) and the experimental (A HE*) heats of
formation. The size of the training set has to be sufficiently
large to avoid any overfitting and the quality of the fit must be
validated on a test set. The linear regression requires that the
number of parameters in the linear model which need to be
fitted to the observations be smaller than the number of data
points; i.e., the system of the equations has to be overdeter-
mined. We calculate 62 parameters which correspond to the

corrections to the reference phase energies of 62 elements by
using a training set of 257 compounds with the experimental
heats of formation available. The parameters can be calculated
using singular value decomposition (SVD) [24] by minimizing
the rms error |A Hgyp — A Hper|?. The calculated reference
energies are tabulated in the Supplemental Material [25].

Figure 1, panels (b), (d), (f), (h), and (j), shows the heats
of formation calculated after adding the corrections to the
reference phase energies. The comparison with panels (a),
(c), (e), (g), and (i) of the figure clearly shows that the MAE
and o are significantly reduced after applying the corrections
to the reference phase energies. Interestingly, all the GGA
functionals give similar heats of formation after employing
the corrections even though they differ before applying the
corrections. The TPSS functional does not perform any better
than the GGA functionals after applying the corrections.

As noted the performance of mBEEF before fitting is
somewhat better than the GGAs and the TPSS functional and
in fact, as we shall see later, it is comparable to the fitted GGAs
and the TPSS on a test set. However, for comparison we also
apply the FERE fitting procedure to the mBEEF functional
and this does naturally lead to an improvement on the training
set. As mentioned before, we furthermore employ the fitting
procedure on all the functionals in the mBEEF ensemble
anticipating a reduction of the error and the fluctuations within
the ensemble. This is indeed the case. In Fig. 1(j) we can see
that the uncertainties are significantly reduced as compared to
Fig. 1(i). The reduction in the size of the uncertainties is in
agreement with the fact that the fitted mBEEF predictions are
more accurate.

C. Analysis of outliers

The appearance of outliers with and without the fitting
for the PBE, RPBE, and PBE+U functionals may occur
for two reasons: (1) error in the experimental data, and (2)
some systems are poorly described with the given functional.
The compounds having the deviation of the calculated heat
of formation (§H) from the experimental value by twice of
the standard deviation (20') are shown in Table II. The table
clearly shows that all the functionals except for PBE and RPBE
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TABLE II. Outliers in the calculations without using the FERE scheme. The compounds exhibiting deviations of the calculated heats of
formation from the experimental values by more than 20 have been identified as outliers. The values of o for the different functionals are

shown in Fig. 1. § H denotes the difference between calculated and experimental heats of formation.

PBE 8 Hops: RPBE 8 Heppe: PBE+U 8 Hoprsu TPSS 8 Hrpss mBEEF 8 Hyprer
ALO; 0.48 ALO; 0.69 ALO; 0.48 AIP 0.45 AuF; —~0.30
Ba$ -0.52 FeF, 0.61 Ba$S —0.52 Bal, —0.48 CaF, —035
BaO —047 FeO 0.60 BaO —047 BiBry — 051 CdF, —034
FeF, 0.61 GaN 0.57 crs —0.82 CaS 0.48 Cu,Se 0.31
FeO 0.49 HfO, 0.65 CrF; —047 FeF, 0.57 FeSe 0.35
GaS 0.451 NiF, 0.66 Cr,04 —0.75 GaP 0.43 GaN 0.33
LaN 0.46 GaN 0.42 GasS; 0.44 GasS; 0.37
MnS 0.60 GasS; 0.44 NiF, 0.57 GaS 0.41
NiF, 0.85 GaS 0.45 PbBr, —045 GeSe 0.37
Ge,Os 0.42 StBr, —0.49 Ge,Os 0.29

MnS —048 Stl, ~0.55 NbFs —~0.38

Mn;0, —042 ZnS 0.43 050, —0.30

V,0; —042 71S, 0.47 PbF, —~031

Sno, 0.28

TiN —~0.30

have none or very few common outliers. For example, the
predictions for barium-containing compounds is a little worse
only in the PBE, PBE+U, and the TPSS whereas the outliers
containing chromium are present in the PBE4U functional
only. On the other hand, even if the gallium is present in all the
functionals it is not the same compound which is an outlier.

Additionally, the outliers present in the mBEEF calcula-
tions do not deviate from the experimental value by more than
0.41 eV per atom whereas the outliers present in the GGA
functionals and the TPSS have deviations as high as 0.85
and 0.57 eV per atom, respectively. The deviations shown
for the mBEEF functional are relative to a common rms error
o = 0.14 eV and not based on the ensemble estimated errors.
The large variation in outliers with functional seems to indicate
that the appearance of outliers is as might be expected not
due to experimental errors but rather due to limitations of the
different functionals.

Table I1I shows the outliers after the fitting has been applied.
We see that the outliers are to a large extent different from the
ones before the fitting and again they also vary considerably for
the different functionals. This means that we cannot identify
particular issues with specific systems. The PBE and RPBE
functionals continue to have significant overlap of outliers after
the fitting.

D. Statistical analysis of the mBEEF predictions

The error bars predicted by the mBEEF ensemble are in
reasonable agreement with the actual errors as can be seen
from Fig. 1(i). In order to study the quality of the error bar
prediction in more detail we show in Fig. 2(a) a histogram
of the actual error, i.e., the deviation between the mBEEF
prediction and the experimental value (A Hypger — A Hexp)
divided by the predicted error bar (oggg). The histogram is a

TABLEIII. Outliers in the calculations using the FERE scheme. The compounds exhibiting deviations of the calculated heats of formation
from the experimental values by more than 20 have been identified as outliers. The values of o for the different functionals are shown in Fig. 1.
8 H denotes the difference between calculated and experimental heats of formation.

PBE 8 HFERE RPBE 8 HFERE PBE+U 8 HFERE TPSS 8 HEERE mBEEF S HFERE,
CuF, 0.22 CuF, 0.23 CoS 0.20 BaCl, 0.24 CaF, —0.18
FeF, 033 FeF, 0.27 Co304 -0.23 CaS 021 CdF, —0.18
FeSe -0.19 MnO, -021 Cro, 0.17 CsF -023 Co30, -0.19
MnO, —-025 NbF; -032 Fe,05 —-0.17 FeF, 0.29 Fe,05 —0.17
NbF; 029 NisS, —0.18 GaF; 0.16 KCl 032 FeF, 0.19
Nis$, -021 NiF, 038 GeO, 0.20 NbFs -0.26 GaP -0.16
NiF, 0.65 PbF, -0.18 MgF, 0.19 NiF, 037 KF -0.17
RuO, -0.19 RuO, -033 NbF; -023 RbI 025 Li;Sh 0.18
TaFs —022 TaFs —0.24 Sn0, 0.17 Srs 0.25 MgO —0.15
ZrSi —0.24 ZrSi -0.26 TaFs —0.18 Stl, —0.24 MgF, 0.17
7rS, 0.26 7S, 0.24 TiN -0.19 I 0.26 MnO, —0.16
VN 0.26 ZrSi —0.24 NbF; —-0.20

V,0; -036 7S, 035 TiN —0.17

ZnF, 0.19 ZnF, 0.18

7rS, 0.16 7S, 0.16
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FIG. 2. (Color online) (a) Shows the probability distribution of
the calculated error (A Hypger — A Hgyp) in the heat of formation
divided by the estimated error (oggg) from the ensemble of func-
tionals. (b) Shows the probability distribution of the calculated
error (AHERE. — AHgyy) in the heat of formation divided by
the estimated error (o5ER") from the ensemble of functionals after
correcting the reference phase energies. The ensemble energies have
also been recalculated employing the fitting eventually giving the
new error estimates ofEnt. The green plots in (a) and (b) show the
Gaussian distributions with zero mean and unit standard deviation.

running average calculated as [24]

1 J
P <§[Xf + xH—J]) ~ NGy —x) 3)

with x; being the ratio between actual error and predicted
error, and the parameter J = 20. For a perfect statistical error
prediction one could expect that the distribution would be
Gaussian with a width of 1, which is also shown in the figure
for comparison. The large peak in the histogram around zero
shows that there is some tendency for the error prediction to
be on the large side, but the overall agreement is quite good.
If the FERE fitting procedure is applied to the mBEEF
ensemble the ratios of real to predicted errors result in the

histogram shown in Fig. 2(b). Both the real (AHISRE. —

A Hrypy) and the predicted errors (ofERF) are now smaller but
the relative distribution remains fairly close to a Gaussian

of unit width. However, now a tail in the histogram appears

PHYSICAL REVIEW B 91, 235201 (2015)

indicating that for some systems the predicted error can be 3 or
4 times smaller than the actual error. This is a fairly common
feature of the ensemble approach [26].

E. Cross validation

In any regression process it is necessary to validate the
quality of the regression over a set of test data which is
not the part of the training data set. Overfitting, i.e., more
parameters in the model than required to model the data, will
lead to poor prediction of the test data set. One of the most
important features that a fitting scheme should possess is the
predictability on a completely new data set. One might expect
good predictions on a data set which is similar in nature to
the training data set. For example, in our case, we expect a
good predictability for the binary compounds since we use
only binary compounds in the training data set. The fitting
procedure provides corrections for the reference energies of the
elements which are independent of the chemical environments
of the atoms. Therefore, we can expect that if the environments
change considerably, which can for example be the case for
ternary or quarternary compounds, the improvement will be
less pronounced.

Hence, in the test we not only include the binary compounds
but the ternary compounds as well. We compose a set of 24
binary and ternary compounds where the experimental heats
of formation are available and which are not present in the
training data. We summarize the results in Table IV. As for
the training set the MAE and o in general show a significant
decrease with the fitted reference energies indicating that we
do not overfit. However, the improvement is somewhat less
than for the training set which is also what could be expected.
Also for the test set we see that the three functionals PBE,
RPBE, and PBE+U reach the same level of accuray after
fitting although PBE4-U is considerably better before fitting.
The performance of the TPSS functional does not seem to be
any better than any of the GGA functionals. In fact the rms
error for TPSS is only slightly reduced after fitting, while the
MAE is reduced more. This behavior can be traced to a single
system (Cs,S), which is clearly poorly corrected by the fitting
scheme. We have not been able to identify why this is the
case. It can be noted that Cs was not included in the database
considered by Stevanovic et al. [4].

The most interesting feature is that the mBEEF functional
already before fitting is of the same quality as the other
functionals after fitting. Furthermore, the improvement of the
mBEEF results using the fitting is only moderate. This means
that moving to mBEEF the fitting procedure can be completely
avoided at only a moderate cost in computational time (less
than a factor to 2) compared to the GGAs.

In compounds such as SrSe and Mn,SiO4 the predictions
with mBEEF remain the same after the fitting procedure;
however, the estimated error is significantly reduced leading to
large real error relative to the predicted uncertainty. It should
be noted that it is an inherent limitation in the ensemble
error estimation that fluctuations in the predictions can only
result from fluctuations within the defined model space (i.e.,
meta-GGA in this case). If errors appear which cannot be
described by such fluctuations an underestimation of the error
may result.
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TABLE IV. Heats of formation of the solid compounds calculated with the different functionals with and without employing the fitting
procedure. The set below was not used in the training set for fitting the reference phase energies. All the energies are in eV /atom.

Compound AHgy AHpse AHgppe AHppiy AHrpss — AHppper  AHSERE  AHEFERE  AHFERE - ApFERE A [FERE
AgNO, —026 —040 —031 —053 —047 —060+022 —058 —067 —068 —045 —0.63+0.16
AIPO, —299 —271 -258 —271 —286 —297+0.19 —295 —297 —294 —3.02 —3.0340.07
BeSO, —216 —199 —183 —199 —209 -219+0.16 —222 —223 —221 —219 =225+0.11
BiOCI —127 —126 —1L11 —126 —162 —126+016 —125 —120 —123 —132 —123+0.09
Cdso, —161 —142 —127 —142 —153 —159+0.17 —161 —162 —160 —160 —1.63+0.12
CuCl, -076 —051 —032 —070 —080 -074+021 —075 —060 —08 —079 —0.81£0.07
TiBrs —142 —124 —123 —152 —171 —137+008 —138 —139 —161 —138 —143£0.05
NaClO;  —066 —054 —041 —054 —067 -063+0.15 —076 —077 —073 —068 —0.65+0.16
CasSO, —248 —224 —206 —224 —237 —240+0.17 —241 —241 —241 —246 -243+0.12
CsS —124 —101 —092 —101 —147 —116+0.18 —127 —124 —133 —197 —123+0.06
CuWo,  —191 —159 —141 —176 —172 —168+021 —162 —160 —175 —165 —1.71£0.07
PbF, —195 —213 —205 —213 —226 -232+4023 —219 —219 —211 —224 —2.13+0.08
MgSO0, —222 —197 —179 —197 =209 —216+0.16 —222 —221 —221 —220 —224+0.10
SrSe —200 —204 —198 —204 —276 —229+0.16 —225 —226 —229 —266 -229+0.05
NiSO, —151 —1L11 —096 —135 —123 —1424023 —135 —136 —154 —133 —150+0.11
FeWO, -199 —173 —158 —201 —187 —184+021 —181 —181 —194 —186 —1.89+0.06
GeP —011 4004 4009  +004 —0.19 +0.14£0.08 —001 4003 —005 —028 —0.0240.07
vocl —210 —179 —168 —245 =207 -211+£024 —197 —198 —241 —205 -2.1240.07
LiBO, —267 —242 —230 —242 —257 -258+0.17 -—261 —261 —258 —264 —2.61+005
NaBrO;  —069 —052 —041 —052 —071 —060+0.13 —074 —076 —072 —069 —0.66+0.11
CoS0, —153 —1.09 —095 —143 —124 —1404023 —130 —134 —156 —131 —14340.11
PbSeO,  —105 —094 —081 —094 —113 —104+0.16 —107 —109 —106 —1.07 —1.0840.09
Mn,Si0, —256 —183 —177 —258 —201 -229+4023 —217 —219 —238 —210 —225+0.08
ZnSO, —170 —137 —120 —137 —147 —153+0.16 —161 —161 —161 —160 —1.62+0.11
MAE 024 035 0.16 0.20 0.12 0.12 0.13 0.11 0.15 0.09

o 028 039 0.19 0.26 0.16 0.16 0.17 0.15 0.25 0.14

IV. CONCLUSION

The need for accurate predictions of material stabilities
has led to the development of schemes combining DFT total
energy calculations with experimental information. We have
analyzed one such scheme for calculation of heats of formation
which fit the reference energies for elemental systems. The
scheme was developed with the PBE+4U functional, but we
show that comparable predictive power is obtained using other
GGAs such as PBE or RPBE or the meta-GGA TPSS. We have
furthermore seen that the mBEEF functional, which is a meta-
GGA and which has been extensively optimized to a variety of
experimental data, leads to much improved estimation of heats
of formation even without applying the fitting procedure. The
mBEEF functional furthermore includes realistic ensemble
estimates of the calculated formation energies. Applying
the fitting scheme to mBEEF leads to a further reduction
of the error and narrows the ensemble error estimation
accordingly.

The FERE scheme clearly has its limitations. The correction
of only the binding energies of the reference systems makes
most sense if the character of the bonding differs significantly
between the material at hand and the reference systems. This
is for example the case for a metal oxide, in which the bonding
may be quite different from the one in an oxygen molecule
and in the pure metal. However, oxygen can enter in many
different ways in different materials and only improving on
the molecular energy cannot be a solution to improved heats of
formation in the long run. Moving to more accurate functionals
is therefore a must, and the current work shows that applying
a meta-GGA such as mBEEF already provides a significant
improvement in the prediction of solid heats of formation.
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TABLE I: Energies (in eV/atom) of the reference states of elements
before and after the fitting

FERE FERE FERE FERE FERE
Element uppe WppE~ HRPBE HRPBE WPBE+U MPBELU MTPSS HTpss HmBEEF HmBELF

Li -1.904 -1.68 -1.796 -1.521 -1.904 -1.685 -2.481 -2.391 -4.62 -4.536

Be -3.699 -3.413 -3.412 -3.056 -3.699 -3.406 -4.668 -4.24 -7.528  -7.406

B -6.691 -6.612 -6.296 -6.244 -6.691 -6.682 -7.84 -7.646 -11.726 -11.773
Na -1.322 -1.116 -1.201 -0.974 -1.322 -1.112 -4.701 -4.492 -15.925 -15.915
Mg -1.614 -1.152 -1.422 -0.902 -1.614 -1.154 -5.343 -4.949 -18.121 -17.919
Al -3.745 -3.058 -3.489 -2.714 -3.745 -3.103 -7.765 -7.049 -22.134 -21.773
Si -5.393 -5.351 -5.094 -5.052 -5.393 -5.299 -9.543 -9.68 -25.89  -25.908
K -1.232 -0.977 -1.133 -0.818 -1.232 -0.975 -7.092 -6.937 -32.652 -32.589
Ca -1.663 -1.702 -1.473 -1.397 -1.663 -1.65 -8.06  -7.708 -35.485 -35.57

Zn -1.201 -0.805 -0.818 -0.405 -1.201 -0.798 -8.592 -8.056 -61.628 -61.3

Ga -2.899 -2.324 -2.544 -1.954 -2.899 -2.382 -10.126 -9.52 -66.906 -66.399
Ge -4.499 -4.206 -4.161 -3.833 -4.499  -4.229  -11.448 -11.441 -72.126 -71.683
As -4.648 -5.026 -4.278 -4.731 -4.648 -4.945 -11.764 -12.12 -75.744 -76.153
Rb -0.926 -0.646 -0.814 -0.469 -0.926 -0.618 -8.185 -7.772 -87.101 -87.036
Sr -1.677 -1.309 -1.488 -1.003 -1.677 -1.277 -8.095 -8.374 -91.307 -91.402
Cd -0.958 -0.858 -0.563 -0.479 -0.958 -0.853 -6.97 -6.766 -130.798 -130.821
In -2.793 -2.42 -2.426 -2.043 -2.793 -2.511 -8.594 -8.168 -137.051 -136.79
Sn -4.149 -3.924 -3.815 -3.519 -4.149 -3.953 -9.468 -9.515 -142.951 -142.552
Sb -4.463 -4.799 -4.093 -4.46 -4.463 -4.66 -9.599  -10.057 -147.587 -147.917
Te -3.188 -3.314 -2.834 -3.016 -3.188 -3.268 -8.042 -8.177 -150.633 -150.804
Cs -0.813 -0.504 -0.699 -0.333 -0.813 -0.437 -4.551 -3.886 -161.584 -161.519
Ba -0.208 -1.365 0.024 -1.049 -0.208 -1.312  -4.588 -4.762 -166.612 -166.602
Hg -0.917 -0.902 -0.543 -0.505 -0.917 -0.909 12.263 12.372 -308.363 -308.362
Tl -2.569 -2.72 -2.17  -2.399 -2.569  -2.69 11.337 11.435 -316.931 -317.061
Pb -3.875 -4.086 -3.49 -3.678 -3.875 -4.037 11.282 10.815 -325.376 -325.429
Bi -4.717 -5.16 -4.334 -4.786 -4.717 -5.154 11.223 10.45 -333.537 -333.615
Sc -4.667 -4.183 -4.366 -3.763 -3.29 -2.878  -11.312 -11.112 -40.093  -39.857
Ti -6.701 -6.818 -6.296 -6.27 -4.303 -4.529  -13.529 -13.779 -44.225 -44.465
Y -4.696 -4.104 -4.384 -3.668 -3.289 -2.844  -12.161 -11.813 -97.841 -97.554
Zr -7.409 -7.269 -7.007 -6.778 -4.934 -4.981  -14.826 -14.851 -104.147 -104.108
Nb -10.387 -10.523 -9.867 -9.918 -6.985  -7.41 -17.614 -17.889 -110.943 -110.977
Mo -11.265 -11.707 -10.693 -11.062 -7.716  -8.104  -18.546 -18.813 -115.777 -115.834
Ru -9.498 -10.24 -8.839 -9.597 -6.297 -7.733  -16.396 -16.939 -121.956 -122.391

Continued on next page




FERE FERE FERE FERE FERE
Element yuppr pppe HRPBE WRPBE MPBE+U HpBE+U HTPSS Hrpss HmBEEF HmBEEF

Rh -7.321 -7.309 -6.677 -6.506 -4.927 -5.661  -14.047 -13.963 -123.897 -123.991
Pd -3.924 -4.008 -3.295 -3.329 -3.061 -3.411 -10.189 -10.504 -124.77 -124.889
Ag -3.0 -2.887 -2.478 -2.396 -2.708 -2.781  -9.091 -9.053 -128.335 -128.251
La -4.631 -3.922 -4.265 -3.488 -3.024 -2.722 -8.023 -7.424 -173.66 -173.225
Hf -7.515 -7.06 -7.109 -6.481 -5.042 -4.645 -0.351 -0.011 -260.384 -259.967
Ta -9.891 -9.938 -9.399 -9.355 -6.598  -6.798  -2.094 -2.232 -269.497 -269.265
Re -11.673 -12.234 -11.081 -11.474 -7.951  -8.59 -2.586 -2.987 -284.828 -284.711
Os -11.221 -13.821 -10.593 -13.804 -7.776  -10.239 -1.414 -3.323 -291.189 -292.814
Ir -9.401 -9.509 -8.77 -8.704 -6.671 -7.443 0.959 1.13  -296.091 -295.784
Pt -6.487 -6.575 -5.834 -5.854 -5.086 -5.641  4.667 4.937 -299.885 -299.82
Au -3.251 -3.608 -2.665 -3.115 -2.951 -3.324 8.892 8.668 -303.481 -303.752

C -9.224 -9.041 -8.808 -8.669 -9.224  -9.069  -10.548 -10.54 -15.405 -15.242
N -8.482 -8.396 -8.301 -7.956 -8.482 -8.257 -10.078 -10.218 -15.89  -15.906
(6] -5.296 -5.071 -5.164 -4.716 -5.296 -5.097 -7.237 -7.227 -14.146 -14.106
F -1.982 -1.85 -1.879 -1.656 -1.982 -1.964 -4.51 -4.409 -12.572 -12.793
P -5.362 -5.547 -5.054 -5.272 -5.362 -5.45 -10.024 -9.84  -27.769 -27.902
S -4.058 -3.904 -3.841 -3.621 -4.058 -3.859 -9.091 -8.903 -28.577 -28.491

Cl -1.73  -1.531 -1.635 -1.371 -1.73 -1.581  -6.86 -6.999 -28.461 -28.506
Se -3.476  -3.419 -3.236 -3.145 -3.476 -3.373  -10.962 -10.879 -78.331 -78.242
Br -1.604 -1.373 -1.395 -1.189 -1.604 -1.413 -8.654 -9.018 -80.263 -80.1

1 -1.483 -1.382 -1.26 -1.199 -1.483 -1.422 -5.923 -6.25 -153.497 -153.435
\% -8.538 -8.414 -8.048 -7.84 -5.245 -5.705  -15.485 -15.407 -48.275 -48.239
Cr -9.447 -9.001 -8.887 -8.428 -5.931 -7.736 -16.616 -16.204 -51.629 -51.838
Mn -9.811 -9.101 -9.271 -8.738 -7.11 -8.23 -17.157 -16.631 -54.674 -54.865
Fe -9.077 -8.501 -8.596 -8.011 -7.039 -7.314 -16.46 -15.848 -56.897 -56.463
Co -8.376 -8.188 -7.876 -7.533 -6.122 -6.337 -15.79 -15.601 -58.893 -58.915
Ni -7.278 -6.915 -6.757 -6.363 -5.539 -5.416  -14.815 -14.428 -60.806 -60.529
Cu -3.81  -3.506 -3.307 -2.99 -3.373 -3.243 -11.163 -10.928 -60.624 -60.321

W -11.589 -12.593 -11.051 -12.076 -8.108  -9.06 -3.176 -3.858 -278.013 -278.279
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ABSTRACT: We explore the possibilities of hydrogen evolution by basal planes of _Jw Ju e e
2D metal dichalcogenides and oxides in the 2H and 1T class of structures using the 5
hydrogen binding energy as a computational activity descriptor. For some groups of &’Rﬁ *" k}' y
systems like the Ti, Zr, and Hf dichalcogenides the hydrogen bonding to the 2H v v v W
structure is stronger than that to the 1T structure, while for the Cr, Mo, and W
dichalcogenides the behavior is opposite. This is rationalized by investigating shifts in i - H
the chalcogenide p levels comparing the two structures. We find that usually for a | % A
given material only at most one of the two phases will be active for the hydrogen « * \
evolution reaction; however, in most cases the two phases are very close in formation L S e

o
energy, opening up the possibility for stabilizing the active phase. The study points to h k ﬁﬁ
Hz

many new possible 2D HER materials beyond the few that are already known. Ht e Y

H H2

L.

ydrogen holds a crucial place in many chemical syntheses phases thus expands the material space to more structures that

and in energy production;"” however, an economical might be relevant for the given application.
process for hydrogen production has not been fully realized yet. In the present work, we explore the HER activity of the basal
One of the main challenges lies in finding a cheap catalyst that planes of 100 dichalcogenides and oxides (MX,) in both the
can evolve hydrogen efficiently. Platinum, which is known to be 2H and 1T class of structures using the free energy of hydrogen
one of the best catalysts for hydrogen evolution, is prohibitively adsorption as a descriptor for the activity of the material >
expensive, thus precluding it to be used on large scales. Several Rather than assuming the existence of perfectly symmetrical 2H
other metals, metal surface alloys and metal oxides, have been and 1T structures, we carefully look for deviations of the atomic
studied for the same reaction, but unfortunately most of these structure from the perfectly symmetric 2H and 1T phases and
are not both efficient and cheap at the same time.*”> Only choose the structure with minimum energy. (We continue
recently a few and interesting candidates have been identified using the terminology 2H and 1T for distorted structures as
for hydrogen evolution reaction (HER), for example, Ni,P.%” well to avoid cluttering of notations.) We choose ‘M’ from a set

Recent promising experiments on 2D metal sulfides have of 25 elements (shown in the ordinate of Figure 2) and X’

opened up a new class of materials that could contain from a set of 4 (shown in the abscissa of Figure 2) elements
promising candidates for HER.*""> The 2D nature of these (chalcogens and oxygen). We find a significant difference in the
materials gives additional flexibility of nanostructuring and hydrogen adsorption energy of the 2H and 1T phases of a given
manipulating the structures, which is otherwise challenging in compound; on the other hand, the 2H and 1T phases show
the 3D bulk form. For example, MoS, exists in both 2H and 1T similar thermodynamic stability, thus making it possible to
phases in monolayer form, whereas the 1T phase is stabilize the structure showing activity toward HER despite the
thermodynamically unfavorable in the bulk."® Despite the fact fact that it is not the most stable structure. To find a correlation
that the 2H-MoS, is one of the most studied 2D sulfides for between the adsorption energies and the nature of metal atoms,
HER, it has active sites on the edges only,"*" and the limited we group the compounds based on the position of the metal
activity is ascribed to the inability of the 2H-MoS, basal plane atoms in the periodic table. For the groups showing apparent
to adsorb hydrogen.'® The above limitation has been overcome
by contemporary experiments on 1T-MoS, and WS,, in which Received: February 17, 2015
the entire sheet has been found to be catalytically active for Accepted:  April 10, 2015
HER®*7'° The unusual difference between the 2H and 1T Published: April 10, 2015

ACS Publications  © 2015 American Chemical Society 1577 DOI: 10.1021/acs jpclett.5b00353
A 4 J, Phys. Chem. Lett. 2015, 6, 15771585
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Figure 1. (a) Top view of a 1T monolayer (P32/m1 space group). (b) Monolayer with distortions belonging to the 1T class and P1 spacegroup with
unit cell size 2 X 2. (c) Monolayer with distortions belonging to the 1T class and PI spacegroup with unit cell size 2 X 2. (d) Monolayer with
distortions belonging to the 1T class and P1 spacegroup with unit cell size 2 X 1. (e) Monolayer with distortions belonging to the 1T class and P3m1
spacegroup with unit cell size 2 X 2. () Top-view of a 2H monolayer (P6m2 space group). (g) Monolayer with distortions belonging to the 2H class
and P1 spacegroup with unicell size 2 X 2. Unit cells have been drawn (black solid lines) to show the size of the unit cell, and a few selected bonds
(black broken lines) between metal atoms have been shown to highlight the difference between different structures.

difference of the 2H and 1T phases for hydrogen adsorption,
we show that the relative position of the p level of X’ with
respect to the Fermi level plays a decisive role for hydrogen
adsorption. On the basis of the descriptor employed to screen
the materials for HER, we point to many new possible 2D HER
materials beyond the few that are already known.

In the present work, we use GPAW,"” an electronic structure
code based on the projector-augmented wave (PAW)'
formalism. The PBE'" functional is used for the calculation
of lattice constants, and the calculated lattice constants have
been used throughout the work. Structures showing distortions
have been reoptimized, and the recalculated lattice constants
are used. We calculate the heat of formation using the fitted
elemental reference phase energies (FERE) scheme employed
over the PBE calculated energies, as proposed by Stevanovic et
al?® A grid spacing of 0.18 A is used to expand the wave
functions in real space, and a Fermi—Dirac smearing of 0.05 eV/
is employed to accelerate the convergence. The Brillouin zone
for the smallest unit cell (1 X 1) is sampled using a
Monkhorst—Pack®’ scheme with a k-point mesh of 18 X 18
X 1, and for 2 X 2 unit cells, we use a 9 X 9 X 1 k-point grid. All
optimizations are carried out using a Quasi-Newton algorithm,
and the forces are converged down to 0.05 eV/A for all
relaxations. Spin-polarized calculations are performed for the
calculation of lattice constants as well as for the adsorption
energies. Adsorption energies are calculated using the BEEF-
vdW functional” Uncertainties in adsorption energies are
explicitly calculated using the ensemble of functionals proposed
in ref 22. The calculated uncertainties are used to estimate the
probability that a given material will have the free-energy
descriptor for HER lying within a given range. The calculated
probabilities help to rank the different materials based on their
suitability” for HER. We add several corrections to the
calculated total energy differences to estimate the adsorption
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free energy. The zero point energy corrections to the energies
of all systems are to a first order approximation taken to be the
same as the ones calculated for the 1T-MoS, monolayer
structure. We get the zero-point correction of the adsorbed
hydrogen as 0.39 eV at the standard state. We ignore the
entropic corrections for the adsorbed state while calculating the
total correction as in ref 15. The zero-point energy of the H,
molecule has been taken from the ref 24 and is found to be 0.54
eV. The entropic correction of 0.40 eV from the gas-phase H, is
taken from ref 25. By taking the difference of the corrections in
the gas phase and the adsorbed state, AZPE comes out as 0.12
eV and —TAS comes out as 0.20 eV; therefore, AZPE — TAS
comes out to be 0.32 eV.

The current work focuses on the 2H and 1T structures and
their distorted derivatives of 2D metal dichalcogenides and
oxides some of which have been realized in recent experi-
ments.'°™** The structural difference between the 1T and 2H
phases originates from the difference in coordination environ-
ment around the metal atom. The 2H phase of MX, has a
trigonal prismatic structure with ‘M’ at the center of the prism
and X’ at the vertices, where the 1T phase has an octahedral
coordinated structure with ‘M’ at the center of the octahedron
and ‘X’ at the vertices. Figure 1a,f shows the top view of the 2H
and 1T structure, respectively. Figure lb—e,g represents
distorted derivatives of the 2H and 1T structures, which will
be discussed later. The significant difference in atomic structure
of the two phases might lead to differences in their
thermodynamic and electronic properties. The difference in
thermodynamic properties will directly influence the relative
stability of the two phases, whereas different electronic
properties will have an effect on the chemical reactivity. To
detect the distortions, if any, in the 2H and 1T structures, we
follow the steps: (1) Adsorb the hydrogen in the 2 X 2 unit cell
to break the symmetry of the structure and allow the structure
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to relax. (2) Remove the hydrogen from the structure obtained
from step 1 and relax the structure. (3) If the structure obtained
after step 2 is the same as the perfectly symmetric structure,
then there are no distortions present or else the structure is
distorted. (4) Cases may exist in which step 2 leads to local
minima in new structures; therefore, one has to compare the
energy obtained after step 2 and the energy of the perfectly
symmetric structure and choose the one with lower energy.

Following the steps previously outlined, the distortions
present under HER conditions can most likely be obtained.
Similar distortions in MoS, have been explored by Kan et al,*®
but we see a wider range of distortions. Therefore, instead of
using their terminology, we categorize the distortions in a more
general way based on the space group and the size of the unit
cell.

Figure 2a,b shows the calculated standard heats of formation
of the 2D MX, compounds in the 2H and 1T phases. In
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Figure 2. (a,b) Heatmap of standard heat of formation (in eV/atom)
of compounds in undistorted 2H and 1T structures, respectively. (c)
Difference in enthalpies between the 2H and 1T structures (in eV/
atom) of different compounds. Each compound is represented by a
square, and the constituent elements are represented by the
corresponding ordinate and abscissa of the square. The difference in
energies is in eV/atom.

calculating the standard heat of formation, we neglect any zero-
point or entropic correction. As can be seen from the Figure
the region of stable compounds is very similar in the two
structures. With very few exceptions, the compound that is
stable (unstable) in one structure exhibits stability (instability)
in the other structure as well. Figure 2¢ shows the difference in
enthalpies of the different compounds by which we can
estimate the extent to which the two phases differ
thermodynamically. The obtained trend in the relative stability
of the 2H and 1T phases agrees well with the calculations of
Ataca et al”” We see that for most of the compounds the
energy difference between the 2H and the 1T phase is smaller
than ~0.4 eV/atom. Recent experiments on MoS,'® and WS,*
show that the distorted 1T phase despite being energetically
higher than the 2H phase by ~0.3 eV/atom can be stabilized.
These experiments thus suggest that the metastable phase of a
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2D MX, compound with a positive heat of formation as high as
~0.3 eV/atom relative to the stable phase can be synthesized
and stabilized under normal conditions using suitable synthetic
routes.”® Thus, the generally small energy differences shown in
Figure 2c indicate that the atomic structure of 2D MX, can be
tuned, if required, for the application in hand. Therefore, we
explore both the 2H and 1T class of structures of MX, to find
suitable materials for HER.

Figure 3a,b shows the energy of distorted structures with
respect to perfectly symmetric 2H and 1T structures,
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Figure 3. (a,b) Energy of the distorted structures (eV/atom) with
respect to the perfectly symmetrical 2H and 1T structures,
respectively. The white squares denote massive reconstruction upon
relaxation, thus leading to structures not belonging to the 2H and 1T
class of structures.

respectively. The white squares denote massive reconstruction
upon relaxation, thus leading to structures neither belonging to
the 2H or 1T class of structures. We do not investigate these
systems any further. Upon analyzing the nature of reconstruc-
tions in the more moderately distorted structures, it turns out
that the distortions occurring in the 1T structure can be
categorized in four different symmetry groups, whereas the
distortions in the 2H structure can be captured by only one
group. Starting with the structures with slightly displaced atoms
from their ideal positions in the perfect 2H and 1T structures,
that is, without symmetries in a 2 X 2 unit cell, upon relaxation,
some compounds in 1T structure gain symmetry in such a way
that all of the symmetry operations can be captured in a 2 X 1
unit cell, thus leading to reduction in the size of unit cell. This is
not the case for any of the 2H structures. Therefore, we
categorize the distorted structures based on the space groups
and the unit cell size using the tool described in ref 29. Table 1
shows the categorization of the distortions based on the space
group and the size of the reduced unit cell. The forces cannot
be brought down to exactly zero during the optimization
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Table 1. Categorization of Different Compounds Based on
the Deviation of Their Structures from Perfect 2H or 1T
Structures and the Size of the Unit Cell”

class MX, group  unit cell class MX, group  unit cell
2H  CoS, P1 2x2 2H CoSe, Pl 2%2
2H IrS, P1 2X2 2H OsS, P1 2X2
2H OsSe, P1 2X2 2H PdS, P1 2X2
2H  PdSe, PI 2x2 2H PdTe, Pl 2x2
2H ReO, Pl 2x2 2H ReS, Pl 2x2
2H ReSe, P1 2X2 2H RhS, P1 2X2
2H RhSe, P1 2X2 2H RhTe, P1 2X2
2H RuO, P1 2X2 2H RuS, P1 2X2
2H RuSe, P1 2X2 2H ScS, P1 2X2
2H ScSe, P1 2X2

1T CoS, P1 2X2 1T CrS, P1 2X2
IT  CiSe, Pl 2x2 IT  EeS, P1 2x2
1T IS, P1 2%x2 1T  ItSe, P1 2%2
1T ReO, P1 2X2 1T ReTe, P1 2X2
1T RhS, P1 2X2 1T RuS, P1 2X2
IT  RuTe, Pl 2x2 IT  MoO, Pl 2x1
IT  MoS, Pl 2x1 IT  MoSe, Pl 2% 1
IT  MoTe, Pl 2x1 IT 0s$, Pl 2x1
1T OsSe, P1 2x1 1T OsTe, P1 2x1
1T WS, P1 2x1 1T WSe, P1 2x1
1T WTe, P1 2x1 1T ReS, P1 2X2
IT  ReSe, PI 2x2 IT RuSe, PI 2%2
1T TaO, PT 2X2 1T CoSe, P3m1 2X2
1T IrTe, P3ml 2X2 1T NbO, P3ml 2X2
IT  0sO, P3ml 2x2 1T RhSe, P3ml 2X2
1T RuO, P3ml 2X2 1T WO, P3ml 2X2

“The class represents the type of undistorted structure to which the
compound belongs, the group represents the space group of the
distorted structure as per Herman—Maugin notation, and the unit cell
represents the size of the reduced unit cell with respect to the 1 X 1
unit cell of the perfect 2H or 1T structures.

process; therefore, to overcome inaccuracies in the forces, we
employ a cutoff of 0.05 A on the rotations/translations to
identify the symmetry operations. For six structures where the
difference in energy of the distorted structure and the perfectly
symmetrical structure is <0.01 eV per atom, we categorize them
into the symmetrical structure for the previously mentioned
reason. We find that for all of the distorted structures in the 2H
class, the type of distortion is similar to the one shown in
Figure 1g. Therefore, we categorize them in the same class as
those that have the unit cell size of 2 X 2 and the space group
P1. Figure 1b—e shows the four different types of distortions
observed in the 1T structure. There are subtle differences in all
of these four groups. Panel b does not have any symmetry and
thus belongs to the P1 group, panel ¢ shows the distortions
similar to panel b but has an inversion symmetry and thus
belongs to PT as also observed by Tongay et al. for ReS,.*° The
distortions in panel d are such that the structure forms stripes
with periodicity of one unit cell, resulting in a unit cell size of 2
X 1. Panel e has the least distortion and inherits most of the
symmetry operations from the symmetric 1T structure and
belongs to the P3ml space group.

Additionally, as previously mentioned, discarding distorted
phases that differ in energy from the perfectly symmetric
structures by <0.01 eV per atom might result in missing some
of the charge density wave (CDW) phases, for example, in
TiS,.>" In the case of TiS, we found that for a 12 atom unit
cell (2 X 2 unit cell) the distorted and the perfectly symmetric
structure differ by only ~0.04 eV (~0.004 eV per atom). It
turns out that due to similar energy differences the CDW
phases of other compounds, for example, TaS,, are all discarded
due to the previously mentioned reason. Discarding the CDW
phases does not affect our results for the HER, which is
dependent only on the energy differences, which are very small
in the previously mentioned cases.

In previous works the strength of hydrogen binding on a
catalyst surface has been used as a descriptor for the ability to
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Figure 4. Adsorption energies of the individual groups of compounds. The grouping of the compounds is based on the position of the metal atom of
MX, in the periodic table. The missing data points in the plots show the instability of those compounds toward hydrogen adsorption; that is, in these
cases hydrogen pulls out the X’ atom from the monolayer and moves far from the surface. All energies shown in the ordinates are in electronvolts.
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evolve hydrogen, and it has been found that the optimum value
of the free energy of hydrogen adsorption (AGy) on the
surface of the material should be close to zero.>®'® The free
energy of hydrogen adsorption comes out as a descriptor based
on the Volmer—Heyrovsky route for the HER. The steps
involxed in the Volmer—Heyrovsky process can be written
as™”’

¢y
@

where * denotes the active site. At zero potential the free-
energy difference between H* + e~ and H, is (by definition)
zero, and the intermediate state of adsorbed hydrogen provides
an effective barrier for the process, which should be as close to
zero as possible. Therefore, to determine the reactivity of the
basal plane, we first calculate the hydrogen adsorption energy
on different sites. The adsorption energy is calculated relative to
the hydrogen molecule and the most stable clean substrate
within the given class (1T or 2H). In all of the 1T and 2H
classes of the MX, structures, we find that the most favorable
hydrogen adsorption site on the basal plane is on top of the
chalcogen/oxygen atoms. For distorted structures, depending
on the symmetry, H will bind differently to the different
chalcogen/oxygen atoms. For further analysis we select the
adsorption site with the strongest binding. We start with one-
fourth (0.25 ML) of a monolayer of coverage (one hydrogen
per four chalcogen/metal atom) and select only the
compounds binding hydrogen too strongly (AHE® > —0.8)
for higher coverages. Calculations for higher H adsorption
coverages reveal massive reconstructions, and the final
structures do not belong to any of the structure in the 2H
and 1T class; therefore, we choose not to explore the cases of
higher coverage any further and focus only on one-fourth of a
monolayer of coverage in the current work. To establish the
trends in the strength of hydrogen binding, we use the heat of
adsorption (total energy differences) and incorporate zero-
point energies and entropic effects only in the stage of
evaluating the suitability of materials for HER.

Figure 4 shows the calculated heats of hydrogen adsorption
(AH;},) on the 2H and 1T basal planes with 0.25 ML coverage
of hydrogen. Upon hydrogen adsorption, not all of the surfaces
are stable; therefore, we discard the compounds (missing data
points) in the plots that are unstable toward hydrogen
adsorption, that is, in these cases hydrogen pulls out the X’
atom from the monolayer and moves far from the surface or the
structure massively reconstructs and transforms to a structure
not belonging to the 2H or 1T class. As can be seen, the heat of
adsorption varies widely by several electronvolts. An overall
trend is that the bonding strength is increased as the
electronegativity of the chalcogenide is increased. There is
clearly no simple relation between the hydrogen bonding to the
2H and 1T structures. Depending on the metal and
chalcogenide in question the bonding to the 1T class may be
stronger or weaker than the bonding to the 2H class.

To shed some light on the chemistry behind the different
adsorption energies, we shall focus on only two of the metal
groups that stand out in Figure 4. For the metals Ti, Zr, and Hf
the bonding to the 2H structure is clearly stronger than that for
the 1T, while for the metals Cr, Mo, and W we have an
opposite trend. To understand these opposite behaviors we
analyze the density of states (DOS) projected onto the X’ p
orbital in MX,.'® Figure Sa—d shows the DOS of pristine
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Figure S. (a) Density of states (DOS) plot of MoS, and TiS, in the
2H and 1T structures. MoS, and TiS, belong to two different groups
as shown in Figure 4). €, denotes the position of the center of the p
band with respect to the Fermi level. The shaded region corresponds
to occupied states.

monolayers. The calculated position of the p-band center (e,)
(obtained as the first moment of the projected density of
states) with respect to the Fermi level of the pristine
monolayers explains the difference in reactivity of the two
groups. A higher-lying p level indicates possible stronger effects
of hybridization with the hydrogen s state.'® The calculated €p
for MoS, in the 1T structure lies closer to the Fermi level as
compared with the 2H structure, whereas for TiS,, the €, for
the 2H structure lies closer to the Fermi level as compared with
the 1T structure. Table 2 shows the adsorption energy (AHL,)
and center of p band for compounds selected from the groups
to which MoS, and TiS, belong. As can be seen from the Table,
other compounds also show the same correlation between ¢

and AHY. These results show that the nature of the metal
atom® along with the symmetry of the structure has a
significant effect on the reactivity.

We calculate for 0.25 ML coverage the heats of adsorption
(AH) including error bars (o) with the BEEF-vdW functional
to assess the confidence interval of heats of adsorption.”* As
mentioned earlier, we add zero point and entropic corrections
0f 0.32 eV in all the heats of adsorption to get the free energy of
adsorption. Here we assume that the corrections will not vary
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Table 2. Heat of Adsorption of Hydrogen, AH'y, and the
Center of the p Band, ¢, for Compounds Belonging to
Different Groups in the 2H and 1T Structures”

2H e AH, 1T G AHY,
MoS, —2.00 1.68 + 007  MoS, -123 010 + 0.13
MoSe,  —1.74 182 +£0.13  MoSe, —146  0.64 + 0.11
WS, -2.32 195+ 008 WS, -137 023 +0.14
WSe, -2.03 203 + 0.14  WSe, -129 078 +0.15
TiS, —-1.02  —005 +0.13 TiS, —145 040 + 0.09
TiSe, —0.89 044 + 012 TiSe, -138  0.90 + 0.10
718, —0.96 011 + 010  ZrS, -142 094 + 007
Z1Se, —0.80 051 + 010  ZrSe, -134 119 + 0.09

“Grouping of the compounds is performed based on the group of the
periodic table to which the metal atom in MX, belongs.

much for different compounds, hence we choose the same
correction as we have calculated for 1T-MoS, monolayer
structure. Since the optimum value of free energy (AG®") for
HER is ~0.0 eV, we consider the range of free energy from
—0.5 to 0.5 eV to take into account the effect of coverage,
strain, and so on.*3¢ Having an allowable range of free energy,
mean adsorption energies along with uncertainties allows us to
calculate the probability (P(IAGI < 0.5)) of a material having
free energy for HER in the given interval. Assuming a Gaussian
distribution of uncertainties around the mean value, E, of the
0.5+E

adsorption, probabilities can be calculated as
L / B exp(—E—z) dE
2re? J-0s-E 20 (3)
The calculated probabilities will help in narrowing down the
material space for potential experimental investigation by
discarding the materials with very small probabilities. In Figure
6, we show the compounds in the 2H and 1T class of structures
ranked according to the calculated probability measure. The
Figure includes compounds with a probability as low as 0.15.
This leads to 21 compounds in the 2H class of structures and
26 compounds in the IT class of structures. For each

compound, the calculated free energy is shown together with
the error bar from the BEEF—vdW ensemble. We see that

2
P(IAGI < 05) =

MoS, and WS, appear on the list of candidates for the 1T
structure (although not with the highest probability) in support
of the recent experiments indicating possible hydrogen
evolution for these sys'cems.s'10 The only compounds that
appear on both the 2H and 1T lists are NbS,, RhS,, RuS,, IrS,,
CoS,, ScSe,, RuO,, and TaTe,, illustrating the fact that the
chemical activity is very sensitive to the crystal structure.

Having identified possible 2D materials with promising
binding properties for hydrogen, it is appropriate to investigate
the stability of these materials further. There are two
possibilities that may hamper the growth and stability of the
2H or 1T phases of the 2D materials found to be active for
HER: (1) much higher stability of the competing bulk
structures or the standard states, thus leading to the
dissociation of the 2D phase into these compounds, and (2)
relative stability of the 2H and 1T phases also matters. For
example, if the 2H phase of a material is HER-active but is
much higher in energy than the 1T structure, it is unlikely that
the material can be synthesized and stabilized in the 2H
structure. Therefore, the HER-active 2D materials must not lie
above a certain degree of metastability with respect to the
competing bulk structures or the standard states, and also it
should not be energetically too high with respect to the other
2D phase of the material. In the present work, we do not
explore the stability of compounds in water because a recent
study has shown that with stabilizing agents compounds can be
stabilized in water, making this criterion less important.*” The
presence of water might also have an effect on the adsorption
energies, but in the current work having a fairly wide window of
the free energy of adsorption for the candidate materials, we
expect to have allowed for the effect of water.

Calculated data to address the previously described issues are
collected in Table 3a,b. The second column of the Table shows
the calculated standard heats of formation, AH, for the
monolayers (as shown for all the compounds in Figure 2) in
the 2H and 1T classes of structure, respectively. The third
column AH, is calculated using structural information from
the OQMD database.>® The OQMD database contains
standard DFT energy calculations for a large selection of
known compounds from the ICSD database® plus a number of
standard structures. In the case of binary systems, this results in
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Figure 6. (a) 2H compounds having a free energy of hydrogen adsorption (AGL,) in the range of (—0.5, 0.5) €V along with uncertainties for 0.25
ML coverage and probabilities (P(IAGI < 0.5)) as calculated from eq 3. Red error bars indicate that the structure is unstable with respect to the

standard states.
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Table 3. (a) Relevant Energies for Analysis of the Stabilities of the Obtained HER Candidates in the 2H-Derived Structures”
and (b) Similar Table for the 1T Candidates”
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@)
2H-MX, AH AHyy AHy,y, AH . ref 40 AHyy)i P(IAGI £ 0.5)
RuS, —0.31 —0.70 0.39 -0.71 no —0.01 1.00
NiSe, —0.21 —0.34 0.13 -0.38 no 0.17 1.00
OsS, 0.34 —0.60 0.94 NA no —0.01 1.00
TaO, —2.58 —3.00 0.42 NA no —0.07 1.00
ReO, —0.91 —142 0.51 —1.52 no 0.0S 1.00
RhS, —0.11 —0.48 0.37 NA no 0.07 1.00
Pds, 0.01 -0.31 0.32 —0.28 yes 0.17 1.00
NbS, —121 -1.20 —0.01 NA yes —0.04 0.98
ScS, —1.46 —1.46 0.00 NA no —0.06 0.96
TiS, —-1.23 -137 0.14 —141 yes 0.15 0.96
TaTe, —0.32 —0.45 0.13 NA yes 0.00 0.89
CoS, —0.33 —0.48 0.15 -0.51 no 0.01 0.86
IS, —0.11 —0.48 0.37 —0.46 no 0.22 0.84
RhSe, —0.17 —0.45 0.28 NA no 0.07 0.81
Ta$, —1.24 —-122 —0.02 —-122 yes —0.02 0.78
ZrS, —1.55 -173 0.18 —-1.99 yes 0.19 0.77
Sc0, —2.74 —3.17% 043 NA no 0.05 0.49
VS, —1.16 —-114 —0.02 NA no —0.02 0.46
ScSe, —1.30 —1.25% —0.05 NA no —0.01 043
CrO, —-1.99 =215 0.16 -2.01 no 0.03 0.37
PdSe, —-0.02 —-0.33 031 NA yes 022 0.37
()
1T-MX, AH AHy, AHy AHy. ref 40 AH,r)on P(IAGI £ 0.5)
ScSe, —-1.34 —1.25% —0.09 NA no 0.01 1.00
MoO, -179 —-1.95 0.16 —2.04 no 0.31 1.00
RhS, —0.32 —0.48 0.16 NA no —0.07 1.00
IrS, —0.30 —0.48 0.18 —0.46 no —0.22 0.99
PbSe, 0.04 -0.31% 0.35 NA no -0.22 0.99
PbS, 0.03 —0.32% 0.35 NA no —0.28 0.98
PdO, —0.48 —041 —0.07 NA no NA 0.97
WO, —1.61 —1.89 0.28 NA no 0.24 0.94
CoS, —0.34 —0.48 0.14 —0.51 no —0.01 0.94
RuO, -0.71 —0.94 0.23 —1.05 no —0.20 0.92
IrO, —-0.70 —0.94 0.24 —0.86 no NA 0.92
MnO, —2.00 —1.98 —0.02 —1.80 no —043 0.87
NiO, —1.01 —0.79% —0.22 NA no NA 0.83
CrS, —0.77 -0.71 —0.06 NA yes 0.12 0.83
MosS, —0.66 —0.93 027 —0.95 yes 0.28 0.74
0s0, -0.23 —1.10 0.87 —1.02 no NA 0.65
VO, —2.47 -2.63 0.16 —2.48 no —0.10 043
TiO, -3.10 -3.29 0.19 -3.26 no —L11 043
GeSe, —0.27 —0.34 0.07 —0.39 no NA 0.38
PtO, —0.61 —0.62 0.01 NA no NA 0.36
WS, —0.59 —0.78 0.19 —0.90 yes 0.18 0.35
VTe, —0.40 —0.45 0.0S NA yes 0.00 0.27
TaTe, —0.32 —0.45 0.13 NA yes 0.00 0.24
FeSe, —0.48 —0.56 0.08 NA no —0.05 0.23
NbS, -1.18 —1.20 0.02 NA yes 0.04 0.22
FeTe, —0.11 —0.20 0.09 —0.25 no —0.02 0.16

“AH denotes the calculated standard heat of formation. AH,,; denotes the heat of formation of the most stable compound (i.e., at the convex hull)
in the OQMD database.*® The symbol * in superscript corresponds to the situation, where no bulk structure with the compound composition lies on
the convex hull according to the database. In that case, AH,,, is calculated as a linear combination of several structures. AH,,; denotes the difference
between the two previous columns; that is, it shows how much the 2D compound hes above or below the convex hull. AH,y, indicates the
experimental standard heats of formation as listed in the OQMD database. Lebégue al.** have analyzed the possibilities for forming 2D compounds
based on the layered character of the bulk structures and their result is also listed in the Table. AH,y,,7 is the difference between the energies in the
two (possibly distorted) 2H and 1T structures. Finally, P(IAGI < 0.5) i is the probability that the free energy of hydrogen adsorption lies within 0.5 eV
from zero, as described in Figure 6. All the energies are in eV/atom. PNA in the seventh column indicates that due to massive reconstructions the
compound is discarded from the 2H class. All energies are in eV/atom.
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calculations of the most stable structures as a function of
relative concentration of the two constituents identifying the
so-called convex hull of lowest energy structures. For a given
MX, compound, we extract the structure with the lowest
energy at this 1:2 composition of the M-X phase diagram from
the database. In most cases a compound with the 1:2
composition exists as the most stable one. If that is not the
case we extract the two structures that linearly combine to give
the lowest energy of the convex energy hull at the 1:2
composition. We note that all structures are reoptimized and
energies are calculated with the approach we use here. The
fourth column, AHy, shows our calculated heat of formation
with respect to the convex hull. If two structures are used to
obtain the energy of the hull, AH,, then it is indicated with an
asterisk on the number. For comparison, the experimental heats
of formation for the most stable compounds are shown in the
third column when available in the OQMD database. As can be
seen, the calculated heats of formation are in good agreement
with the experimental data with a RMS deviation of only 0.09
eV. The fourth column shows the difference between columns
1 and 2, that is, how much the energy of the 2D material is
above (or below) the energy at the convex hull. The seventh
column in Table 3 shows the heat of formation of the 2H (1T)
class of structure with respect to the 1T (2H) class of structures
AH,y/;r (AH,rjn). We find that the energy difference
between the catalytically active candidate and its analogue in
the other structure is usually not very large. As previously
mentioned HER-active materials like MoS, and WS, in the 1T
phase have a degree of metastability as high as 0.3 eV/atom
with respect to the 2H phase and lie above the hull by ~0.3 eV/
atom; nevertheless, they have been synthesized and stabilized
under ambient conditions.'® Surprisingly, none of the other
HER-active materials differ from their corresponding 2D
analogue in energy by >0.3 eV/atom. Therefore, in the list of
proposed HER materials, if the material can be synthesized and
stabilized in one of the two phases, then it is highly likely that it
can be synthesized and stabilized in the other phase as well.

Some of the compounds like PdS, and PdTe,, which have
been found to be HER-active in the current work, have also
been suggested to exist in monolayer form by Lebégue al.** As
can be seen from Table 3a,b, PdS, and PdTe, lie above the hull
by ~0.35 eV. Therefore, we choose a threshold of 0.4 eV for
AH, for stability of compounds. The given criteria narrows
the list of the candidates, specifically OsS,, ReO,, OsSe,, ScO,,
and RuO, in the 2H class of candidates and OsO, in the 1T
class of candidates do not fulfill this criteria. The names of these
compounds are italicized in Table 3ab. A few monolayers in
Table 3a,b have lower energy than the energy of the convex
hull. One of the reasons for this behavior might be the existence
of other more stable bulk structures than the ones considered
in the OQMD database, for example, structures obtained by
stacking the 2D layers.

Additionally, we also compare our findings of 2D materials
for HER with the recent study by Lebégue et al.** that is based
on predicting the existence of 2D materials from experimental
bulk structures. The exiguous overlap between our results and
the ones by Lebégue al. arises from the fact that our
conclusions are based on thermodynamic arguments obtained
with ab initio calculations, whereas the work of Lebégue al.
relies more on heuristic arguments of the ability of cleaving a
bulk along a direction of weak bonding. The compounds of the
MX, class proposed in their work are all present in our work,
thus supporting our approach. A few compounds in Table 3a,b
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are written in bold. We select them based on the work by
Lebegue et al* by looking for “yes” in the column VI in Table
3a,b because it is highly likely that they can be synthesized and
stabilized with minimal effort.

In the current study, we suggest several 2D materials in the
2H and 1T structures as potential candidates for the hydrogen
evolution reaction. The activity of the basal plane in all of the
discovered candidates will provide a much larger number of
active sites as compared with 2D materials like 2H MoS,, where
only edges are active. Our analysis is using the calculated
adsorption free energy as a well-established descriptor for
hydrogen evolution. We furthermore investigate the stability of
the compounds in some detail by comparing heats of formation
of both competing layered phases and bulk structures. Recent
experimental stabilization of different layered phases seem to
indicate that fairly large metastability of several tenths of an eV/
atom can be overcome by appropriate synthesis routes, making
it likely that many of the suggested compounds could be
experimentally synthesized. It has recently been demonstrated
that the MoS, and WS, in the 1T phase can evolve hydrogen,
and these systems also appear in our screening, but other
identified systems should according to the calculations provide
higher activity. The calculations therefore invite further
investigation of some of the best candidates suggested here.
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he estimation of the correction to the calculated hydrogen

adsorption energy to obtain the free energy of adsorption
is wrong. We state in the present version of the manuscript
(pg 1578 column 2) that the zero-point correction for the
adsorbed hydrogen is 0.39 eV and that for the H, molecule
is 0.54 eV. The correct values should be 0.20 and 0.27 eV.
This means that the correction to the energy becomes 0.26 eV
instead of the quoted 0.32 eV. The conclusions of the Letter are
essentially unchanged because the error is smaller than the
calculated error bars on the individual calculated heats of
formation and much smaller than the energy window of 0.5 eV

used for identifying good HER candidates. Furthermore, the
estimated correction is just an estimate based on a single system
(MoS,) and can be expected to have some variation from system
to system that is not taken into account. However, because of the
change in the correction term Figure 6 and the last column of
Table 3 change in detail. The changes are fairly small, but because
the probability factor P is used for ordering, some of the systems
are swapped in Figure 6 and Table 3. We have included the
figure and table the way they would look if a correction value of
0.26 eV is used instead.
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Table 3
2 H-MX, AH AHpy® SHiy AH,,, ref 1 AHy)r P(IA Gl <0.5)
Ru$, —0.31 —0.70 0.39 —0.71 no —0.01 1.00
NiSe, —0.21 —0.34 0.13 —0.38 no 0.17 1.00
OsS, 0.34 —0.60 0.94 NA no —0.01 1.00
ReO, —-0.91 —1.42 0.51 —-1.52 no 0.05 1.00
TaO, —2.58 —3.00 0.42 NA no —0.07 1.00
Pds, 0.01 —0.31 0.32 —0.28 yes 0.17 1.00
NbS, —-1.21 —-1.20 —0.01 NA yes —0.04 1.00
RhS, —0.11 —-0.48 0.37 NA no 0.07 0.99
ScS, —1.46 —1.46 0.00 NA no —0.06 0.99
TiS, —-123 —1.37 0.14 —-141 yes 0.15 0.98
TaTe, —0.32 —0.45 0.13 NA yes 0.00 0.96
Ta$S, —-1.24 -122 —0.02 —-1.22 yes —0.02 0.93
IrS, —0.11 —0.48 0.37 —0.46 no 0.22 0.92
RhSe, —0.17 —0.45 028 NA no 0.07 0.92
ZrS, —1.55 -1.73 0.18 -1.99 yes 0.19 091
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Table 3 Continued
2 H-MX,

CoS,
ScSe,
PdSe,
VS,
CrO,
ScO,
HfS,
FeS,
1 T-MX,
ScSe,
RhS,
IrS,
PbSe,
MoO,
PbS,
CoS,
PdO,
MnO,
wo,
CrS,
MoS,
RuO,
IrO,
0s0,
NiO,
TiO,
ws,
PtO,
GeSe,
TaTe,
VO,
VTe,
NbS,
FeSe,
FeS,
FeTe,
CrSe,
Sn0,
GeS,

AH

—0.33
—1.30
—0.02
-1.16
—-1.99
-2.74
-1.62
—0.54
AH

-1.34
—0.32
—0.30

0.04
-179

0.03
—0.34
—0.48
—2.00
-1.61
—0.77
—0.66
—0.71
—0.70
—0.23
-1.01
—-3.10
—0.59
—0.61
—0.27
—0.32
—2.47
—0.40
-1.18
—0.48
—0.61
—0.11
—0.63
-133
—0.42

AHp*
—0.48
—1.25%
—0.33
—-1.14
-2.15
—3.17%
—1.80
—-0.73
AHy "
—1.25%
—0.48
—0.48
—0.31%
-1.95
—0.32%
—0.48
—0.41
—-1.98
—1.89
-0.71
—-0.93
—0.94
—0.94
—1.10
—0.79%
-329
-0.78
—0.62
—0.34
—0.45
—-2.63
—-0.45
—1.20
—0.56
—-0.73
—0.20
—0.46
-2.10
—0.55

SHyu
0.15
—0.05
0.31
-0.02
0.16
0.43
0.18
0.19
SHyy
—-0.09
0.16
0.18
0.35
0.16
0.35
0.14
—-0.07
—0.02
0.28
—0.06
0.27
0.23
0.24
0.87
—-0.22
0.19
0.19
0.01
0.07
0.13
0.16
0.05
0.02
0.08
0.12
0.09
0.17
0.77
0.13

AH g
—0.51
NA
NA
NA
—2.01
NA
NA
—0.59
AH,
NA
NA
—0.46
NA
—2.04
NA
—0.51
NA
—1.80
NA
NA
—0.95
—1.05
—0.86
—-1.02
NA
-3.26
—0.90
NA
—0.39
NA
—248
NA
NA
NA
—0.59
—0.25
NA
—-1.99
—0.42

expt.

ref 1

no
no

ref 1

no
no
no
no
no
no
no
no
no

no
no
yes
no

no

AHyp0r P(IA Gl £0.5)

0.01 0.90
—0.01 0.60

022 0.57
—-0.02 0.52

0.03 047

0.05 040

022 026

0.05 0.06

AHy7/ P(IAGI < 0.5)

0.01 1.00
—0.07 1.00
—0.22 1.00
—-0.22 1.00
031 1.00
—028 099
—0.01 098
NA 093
—043 0.90
024 0.88
0.12 0.87
028 0.87
—-0.20 0.86
NA 0.85
NA 0.76
NA 0.70
—L11 0.54
0.18 052
NA 0.50
NA 047
0.00 034
—0.10 032
0.00 030
0.04 030
—0.05 026
—0.06 021
—0.02 020
0.02 0.18
NA 0.18
NA 0.17

“The symbol * in superscript corresponds to the situation where no bulk structure with the compound composition lies on the convex hull

according to the database. In that case, AHy, is calculated as a linear combination of several structures.
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Table 1: Adsorption energies AHZ (in €V) and lattice constants a (in angstrom)

of the compounds with 2H structure and 2x2 unitcell as shown in Figure 4.

2H-MX, AHZL a  2H-MX, AHE a  2HMX, AHE a

ScS, 20.072 7.56 ScSe; 0205 7.88 CoS,  -0.114 6.45
CoSe, 0425 672 RuO,  -0.986 583 RuS,  -0.231 6.71
RuSe, 0389 694 RuTe, 0406 7.4 RhS,  -0.425 6.83
RhSe,  0.075 712 RhTe, 0.727 757 PdS,  -0.255 7.81
PdSe;, 022 804 ReO,  -0295 56 ReS, 0897 6.31
ReSe; 1279 6.9 ReTe, 1653 742 0sS,  -0.35  6.77
OsSe; 0409 7.03 OsTe, 1.058 7.5 IS, -0.384  6.85
IrSe; 004 711 PtTe, 0573 7.84 PbO,  -1.778 647
ScTe, 0934 7.26 TiS, 20.05 672 TiSe, 0436 6.98
TiTe,  0.683 749 VO, 1173 553 VS, 0216  6.35

VSe,y 0.806 6.71 VTe, 1.043 7.2  CrOq 0.259  5.19
CrS, 1.228  6.09 CrSe; 1.564 6.41 CrTe, 1.447  6.95

MnSes 1.926 6.72 MnTe, 3.009 7.35 FeOq -1.436  5.44
FeS, 0.347  6.32 FeTe,y 1.684 7.15 CoOq -1.788 5.52
CoTe, 0.77 7.25 NiSe, -0.348 7.03 NiTe, 0.693 7.44
VAGH 0.108 7.14 ZrSe, 0511 74 ZrTe, 0.698  7.84

NbS, -0.038  6.73 NbSe 0.361  6.94 NbTe, 0.51 7.37
MoO, 1.263  5.65 MoS, 1.681  6.35 MoSe, 1.824  6.66
MoTe, 1.742  7.09 PdTe, 0.421 8.05 HIfS, 0.302  7.08
HfSes 0.643 7.35 HfTe, 0.755  7.82 TaOq -0.467  5.96
TaS, 0.113  6.72 TaSes 0.498 6.94 TaTey 0.487  7.39
Ir'Te, 0.022 76 WO, 1.842  5.68 WS, 1.95 6.36
WSes 2.033  6.66 WTe, 1.874 7.1  ScOq -0.829 6.48




Table 2: Adsorption energies AH (in eV) and lattice constants a (in angstrom)
of the compounds with 1T structure and 2x2 unitcell as shown in Figure 4.

IT-MX, AHE  a  1T-MX, AHH,

a 1T-MX, AHH

ads @

CoSs -0.008 6.41 CoSes 0.48 6.71 CoTe, 0.647  7.26
CrOq -1.462 5.85 FeO, -1.196  5.65 FeS,y 0.354  6.39
FeSes 0.54 6.76 FeTe,y 0.601  7.28 GeOq 1.561  5.82
GeSs 0.487  6.87 GeSeq 0.26 7.26  HfO, 2.104 6.46
HIS, 1.179 7.3  HiSey 1.41 7.53 HfTe, 1.318 797
IrO, -0.59  6.33 IrS, -0.137  7.12  IrSe, 0.714 743
IrTe, 0.662  7.78 MnO, -0.173  5.81 MnSe, 1.042  6.97
MnTe, 2.882 7.48 MoO, -0.424  5.83 MoS, 0.096 6.34
MoSes 0.643 6.58 MoTe;  0.909 6.98 NbS, 0.376  6.79
NbSe, 0.714  6.96 NbTe, 0.47 7.29 NiO, -0.686 5.71
NiS, 0.447  6.74 NiSeq 0.756  7.09 NiTe, 0.994 7.56
0504 0.115  6.23 0OsS, 0.999 6.97 OsTe, 1.223 7.72
PbO, -1.017  6.84 PbSe, -0.127  8.02 PdO, -0.515 6.23
PdS, 0.37 7.1 PdSe, 0.813 7.46 PdTe; 0.659  8.05
PtO, 0.242  6.35 PtS, 0.839 7.14 PtSey 1.009 7.49
PtTe, 0.966 8.03 ReO. 0.997 5.63 ReS, 1.485 6.16
ReSes 1.593  6.33 ReTe, 1.531  6.81 RhO, -1.285 6.23
RhS, -0.151  7.01 RhSe, 0.406  7.18 RhTe, 0.607  7.59
RuO, -0.563 6.17 RuSs 0.509  6.78 RuSe, 0.862  6.92
RuTe, 0.731 7.54 ScO, -2.259  6.49 ScSq -0.926 7.48
ScSes -0.338  7.71 ScTe, 0.57 7.64 SnOq 0.437  6.51
SnS, 0.877 7.39 SnSey 0.778  7.72 SnTe,y 0.44 8.24
TaO, 0.893 6.14 TaS, 1.041 6.8 TaSey 0.794  6.99
TaTe, 0.327  7.36 TiO, 0.218 6.02 TiS 0.402 6.89
TiSes 0.901  7.08 TiTe,y 1.083 7.51 VO, -0.857 5.82
VS, 0.522  6.35 VSey 0.69 6.74 VTe, 0.52 7.21
WO, -0.58  5.83 WS, 0.233  6.39 WSeq 0.789  6.62
WTe, 0.79 7.0  ZrOq 1.706  6.49 ZrS, 0941 7.35
ZrSey 1.19 7.58 ZrTe, 1.187  7.96 CoO, -1.55  5.68
PbS, -0.111  7.68 CrTeq 0.639 7.36 MnS, 0.469 6.75
CrS, -0.089 6.67 CrSey 0.41 6.87 OsSeq 1.149 7.19
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New Light-Harvesting Materials Using Accurate

and Efficient Bandgap Calculations

Ivano E. Castelli,* Falco Hiiser, Mohnish Pandey, Hong Li, Kristian S. Thygesen,
Brian Seger, Anubhav Jain, Kristin A. Persson, Gerbrand Ceder, and Karsten W. Jacobsen

Electronic bandgap calculations are presented for 2400 experimentally known
materials from the Materials Project database and the bandgaps, obtained
with different types of functionals within density functional theory and
(partial) self-consistent GW approximation, are compared for 20 randomly
chosen compounds forming an unconventional set of ternary and quaternary
materials. It is shown that the computationally cheap GLLB-SC potential
gives results in good agreement (around 15%) with the more advanced and
demanding eigenvalue-self-consistent GW. This allows for a high-throughput
screening of materials for different applications where the bandgaps are used
as descriptors for the efficiency of a photoelectrochemical device. Here, new
light harvesting materials are proposed to be used in a one-photon photo-
electrochemical device for water splitting by combining the estimation of

the bandgaps with the stability analysis using Pourbaix diagrams and with
the evaluation of the position of the band edges. Using this methodology, 25
candidate materials are obtained and 5 of them appear to have a realistic pos-
sibility of being used as photocatalyst in a one-photon water splitting device.

the search for stable binary and ternary
alloys,[l] batteries 2l carbon capture and
storage,3 photovoltalcs ’l dye sensitized
solar cells,l®! and water splitting mate-
rials”# has been guided by computational
studies. The huge amount of data pro-
duced during these studies has been col-
lected in several databases, for example,
the Materials Project database,” the
AFLOWLIB consortium!' and the Compu-
tational Materials Repository.1%11]
Experimental data are also collected into
databases such as the Inorganic Crystal
Structure Database (ICSD)!?l and the
Landolt-Bérnstein databasel’®: the former
contains around 160 000 crystal structures,
the latter collects the electronic, magnetic,
thermodynamic properties of 250 000
compounds. The ICSD database is one of
the most complete repositories for crystal

1. Introduction

High-throughput materials design is becoming more and
more important in materials science thanks to theory develop-
ments that make computer simulations more reliable, and to
an increase in computational resources. During the last decade,
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information. Despite this, the electronic
properties are not always available and so
they are not included.

One of the tasks for computational condensed matter sci-
entists is to fill in the missing information in experimental
databases. In this paper, we present the calculations of around
2400 bandgaps of known materials using the GLLB-SC poten-
tial by Gritsenko, van Leeuwen, van Lenthe, and Baerends,!*]
(GLLB) adapted by Kuisma et al.™ to include the correlation
for solids (-SC). The GLLB-SC potential is implemented in the
framework of density functional theory (DFT) in the electronic
structure code GPAW.['%17] The structures under investigation
are obtained from the Materials Project database.’) As of March
2014, it contains around 50 000 structures optimized with DFT
from the ICSD entries. We then compare the bandgaps of
20 compounds calculated with different methods, namely local
density approximation (LDA), GLLB-SC, GW approximations
(GoWo, GW,, and GW) and the range-separated hybrid func-
tional by Heyd, Scuseria, and Ernzerhof (HSE06). At the end,
we apply a screening procedure, discussed in detail and used in
previous works,”# to find new light harvesting materials suit-
able for water splitting devices.

2. The Calculation of Bandgaps

Experimental databases mostly contain information about
the crystal structure of materials. It is more complicated to
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obtain access to information about the electronic structure
of compounds. The bandgap is a key discriminating property
for a large number of applications, including solar absorbers,
thermoelectrics, transparent conductors, contact and buffer
layers, etc. In recent works,”#) the bandgap has been used as
a descriptor for the efficiency of a light absorber. In this part,
we calculate the electronic bandgaps of experimentally known
compounds. All the structures investigated here are available
in the Materials Project databasell and have been previously
optimized using the generalized gradient approximation (GGA)
functional by Perdew, Burke, and Ernzerhof (PBE), and GGA
PBE+U for some of the structures.!'8 While standard DFT usu-
ally gives good result for the optimization of the crystal struc-
ture, it fails in the calculation of bandgaps.*) The Kohn-Sham
bandgaps of semiconductors, given by the minimum energy
difference between the bottom of the conduction band and the
top of the valence band, are seriously underestimated because
of the approximate description of the exchange-correlation
functionals, the self-interaction error,?l and the missing deriva-
tive discontinuity.?!! Many-body methods, such as the GW
approximation, give more reliable results with an increase (at
least one order of magnitude) of the computational cost. Hybrid
functionals, e.g., PBEO or HSEO06, that incorporate a portion of
Hartree-Fock exact exchange, usually give reasonable results
for semiconductors,?? but fail for metals and wide bandgap
insulators.[?324 All these methods are expensive to be used in
a screening project of several thousands of materials and, in
particular the GW approximation, can only be efficiently used
to refine the results obtained with computationally cheaper
approximations.[*’!

Here, the bandgaps are calculated using the GLLB-SC func-
tional,[" that is an improved description of the original GLLB
functional' adapted for solids. The GLLB functional contains
by construction the evaluation of the derivative discontinuity. It
is a further approximation to the KLI approximation to the exact
exchange optimized effective potential (EXX-OEP).2¢l The fun-
damental, or quasi-particle (QP), bandgap is given as the dif-
ference in the ionization potential (IP) and the electron affinity
(EA) and thus directly linked to photo-emission and inverse
photo-emission measurements. The Kohn-Sham (KS) bandgap
differs from the QP gap by the derivative discontinuity, A,

EX =IP-EA=ES +A,. 1)

8p 8p
GW, on the other hand, gives directly QP energies. It is impor-
tant to keep in mind that the bandgaps obtained from optical
measurements can be significantly lower than the QP gaps due
to excitonic effects, and one thus speaks of an optical bandgap
instead.?’]

The GLLB-SC functional has been recently tested against
other computational methods (mainly non-self-consistent
GoWo) and experiments for single metal oxides,®! for semicon-
ductors,?®l and for perovskite materials for light harvesting.**!
The GLLB-SC results are expected to be within an error of
0.5 eV. We thus expect that this accuracy is good enough for
projects involving thousands of calculations required in a
screening study. In addition, with the GLLB-SC is possible to
calculate larger crystal structures. For example, recently, the
GLLB-SC has been widely used to calculate the bandgaps of 240
organometal halide perovskites?” which show very interesting
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optical properties for light harvesting and energy conversion.*l
We note that the GLLB-SC has also given good results for the
position of the d-states in noble metals such as silver.’!]

The Materials Project database is constantly updated and
so far we have calculated the bandgaps of around 2400 mate-
rials. Those materials have been selected because of their rela-
tive simple structure, their stability and because they show
a bandgap at the GGA level. Despite its low computational
cost, the GLLB-SC functional is at least twice as expensive as
a standard GGA calculation®? and it is demanding to calculate
the bandgaps of large crystal structures of more than 40/50
atoms. Around 6 months has been the computational time
required for the bandgap calculations for the 2400 materials
using Niflheim, the supercomputer facility installed at DTU
Physics. On a single core machine, the time required would
have been around 16.5 years. All the calculated quasi-particle
gaps, together with the corresponding ids from the Materials
Project and ICSD databases and the chemical formula, are
listed in the Supporting Information. In addition, this informa-
tion is included and freely available in both the Materials Pro-
ject database and the Computational Materials Repository.

The distribution of the bandgaps, calculated with GLLB-
SC, of the 2400 materials is shown in Figure 1 (in blue). Even
though very large bandgap insulators have been found, the
region with a large number of materials correspond to the vis-
ible light range, between 1.5 and 3.0 eV. When the stability in
water at pH = 7 and at potential 0 V versus normal hydrogen
electrode (NHE) is considered by means of Pourbaix dia-
grams, 3% the number of materials that might be stable is signif-
icantly reduced. The Pourbaix diagrams give information about
the thermodynamics of the reactions, while other factors, such
as kinetics and surfaces passivation, are not included. For these
and other reasons, here we have considered two energy thresh-
olds to define if a material is stable (AE = 1 and 0 eV/atom,
shown in red and green bars in the figure, where AE is the total
energy difference between the material and the most stable
phases in which it can separate). Within the energy threshold of
1 eV/atom, more than 50% of the small bandgap semiconduc-
tors are unstable in water, while it seems that all the materials

) LI I A A A A A A A W
1200 @ Calculated Materials 1
L Materials Stable in Water AE < 1 eV/atom| ]
10 Materials Stable in Water AE < 0 eV/atom | -
2100 pH=7 .
5 - U=0Vvs NHE -
£ b .
= ol ]
S
S I N
g r ]
S 50l n
g H ]
= L -
4 ]

C1415 16

Bandgap [eV]

Figure 1. Histogram of the GLLB-SC bandgaps for all the 2400 calculated
materials (in blue). We consider the two energy thresholds 1 eV/atom (in
red) and 0 eV/atom (in green) for the stability in water, which is calculated
at zero potential (U =0V vs NHE) and neutral pH.
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Figure 2. Bandgaps at I'-point of 20 structure calculated with LDA (in
black), GW approximations with PPA (GoW, in red, GW, in purple and
GW in orange), GLLB-SC (in blue), and HSEO6 (in green). Both the KS
bandgap and the derivative discontinuity are indicated for the GLLB-
SC gaps. The materials for which the T'-point gap corresponds to the
bandgap, are indicated with *.

with a gap larger that 10 eV are stable in water. Only around 4%
of the materials are stable, when the more strict threshold of
0 eV/atom is used. This may indicate that considering a AE
larger than zero can help to identify the materials that are
experimentally observed to be stable in water.

The electronic structures of 20 materials, randomly picked
from the calculated set to cover the full bandgap range and with
a reasonable unit cell size, were also calculated using the non-
self-consistent G,W, and the eigenvalue-self-consistent GW,
and GW as well as the HSE06 hybrid scheme (Figure 2). This
unconventional set of structures contains ternary and quater-
nary materials including oxides, nitrides, sulfides, phosphates
and chlorides and thus it is a broader set compared to the ones
used elsewhere in the literature.*l

QP gaps were obtained in the GoW, approximation in a
plane wave representation using LDA wavefunctions and eigen-
values as starting point. A detailed description of the imple-
mentation of this method in GPAW can be found in ref. [28].
The initial Kohn-Sham states and energies were calculated in a
plane wave basis with kinetic energies up to 600 eV. The same
value is used for determining the exact exchange contributions.
The GyW, self-energy was carefully converged with respect to
k points, number of bands and plane wave cutoff energy for
each material individually. Typically, a (7 X 7 x 7) k-point sam-
pling, 100-200 eV energy cutoff and unoccupied bands up to
the same energy (a few hundred bands in total) were found to
be sufficient in order to converge band gaps within less than
0.1 eV. Both, the plasmon pole approximation (PPA) by Godby
and Needs?®*! and the explicit frequency dependence of the die-
lectric function, &(w), have been used, yielding almost identical
results.

It is well known that GoW, underestimates bandgaps com-
pared to experiments and better results can be obtained using
(partial) self-consistent GWI3* where the LDA wavefunctions
are kept fixed while the eigenvalues are updated self-consist-
ently. Recently,?® it was shown for a set of well known semi-
conductors and insulators, that the MAEs for GLLB-SC and
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GoW, with respect to experiments are 0.4 and 0.3 eV, respec-
tively, with a tendency of the former to overestimate the gaps,
while the latter underestimates them.

Two levels of (partial) self-consistency have been investi-
gated: i) in the case of GW,, the self-consistency in the eigen-
values is performed for the Green's functions (G) only, whereas
i) in the case of GW, the eigenvalues are updated both in G
and in the dielectric matrix of the screened potential (W). In
general, for the 20 materials described in this section, three or
four iterations are necessary to converge band gaps within less
than 30 meV and 50 meV for GW, and GW, respectively. Due
to the high computational costs, the k-point mesh and energy
cutoff used for GW, and GW are coarser than the ones used
for GoW,. Typically the low convergence criteria of (3 x 3 x 3)
k-point sampling and 100 eV energy cutoff are used for GW,,
and GW. The band gaps are then extrapolated to the dense
k-point grids and high plane wave cut off, using the difference
between the low and high convergence parameters in the GoW,
calculations. For more details about GW, and GW, see ref. [34]
and references therein.

Hybrid functional based calculations were performed with
the range-separated screened-exchange HSE06 functional.l3¢37)
The wavefunctions were expanded in a plane-wave basis with
a 700 eV cutoff. We use a Monkhorst-Pack®®! grid of 33 x (a,!

a7l a.™) k-points, where a,, a, and a, are the lattice constants
in x, y and z direction, respectively, and the I'-point is always
included. In the current work, all HSE06 calculations were per-
formed non-self-consistently from the PBE ground state density
and wavefunctions. Generally, there is good agreement between
the non-self-consistent calculations and the self-consistently
obtained results?! which indicates that self-consistency will not
be important in the current work.

For all materials in this study, comparison between the dif-
ferent methods is shown by means of the direct I" point gap, in
order to avoid the need for interpolation of the band structure
in the case that the minimum of the conduction band is not
located at a high symmetry point in the Brillouin zone.

Figure 2 shows the bandgaps for the 20 selected materials
calculated with LDA, different levels of the GW approximation,
HSEO06, and GLLB-SC. Only a few experimental data points are
available, and mainly optical measurements which are there-
fore not directly comparable with our values. Ideally photoemis-
sion and inverse photoemission measurements could be used
to compare to our calculated bandgaps, but these are not avail-
able for this set of structures.

It is natural to divide the 20 materials into small and wide
bandgap semiconductors to give a better evaluation of the
signed and mean absolute and relative errors* for the different
methods studied here (Table 1 for the small gap set). Similar
data for the wide gaps is reported in the Supporting Informa-
tion together with the comparison of band structures calculated
with different methods for two compounds.

As expected, for both the groups, LDA seriously underesti-
mates the bandgaps. The mean absolute error (MAE) of GLLB-
SC with respect to GoW, and to HSE06 is larger than 0.5 eV for
the small bandgaps with a clear tendency for GLLB-SC to over-
estimate the bandgaps with respect to HSE06 and to GyW,, as
shown by the signed error and Figure 3a,b. GoW, and HSE06
are very close, with a MAE of approximately 0.25 eV (GoW,
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Table 1. Mean absolute (signed) error, in eV, for the small bandgaps of the materials in Figure 2 calculated using LDA, GLLB-SC, HSE06, GoWo, GW,

and GW.

XCref LDA GLLB-SC HSE06 GoW, GW, (@4

XC

LDA - 1.64 (-1.64) 1.21 (-1.21) 1.08 (~1.08) 1.30 (-1.30) 1.59 (-1.59)
GLLB-SC 1.64 (1.64) - 0.61 (0.43) 0.59 (0.56) 0.52 (0.34) 0.38 (0.05)
HSE06 121 (1.21) 0.61 (-0.43) 0.25 (0.13) 0.29 (~0.09) 0.46 (~0.38)
GoWo 1.08 (1.08) 0.59 (~0.56) 0.25 (~0.13) - 0.22 (-0.22) 051 (-0.51)
GW, 1.30 (1.30) 0.52 (~0.34) 0.29 (0.09) 022 (0.22) - 0.29 (~0.29)
Gw 1.59 (1.59) 0.38 (~0.05) 0.46 (0.38) 051 (0.51) 0.29 (0.29) -

underestimates with respect to HSE06). The GW,, approxima-
tion gives a MAE of around 0.5 eV for the GLLB-SC and slightly
less than 0.3 eV for HSE06 and the other two GW levels. The
GLLB-SC is the closest to the self-consistent GW with a MAE of
0.38 eV when compared with HSE06 and GyW, which have a
MAE close to 0.5 eV.

GLLB-SC has a mean relative errors (MRE) with respect to
GW equal to 15% better that the MRE for HSE06 and GyW,
(16 and 18%, respectively), while GW,, performs better with an
error of 10%. The HSEO06 error increases to 23% for the wide
bandgap set, as shown in the Supporting Information.

The computational costs required for the methods are very
different. GyW, is one or two orders of magnitude more expen-
sive that GLLB-SC which is slightly more expensive than a
standard GGA calculation. HSE06 is slightly more expensive
than GLLB-SC but still cheaper than GyW,,. The computational
cost increases even further for the (partial) self-consistent GW
where more iterations are needed.
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Figure 3. a) HSE06, b) GoW,, ¢) GW,, and d) GW bandgaps as a func-
tion of the GLLB-SC gaps. All the methods except GW underestimate the
gaps with respect to the GLLB-SC. The signed error of GLLB-SC and GW
is 0.05 eV.
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The bandgaps calculated with GLLB-SC can now be used as
a descriptor in a screening study. In the following section, we
propose a handful of materials that can be used in a water split-
ting device using a high-throughput screening approach.

3. Screening for Water Splitting Materials

The starting point of a screening study is to define the descrip-
tors that correlate the microscopic quantities calculated using
ab-initio quantum mechanics simulations with the macroscopic
properties of a material.*l For example, the formation enthalpy
of a compound can describe its stability, the bandgap its absorp-
tion properties, and so on.

The set of data calculated here can provide the search space
for the computational screening of materials for different
applications, such as light absorbers (photovoltaics and photo-
catalysis), transparent conductors, and thermoelectrics. Here,
we illustrate this approach by proposing a handful of mate-
rials that can be used to produce energy through photoelec-
trochemical splitting of water into oxygen and hydrogen using
solar light. In a water splitting device, solar energy is used to
divide water into hydrogen and oxygen: the solar light is har-
vested by a semiconductor and electron-hole pairs are created.
The electrons and holes then reach the surface of the semicon-
ductor where, if they are at the right potentials with respect
to the redox levels of water, the electrons reduce the protons
and the holes oxidize the water. The properties required by a
semiconductor to be used in this device are: i) stability, ii) high
light absorption, iii) photogenerated charges with appropriate
energies. In addition iv) good electron-hole mobility, v) high
catalytic activity, vi) non-toxicity, and vii) cost-effectiveness are
desirable properties. The screening is based on three criteria:
stability, bandgap in the visible light range, and band edges of
the semiconductor well positioned versus the redox levels of
water. These represent the descriptors for the properties (i-iii),
i.e., a stable material with a well positioned bandgap in the vis-
ible light range. A more detailed explanation of the water split-
ting device can be found in previous works.”*!

Previous studies have described the search for new com-
pounds to be used in a water splitting cell both in the perovskite
crystal symmetry (cubic,”# double,*!) and layered in the Rud-
dlesden Popper phasel?”)) and in the oxynitride and nitride class
of materials using a data mining approach.*?l Here, instead of
searching for completely new materials, we consider structures

Adv. Energy Mater. 2015, 5, 1400915
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already optimized by nature, i.e., known to exist. While no new
compounds will be proposed, this scheme has the advantage of
the known synthesis procedure so that testing and validation
can be prioritized.

Although all the materials studied here are experimen-
tally known, i.e., they are stable, or at least metastable, little is
known about their stability in contact with water. The corro-
sion problem can be investigated using the so-called Pourbaix
diagrams, where solid and dissolved substances are combined
in a single phase diagram so that the stable species (solid and/
or aqueous ion) can be determined, as a function of pH and
potential. The total energies of the solid phases, taken from the
ICSD and the Materials Project databases,”!? are obtained with
DFT (using the RPBE xc-functional®?l). Data for the dissolved
ions, instead, come from experiments.*#*! This method for
evaluating stability in water has been already investigated and
validated elsewhere.[3340]

It is difficult to define a single energy threshold under which
a material is considered stable because of metastability, reac-
tion kinetics, effect and passivation of the surfaces as well as
inaccuracy in the calculations and experiments. Here, we con-
sider a generous energy threshold of 1 eV/atom. We propose
25 compounds (Figure 4), that also fulfill the criteria relating
to the bandgap and band edges positions, stable in a potential
window corresponding to the working potential of the device
(bare redox levels of water plus reaction overpotentials and
quasi-Fermi levels, i.e., between —0.4 and 2.2 V) and in neutral
PpH (pH = 7). Neutral pH is desirable because it is not harmful
to environment and not corrosive however the efficiency of the

www.advenergymat.de

device can be improved by operating at very acid or alkaline
conditions.

The bandgaps have been calculated with the GLLB-SC func-
tional. The bare energy required to split water is 1.23 eV. This
energy is not enough to run the water splitting reactions and
some overpotentials are needed (0.1 eV for hydrogen evolution
and 0.4 eV for oxygen production*’)). When the semiconductor
is under illumination and electron-hole pairs are created, the
electron and hole densities are above their equilibrium values
and a single Fermi level cannot describe their populations.
The quasi-Fermi levels describe these non-equilibrium popula-
tions, located =0.25 eV below (above) the conduction (valence)
bands for an undoped semiconductor and they correspond to
the effective energy of the photogenerated electrons and holes.
The minimum bandgap to run the water splitting reaction is at
least 2 eV. The maximum realistic efficiency of a water splitting
device is around 7%.1*8) This efficiency is quite low, especially
when compared with the standard technologies for photovol-
taics. A higher efficiency can be obtained using a multiphoton
device”*%) albeit increasing the technological difficulties and
thus the price of the device. In this work, we focus on the one-
photon device emphasizing the simplicity of the device rather
than efficiency.P’

There are several methods to obtain the positions of the
band edges,°%? all computationally rather demanding and not
suited to be used in a screening study. Here, the positions of
the band edges have been calculated using an empirical equa-
tion based on the geometrical average of the electronegativi-
ties in the Mulliken scale of the individual atoms that form the

b |
G
-
-
>
v
m
~

;& .
&, o" - e 9 O\'\ foo\ O@
) == Q o S o & o o), > o & o
w5 e EISEFSSSEETES S SIS EE h
h S/ & & R S < &) ST S R PH=
VSIS ILE LIS ILIIS VT ST LT &5
05 _ - . = — =
I:JET | | | | —} [ | | H/H:
s ¥ WM N WE R W BN W e N EeE B B F B B NS :
Z [ | B —
g
> 0.5
=
1.0
o R 1 02/H,0
15188
* | | | | I % il | | i iy | |
15 26 3.0 27 23 20 28 25 29 27 16 25 26 25 30 Z8 24 26 20 26 22 26 24 22 2.0 Indirect BG
25 27 32 27 24 25 28 26 30 27 25 26 27 34 30 28 26 28 25 31 27 26 25 23 2.0 Direct BG

0.9 —0.6 —0.3 0.0 0.3 0.6 0.9 12 L5

AFE [eV/atom]

Figure 4. The most stable materials with potential for one-photon water splitting. The stability in water of each material is calculated as the energy
difference between the material and the most stable phases (solid and aqueous) in which it can separate in a potential range between —0.4 and 2.2 V
and at pH = 7. The color scale runs from green (i.e., stable) to red (unstable compounds). In the plot, the indirect and direct positions of the valence
and conduction band edges (BE) are indicated in black and red as well as the indirect and direct bandgap (BG).
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structure.l>3 For example, the valence (conduction) band edges
of ZrS, is:

Evpca =(XZrZ§)iEgap/2+Eo, (2)
where y7, and yg are the electronegativities of Zr and S, E,,, the
calculated bandgap, and E, = —4.5 V the difference between the
normal hydrogen electrode (NHE) and vacuum level.

The screening criteria can be summarized as: stability in
water: AE < 1.0 eV/atom; bandgap: 1.7 < E,,, < 3.0 €V; and band
edges position: CBegge < —0.1 V vs NHE and VB gee > 1.6 V vs
NHE.

Figure 4 shows the 25 stable semiconductors fulfilling the
screening requirements out of the 2400 calculated materials.
The figure combines the evaluation of the stability using Pour-
baix diagrams, calculated at pH = 7 and in a potential range
between —0.4 and 2.2 eV, where stable and unstable compounds
are indicated in green and red, and the indirect and direct posi-
tions of the valence and conduction band edges are drawn with
black and red lines, respectively. In particular, oxides tend to be
more stable at the oxidative potential, as the O,, orbitals, that
usually form the valence band of oxides, are low in energy and
thermodynamically favorable. In general, the problem of sta-
bility in water is important but not crucial to the design a new
light harvester material. Necessarily, the photoharvester can
be protected by transparent protective shields that remove the
problem of corrosion due to water and oxygen and hydrogen
ions in solution.’* On the other hand, the use of a transparent
shield increases the manufacturing difficulties and the total
cost of the photodevice.

We performed a literature search for available information of
the candidate materials of Figure 4. In particular, we are inter-
ested in data regarding stability in water, light absorption, and
industrial applications. Five materials of Figure 4 (green under-
lined formula) have a realistic possibility of success as a one-
photon photocatalytic water splitting material. Ca,PbO, has an
optical bandgap of approximately 1.8 eV and it is used as a
primer for stainless steel due to its lower toxicity compared to
lead oxide.*®l Cu,PbO, was originally synthesized by Szillat et al.
and they showed the material was insoluble in basic solu-
tions.”] This compound has an optical bandgap of 1.7 eV and
is naturally p-type semiconductor.”® o-AgGaO, has been shown
to have a bandgap of 2.4 eV whereas a bandgap of 2.1-2.2 eV
has been found for f-AgGa0,.>*% AgInO, has a bandgap of
1.9 eV.I®% AgGaO, and AgInO, have been successfully tested
for photocatalytic degradation of alcohols.’>%) NaBiO; has a
bandgap of 2.6 eV, and has already been used for photocatalytic
degradation of pollutants.l Using computational modeling,
Liu et al. found a bandgap of 2.2 eV and a valence and conduc-
tion band that straddles the water splitting redox reactions.[?

Some materials show an experimental bandgap above 3.0 eV
and thus are unsuited for an effective water splitting catalyst.
For example, BaSnOj;, which has already been proposed as a
light harvester material in previous work”®l in which the cubic
perovskites have been investigated, has a bandgap of 3.1-3.3 eV
and luminesces at 1.4 eV.[3] It has been tested for photochem-
ical H, and O, evolution using sacrificial donors, however its
water splitting activity is inhibited due to defect-assisted recom-
bination.l® In,0; has a bandgap near 3.4 eV (however some
papers report a bandgap of 2.8 eVI®®) and a conduction band
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near 0.00 V vs RHE.®] It has been used as a photocatalyst®”] or
to enhance the catalytic performances of photocatalysts, such as
LaTiO,N.I%%] A detailed analysis of all the candidate materials is
reported in the Supporting Information.

4. Conclusions

In this work, we have calculated the bandgaps of approximately
2400 known materials, available in the Materials Project data-
base, using a recently implemented functional that includes the
evaluation of the derivative discontinuity.

As a first step, we compared the bandgaps calculated with
the GLLB-SC potential with several levels of the GW approxi-
mation and hybrid HSE06 scheme for 20 materials. We showed
that the agreement between GLLB-SC and GW is rather good,
with a MRE of around 15% better than the agreement between
GoW, (or HSE06) and GW and with a significant savings in the
computational cost.

Secondly, we have applied a screening procedure to the set
of calculated materials with the goal of finding new materials
to be used in a one-photon water splitting device. We combined
the calculation of the bandgaps with the evaluation of Pourbaix
diagrams to estimate the materials’ stability in water with the
evaluation of the band edge positions to determine whether the
photogenerated charges carry the energy necessary to initiate a
water splitting reaction. An a posteriori literature search shows
that at least five of them (Ca,PbO,, Cu,PbO,, AgGaO,, AgInO,,
and NaBiO;) might be suitable to be used in a water splitting
device and require further experimental investigation.

The calculated data may be of relevance for other applica-
tions within sustainable energy materials and all the data are
made available to the public in the Materials Project database
and in the Computational Materials Repository.

Supporting Information

Supporting Information is available from the Wiley Online Library or
from the author.
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This Supplementary Information is divided in three sec-
tions. (i) First, we expand the comparison between the differ-
ent methods to calculate the bandgaps, looking at the signed,
mean absolute and relative errors for the investigated set of
20 materials. In addition, the band structures calculated with
GLLB-SC are compared with the eigenvalues obtained from
HSEO06 and from the different levels of GW, for the two mate-
rials ZrS, and BaHfN,. (ii) Second, a feasibility study of all
the candidate materials for one-photon water splitting shown
in Figure 4, is reported by looking at the literature available
about these materials. In the manuscript, only the five more re-
alistic materials and the materials known to the community are
described. (iii) Third, the complete list of calculated bandgaps
with their id are reported. These data are also freely available
on the Materials Project database ! and on the Computational
Materials Repository. 2!

Comparison of Different Methods to Calculate
the Bandgaps

Figure 2 in the manuscript, shows the bandgaps for a set of
materials calculated with LDA, different levels of the GW ap-
proximation, HSE06, and GLLB-SC. The set of materials has
been divided into small and wide bandgap semiconductors and
only the analysis of the errors of the small bandgap set has
been reported. Here, we expand the analysis also to the wide
bandgap materials.

Table 1 shows the mean absolute (signed) errors for the
wide bandgaps. GLLB-SC is the exchange-correlation func-
tional that approximates better the eigenvalue-self-consistent
GW with an MAE of 1.54 eV, slightly better than GoWo (MAE
of 1.62 eV). The performance of HSE06 versus GW is con-
siderably worst for the wide bandgap set compared with the
small gap ensemble. In fact, for the small bandgaps, the MAE
is 0.46 eV, worse than GLLB-SC and better than GoW, while
for the wide gaps, the MAE is 2.38 eV. This is even more
clear from the MRE (Table 2), where the mean relative error

@ Center for Atomic-scale Materials Design, Department of Physics, Techni-
cal University of Denmark, DK 2800 Kongens Lyngby, Denmark.

b Center for Individual Nanoparticle Functionality, Department of Physics,
Technical University of Denmark, DK 2800 Kongens Lyngby, Denmark.

¢ Computational Research Division, Lawrence Berkeley National Laboratory,
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4 Massachusetts Institute of Technology, Cambridge, MA 02139, USA.
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Fig. 1 Band structure, aligned to the valence band, of ZrS; (id
1186) calculated with GLLB-SC (blue lines), HSE06 (green
squares), GoW (red dots), GW( (purple diamonds), and GW
(orange triangles).
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Fig. 2 Band structure, aligned to the valence band, of BaHfN, (id
10322) calculated with GLLB-SC, HSEQ6, and different GW levels.

for GLLB-SC and GoW with respect to GW is slightly bet-
ter for wide gap sets compared to the small set (14.7% and
15.1% for the GLLB-SC and 16.1% and 18.0% for the GoWy,
respectively), while it is much worst for the wide gaps set with
respect to the small gaps set for HSE06 (22.7% and 16.4%,
respectively). As expected for construction, GWy gives an
improvement of the results of GoWy, and gives the best ap-
proximation to the GW gaps. Despite this, the computational
cost required by any level of GW is at this stage to high to
be used in a high-throughput screening and cheaper methods
should be preferred. The materials thus identified can be then
studied with more accurate methods.

For both HSE06 and GW levels, the computational costs



XCref

' LDA GLLB-SC HSE06 GoWo GWy GW
XC
LDA 375(—3.75) 2.23(—2.23) 3.30(—3.00) 3.57 (—3.57) 4.62(—4.62)
GLLB-SC 375 (3 75) — 1.62(1.51)  1.37(0.75)  1.39(0.17)  1.54(—0.87)
HSEO06 2.23(223) 1.62(—1.51) — 0.76 (—0.76) 1.34 (—1.34) 2.38 (—2.38)
GoWo 3.00 (3.00) 1.37(=0.75)  0.76 (0.76) — 0.58 (—0.58) 1.62 (—1.62)
GW, 3.57(3.57) 1.39(—0.17) 134(1.34)  0.58(0.58) — 1.04 (—1.04)
GW 4.62(4.62) 154(0.87) 238(238) 1.62(1.62)  1.04(1.04) —

Table 1 Mean absolute (signed) error, in eV, for the wide bandgaps of the materials in Figure 2 calculated using LDA, GLLB-SC, HSE06,
GoWy, GW( and GW as exchange-correlation functionals.

XCref

' LDA GLLB-SC HSE06 GoWo GW, GW
XC
LDA — 56.8 (42.3) 503 (30.2) 47.9(35.7) 524 (39.4) 56.1(45.7)
GLLB-SC 156.9 (73.3) 272(22.5) 28.0(18.5) 22.0(17.0) 15.1(14.7)
HSE06 121.4 (44.6) 203 (17 9) — 13.0 (8.1) 12 8(13.6) 16.4(22.7)
GoWo 103.1 (58.9) 19.5(16.3)  10.0 (9.5) — 0(62) 18.0(16.1)
GWo 1249 (70.5) 17.9(17.1) 126 (17.0)  10.1 (6.7) — 9.9 (10.6)
GW 1533 (91.0) 154 (18.6) 19.7(31.0) 22.7(19.4) 11.4(11.9) —

Table 2 Mean relative error, in %, for the small (wide) bandgaps of the materials in Figure 2 calculated using LDA, GLLB-SC, HSE06,
GoWy, GW( and GW as exchange-correlation functionals.




only allow for calculations on rather coarse k-point grids. An
accurate interpolation of the band structure from these points
is not possible, since both methods are non-selfconsistent.
Nevertheless, we can compare the band structures obtained
with GLLB-SC with the two last occupied and two first unoc-
cupied eigenvalues of some k-points (mainly high-symmetry
points). For ZrS, (Figure 1), the band structure and the
bandgap calculated with GLLB-SC is very similar to the ones
obtained from HSE06 and GW levels. Different levels of GW
differ from each other only by a constant shift correspond-
ing to the difference in the bandgaps. The situation is differ-
ent for BaHfN, (Figure 2). Whereas the valence bands are
almost identical, there are significant changes in the conduc-
tion bands. Around the I'-point, the order of the two lowest
conduction bands changes from GLLB-SC through HSE06 to
GoWy. For both the cases, an increase of the level of self-
consistency, from GoyWq to GW, has only the effect of a con-
stant shift of the unoccupied bands equal to the bandgap dif-
ference. These two examples shows two cases of excellent
matching and differences between the methods, respectively.

Literature Review of the Candidate Materials

In this section, we list the information found in the literature
for the candidate materials of Figure 4. In the manuscript,
the materials with a realistic possibility of success have been
described together with BaSnO3 and In,Oj that are the candi-
dates of the list already known to the water splitting commu-
nity. We describe now the remaining materials.

o AlAgO,: Sheets et al. have shown that AIAgO, has an
optical bandgap of 3.6 eV.’) In an unrelated study pub-
lished at almost the same time, Ouyang et al. found a
bandgap of 2.95 eV.[*] While there is a significant differ-
ence in bandgaps, both are too large for optimal absorp-
tion from the solar spectrum.

e BaCdO;: this was originally synthesized by von Schner-
ing. ) Very little is known about this material.*

e Ba3In,Og: initially synthesized by Mader et al.!%, is

toxic and harmful”l. Very little is known about this ma-
terial.

e BayLiCuO4(CO3),: originally synthesized by Tams et
al..!8) Very little is known about this material.

e BayNaCuO4(CO3),: this material was initially synthe-
sized by Vernooy ez al.°! Very little is known about this
material.

e Ba;NaOsOg: this is a Mott-insulator and a ferromag-
netic material,['%) which was originally synthesized by

* Very little is known normally means it has only been synthesized once.

Stitzer et al.!'"! The material is black, thus indicating its
bandgap is probably below 1.7 eV, and it is toxic. "]

CdInyOy: originally synthesized by Shannon et al.[1?!
This material is typically n-type and can be highly doped.
Can be found in either a spinel, inverted spinel, or an or-
thorhombic structure. This material has been shown to
have a bandgap of 2.67 — 3.24 ¢V.[13]

Cs,PtBrg: this material was produced only one time, thus
there is little information on it.[14]

Li>PbOj: there are two forms of this material, [12-1] nej-
ther have been investigated thoroughly. It is toxic and
harmful.[7!

LiRhO,: Scheer et al. synthesized a a-LiRhO,.!!”) Hob-
bie ef al. synthesized a black B-LiRhO,.!!8) Little in-
formation is known on the photochemical properties of
either of these phases.

e NaBiO,: it was originally synthesized by Schwedes et
al. "% Very little information is known on this material.

e NapPdCly: this material is reddish brown, but slightly
soluble in water. (201

e Na3BiOy: it was originally synthesized by Schwedes et
al.?"1 Little is known about this material.

e NaCoO;: Takahashi er al. showed that theoretically the
bandgap should be 1.3 eV.1??l NaCoO, can be oxidized
by iodine (redox potential 0.54 V vs NHE), thus it is
highly unlikely that this material will be stable enough
to do water oxidation. (%3]

NaRhO;: originally synthesized by Hobbie et al.** It
can be oxidized by Na,S,0s, thus it is unlikely that it
will be stable during O, evolution conditions. >

o KAgrAsOy: this material has only been synthesized by
Curda et al.!?) There is very little information on this
material.

K,PdBry4: this material has a bandgap of around 2 eV, but
it is water soluble. [27)

e SryFeWOg: this material is black, with a bandgap of
0.1 eV.[8]

Calculated Bandgaps

In this section, we report the chemical formulas, the ids, and
the bandgaps of the calculated 2400 materials. The informa-
tion reported here are also available electronically in the Ma-
terials Project database! and in the Computational Materials
Repository. %!
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Band-gap engineering of functional perovskites through quantum confinement and tunneling
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An optimal band gap that allows for a high solar-to-fuel energy conversion efficiency is one of the key factors to
achieve sustainability. We investigate computationally the band gaps and optical spectra of functional perovskites
composed of layers of the two cubic perovskite semiconductors BaSnO; and BaTaO,N. Starting from an indirect
gap of around 3.3 eV for BaSnO; and a direct gap of 1.8 eV for BaTaO,N, different layerings can be used to
design a direct gap of the functional perovskite between 2.3 and 1.2 eV. The variations of the band gap can be
understood in terms of quantum confinement and tunneling. We also calculate the light absorption of the different
heterostructures and demonstrate a large sensitivity to the detailed layering.

DOI: 10.1103/PhysRevB.91.165309

I. INTRODUCTION

Functional oxides form a fascinating class of materials
exhibiting a large range of phenomena and with great potential
for technological applications. Some of their properties include
high-temperature superconductivity, multiferroic and half-
metallic behavior, thermoelectric, magnetocaloric, and photo-
conductivity effects, transport phenomena, and catalytic prop-
erties [1]. The oxides in the perovskite structure constitute an
interesting subclass with high stability and new underexplored
possibilities for producing layered heterostructures with atom-
ically well-defined interfaces. Effects of quantum confinement
in atomically layered perovskites have been discussed in
several different heterosystems [2]. Yoshimatsu et al. [3-5]
have studied quantum wells of the metal SrVO3; embedded
in an insulator, SrTiO3, with photoemission, demonstrating
that modifications of the electronic structure develop below
six layers of SrVO; and that for a single layer a substantial
gap appears. Other studies include confinement effects on
the magnetic structure of LaMnO3/SrMnOs3 superlattices [6]
and recent investigations of how non-Fermi-liquid behavior
appears when a SrTiO3 quantum well embedded in SmTiO3
is sufficiently thin [7]. More recently, Grote et al. [8] have
investigated how to tune the band gap of tin- and lead-halide
perovskites through effects of atomic layering and quantum
confinement.

In the present work, we investigate the band gaps and the
light-absorption properties of functional perovskites obtained
by stacking cubic perovskite planes, with general formula
ABOs3, in one direction (say, the z axis) while the other two
directions preserve the cubic symmetry, as shown in Fig. 1. The
possibilities for producing such structures are numerous, but
little is known about the potential for systematic, quantitative
control of their properties. We show that a large variation of the
band gap can be obtained and that the size of the band gap for
a particular stacking sequence can be understood in terms of
confinement and tunneling behavior. Using these ingredients,
an engineering of the band gap can be pursued to tune the gap

“ivca@fysik.dtu.dk. Present address: Theory and Simulation of
Materials (THEOS) and National Center for Computational Design
and Discovery of Novel Materials (MARVEL), Ecole Polytechnique
Fédérale de Lausanne, CH-1015 Lausanne, Switzerland.
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to a desired window. This approach could potentially be used
to achieve high efficiencies in light-harvesting devices.

More specifically, we consider combinations of the two
cubic perovskite semiconductors BaSnO; and BaTaON,
indicated with o and B in Fig. 1, respectively [9]. The choice
of these two materials as building blocks is based on the fact
that both BaSnO3 and BaTaO, N have been previously selected
as good materials for light harvesting and photocatalytic water
splitting [10,11] and their crystal lattices are rather similar,
with the consequence that the obtained layered structure [12]
will not be subjected to high stress.

All of the calculations presented in this work are performed
in the framework of density functional theory (DFT) using
the electronic structure code GPAW [13,14]. Due to the well-
known problem of standard DFT with the underestimation
of the band gaps, the gaps have been calculated using the
GLLB-SC potential by Gritsenko, van Leeuwen, van Lenthe,
and Baerends (GLLB) [15], modified by Kuisma et al. [16]
to include the correlation for solids (-SC). This potential
has been shown to provide realistic estimates of band gaps
when compared with other more advanced computational
methods and experiments for a range of semiconductors and
insulators including oxides without too strong correlation
effects [10,17-19]. One reason for the favorable comparison
is the addition to the DFT Kohn-Sham gap of the so-called
derivative discontinuity, which is explicitly calculated in the
GLLB-SC approach. We have furthermore performed hybrid
calculations using the functional proposed by Heyd, Scuseria,
and Ernzerhof (HSE06) [20,21] as a comparison for a subset
of the layered materials investigated in this work.

II. BAND GAPS

The compounds that we study here are all obtained by
stacking n, layers of o with ng layers of B, where 1 <
ng(g) < 6, and then repeating this unit periodically. The lattice
parameter is taken equal to the average value of the lattices
of « and B (4.1 A [22]). BaSnO3 and BaTaO,N have been
frozen in their perfect cubic perovskite symmetry, i.e., without
any distortion. Even though distortions usually have large
effects on the band gaps, BaSnO3; and BaTaO,N have a high
cubicity so that the changes in the band gaps are expected to
be small. Keeping the structures frozen in the cubic symmetry
furthermore allows us to analyze the changes in the electronic

©2015 American Physical Society
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®Ba

ﬁ ¢ Sn

FIG. 1. (Color online) Unit cell of the af structure. The cubic
perovskite planes are stacked in the z direction, while the x and y
directions maintain the usual periodicity of a cubic perovskite. «
indicates the BaSnO; perovskite, and 8 the BaTaO,N.

properties of the materials due only to the different stackings,
regardless of any changes caused by structure relaxation.

Using GLLB-SC, BaSnO; shows an indirect band gap
between the I' and R points of 3.33 eV, while BaTaO,N
is found to have a direct band gap at I' of 1.84 eV. This
compares favorably with experiments where the optical gaps
have been measured, through diffuse reflectance spectra, to 3.1
and 1.9 eV for BaSnO; [23] and BaTaO,N [24], respectively.
HSE calculations slightly underestimate the gaps (2.89 eV for
BaSnOj3 and 1.71 eV for BaTaO,N).

Figure 2 reports the band gaps for the 36 &, B, structures
as a function of the number of « and B planes. The gaps vary
considerably spanning a region of 1 eV, illustrating the high
degree of tunability of the band gap. The simplest combination
with only one layer of @ and g in the heterostructure gives the
widest gap with a value of 2.26 eV, not too far from the average
of the band gaps of the two constituent cubic perovskites. (For
comparison, the HSE method gives again a slightly lower value
of 2.04 eV.) More complex combinations exhibit reduced band

1.4 1.6 18 2.0 2.2
Bandgap [eV]

FIG. 2. (Color online) Calculated band gaps as a function of the
number of « (BaSnOs) and B (BaTaO,N) layers. Each rectangle in
the plot represents a layered periodic structure with sequence o, 8,,,.
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FIG. 3. (Color online) Sketch of the electronic level positions at
an interface between layers of BaSnO; and BaTaO,N. When the layer
thickness is reduced, the local position of the conduction-band edge
moves up due to confinement.

gaps depending on their composition. As we shall show in the
following, the significant complicated variation of the band
gap shown in Fig. 2 can essentially be understood in terms of
electronic confinement and tunneling effects.

In Fig. 3, we sketch how the local band edges are positioned
relative to each other for different layer thicknesses. For the
thickest layer structure, oS¢, we have the smallest band gap
of 1.26 eV. The state at the valence-band maximum (VBM)
is composed mainly of Ny, orbitals with a minor contribution
from the O, orbitals and is located in the 8 part of the material.
In fact, all of the mixed compositions have a direct band gap
at the I" point, with the VBM state of this character located
in the B part of the material. The character of the VBM state
can, for example, be seen in Figs. 4(a) and 4(c) for the «f
and af structures, respectively. Not only is the character of
the VBM state the same for all structures, but the calculations
also indicate that it does not move much relative to a low-lying
atomic state in BaTaO,N, and we shall therefore regard this
level as fixed in the following and ascribe the variations to
changes in the conduction band.

e . g0 _.® o
‘e

, b &
eyt esgr o OD &
66 @ "
o of g0 g o ®
. o . e .

© e < e - ‘e :
.‘\ e® o 0\\ < e e g o e

° ® ©

(a) af - (b) af - (c) a2p - (d) a8 -
VBM CBM VBM CBM

FIG. 4. (Color online) Wave functions of states at the valence-
band maximum (VBM) and the conduction-band minimum (CBM)
for some combinations of « and g layers.
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Gap(eV) 226 210 204 200 1.98 1.97

® BaO
O TaON O o °
© SnO,
o ° o
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afs af?y af¥s af3y afFs af3s

FIG. 5. (Color online) The figure illustrates the weights of the
CBM state in real space. The vertical axes are along the stacking
direction of the material and the areas of the circles indicate the
weights of the CBM state for a particular atomic xy plane. The boxes
show the extent of the supercell in the direction of the stacking (z),
and the dashed lines mark the interfaces between the o and § layers.
Above the figure, the calculated band gaps for the different stacking
sequences are denoted. The CBM state is mainly composed of Ta d
orbitals, as shown in Fig. 4(b).

To understand the variation of the conduction-band min-
imum in Fig. 3, we first consider the compounds with the
formula aﬂnﬁ , where the band gap decreases as a function of
the number of B layers. The CBM states for these systems
are located only on the TaON plane, as shown in Fig. 5, and
generated by the Tas, orbitals, as plotted in Fig. 4(b) for the
aff case. The variation of the band gap as a function of ng
is a result of quantum confinement. The empty states in the
single « layer are shifted up out of reach, and the CBM state
in B becomes less confined with the increase of the number
of B layers in the aﬂ”ﬁ structures, as can be seen in Fig. 5.
The reduction of the confinement results in a down-shift of the
CBM level and thus a reduced band gap, as also sketched in
Fig. 3.

The situation is radically different for all the combinations
@, ﬂ”ﬁ , with n, > 2. Now the CBM state is not located in S,
but in «. It is located mainly on the Sns; orbitals, as shown in
Fig. 4(d). If, for example, we consider the compounds «;8,,
the CBM state is localized in the o, layers and essentially
looks the same, as seen in Fig. 6. The band gap is therefore
also largely unchanged forn > 3. Forn = 2, a small reduction
relative to the situation with n > 3 is seen and this reduction
becomes even larger for n = 1 (see Fig. 2). We ascribe this
reduction to quantum tunneling through the thin g layers. As
can be seen in Fig. 6, the CBM states decay into the 8 layers
and the tunneling coupling, for small thicknesses, will result
in a lowering of the CBM level and thus a decrease of the band
gap.

The interplay between quantum confinement and tunneling
is seen most clearly for the ng = 1 systems (Fig. 7). Ignoring
the o structure that has a different nature for the CBM level
with respect to the other systems, the CBM state becomes

PHYSICAL REVIEW B 91, 165309 (2015)

Gap(eV) 157 173 176 176 176 175
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FIG. 6. (Color online) Weight of the CBM state in each xy plane
of the n, = 2 structure. The CBM state is now composed of Sn s
states, with some tunneling through the TaON plane [Fig. 4(d)]. The
tunneling progressively reduces with the increase of 8 layers.

less confined with the increase of the number of « layers,
with the consequence of a decrease in the band gap. And
as we have seen, the band gap is further reduced because
of tunneling through the single § TaON layer. However,
for larger thicknesses of the « layer, the tunneling effect is
reduced because the now less-confined CBM state has lower
amplitude at the interface. This interplay between confinement
and tunneling leads to the increase of the band gap between
ng =4andn, = 5.

As we have seen, the variation of the band gaps for the
different periodic «, 8, compounds can be understood from
the confinement effects shown in the level diagram in Fig. 3
together with additional tunneling effects if B; or B, layers are
present. Does this lesson apply to more complicated sequences

Gap(eV) 226 157 140 1.35
A2 N -
® BaO ° 1
O TaON e .
O SnO, . L--| |
o ° o
[} .- °
O o) O 1
L] ° ° 4
© @ ol |ol|]
o o E |
@) O 1
o o
(@) o
e} °
O ° . .
aff néﬂ a ;;x'f @ ;H a ;-,Ixf n(;(i

FIG. 7. (Color online) Weight of the CBM state in each xy plane
of the ng =1 structure. The character of the CBM state changes
drastically with n,: TaON is responsible for the CBM state for the
ng = 1 structure, while for n, > 1, it is SnO, [Figs. 4(b) and 4(d)].
The tunneling across the TaON plane has an effect until n, = 4.
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of layers? Some test calculations seem to indicate so. A
compound with the periodic repetition of ¢Baf,, reproduces
exactly the same gaps as the ;. This is to be expected since
from the level diagram in Fig. 3 we should expect the CBM
state to be located in the B,,, layer with little tunneling through
the o layers. Another example is the systems with sequence
afay,, B, which exhibit a small increase (up to about 0.2 eV) of
the band gap for n, > 2 as compared to the a,,, f compounds.
This can be understood in terms of reduced tunneling because
the o, layers are now separated by Bap instead of a single 8
layer reducing the tunneling effect.

III. OPTICAL PROPERTIES

A number of technological applications such as photo-
voltaics or photocatalysis depend on the availability of efficient
absorbers of light in the visible spectrum. This requires an
appropriate band gap of the material, and band-gap tuning is
therefore a key issue. However, the band gap does not by itself
provide any information about the magnitude of the matrix
elements responsible for light absorption. For symmetry
reasons, the light absorption can be dipole allowed or forbidden
and—in particular for heterostructures—the transitions may
take place between states with different degree of spatial
overlap, giving rise to large variations of the absorption
strengths.

To address this issue, we perform linear response cal-
culations [25], using the adiabatic local density approxima-
tion (ALDA), and determine the optical absorption of the
investigated systems focusing for simplicity on the systems
with n, =1 or ng =1 [26]. The optical absorption spec-
trum is calculated using time-dependent density functional
theory (TDDFT) from the density response function .
The response function evaluated at point r to first order
in a time-dependent perturbation of frequency @ applied at
point 1’ is x(r,r',®) = dn(r,w)/8 Vex (Y’ ,®), where dn is the
induced density under the perturbation caused by the external
potential Vey.

The microscopic dielectric matrix is defined as

b (@.0) = b + — —yee(@e). (1)
fefedl B GG ‘q+G|2XGG q,w),
where G and G’ are reciprocal lattice vectors, and q is a
wave vector of the first Brillouin zone. The optical absorption
spectlrum is given by Ime(q — 0,w), where e(q — 0,w) =
€0 (q—0,0)°

Figure 8 shows the optical absorption for the n, =1
systems. In the plot, we distinguish between the case where
the light is polarized along the xy and the z directions. The
xy plane, in fact, maintains the cubic symmetry, while the
stacking of the layers takes place in the z direction. For these
compounds, the CBM and VBM states are located in the same
region of space, namely, in the TaON layers, and thus the
absorption starts at the direct band gap and is quite intense,
especially for polarizations in the xy direction. The situation
is different for the ng = 1 systems (Fig. 9), where the VBM
state is located in the TaON layer, while the CBM state has
most weight on the BaO, layers. The absorption here starts
at much higher energies than the band gap (except for the a8
compound, in black in the figure, which has the VBM and

PHYSICAL REVIEW B 91, 165309 (2015)
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FIG. 8. (Color online) Calculated optical absorption for the n, =
1 systems. The direct band gaps are indicated with vertical
arrows.

CBM states located in the same region). The first transition
with appreciable weight is between two TaON states in the 8
layer, and the absorption curves are therefore fairly similar,
independent of the band gap.

Table I reports the efficiencies of the two sequences. The
efficiency is calculated as the percentage of the collected
photons of the global solar spectrum at AM1.5 [27]. As also
shown in Figs. 8 and 9, the efficiency is higher for light
polarized in the xy direction than along z. «f, and o, are
almost comparable because the higher absorption properties of
the former are balanced by the lower band gap of the latter, and
the two systems collect almost the same amount of photons.
The efficiency of the B, sequence always increases with the
number of layers, while the one of «,,, g decreases even though
the gap closes.

The calculations thus indicate that the absorption cross
section at the o — B interface is quite limited and that the

]AOH. T ‘n;:'l‘ T

0.8 L xy-direction

N
9

o W}

Absorption (arb. units)

L z-direction

S o

W

S
)
T

Absorption (arb. units)

o
o

1.5 20 2.5 30 35 4.0 4.5
Energy (eV)

FIG. 9. (Color online) Calculated optical absorption for the ng =
1 systems. The direct band gaps are indicated with vertical arrows.
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TABLE 1. Gap (in eV) and photon-absorption efficiency »n (in
%, for light polarized in the xy and z directions) of the sequences
By, and @y, p, calculated for a thickness of 1077 m. The efficiency
calculated for the pure o and B cubic perovskites is included for
comparison.

Gap 7 m” Gap 7 A

a 3.33 01 0.1 B 1.84 149 64
ap 2.26 43 09 af 226 43 09
afy  2.10 70 15 wp 157 53 21
aBs 204 89 24  wp 14l 43 20
afs 200 100 30 ap 127 41 20
afs 198 107 35  asp 140 28 15
afs 197 113 38  af 135 26 15

band-edge states have to be localized in the same layers to
obtain efficient absorption.

IV. CONCLUSIONS

In this work, we have investigated the electronic properties
of perovskite heterostructures obtained by stacking BaSnOs3
and BaTaO,N layers. The band gap is seen to be tunable
over the wide range of around 1 eV and the variation
can be understood in terms of quantum confinement and
tunneling. Confinement leads to up-shifts of the conduction-
band minimum and thus to increase of the band gap, while
tunneling effects reduce the confinement and lead to lower
band gap. The tunneling effects are seen to decay over a few
perovskite unit cells. The systems studied here are close to
cubic and with similar lattice constants, but in general band-
gap formation in layered perovskites can be expected to depend
sensitively also on strain and lattice distortions/reconstructions
[28].

The calculated optical absorption spectra for the het-
erostructures indicate that high absorption is only obtained

PHYSICAL REVIEW B 91, 165309 (2015)

if the VBM and CBM states are localized in the same spatial
region. The design of heterostructures for efficient visible-light
absorption therefore requires not only appropriate band
gaps, but also tailored band-edge states with proper spatial
overlap.

The stacking of BaSnO3; and BaTaO,N layers that we have
described here is a type-II heterojunction with the conduction
band of BaSnO3 above the valence band of BaTaO,N. A type-I
heterojunction can be designed using different perovskites.
One example is LaAlOs (as «) and LaTiO,N (as ), with a
calculated indirect band gap between I' and R points of 6.11
and a direct gap at the I' point of 1.49 eV, respectively, and
where the band edges of LaTiO,N are placed in between the
edges of LaAlOs. Preliminary results show that due to the large
band gap of «, there is no tunneling through the o layer and
there is already a full confinement of the 8 layers with a single
o [29]. In addition, the band gaps of the layered combinations
are direct, with the VBM formed by N, orbitals and the CBM
composed of Tiz,. Also in this case, the stacking has the effect
of placing the VBM and CBM closer together spatially. This
fact might increase the absorption properties of the materials
and, together with the possibility of tuning the band gap using
quantum confinement and tunneling, can be used to design
novel light-harvesting heterojunctions.
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