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Proteins maintain hydration at high [KCl]
concentration regardless of content in acidic amino
acids
Hosein Geraili Daronkola1 and Ana Vila Verde1,*
1Department of Theory & Bio-Systems, Max Planck Institute of Colloids and Interfaces, Potsdam, Germany
ABSTRACT Proteins of halophilic organisms, which accumulate molar concentrations of KCl in their cytoplasm, have a much
higher content in acidic amino acids than proteins of mesophilic organisms. It has been proposed that this excess is necessary to
maintain proteins hydrated in an environment with low water activity, either via direct interactions between water and the carbox-
ylate groups of acidic amino acids or via cooperative interactions between acidic amino acids and hydrated cations. Our simu-
lation study of five halophilic proteins and five mesophilic counterparts does not support either possibility. The simulations use
the AMBER ff14SB force field with newly optimized Lennard-Jones parameters for the interactions between carboxylate groups
and potassium ions. We find that proteins with a larger fraction of acidic amino acids indeed have higher hydration levels, as
measured by the concentration of water in their hydration shell and the number of water/protein hydrogen bonds. However,
the hydration level of each protein is identical at low (bKCl ¼ 0.15 mol/kg) and high (bKCl ¼ 2 mol/kg) KCl concentrations; excess
acidic amino acids are clearly not necessary to maintain proteins hydrated at high salt concentration. It has also been proposed
that cooperative interactions between acidic amino acids in halophilic proteins and hydrated cations stabilize the folded protein
structure and would lead to slower dynamics of the solvation shell. We find that the translational dynamics of the solvation shell is
barely distinguishable between halophilic and mesophilic proteins; if such a cooperative effect exists, it does not have that
entropic signature.
SIGNIFICANCE Acidic amino acids are known to bind the most water of all amino acids, so it has been proposed that
their excess is necessary to retain protein hydration in environments with low water activity. Our results do not support this
scenario for the case of concentrated KCl solutions, typical of the cytoplasm of some halophilic organisms; the 10 proteins
we investigate keep their hydration level constant under widely different external KCl concentrations despite having very
different content in acidic amino acids. The hydrated electrolyte ions integrate the protein solvation shell rather than
compete with the protein for available water. Maintaining hydration in the folded state is not the evolutionary driving force
behind the excess acidic amino acids observed in halophilic proteins.
INTRODUCTION

Halophilic organisms, unlike most life on Earth, have the
uncanny ability to survive at molar external NaCl concentra-
tions. Despite their relative scarcity, halophilic organisms
have been found in multiple kingdoms of life: archaea (1),
bacteria (2), protozoa, fungi, algae, and multicellular eu-
karyotes (3,4). To counterbalance the high osmotic stress
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induced by high external NaCl concentrations, some halo-
philes accumulate equivalent concentrations of KCl in their
cytoplasm (5). At such high salt concentrations, the interac-
tions that dictate the structure and structural stability of pro-
teins differ markedly from those at the much lower salt
concentrations found in most organisms.

As a result, many proteins of mesophilic organisms (here,
termed mesophilic proteins) are poorly soluble at KCl con-
centrations typical of the cytoplasm of halophilic organisms
(6–8). In contrast, proteins of halophilic organisms (here,
termed halophilic proteins) are structurally stable and func-
tioning at high salt concentrations, but often show lower (or
no) stability and activity at KCl concentrations typical of the
cytoplasm of mesophilic organisms (5). Their resilience is
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Protein hydration is robust to [KCl]
related to their amino acid composition (3,5,9–11). Cyto-
plasmic proteins of halophilic organisms are, on average,
longer than their mesophilic counterparts; they also have a
higher fraction of random coil structure at the expense of
a-helix structure (12); they are richer in smallþpolar and
smallþapolar amino acids and poorer in largeþhydrophobic
amino acids; they are also poorer in cationic amino acids,
which contain longer alkyl sections in their side chains
than the anionic ones. The reduction in the fraction of large-
þhydrophobic and cationic amino acids and the increase in
smallþpolar and smallþapolar is thought to compensate the
increased attraction between nonpolar groups as salt con-
centration increases (5).

Halophilic proteins are also much richer in acidic amino
acids (3,13)—mostly located on their surface (9)—than
their mesophilic counterparts, leading to substantially nega-
tive net protein charges.

The role played by the excess acidic amino acids, however,
is not yet well understood. One of the most intuitive explana-
tions is that large surface charge prevents protein aggregation
at high salt concentrations. The excess surface charge in halo-
philic proteins would compensate for charge screening at
high salt concentrations and would prevent aggregation
(3,5,14–16). Several results, however, suggest that it is un-
likely that charge repulsion is the only–or even main–
function of excess acidic amino acids. Experiments show
that the stability of halophilic proteins at 0.05 mol/dm3

NaCl and�10�6 mol/dm3 NADHþ is as high as that reached
with molar concentrations of NaCl (17). Charge screening
alone does not explain the strong dependence of the stability
of the folded state of halophilic proteins, and/or their func-
tion, on salt concentrations up to several molar, becausemea-
surements (5) and calculations (14) indicate that screening of
electrostatic interactions by salt is largely complete at csalt¼
0.5 mol/dm3. At the high salt concentrations seen inside hal-
ophiles, electrostatic repulsion between the carboxyl groups
at the surface of proteins should have only a small effect on
their structural stability, as one NMR study shows (16), and
likewise on their ability to aggregate. At present, two other
explanations have been proposed for the large fraction of
acidic amino acids in halophilic proteins:
Ion-solvent stabilization model

Experiments have shown that some folded halophilic pro-
teins bind large amounts of water, NaCl, and KCl (18,19);
in contrast, salt binding was not detected in mesophilic pro-
teins in the native state (20). Moreover, quasielastic neutron
spectroscopy measurements of water translational dynamics
in the cytoplasm of halophilic and nonhalophilic bacteria
suggest that halophiles have a water fraction with extremely
slow dynamics that is absent from nonhalophiles (21). Based
on these results, it has been proposed that the abundance of
acidic amino acids enables cooperative, stabilizing interac-
tions with cations. The acidic amino acids contribute to a
net stabilization of the folded protein structure (despite intra-
molecular electrostatic repulsion) by forming cooperative
hydrated ion networks (20,22). These networks keep the
folded protein hydrated despite the high salt concentration
and should lead to highly ordered protein hydration shells
(3). According to this view, excess acidic amino acids indeed
prevents aggregation of proteins at high salt concentration
not by charge repulsion but because the cooperative ion-wa-
ter-protein networks stabilize the protein solvation layer.
Solvent-only stabilization model

The ion-solvent stabilization model has been challenged,
however, based on multiple observations. 17O magnetic
relaxation experiments did not find any differences in the
rotational dynamics in hydration shells of halophilic and non-
halophilic versions of protein L (23), in contrast to the predic-
tions of the ion-solvent stabilization model. Additionally,
recent experiments have shown that some extremely halo-
philic organisms can thrive at low external NaCl concentra-
tions, i.e., also with cytoplasmic KCl concentrations equal
to those found in nonhalophiles, despite having a markedly
acidic proteome (1); this result suggests that stabilizing inter-
actions between cations and the acidic residues are not crit-
ical. To explain these observations, it was proposed that an
abundance of acidic amino acids at the surface of halophilic
proteins is necessary to compete–rather than cooperate–with
the ions in solution for available water and, thus, ensure that
the protein surface remains sufficiently hydrated–and the
protein remains soluble, conformationally stable, and thus
functional–at high salt concentrations (1,24).

Here, we report a molecular dynamics study of five pairs
of halophilic and mesophilic proteins in which we compar-
atively examine how the structure and dynamics of protein
hydration shells is affected by the concentration of KCl
and by the fraction of acidic amino acids in the protein.
We present also parameters for the interaction between
Kþ and carboxylate, critical for this study, optimized to
reproduce the experimental solution activity derivative of
potassium acetate solutions up to 2 mol/kg and crystallo-
graphic information of potassium ions in the vicinity of
acidic amino acids.
MATERIALS AND METHODS

Force fields

To gain insight into the role played by acidic amino acids in halophilic pro-

teins using simulations, we require force fields for proteins, water, and ions

with the correct balance of interactions between all the species, both at low

and high (up to several molals) KCl concentrations. The force fields we

use—the TIP3P water model (25), the AMBER ff14SB (26,27) force field

for proteins, the general AMBER force field (GAFF) for acetate (28), and

the potassium and chloride parameters of Joung and Cheatham (29) for

TIP3P water meet this requirement for most interactions, so only a few in-

teractions were modified as described below. The AMBER ff14SB force

field used with TIP3P water reproduces the hydration free energies of
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small-molecule analogs of the side chains of neutral amino acids to within

1 kcal/mol root mean-square error of the experimental reference values

(30), and the partition coefficients of the same analogs between water

and several organic solvents to within 0.5 log units (31). This combination

of solvent and protein force field reproduces the secondary structure content

of short peptides (27) and the backbone dynamics in the native state of glob-

ular proteins (27). The experimental hydration free energies of Kþ and Cl�

were one of the target properties used in the parameterization done by

Joung and Cheatham (29). Their parameters reproduce the solution activity

of aqueous solutions of this salt up to b ¼ 2 mol/kg (32), so they are appro-

priate for both dilute and concentrated solutions. Metallic ligands present in

the proteins are simulated using AMBER-compatible parameters reported

in the literature. The [2Fe-2S]2þ ligand present in both ferredoxin proteins

studied here is simulated based on the parameters developed by Carvalho

et al. (33) for the [2Fe-2S] ferredoxin from Mastigocladus laminosus,

with slight modifications: 1) all equilibrium angles are set to the values

found in the crystal structure of our ferredoxin proteins. And 2) the force

constant for the Fe-S-C angle, missing in the parameter set of Carvalho

et al. for the [2Fe-2S]2þ from M. laminosus, is set to the value reported

by the same authors for the desulforedoxin protein from Desulfovibrio

gigas. The desulforedoxin protein contains Fe(III) coordinated by four cys-

teines in the same configuration as the ferredoxins studied here. Both car-

bonic anhydrase proteins studied here have a four-coordinated zinc metal

center where the zinc ion is connected to three histidine residues and one

water molecule. The metal center is simulated using the zinc AMBER force

field (34,35) and the Lennard-Jones (LJ) parameters for the zinc ion are

from Li et al. (35).

Modifications to these force fields are indispensable for some of the in-

teractions involving carboxylate groups or Kþ. We modify the self-interac-

tion LJ parameters for all carboxylate oxygens to the values proposed by

Kashefolgheta et al. (36), which reproduce the hydration free energy of ac-

etate in TIP3P water better than the original AMBER parameters; note that

these parameters are used in all interactions derived using combination

rules. The LJ parameters for the interaction between carboxylate and the

side chain of the positively charged amino acid lysine are also modified

to those in (36) to reduce excessively strong salt bridges. The LJ parameters

for the interaction between Kþ and carboxylate oxygens are modified as

described in the following section. Data S1 includes Amber ff14SB, dat,

and lib files modified to include the optimized parameters mentioned

here. These files can be used to seamlessly generate the final prmtop and

inpcrd input files necessary to run simulations with Amber. Example input

files for one of the proteins simulated here (protein L) are also given in Data

S1.

Results from simulations without any modifications to the default LJ

parameters, provided for comparison, are marked as ‘‘AMBER and GAFF

only.’’
Optimizing parameters for KD/ carboxylate
interactions

Our tests (described in the Results) show that the default parameters for

Kþ/ carboxylate interactions cause excessive contact between these

ions. Because this interaction is critical for our study, our first step was to

find optimal parameters to describe it.

Intermolecular interactions between any atoms i and j have the following

form in the AMBER force field:

V
�
rij
� ¼ εij

��
Rmin;ij

rij

�12

� 2

�
Rmin;ij

rij

�6�
þ qiqj
4pε0rij

(1)

In this expression, qi and qj are the charges of the atoms, rij is the distance

between them, ε0 is the dielectric permittivity in the vacuum. Rmin,ij and εij

are parameters determining the LJ potential, which mimics the van der

Waals interatomic interaction. LJ parameters for the interaction between
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different atom types are typically obtained from their self-interaction pa-

rameters using combination rules:

Rmin;ij ¼
�
Rmin;ii þ Rmin;jj

�
2

; εij ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi�
εii εjj

�q
; (2)

where the indices ii and jj denote the self-interaction parameters.

In the AMBER force field, ions have their nominal charge, and the partial

charges of polyatomic ions are determined using a well-defined charge

fitting procedure. We opted to tune the Kþ/ carboxylate interaction by

modifying the LJ potential between Kþ and the carboxylate oxygen (O)

only. The partial charges on the carboxylate atoms remain unchanged,

which ensures compatibility within the AMBER force field. In principle,

both Rmin,ij and εij obtained using Eq. 2 could be overridden by optimized

values for the i ¼ Kþ, j ¼ O pair. This dual optimization is, however, not

feasible because of its high computational cost. We optimized only the

Rmin;KþO parameter and left εKþO at the value obtained with the combination

rules. Our prior work confirms that substantial improvements in the descrip-

tion of intermolecular interactions are achieved even with this limited

parameterization freedom (36). In Results, we show that the original

AMBER parameters lead to substantial deviations between various calcu-

lated properties and the experimental reference values. Because of this sub-

stantial deviation, the Rmin parameter, with its power of 6 and 12 in the LJ

potential, is a better choice for parameterization than ε.

The Rmin;KþO parameter is optimized to reproduce 1) the experimental so-

lution activity derivative of aqueous solutions of potassium acetate with

molality bKCH3COO e{0.5, 1, 2} mol/kg, and 2) the distances between Kþ

and carboxylate groups found in the crystal structure of the halophilic

2Fe-2S ferredoxin protein with Protein Data Bank, PDB: 1DOI. This pro-

tein is one of the few for which the potassium ions present during crystal-

lization were resolved in the crystal structure.

The second target property was added because we found that the solution

activity derivative varies nonmonotonically with Rmin;KþO to the extent that

Rmin;KþO values leading to dramatically different solution structure yielded

identical solution activity derivatives, as described below. Our final choice

of Rmin;KþO, shown in Results, is that which best reproduces selected dis-

tances between Kþ and carboxylate oxygens in the protein crystal structure

while yielding activity derivatives deviating not more than 7% from the

reference value for all three concentrations. Our optimized LJ potential

for the interactions between Kþ and carboxylate groups are thus appropriate

for simulations of biomolecular systems in a wide range of KCl concentra-

tions and are also appropriate for simulations of systems with acetate ions

modeled with the AMBER force field or GAFF.
Calculating the electrolyte activity derivative in
simulations

The molar electrolyte activity derivative can be calculated from simulation

using Kirkwood-Buff theory (37,38), which links particle fluctuations to

thermodynamic properties. Below, we summarize the main expressions

used in this work. Examples of its application to other systems can be found

in the literature (39–42). The central quantity of this theory is the Kirk-

wood-Buff integral G. In this work, we use expressions that enable its

use with simulations of closed systems (43). For any two species i and j,

the integral is as follows:

GijðRÞ ¼
Z2R

0

h
fijg

NVT
ij ðrÞ� 1

i
4pr2

�
1� 3x = 2þ x3

	
2
�
dr;

(3)

Where R is 1/4 of the simulation box size, x ¼ r/(2R) and gNVTij ðrÞ is the
radial distribution function (RDF) in the canonical ensemble. The factor



FIGURE 1 Mean molal activity coefficient ðgðbÞ
s;5Þ of potassium acetate

as a function of the molality of KCH3COO. The blue circles are the exper-

imental data (47), and the red dashed line is calculated using the relevant

Pitzer equation (48). To see this figure in color, go online.

Protein hydration is robust to [KCl]
fij corrects for the fact that the tail of RDFs in closed systems does not

converge to 1. Even though there is no formal relation between the RDFs

in open and closed systems, the ratio of their tails is expected to be of

the order of 1 5 1/N, where N is the number of particles in the simulation

box (44–46). For this reason, a multiplicative correction factor is

appropriate.

Because of electroneutrality, applying Kirkwood-Buff theory to an elec-

trolyte solution requires the solution to be treated as a binary system of

indistinguishable ions (called the cosolvent) and water (38,40,41). The

molar cosolvent activity derivative, ac
0, for a solution of a 1:1 electrolyte

is thus defined as

ac
0 ¼ vln ac

vln rc






p;T

¼ 1þ vln gc

vln rc






p;T

(4)

In this expression, gc is the molar activity coefficient of the cosolvent,

rc is its number density, defined as rc ¼ nc/V, where nc ¼ nþ þ n_ is

the total number of positive and negative ions in the solution volume

V, and ac is its molar activity (ac ¼ gc � rc). Kirkwood-Buff theory

allows the calculation of the electrolyte activity derivative from simula-

tion, as

ac
0 ¼ 1

1þ rc Gcc � Gcwð Þ (5)

where the subscript w refers to the water. The terms in the above expression

are sums of Kirkwood-Buff integrals between the ions and water:

Gcc ¼ 1

4
ð2Gþ� þGþþ þG��Þ (6)

and

Gcw ¼ Gþw þ G�w (7)

Experimental electrolyte activity derivative

Experimental activities for electrolytes are typically reported considering

the neutral salt unit—as opposed to considering a cosolvent of indistin-

guishable ions—and in the molal rather than the molar scale. In what fol-

lows, the subscript s indicates quantities defined in terms of neutral salt

units and the superscript (b) indicates quantities in the molal scale. The

mean molal activity coefficient, g
ðbÞ
s;5, of potassium acetate in aqueous so-

lution has been experimentally determined for molalities up to bs ¼ 3

mol/kg (47). In Fig. 1, we show the experimental values of g
ðbÞ
s;5 as a func-

tion of the molality of KCH3COO together with the result of the Pitzer

equation applicable to this system (48). The Pitzer equation reproduces

the experimental data excellently, so we use it to calculate the molal salt ac-

tivity derivative

a
0 bð Þ
s ¼ vlna bð Þ

s

vlnbs
jp;T ¼

vln g
bð Þ
s;5 bs

� �
vlnbs








p;T

; (8)

using Mathematica.

To enable direct comparisons between experiment and simulation, the

experimental molal activity derivative of the salt must first be converted

to the corresponding molar quantity:
a
0
s ¼ vlnas

vlnrs
jp;T ¼ 1þ vlngs;5

vlnrs






p;T

; (9)

where rs is the number density of the salt and gs,5 its mean molar activity

coefficient. The mean molal and molar activity coefficients are related

as (49)

gs;5 ¼ bs rw
rs

g
ðbÞ
s;5 ; (10)

where rw is the density (mass per unit volume) of water and rs is the number

density of the salt, for a 1:1 electrolyte would be rs ¼ rc/2. Substituting Eq.

10 into Eq. 9 shows that the salt activity derivatives in the two scales are

related as

as
0 ¼ as

0 bð Þvlnbs
vlnrs

(11)

We use Eq. 11 with the solution density reported in (50) to obtain as
0 from

as
0(b). The molar solution activities expressed in terms of the salt and the

cosolvent are related as as ¼ 0.5ac for 1:1 electrolytes; their derivatives

and their activity coefficients are identical (as
0 ¼ ac

0 and gs,5 ¼ gc); the

experimental as
0 can thus be directly compared with ac

0 calculated from

the simulation.
Simulation details

Potassium acetate solutions

We perform molecular dynamics simulations using the GROMACS simula-

tion package in its 2018 version (51,52). Simulations are performed for

three different concentrations, bKCH3COO e{0.5, 1, 2} mol/kg. Each
Biophysical Journal 120, 2746–2762, July 6, 2021 2749
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simulation–minimization, equilibration, and production run–is performed

for a given test value of Rmin;KþO, and multiple values are tested at each

concentration. These test values are related to the default, Rmin;KþO;LB
(obtained using the Lorentz-Berthelot combination rule; Eq. 2), via a

scaling factor:

Rmin;KþO ¼ fRmin;KþO
: Rmin;KþO;LB (12)

For convenience, we refer to the tested values of Rmin;KþO via the scaling

factor fRmin;KþO
.

The simulation boxes are prepared by putting 72, 144, or 288 neutral salt

units, KCH3COO–corresponding to the low, intermediate, and high salt

concentrations–in a cubic box with edge length L z 6 nm and solvating

the systems by adding �8000 TIP3P water molecules using the editconf

and solvate tools from Gromacs 2018 (51,52). The LJ interactions are cut-

off at 1.2 nm. Electrostatic interactions are calculated using direct summa-

tion up to 1.2 nm. Beyond this cutoff distance, the electrostatic interactions

are calculated with the particle mesh Ewald scheme with a grid spacing of

0.12 nm and sixth order interpolation (53). LJ interactions are smoothly

shifted to 0 between 1.0 and 1.2 nm using the switch function available

in GROMACS. Long-range dispersion corrections are applied to both

the energy and pressure. A leap-frog stochastic (SD) integrator (54) is

used to integrate the equations of motion in all simulations, with the tem-

perature fixed at 298 K. All bonds with H-atoms are restrained using the

LINCS algorithm (55) in all simulation steps (except the minimization

step with l-bfgs method), which enables integration using a 2-fs time

step. The systems are equilibrated following a protocol commonly used

in biological studies: 1) two initial minimization steps with the steepest-

descent and l-bfgs algorithms. The latter is a quasi-Newtonian algorithm

for energy minimization which converges faster than the conjugate

gradient algorithm. 2) A 500-ps heating equilibration simulation in the ca-

nonical ensemble (NVT) using Langevin thermostat with a coupling con-

stant of 1.0 ps to 298 K. 3) Another 10-ns simulation is performed in

the isothermal-isobaric ensemble (NpT) to equilibrate the system density

at the pressure of 1 bar, using the Berendsen barostate (56) with a relaxa-

tion time of 1.0 ps. We select three distinct configurations from the NpT

equilibration simulation, with a box volume similar to the average box vol-

ume obtained during that simulation. Each of these configurations is then

used as the initial state of a production simulation in the NVT ensemble and

lasting 50 ns, making up 150 ns for each concentration. This large simula-

tion time is necessary to calculate activity derivatives with high precision.

The trajectories of production simulations are saved every 2 ps for

analysis.

Restrained ferredoxin in cKCl ¼ 1 mol/dm3

Simulations are performed with Gromacs 2018; unless otherwise noted, all

simulation details are identical to those used to simulate potassium acetate

solutions. Each simulation–minimization, equilibration, and production

run–is performed for a given test value of Rmin;KþO. The simulation box

is prepared by solvating the protein with a cubic box of TIP3P water,

with the distance between the protein surface and the box face being at least

15 Å. During all simulation steps, the backbone atoms are restrained to their

position in the crystal structure at all times, using a harmonic potential with

a force constant of 1000 kJ$mol�1$nm�2. Applying this restraint is neces-

sary to compare the distance of the Kþ ions to carboxylate groups between

the simulated system and the crystal structure for each value of Rmin;KþO
tested. A single NpT production simulation with duration 200 ns is per-

formed for each Rmin;KþO.

Unrestrained proteins at high and low KCl concentrations

Most simulation steps are performed using the GPU version of the pmemd

engine in AMBER 2018 (57). The only exception is the l-bfgs minimization

step, which is performed on the Sander engine of the AMBER simulation

package because it is not available in the pmemd engine.
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The starting configurations for the simulations are prepared using the

tLeap module of the AMBER software (58). Each protein is simulated at

two different salt concentrations: bKCl¼ 0:15 mol/kg, corresponding to

mesophilic conditions, and bKCl¼ 2 mol/kg, corresponding to halophilic

conditions. The simulation boxes are cubic, with edge length z100 Å.

Each initial configuration is prepared by putting potassium and chloride

ions in numbers corresponding to the desired concentration, and adding ex-

tra potassium or chloride for neutralization using the addIons tool of

AMBER; the systems are then solvated with the appropriate number of

TIP3P water molecules (25) using the tLeap tool from AMBER. The dis-

tance between the protein surface and the box face is at least 20 Å in all

cases. Periodic boundary conditions are applied in the XYZ directions.

The nonbonded potential cutoff distance is 12 Å for both LJ and electro-

static interactions. Beyond this cutoff distance, electrostatic interactions

are calculated with the particle mesh Ewald scheme with a grid spacing

of 1.0 Å, and fourth order interpolation (53). Long-range dispersion correc-

tions are applied to both the energy and pressure. All bonds with H-atoms

are constrained using the SHAKE algorithm (59) during the NpT equilibra-

tion and the production simulations. We use a 2-fs time step for all simula-

tions except for those of the carbonic anhydrase proteins, which use a 1-fs

time step. The carbonic anhydrase proteins have a zinc metal center that co-

ordinates with one water molecule; for technical reasons, the SHAKE algo-

rithm cannot be applied to this molecule, which limits the maximal time

step that can be used.

Each system is subject initially to four minimization cycles, each

comprising 2500 minimization steps using the steepest-descent algorithm

and 7500 steps using the conjugate gradient algorithm. The protein atoms

are restrained to their positions in the pdb file, with the value of the restraint

bond constants (500, 300, 100, and 50 kcal$mol�1$Å�2) decreasing for

each cycle. This procedure removes bad contacts that may be created in

the process of adding ions and water to the system. Subsequently, each sys-

tem is minimized for 10,000 steps using the l-bfgs algorithm without any

restraints. The system temperature is progressively increased from 0 to

298 K during a 500-ps simulation in the canonical ensemble (NVT), with

the protein atoms restrained to their positions with a constant of

10 kcal$mol�1$Å�2, using the Langevin thermostat with a collision fre-

quency of 1.0 ps�1. Each system is equilibrated for 10 ns in 10 steps of

1 ns in the isothermal-isobaric ensemble (NpT) using the Berendsen baro-

stat (56) with a relaxation time of 2.0 ps while increasing the skinnb param-

eter to 5 Å to prevent unnecessary rebuilds of the pair list when there is no

possibility of missing atoms in the pairwise calculation within the cutoff.

Increasing the value of this parameter is indispensable because the GPU

version of the pmemd engine is very sensitive to changes in the box size.

Fig. 2 shows an equilibrated simulation box.

The starting configuration for each production simulation is selected

from the last 1 ns of the NpT equilibration, under the condition that it has

the box density closest to the average for that simulation. The production

simulations are performed in the NVT ensemble, for 5 � 108 steps, corre-

sponding to 0.5 ms for carbonic anhydrase and 1 ms for all other proteins.

The simulations for the carbonic anhydrases were not extended to 1 ms

because the proteins remain conformationally stable within the simulated

time. For the production simulations, we use the Langevin thermostat

with a collision frequency of 0.01 ps�1. This low collision frequency is

necessary to reduce the impact of the thermostat on the dynamics of the sys-

tem. Prior work (60) has shown that this low collision frequency leads to

self-diffusivity, rotational correlation time, and shear viscosity values

within 2% of those obtained from simulations in the NVE ensemble at

the same temperature. The average temperature in our simulations remains

at its target value despite the low collision frequency of the thermostat. Pro-

duction simulations are saved every 100 ps for analysis.

For the calculation of the mean-square displacement (MSD) for time-

scales <100 ps, we perform three production simulations for each protein

and each KCl concentration, each lasting 1 ns and, with configurations,

saved every 100 fs. The starting configuration for each simulation is taken

from the longer production runs, at t e{100, 500, 900} ns.



FIGURE 2 Example simulation box, of the halophilic ferredoxin protein

(PDB: 1DOI). Dark blue shape represents the New Cartoon representation

of protein, pink spheres represent Kþ, green spheres represent Cl�, and
transparent small blue dots represent water molecules. To see this figure

in color, go online.
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RESULTS

Optimizing parameters for Kþ/ carboxylate
interactions

The activity derivative of potassium acetate solutions with
molality bKCH3COO e{0.5, 1, 2} mol/kg calculated in simula-
tion is shown in Fig. 3.

For each concentration, the activity derivative is calcu-
lated for different values of Rmin;KþO, which govern the LJ
interaction between Kþ and the carboxylate oxygens; these
values are expressed in the figures in terms of a multiplica-
tive scaling factor (defined in Eq. 12). The unoptimized
anion-cation parameters, corresponding to the scaling factor
of 1 in Fig. 3, yield activity derivatives far from the refer-
ence value from experiment (green lines). This deviation
demonstrates that the unoptimized parameters fail dramati-
cally to adequately describe Kþ/ CH3COO

� interactions
in the concentration range we tested; optimizing this interac-
tion is indispensable. With this in mind, we first examine the
solution activity derivative for bKCH3COO ¼ 0:5 mol/kg
(Fig. 3 a). It varies nonmonotonically with an increasing
scaling factor: initially it rapidly increases, then decreases
slowly before again increasing. Perfect agreement with the
reference experimental value at this concentration occurs
for fRmin;KþO

¼ 2:0. Despite this agreement, fRmin;KþO
¼ 2:0

does not result in the correct solution structure at
bKCH3COO ¼ 0:5 mol/kg: the corresponding anion-cation
RDF, shown in Fig. 3 d, would suggest that only solvent-
separated ion pairs exist in potassium acetate solutions
and that neither contact-shared (CIP) nor solvent-shared
(SIP) occur (CIP, the two ions are in direct contact; SIP,
the ions share one hydration layer; and solvent-separated,
each ion retains its first hydration layer). The absence of
CIPs disagrees with potentiometric measurements, which
indicate that Kþ and CH3COO

� associate–albeit weakly–
to form neutral complexes (61,62) best understood as pairs
of ions in direct contact (63).

The anion-cation RDFs in Fig. 3 d indicate that scaling
factors in the range 1:02< fRmin;KþO

< 1:1 allow the presence
of CIPs in solution, i.e., yield a solution structure qualita-
tively in line with experiment. This range of scaling factors
also yields solution activity derivatives within 7% of the
target experimental values for all three concentrations
(Fig. 3, a–c). However, despite the fact that solution activity
derivatives remain constant for this range of fRmin;KþO

-values,
the solution structure changes substantially: e.g., Fig. 3
d shows that for fRmin;KþO

¼ 1:02, CIPs are still abundant,
although much less so than SIPs or 2SIPS; for fRmin;KþO

¼
1:1, CIPs are residual. Clearly, randomly choosing a value
of fRmin;KþO

within the 1:02< fRmin;KþO
< 1:1 range is insuffi-

cient, and another experimental reference property is desir-
able to pinpoint the optimal parameter value.

The pdb structure with pdb code 1DOI, of a halophilic
ferredoxin, contains five cocrystalized Kþ near acidic amino
acids at the protein surface. This crystal structure was ob-
tained from both room temperature and 100 K difraction
data and contains 237 water molecules, corresponding to
55% of the crystal volume. Flash freezing, typically used in
crystallography to reach cryogenic temperatures, leaves the
solvent in an amorphous state but often contracts the unit
cell by 2–7% with most of the contraction arising from the
solvent (64). These conditions mean that the protein surface
and the potassium ions in this crystal structure are heavily
solvated and that the distances between Kþ and the nearby
carboxylates in the crystal structure are a reasonable estimate
of the distance between these ions when forming CIPs for
the solvated protein at room temperature. We used this
information to select the optimal parameter within the
1:02< fRmin;KþO

< 1:1 range. To the best of our knowledge,
other experimental observables that directly report on the
structure of Kþ/ carboxylate ion pairs in solvated condi-
tions do not exist. We simulated the ferredoxin protein in
cKCl ¼ 1 mol/dm3 at T ¼ 298 K. This high concentration of
Kþ is within the range used in the previous parameterization
step. The concentration of ions does not affect the position of
the peaks of the RDF, as shown in Fig. 3 d, so other concen-
trations could also have been used; a high concentration is ad-
vantageous because it yields RDFs with less noise, given the
same simulation time. The backbone atomswere constrained
to the coordinates of the 1DOI crystal structure so that any
differences in theKþ/ carboxylate interaction between sim-
ulationswith different fRmin;KþO

-values reflect the impact of the
simulation parameters and not steric changes arising from
changes in protein conformation.

For each of the five acidic amino acids functioning as the
contact site with Kþ in the crystal structure (Fig. 4 a), we
calculated the carboxylate(O)-Kþ RDF.
Biophysical Journal 120, 2746–2762, July 6, 2021 2751



FIGURE 3 (a–c) Molar solution activity deriva-

tive (red points) of potassium acetate solutions as a

function of the multiplicative scaling factor

(fRmin;KþO
; see Eq. 12) applied to the LJ Rmin;KþO;LB

parameter governing the interactions between Kþ

and carboxylates. The error bars are the standard er-

ror of the mean calculated from three independent

production simulations. The red lines are a guide

to the eye. The green line shows the experimental

reference value; see also Table 2. The area between

the two horizontal dashed lines regions show

the 57% deviation from the experimental value.

The two vertical dashed lines delimit the range of

scaling factors acceptable for the three concentra-

tions. (d) RDF of potassium and the carbon bonded

to the oxygens of acetate (the same simulations as in

a) for the indicated values of the scaling factor

fRmin;KþO
. To see this figure in color, go online.
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Fig. 4 b shows example RDFs for one of the protein sites
and for different values of fRmin;KþO

. The position, rsim, of the
maximum of the first peak of each RDF was obtained as the
mean of a Gaussian curve fitted to each peak. This fit allows
a better identification of the position of the peak than taking
the data point corresponding to the global maximum of each
curve. The rsim distances and the corresponding reference
values (rcryst) from the crystal are tabulated in Table S1
for each of the protein sites; rcryst is the distance between
Kþ and the carboxylate oxygen identified in Fig. 4 c. The
rsim are always smaller than the reference values for all
parameter values tested. The optimal value of fRmin;KþO

is
selected as that which leads to the smallest deviation be-
tween rsim and rcryst. In Fig. 4 c, we show the unsigned rela-
tive deviation between rsim and the reference value from the
crystal structure rcryst for the five protein sites for multiple
values of fRmin;KþO

. A scaling factor fRmin;KþO
¼ 1:08 (corre-

sponding to Ry
min;KþO; Table 1) yields the lowest deviation

over all protein sites. Table 2 shows the activity derivative
2752 Biophysical Journal 120, 2746–2762, July 6, 2021
of potassium acetate solutions at the three concentrations
investigated, for fRmin;KþO

¼ 1:08. These values deviate 4.7,

5.3, and 7.2% from the corresponding experimental values
for bKCH3COO ¼ (0.5, 1, and 2) mol/kg, respectively. The po-
sition of the contact ion pair peak between the carboxylate
oxygens and Kþ obtained with the optimal parameter is
rsim z 2.8 Å, consistent with ab initio calculations using
a polarizable continuum model for the solvent (65,66) but
larger than the optimal distance of 2.5 Å observed in gas
phase calculations (67). Despite the difference in optimal
distance observed between those ab initio calculations,
both predict that the contact ion pair between carboxylate
and Kþ is less stable than that with Naþ, i.e., these cations
follow the normal Hofmeister series when interacting with
the carboxylate group. Those results agree with x-ray ab-
sorption measurements of acetate solutions (66), with prior
molecular simulations using parameters optimized for lower
concentrations (68) and with our simulations using our opti-
mized parameters (Fig. S7).



FIGURE 4 (a) Crystal structure (PDB: 1DOI) of

the halophilic 2Fe-2S ferredoxin from Haloarcula

marismortui (24); the Kþ ions are shown in pink.

The five acidic amino acid sites that have nearby

Kþ, used to parameterize Rmin;KþO, are indicated.

(b) Example RDF of Kþ and the carboxylate oxy-

gens of site 2 at T ¼ 298 K and cKCl ¼ 1 mol/dm3.

The distance to the first maximum is identified as

rsim.. The legend shows the values of the scaling fac-

tor fRmin;KþO
. (c) Unsigned relative deviation between

rsim and rcryst for the five indicated sites of the halo-

philic ferredoxin. The protein site is identified by the

residue number, residue name, and oxygen name.

The legend shows the values of the scaling factor

fRmin;KþO
. Numerical data are shown in Table S1. To

see this figure in color, go online.

TABLE 1 Recommended value of Rmin for the LJ potential

between KD and any carboxylate oxygen when using TIP3P

water, the Joung and Cheatham (29) parameters for KD, and the

GAFF (28) or AMBER (27) force field with the optimized self-

interaction parameters for carboxylates from (36)

Parameter Source Value

Rmin;KþO (Å)a this work 3.6355

fRmin;KþO

b this work 1.08

Rmin;KþO;LB (Å)c AMBER or GAFF 3.3662

aGiven is the optimized parameter value.
bGiven is the optimized scaling factor, defined in Eq. 12.
cGiven from combination rules (see Eq. 2), provided for comparison.

Protein hydration is robust to [KCl]
Structure and dynamics of the hydration shell of
mesophilic versus halophilic proteins

The ion-solvent stabilization model and the solvent-only
stabilization model, proposed to explain the function of
excess acidic amino acids in halophilic proteins, imply
that the structure and dynamics of the hydration shell of
halophilic proteins differs from that of mesophilic ones: ac-
cording to both models, excess acidic amino acids are indis-
pensable in halophilic proteins, so they remain hydrated at
high KCl concentrations. The solvent-only stabilization
model proposes that acidic amino acids enhance hydration
by direct interactions with the water and that ion-protein in-
teractions are not relevant for hydration or for protein stabil-
ity. In contrast, the ion-solvent stabilization model proposes
that protein hydration is maintained, and the folded protein
structure is stabilized, by cooperative interactions between
the acidic amino acids, the cations in solution (Kþ) and wa-
ter. According to this model, these cooperative interactions
are possible only in the folded conformation of halophilic
protein because only specific tertiary and quaternary protein
structures enable them. These cooperative interactions are
responsible for the large amounts of cations bound to halo-
philic proteins and should result in excessively slow dy-
namics of water of hydration around those proteins. In
Biophysical Journal 120, 2746–2762, July 6, 2021 2753



TABLE 2 Molal and molar solution activity derivative of

aqueous solutions of KCH3COO with the indicated molality

bKCH3COO (mol/kg) a
0 bð Þ exp
s

a a
0
s
b a

0
c
c a

0
c
d

0.5 1.0143 1.0488 1.00 5 0.01 0.83 5 0.01

1 1.1229 1.1611 1.100 5 0.004 NC

2 1.3345 1.3798 1.28 5 0.02 NC

NC, not calculated.
aGiven is the experimental molal activity derivative from Pitzer equa-

tions (48).
bGiven is the experimental molar activity derivative from Pitzer equations

and Eq. 11.
cGiven is the simulation (this work) of the molar activity derivative using

the optimized LJ parameters listed in Table 1 and the self-interaction pa-

rameters for carboxylate from (36). The uncertainty is the standard error

of the mean, calculated from four independent simulations.
dGiven is the simulation (this work) of the molar activity derivative using

the AMBER force field or GAFF.
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what follows, we compare the structure and dynamics of the
hydration shells of five pairs of halophilic-mesophilic pro-
teins and discuss the results in the context of the predictions
and assumptions of both models.
Selection of halophilic-mesophilic protein pairs

The five protein pairs investigated here were selected
considering the following: 1) availability of experimentally
determined structures, 2) existence of experimental studies
on their conformational changes and/or activity as a func-
tion of salt concentration, 3) availability of parameters for
simulation, 4) diversity of size and surface charge density,
and 5) similarity of the amino acid sequence and structure
between each halophilic protein and its mesophilic pair. In
Table S2, we list the pdb IDs of the proteins selected for
the study and show the structural and sequence similarity
between each of the five halophilic-mesophilic pairs. The
pair sequence identity varies between 19 and 90%. Despite
this broad range in sequence identity, the proteins in each
pair share a common structure, visible in the narrow range
of the root mean-square deviation (RMSD) of the Ca atoms
of the backbone of the amino acids between protein pairs,
after structural alignment: 0.95 < RMSD/Å < 2.41.

A comparison of four sets of orthologous proteins–
homologous protein sequences that share the same ancestral
sequence separated by a speciation event–shows that halo-
philic proteins have typically 17–20% acidic amino acids
and only 8–10%basic amino acids, whereas their orthologous
mesophilic proteins are weakly negatively charged, having
12–14% acidic and 10–12% basic amino acids. Table S3
shows the length of each sequence, the number of acidic and
basic amino acids, and the total charge of the proteins investi-
gated here; these data show that the sets of halophilic andmes-
ophilic proteins are representative of their respective category.
The halophilic proteins range from the very highly charged
ferredoxin (�29 e), in which 27% of amino acids are acidic
and only 5% of amino acids are basic, to dihydrofolate reduc-
2754 Biophysical Journal 120, 2746–2762, July 6, 2021
tase (�15 e), with only 19 and 9% of acidic and basic amino
acids, respectively. The mesophilic proteins have an acidic
amino acid content ranging from 8 (b-lactamase) to 18%
(ferredoxin) and are on average only weakly negative. Both
ferredoxin proteins are outliers: the halophilic ferredoxin is
the most highly charged protein known, and even the meso-
philic ferredoxin has an unusually high negative charge.
Structural stability

We simulate each protein at both low (bKCl ¼ 0.15 mol/kg)
and high (bKCl ¼ 2 mol/kg) concentration of KCl. The mes-
ophilic proteins at high salt concentration and the halophilic
ones at low salt concentration are thus under nonnatural
conditions. Experiments have shown that the structure of
proteins is typically more stable, and proteins have higher
activity when in media with their natural KCl concentration
(5). Mesophilic proteins are expected to have low solubility
at high KCl or NaCl concentrations; under those conditions,
many mesophilic proteins have a negative osmotic second
virial coefficient (6,7), known to correlate strongly with
low protein solubility (8).

Within the duration of the production simulations—
0.5 ms for the carbonic anhydrase proteins and 1 ms for
the others—all proteins retain their structure irrespective
of the concentration of KCl. Comparison with experimental
data suggests that under non-natural electrolyte conditions,
the native fold of some of the proteins studied here indeed
continues to be the stable state. This seems to be the case
for the halophilic and mesophilic carbonic anhydrases (12)
and the halophilic b-lactamase (69) studied here: experi-
mental measurements of protein activity indicate that these
proteins remain active–and thus presumably folded and in
soluble form–under non-natural KCl concentrations. For
other proteins, however, the conformational stability seen
in the simulation may reflect a metastable state with lifetime
longer than the simulation time. This may be the case for the
halophilic protein L: experimental studies show that it is
largely unfolded at low salt concentrations (23), even
though it remains folded during the simulation.
Solvation layer structure

We first assess how hydrogen bonds donated by water mol-
ecules to the protein (termed water-protein hydrogen bonds)
are affected by salt concentration. We focus our attention on
strong hydrogen bonds (70), present if the distance between
the water oxygen and the hydrogen bond acceptor (N, O) is
below 3 Å, and the angle formed by the water hydroxy, and
the acceptor is larger than 135�. In Fig. 5, we show the sur-
face density, sHB, of water-protein hydrogen bonds, calcu-
lated as

sHB ¼ nHB

SASA
; (13)



FIGURE 5 Surface density of water-protein hydrogen bonds for the indi-

cated halophilic-mesophilic proteins, identified by their pdb ID, for

different KCl concentrations. To see this figure in color, go online.
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where nHB is the time-averaged total number of water-pro-
tein hydrogen bonds and SASA is the time-averaged sol-
vent-accessible surface area of each protein at the position
of the first maximum of the hydration layer of each protein.
Further details about the SASA calculation are provided
below in the text accompanying Eq. 14.
Surface density of water-protein hydrogen bonds varies
substantially with protein identity but is insensitive to KCl
concentration

Fig. 5 shows that all halophilic proteins in this study accept
significantly more hydrogen bonds from water, per unit area,
than their nonhalophilic counterparts. The ferredoxinproteins,
in particular, have the highest surface density of water-protein
hydrogen bonds than any other protein in their halophilic or
mesophilic cohort. In Fig. S1, we show that the number of wa-
ter-protein hydrogen bonds for each amino acid type (acidic,
basic, polar, and apolar) is onlyweakly sensitive to the identity
of the protein and is highest for acidic amino acids. The simu-
lation results are consistent with NMR experiments that
demonstrate that the number of water molecules that remain
unfrozen atT� 0 �C in homopolypeptide solutions—i.e., wa-
ter molecules perturbed by the homopolypeptides—is sub-
stantially higher for the acidic amino acids (71). The
variability of the surface density of water-protein hydrogen
bonds with protein identity thus largely originates from the
different content in acidic amino acids of each protein.

This fact has been used to propose that excess acidic
amino acids in halophilic proteins is indispensable to
compete with the electrolyte in solution for the available wa-
ter, thus ensuring that the proteins remain hydrated at high
salt concentrations (1,22,24). That possibility, however, is
not supported by the results in Fig. 5 and Fig. S1: the surface
density of water-protein hydrogen bonds and the number of
water-protein hydrogen bonds formed by acidic amino acids
are almost identical at bKCl ¼ 0.15 mol/kg and at bKCl ¼ 2
mol/kg.

But why does Kþ in solution not compete with the protein
for available water at high KCl concentration? To answer
this question, we calculate the proximal (also called the
perpendicular (72)) number density, r(r), of solvent species
at distance r to the protein surface:

rXðrÞ ¼
nXðrÞ

dr SASAðrÞ (14)

nXðrÞ is the time-averaged number of solvent species X
within a shell of thickness dr ¼ 0.05 Å and at distance r of
the protein surface. This quantity is calculated by determining
the distance between eachX and the nearest nonhydrogenpro-
tein atom, as implemented in the rdf function in Gromacs
2018; the position of the oxygen atom is used in the calcula-
tion of the number density of water. SASAðrÞ is the time-aver-
aged protein solvent-accessible surface area, calculated using
tcl scripts implemented in VMD; each point of the surface is
at distance r from the nearest nonhydrogen protein atom.

Concentration of water near proteins is highest around
halophilic proteins but is insensitive to KCl concentration

In Fig. 6, we show the proximal water number density around
the halophilic (Fig. 6 a) and mesophilic (Fig. 6 b) proteins.
The colored curves are obtained at bKCl ¼ 2 mol/kg; for
r < 0.45 nm, overlapping each colored curve is a black,
dashed one, obtained from simulations of the same protein
simulated at bKCl ¼ 0.15 mol/kg. The height of the peaks
of the proximal water number density is sensitive to protein
identity, and the peaks are on average higher around the halo-
philic proteins. Irrespective of the halophilic or mesophilic
character of each protein, however, the concentration of wa-
ter in its hydration layer is insensitive to the KCl concentra-
tion in the bulk. Moreover, for all proteins and at both KCl
concentrations, the water content for r < 0.9 nm exceeds
the concentration of water in the bulk. These results indicate
that proteins do not compete with ions in solution for avail-
able water and that mesophilic proteins, despite their lower
content in acidic amino acids, are able to retain their hydra-
tion layer even at high KCl concentrations.

Halophilic and mesophilic proteins perturb water structure to
the same length scale

The curves in Fig. 6 retain the same qualitative features
despite the different protein sizes and charges. This similarity
does not support the hypothesis proposed by several authors
(17,19) that the hydration of halophilic proteins is qualita-
tively different from that of mesophilic ones and that
Biophysical Journal 120, 2746–2762, July 6, 2021 2755



FIGURE 6 (a and b) Proximal number density of

water molecules as a function of the distance to the

surface of the indicated proteins, simulated at bKCl¼
2 mol/kg (color) and bKCl ¼ 0.15 mol/kg (dashed

black lines). (c) Height of the first peak of the num-

ber density curves for bKCl ¼ 2 mol/kg, shown in the

other panels, as a function of the surface density of

acidic amino acids. Each color corresponds to a pro-

tein, identified by its pdb ID in the legend of the bot-

tom panel. To see this figure in color, go online.
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halophilic proteins perturb water structure to particularly
large length scales (17). Instead, it is in linewith reported cal-
culations of proximal RDFs of water around different pro-
teins, from molecular dynamics simulations and from pdb
structures, that indicate that this function has a universal char-
acter (72,73). According to this view, differences between the
proximal rdfs of different proteins reflect different protein
shapes and amino acid composition (72,73). Fig. 6 c shows
that for our set of proteins, there is a strong correlation be-
tween the first maximum of rH2OðrÞ and the surface density
of acidic amino acids, i.e., between protein hydration and
its content in acidic amino acids. Our results suggest that
proximal rdfs may be confidently used to aid x-ray refine-
ments of halophilic proteins, usingmodels such as that in (72).

Potassium integrates the first hydration shell of both halo-
philic and mesophilic proteins in a charge-density-dependent
manner

Fig. 7, a and b shows the proximal number density of Kþ,
rKþðrÞ, around each protein. The distributions clarify that
2756 Biophysical Journal 120, 2746–2762, July 6, 2021
Kþ accumulates in the vicinity (r < 0.9 nm) of each protein
to concentrations between two and six times higher than in
the bulk, depending on the protein identity and the bulk con-
centration of KCl. The position of the first peak of rKþðrÞ
coincides with that of rH2OðrÞ at both low and high cKCl.
Nevertheless, Kþ cannot measurably displace water from
the first hydration shell of the protein because it does not
accumulate near the protein in sufficiently large amounts:
the height of the peaks of rKþðrÞ is always below 3 ions/
nm3; in contrast, the maximal value of rH2OðrÞ is �105 mol-
ecules/nm3. Rather than displacing water, Kþ integrates its
own first hydration shell with that of the protein.

Fig. 7, a and b also shows that the density of Kþ in the
vicinity of the protein depends strongly on protein identity
and is highest for the halophilic proteins. This origin of
dependence is clarified in Fig. 7 c, which shows that the
height of the first peak of rKþðrÞ strongly correlates with
the charge density of the protein. In other words, the total
content of Kþ in the solvation shell of proteins correlates
both with protein net charge and surface area. Halophilic



FIGURE 7 (a and b) Proximal number density of

Kþ as a function of the distance to the surface of the

indicated proteins in solutions with the indicated

molality of KCl. (c) Height of the first peak of the

number density curves for bKCl ¼ 2 mol/kg shown

in the other panels as a function of the protein charge

density. Each color corresponds to a protein, identi-

fied by its pdb ID in the legend of the bottom panel.

To see this figure in color, go online.
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proteins are, on average, larger and have a higher net nega-
tive charge than mesophilic ones and, therefore, a larger
amount of Kþ in their solvation layers, as quantified by
the cumulative number of potassium ions in the vicinity of
each protein shown in Fig. S2.
Dynamics of the protein solvation shell

We evaluate the impact of salt concentration and protein
identity on solvent translational dynamics by calculating
the MSD(t) of water or of Kþ according to the following:

MSDðtÞ ¼ C
�
~xðt þ tÞ �~xðtÞ

�2

D (15)

~xðtÞ is the position of each species at time t and the bracket
indicates both a time and an ensemble average over the rele-
vant species population. We calculate the MSD for water or
Kþ belonging to the first solvation layer at t ¼ 0 because if
halophilic proteins indeed substantially slow down water dy-
namics, this effect should be strongest for these subpopula-
tions. We are interested in the short-time dynamics of each
species because this dynamics should reflect the strongest
impact of their initial position in the hydration shell and
thus differ the most from the dynamics of the same species
averaged over all its elements in the simulation box. For
this reason, it is sufficient to calculate theMSD using coordi-
nates wrapped back into the main simulation cell.

In Figs. S3 and S4, we show theMSDofwater and ofKþ in
the first hydration layer around the halophilic andmesophilic
ferredoxin proteins; the results for the other proteins (data not
shown) are qualitatively similar. As expected under these
conditions, the curves saturate at long times, which is evi-
dence of confinement to the main simulation cell. To facili-
tate comparisons between different proteins and simulation
conditions, we calculate the diffusion coefficient, D, as

MSDðtÞ ¼ 6 D t þ C; (16)
by fitting each MSD(t) curve in the interval t ¼ [20, 30] ps.
The constant C is added to account for nondiffusive
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movement at short times. This time interval is chosen
because the dynamics of all species is already diffusive
beyond 20 ps, but the impact of confinement by the finite
simulation box remains marginal much beyond 30 ps (see
example in Fig. S3). To facilitate comparisons, the diffusion
coefficient averaged over all Kþ or water molecules in the
simulation box (calculated using unwrapped coordinates)
is estimated from fits using the same time interval.

Halophilic and mesophilic proteins have solvation layers with
identical translational dynamics at both low and high KCl
concentrations

In Fig. 8, we compare the diffusion coefficients of water
molecules that initially belong to the first hydration layer
of each protein with the diffusion coefficient of all water
molecules in each simulation, at bKCl ¼ 2 mol/kg; results
for bKCl¼ 0.15 mol/kg are shown in Fig. S5. The TIP3P wa-
ter model is known to predict translational and rotational
dynamics, which are approximately twice faster than the
reference experimental values (74). Accordingly, the abso-
lute values of DH2O reported in Fig. 8 are likely overesti-
mated; only their relative magnitude is meaningful. The
translational dynamics in the first hydration layer is indeed
lower than that of water in the bulk but only by a factor of 1/
2 at most. Moreover, the translational dynamics of water in
the first hydration layer of the mesophilic proteins is barely
faster that of the nonhalophilic proteins. Our results are not
consistent with the possibility that water near halophilic pro-
teins has dramatically slower dynamics than around nonhal-
philic ones.

Fig. 9 compares the self-diffusion coefficients of potas-
sium ions initially in the first solvation layer of the protein
with those averaged over all Kþ in the simulation box, again
at the highest salt concentration (see Fig. S6 for the results at
bKCl ¼ 0.15 mol/kg). Similar to the trends observed for wa-
ter dynamics, the translational dynamics of Kþ in the first
solvation layer is lower than dynamics in the bulk but
only by a factor of 1/3. Moreover, the diffusion coefficients
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of this subpopulation are very similar for the halophilic and
mesophilic proteins. Even though halophilic and mesophilic
proteins differ substantially in surface charge density and
these differences lead to considerable differences in the
number of Kþ in the solvation layer of each protein
(Fig. S2), they do not impact the translational dynamics of
the ions near the protein.
DISCUSSION

Both the solvent-only and the ion-solvent stabilization
models propose that excess acidic amino acids are necessary
in halophilic proteins to maintain their hydration at high salt
concentrations. Our results do not support this scenario.
Halophilic proteins do accept more hydrogen bonds from
water (Fig. 5) and have larger concentration of water in their
hydration shells (Fig. 6) because of their higher content in
acidic amino acids (Fig. 6 c; Fig. S1; Table S3). These re-
sults are consistent with sedimentation measurements
(18,19), which indicate that halophilic proteins bind larger
amounts of water than mesophilic ones. That fact does not
imply that excess acidic amino acids are necessary to main-
tain protein hydration at high KCl concentration, however.
Our study demonstrates that all mesophilic and halophilic
proteins investigated here remain equally well hydrated at
both low (bKCl ¼ 0.15 mol/kg) and high (bKCl ¼ 2 mol/
kg) KCl concentration, as measured by the number of
hydrogen bonds that they accept from water (Fig. 5) and
the water concentration at a distance below 4.5 Å from the
protein surface (Fig. 6). These results imply that the proteins
simulated here do not compete with ions in solution for
available water even at concentrations as high as bKCl ¼ 2
mol/kg. The force fields used here for carboxylates and
Kþ ((36) and this work) were developed to reproduce exper-
imentally determined hydration free energies, lending con-
fidence to our observations. The proteins selected for this
study have diverse sizes, net charges, and surface charge
density and include both typical examples of halophilic
FIGURE 8 Diffusion coefficients of water around

the indicated proteins, simulated in bKCl¼ 2 mol/kg.

The first shell consists of water molecules that, at

t ¼ 0, belong to the first hydration shell of the

proteins; bulk consists of all water molecules in

the same simulation. To see this figure in color,

go online.



FIGURE 9 Diffusion coefficients of potassium

ions around the indicated proteins, simulated in

bKCl ¼ 2 mol/kg. The first shell consists of potas-

sium ions that, at t¼ 0, belong to the first solvation

shell of the proteins; bulk consists of all potassium

ions in the same simulation. To see this figure in

color, go online.
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and mesophilic proteins as well as extreme examples (the
ferredoxin proteins) of each category (Table S3). The
conclusion that protein hydration is concentration indepen-
dent for bKCl % 2 mol/kg and that proteins do not compete
with KCl for available water thus may apply to all proteins.

Moreover, we suggest that this conclusion may hold also
for aqueous NaCl solutions because the water activity of
NaCl and KCl solutions is very similar (Fig. S8, based on
(75)). The limited experimental data comparing protein hy-
dration in NaCl vs. KCl solutions is consistent with this pos-
sibility: neutron scattering and ultracentrifugation studies
show that halophilic malate dehydrogenase binds equally
large amounts of water when immersed in KCl or in NaCl so-
lutions (18). We note, however, that Naþ is expected to form
more contact ion pairs with carboxylates than Kþ (compare
the acetate..Kþ and acetate..Naþ RDFs shown in Fig. S7,
and also prior work by others (65,66,68)). Differences in
the stability and dynamics of halophilic proteins in NaCl
and KCl solutions (76) likely reflect the different interactions
between the cations in solution and the acidic amino acids in
the protein. It is of interest to comparatively characterize pro-
tein solvation shells in KCl vs. NaCl solutions using nonper-
turbative methods such as solvation-shell spectroscopy (77)
and to understand how their differences influence the confor-
mational stability and the functionality of enzymes. This un-
derstanding is critical to rationally develop proteins for use in
biotechnological devices (e.g., to produce molecular
hydrogen) that function in brackish or sea water, thus
reducing pressure on our planet’s freshwater resources.

The water activity decreases from 1 to 0.8 as the concen-
tration of KCl increases to bKCl % 4 mol/kg (Fig. S8). Low
water activity also occurs in solvent mixtures composed of
water and organic liquids. At first sight, halophilic proteins
offer clues to understand which sequence-structure features
enable the ability to function at low water activity arising
from the presence of organic solvents; in fact, some halo-
philic proteins remain functional under these conditions
(78,79). A closer look into the limited available data, how-
ever, suggests that protein hydration may respond very
differently to the two environments and that further studies
are necessary before drawing analogies between the proteins
at high salt concentration and proteins in mixtures of water
with organic solvents. Our results indicate that protein hy-
dration is insensitive to KCl concentrations up to bKCl ¼ 2
mol/kg, i.e., protein hydration levels are unaffected by
changes in water activity between 1 and 0.9. In contrast,
the fraction of water bound to proteins decreases from
60% to 40% (weight percentage of bound water in the pro-
teinþbound water system isolated by centrifugation) in so-
lutions of water with immiscible organic solvents (80,81) as
the water activity decreases from 1 to 0.9. It is at present un-
clear whether the different dependence between protein hy-
dration and water activity is real or whether it reflects a bias
imposed by the different observables being compared. There
is a clear need for nonperturbative experiments to compara-
tively characterize the hydration shells of proteins in
aqueous electrolyte media and in aqueous media containing
organic solvents to assert the extent to which halophilic pro-
teins may be useful starting points to design enzymes and
catalysts that function in low water activity environments
that occur, e.g., when producing ethanol in large quantities
or when catalyzing reactions in the presence of organic
solvents.

The ion-solvent stabilization hypothesis proposes that
cooperative ion-solvent-protein networks arise in halophilic
proteins because of their tertiary and quaternary structure
(18,19); cooperative interactions would not exist in the
unfolded or nonoligomerized state of the protein because
in that state, the acidic amino acids are further apart or in un-
favorable orientation. These networks have been proposed
to explain experimental observations (based on analysis of
centrifugates), showing that halophilic proteins bind more
cations than mesophilic ones (18,19). Our simulation results
agree with the experiment: halophilic proteins indeed
have larger amounts of Kþ in their solvation shell than mes-
ophilic proteins (Fig. 7). The fact that the maximum of the
Biophysical Journal 120, 2746–2762, July 6, 2021 2759
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number density of Kþ around the proteins correlates linearly
with the charge density of the protein (Fig. 7 c) suggests that
cation binding has a predominantly electrostatic origin. We
are currently investigating whether protein-ion-solvent in-
teractions indeed have a cooperative component.

Neutron scattering experiments have suggested that the
cytoplasm of halophilic organisms has a fraction of water
with translational diffusion �250 times slower than that of
water in the bulk; in contrast, that slow component was
not observed in mesophilic organisms (21). A fraction of
water with extremely slow dynamics has been proposed to
arise in the context of the ion-solvent stabilization model:
the cooperative ion-water-protein networks would strongly
reduce the mobility of water in the first hydration layer of
the protein (17). Our results do not support this view: the
translational dynamics of water and of Kþ near halophilic
and mesophilic proteins is indistinguishable, and only two
to three times slower than the dynamics of the same species
in the bulk (Figs. 8 and 9). Our simulations are consistent
with 17O magnetic relaxation measurements of halophilic
and mesophilic versions of protein L (one of the protein
pairs simulated here), which show that they have similar hy-
dration dynamics (23). This result does not imply that coop-
erative ion-solvent-protein interactions are necessarily
absent at high KCl concentrations. Cooperative interactions
may well exist, but our results indicate that they should not
result on unusually slow solvent dynamics, i.e., they do not
come at the expense of a high entropic price.
CONCLUSIONS

Many halophilic organisms contain molar concentrations of
KCl in their cytoplasm, necessary to balance the large os-
motic pressure induced by equally high external concentra-
tions of NaCl (5). The cytoplasmic proteins of these
organisms are substantially richer in acidic amino acids
than mesophilic ones (1). Because acidic amino acids can
bind substantially larger amounts of water than any other
natural amino acid (71), it has been proposed that halophilic
proteins require acidic amino acids to remain hydrated in
their low water activity environment (1,24). This work
does not support this possibility. Our simulations of five
halophilic proteins and five mesophilic counterparts indicate
that halophilic proteins indeed contain larger amounts of
water in their hydration shells than mesophilic ones and
that their larger hydration level correlates with their high
content in acidic amino acids. However, all proteins re-
mained equally hydrated at low (bKCl % 0.15 mol/kg) and
high (bKCl % 2 mol/kg) KCl concentrations, demonstrating
that a higher content in acidic amino acids is not necessary
to remain hydrated at high KCl concentrations. We note,
however, that to understand the connection between acidic
amino acids, solvation, and protein stability, it is also neces-
sary to investigate the unfolded state of proteins; it is the dif-
ference in protein hydration and protein-salt interactions
2760 Biophysical Journal 120, 2746–2762, July 6, 2021
between the folded state and the unfolded ensemble that
matters (82,83). We will focus on this point in future studies.

Cooperative interactions between acidic amino acids, wa-
ter and cations have been proposed to exist in the folded
structure of halophilic proteins because their high content
in acidic amino acids would enable specific, favorable
ion-water-carboxylate configurations to form (18,19,22).
According to this view, these interactions would stabilize
the folded protein configuration, they would be necessary
to maintain the protein hydrated at high KCl concentration
(18,19,22), and would manifest themselves in a fraction of
water with very slow translational dynamics (21). Our sim-
ulations show that halophilic proteins have a higher concen-
tration of Kþ in their solvation shells than mesophilic ones,
consistent with experiment (18,19). The concentration of
Kþ in the protein solvation shell linearly correlates with
the protein net charge/SASA ratio. Halophilic proteins are
more negative than mesophilic ones, hence the higher con-
centration of Kþ in their hydration shells. Despite this high
concentration, the solvation shell of halophilic proteins re-
mains as labile as that of mesophilic ones, and we find no
evidence of water or ions with unusually slow translational
dynamics around halophilic proteins. The absence of slow
dynamics, we point out, does not imply that cooperativity
is impossible; it suggests, however, that if present, it does
not unusually slow down water dynamics. If a stabilizing
interaction between acidic amino acids (mediated by Kþ)
indeed exists and is more prevalent in folded rather than
unfolded protein conformations, it might be one of the
driving forces behind the abundance of acidic amino acids
in halophilic proteins. Conversely, if the interactions be-
tween acidic amino acids are predominantly destabilizing,
they might be necessary to retain protein flexibility (17) or
simply to prevent aggregation in a media that greatly en-
hances the hydrophobic effect (15). We are currently inves-
tigating whether water-cation-carboxylate interactions in
halophilic proteins have a cooperative nature and the impact
of the content in acidic amino acids on protein conforma-
tional dynamics and protein-protein interaction.
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65. Vrbka, L., J. Vondrásek, ., P. Jungwirth. 2006. Quantification and ra-
tionalization of the higher affinity of sodium over potassium to protein
surfaces. Proc. Natl. Acad. Sci. USA. 103:15440–15444.

66. Aziz, E. F., N. Ottosson, ., B. Winter. 2008. Cation-specific interac-
tions with carboxylate in amino acid and acetate aqueous solutions:
X-ray absorption and ab initio calculations. J. Phys. Chem. B. 112:
12567–12570.

67. Stevens, M. J., and S. L. B. Rempe. 2016. Ion-specific effects in
carboxylate binding sites. J. Phys. Chem. B. 120:12519–12530.

68. Hess, B., and N. F. A. van der Vegt. 2009. Cation specific binding with
protein surface charges. Proc. Natl. Acad. Sci. USA. 106:13296–13300.

69. Arai, S., Y. Yonezawa,., R. Kuroki. 2015. Structure of a highly acidic
b-lactamase from the moderate halophile Chromohalobacter sp. 560
and the discovery of a Cs(þ)-selective binding site. Acta Crystallogr.
D Biol. Crystallogr. 71:541–554.

70. Tang, F., T. Ohto,., Y. Nagata. 2018. Definition of free O-H groups of
water at the air-water interface. J. Chem. Theory Comput. 14:357–364.

71. Kuntz, I. D. 1971. Hydration of macromolecules. III. Hydration of
polypeptides. J. Am. Chem. Soc. 93:514–516.

72. Makarov, V. A., B. K. Andrews, and B. M. Pettitt. 1998. Reconstructing
the protein-water interface. Biopolymers. 45:469–478.

73. Lin, B., and B. M. Pettitt. 2011. Note: on the universality of proximal
radial distribution functions of proteins. J. Chem. Phys. 134:106101.

74. Mark, P., and L. Nilsson. 2001. Structure and dynamics of the TIP3P,
SPC, and SPC/E water models at 298 K. J. Phys. Chem. A.
105:9954–9960.

75. Robinson, R. A., and R. H. Stokes. 1949. Tables of osmotic and activity
coefficients of electrolytes in aqueous solution at 25�C. Trans. Faraday
Soc. 45:612–624.

76. Tehei, M., D. Madern,., G. Zaccai. 2001. Fast dynamics of halophilic
malate dehydrogenase and BSA measured by neutron scattering under
various solvent conditions influencing protein stability. Proc. Natl.
Acad. Sci. USA. 98:14356–14361.

77. Sun, Y., and P. B. Petersen. 2017. Solvation shell structure of small
molecules and proteins by IR-MCR spectroscopy. J. Phys. Chem.
Lett. 8:611–614.

78. Karan, R., M. D. Capes, and S. Dassarma. 2012. Function and
biotechnology of extremophilic enzymes in low water activity. Aquat.
Biosyst. 8:4.

79. Fukushima, T., T. Mizuki, ., R. Usami. 2005. Organic solvent toler-
ance of halophilic a-amylase from a Haloarchaeon, Haloarcula sp.
strain S-1. Extremophiles. 9:85–89.

80. Lee, S. B., and K.-J. Kim. 1995. Effect of water activity on enzyme
hydration and enzyme reaction rate in organic solvents. J. Ferment.
Bioeng. 79:473–478.

81. Zaks, A., and A. M. Klibanov. 1988. The effect of water on enzyme
action in organic media. J. Biol. Chem. 263:8017–8021.

82. Smiatek, J. 2017. Aqueous ionic liquids and their effects on protein
structures: an overview on recent theoretical and experimental results.
J. Phys. Condens. Matter. 29:233001.

83. Diddens, D., V. Lesch,., J. Smiatek. 2017. Aqueous ionic liquids and
their influence on peptide conformations: denaturation and dehydration
mechanisms. Phys. Chem. Chem. Phys. 19:20430–20440.

http://refhub.elsevier.com/S0006-3495(21)00444-6/sref43
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref43
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref43
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref44
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref44
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref44
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref45
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref45
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref46
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref46
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref46
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref47
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref47
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref48
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref48
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref49
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref49
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref50
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref50
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref51
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref51
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref51
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref52
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref52
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref53
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref53
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref53
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref54
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref54
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref55
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref55
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref55
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref56
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref56
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref56
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref57
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref57
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref58
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref58
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref59
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref59
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref59
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref59
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref60
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref60
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref60
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref61
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref61
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref61
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref61
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref61
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref62
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref62
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref62
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref62
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref62
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref62
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref62
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref62
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref62
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref63
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref63
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref64
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref64
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref64
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref65
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref65
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref65
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref66
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref66
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref66
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref66
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref67
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref67
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref68
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref68
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref69
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref69
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref69
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref69
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref69
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref70
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref70
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref71
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref71
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref72
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref72
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref73
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref73
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref74
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref74
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref74
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref75
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref75
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref75
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref75
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref76
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref76
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref76
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref76
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref77
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref77
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref77
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref78
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref78
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref78
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref79
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref79
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref79
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref80
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref80
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref80
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref81
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref81
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref82
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref82
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref82
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref83
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref83
http://refhub.elsevier.com/S0006-3495(21)00444-6/sref83

	Proteins maintain hydration at high [KCl] concentration regardless of content in acidic amino acids
	Introduction
	Ion-solvent stabilization model
	Solvent-only stabilization model

	Materials and methods
	Force fields
	Optimizing parameters for K+⋯ carboxylate interactions
	Calculating the electrolyte activity derivative in simulations
	Experimental electrolyte activity derivative
	Simulation details
	Potassium acetate solutions
	Restrained ferredoxin in cKCl = 1 mol/dm3
	Unrestrained proteins at high and low KCl concentrations


	Results
	Optimizing parameters for K+⋯ carboxylate interactions
	Structure and dynamics of the hydration shell of mesophilic versus halophilic proteins
	Selection of halophilic-mesophilic protein pairs
	Structural stability
	Solvation layer structure
	Surface density of water-protein hydrogen bonds varies substantially with protein identity but is insensitive to KCl concen ...
	Concentration of water near proteins is highest around halophilic proteins but is insensitive to KCl concentration
	Halophilic and mesophilic proteins perturb water structure to the same length scale
	Potassium integrates the first hydration shell of both halophilic and mesophilic proteins in a charge-density-dependent manner

	Dynamics of the protein solvation shell
	Halophilic and mesophilic proteins have solvation layers with identical translational dynamics at both low and high KCl con ...


	Discussion
	Conclusions
	Supporting material
	Author contributions
	Acknowledgments
	References


