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ABSTRACT

Sensitivity of OFDM Systems to Synchronization Errors

and Spatial Diversity. (October 2010)

Yi Zhou, B.S., Southeast University;

M.S., Southeast University

Co–Chairs of Advisory Committee: Erchin Serpedin
Khalid Qaraqe

In this dissertation, the problem of synchronization for OFDM-based wireless

communication systems is studied. In the first part of this dissertation, the sensitivity

of both single input single output (SISO) OFDM and multiple input multiple output

(MIMO) OFDM receivers to carrier and timing synchronization errors are analyzed.

Analytical expressions and numerical results for the power of inter-carrier interference

(ICI) are presented. It is shown that the OFDM-based receivers are quite sensitive

to residual synchronization errors. In wide-sense stationary uncorrelated scattering

(WSSUS) frequency-selective fading channels, the sampling clock timing offset results

in rotation of the subcarrier constellation, while carrier frequency offsets and phase

jitter cause inter-carrier interference. The overall system performance in terms of

symbol error rate is limited by the inter-carrier interference. For a reliable information

reception, compensatory measures must be taken.

The second part of this dissertation deals with the impact of spatial diversity

(usage of multiple transmit/receive antennas) on synchronization. It is found that
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with multiple transmit and receive antennas, MIMO-OFDM systems can take advan-

tage of the spatial diversity to combat carrier and timing synchronization imperfec-

tions. Diversity can favorably improve the synchronization performance. Data-aided

and non-data-aided maximum likelihood symbol timing estimators for MIMO-OFDM

systems are introduced. Computer simulations show that, by exploiting the spatial

diversity, synchronization performance of MIMO-OFDM systems in terms of mean

squared error (MSE) of residual timing offset becomes significantly more reliable when

compared to conventional SISO OFDM systems. Therefore, spatial diversity is a use-

ful technique to be exploited in the deployment of MIMO-OFDM communication

systems.

In MIMO systems with synchronization sequences, timing synchronization is

treated as a multiple hypotheses testing problem. Generalized likelihood ratio test

(GLRT) statistics are developed for MIMO systems in frequency flat channels and

MIMO-OFDM systems in frequency selective fading environments. The asymptotic

performance of the GLRT without nuisance parameters is carried out. It is shown

that the asymptotic performance of the GLRT can serve as an upper bound for the

detection probability in the presence of a limited number of observations as well as a

benchmark for comparing the performances of different timing synchronizers.
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NOMENCLATURE

AWGN Additive White Gaussian Noise

BOF Beginning Of a Frame

CLT Central Limit Theorem

CFAR Constant False Alarm Rate

CP Cyclic Prefix

CCRB Conditional Cramer-Rao Bound

CFO Carrier Frequency Offset

CRLB Cramer-Rao Lower Bound

DA Data-Aided

DFT Discrete Fourier Transform

EGC Equal Gain Combining

FFT Fast Fourier Transform

GLRT Generalized Likelihood Ratio Test

ICI Inter-Carrier Interference

IDFT Inverse Discrete Fourier Transform

i.i.d. Independent, Identically Distributed

ISI Inter-Symbol Interference

MB Multi-Band

MCRB Modified Cramer-Rao Bound

MIMO Multiple Input and Multiple Output

MISO Multiple Input Single Output

MLE Maximum Likelihood Estimator

MRC Maximum Ratio Combining

MSE Mean Squared Error



viii

NCFO Normalized Carrier Frequency Offset

NDA Non-Data-Aided

OFDM Orthogonal Frequency Division Multiplexing

pdf Probability Density Function

PSD Power Spectral Density

QAM Quadrature Amplitude Modulation

QPSK Quadrature Phase Shift Keying

RF Radio Frequency

ROC Receiver Operating Characteristic

SIMO Single Input Multiple Output

SINR Signal-to-Interference-and-Noise Ratio

SISO Single Input Single Output

SNR Signal-to-Noise Ratio

STBC Space-Time Block Codes

STTC Space-Time Trellis Codes

SVD Singular Value Decomposition

UWB Ultra Wideband

WSSUS Wide Sense Stationary Uncorrelated Scattering

ZP Zero Padding
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CHAPTER I

INTRODUCTION

A. Motivation

The concept of Orthogonal Frequency Division Multiplexing (OFDM) was introduced

in the ’60s (see e.g., [1,2]). OFDM is an efficient technique for transmitting data over

frequency selective channels and exhibits numerous advantages over the conventional

serial transmission schemes. It is a block modulation scheme where a block of in-

formation symbols is transmitted in parallel on subcarriers [3]. A simplified block

diagram of an OFDM system is shown in Fig. 1. The time duration of an OFDM

symbol is in general much larger than that of a single-carrier system.
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Fig. 1. A simplified block diagram of OFDM.

An OFDM modulator can be implemented as an inverse discrete Fourier trans-

form (IDFT) on a block of information symbols followed by an analog-to-digital con-

verter (ADC). To mitigate the effects of intersymbol interference (ISI) caused by

channel time spread, each block of IDFT coefficients is typically preceded by a cyclic

prefix (CP) or a guard interval consisting of samples, such that the length of the CP

The journal model is IEEE Transactions on Automatic Control.
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is at least equal to the multipath channel delay spread. Under this condition, the lin-

ear convolution between the transmitted sequence and the channel is converted into

a circular convolution. As a result, the effects of the ISI are easily and completely

eliminated. In frequency domain, OFDM converts a frequency-selective channel into

a parallel collection of frequency flat subchannels.

The subcarriers exhibit the minimum frequency separation required to maintain

orthogonality of their corresponding time domain waveforms, yet the signal spectra

corresponding to the different subcarriers overlap in the frequency domain. Hence, the

available bandwidth is used very efficiently. If knowledge of the channel is available

at the transmitter, then the OFDM transmitter can adapt its signaling strategy to

match the channel. Due to the fact that OFDM uses a large collection of narrowly

spaced subchannels, these adaptive strategies can approach the ideal water pouring

capacity of a frequency-selective channel.

The high spectral efficiency advantage of OFDM systems is due to the orthogo-

nality among subcarriers. However, in an OFDM link, the subcarriers are orthogonal

only if the receiver is perfectly synchronized to the transmitter. Before an OFDM re-

ceiver can demodulate the subcarriers, it has to perform at least two synchronization

tasks. First, it has to find out the location of the symbol boundary and the optimal

symbol timing to minimize the effects of inter-carrier interference and inter-symbol

interference. Second, it has to estimate and correct the carrier frequency offset of the

received signal since any frequency offset introduces inter-carrier interference. This is

not surprising since imperfect synchronization causes system performance degrada-

tion even in a noiseless environment. However, obtaining near perfect synchronization

is not simple. In the presence of channel fading, synchronization becomes a very chal-

lenging task. Therefore, it is of much significance to find measures to improve the

existing synchronization methods.
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Multiple antennas can be employed both at the transmitter and receiver to form

an arrangement called a multiple-input multiple-output (MIMO) system. MIMO

communications provides a number of potential performance benefits compared to

traditional single antenna links [4, 5]. One of the benefits of MIMO systems is the

availability of spatial diversity. Diversity is a powerful technique for mitigating the

effects of fading due to the multipath propagation of wireless signals. The main idea

behind diversity is to provide different replicas of the transmitted signal to the re-

ceiver. If these different replicas fade independently, it is less probable to have all

copies of the transmitted signal in deep fades simultaneously. Therefore, the receiver

can reliably recover the transmitted signal using these received signals. Hence, di-

versity as a common signal processing technique can also be expected to help the

synchronization task of communication systems.

In principle, timing synchronization is a continuous parameter estimation prob-

lem. However, in practical implementations, most digital communication receivers

sample the output of the demodulator periodically at the symbol rate or a multi-

ple of the symbol rate. Therefore, the potential timing offsets are in a discrete set.

Given this discrete set, synchronization is a multiple statistical hypothesis test [6].

Without the knowledge of channel transfer function and noise statistical property,

timing synchronization becomes a composite hypothesis testing problem. In com-

posite hypotheses tests, generalized likelihood ratio test (GLRT) is believed to be

asymptotically optimal in the situation where no uniformly most powerful test ex-

ists [7]. Therefore, GLRT can be expected to provide satisfactory results for timing

synchronization, especially in the presence of spatial diversity.

The objective of this study is to develop compensatory measures to improve the

synchronization in OFDM-based communication systems.
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B. Literature Survey

The demand for multimedia wireless communications is growing at a rapid pace and

this trend is expected to continue in the future. The common feature of many current

wireless standards for high-rate multimedia transmission is the adoption of a multi-

carrier air interface based on orthogonal frequency division multiplexing (OFDM).

The idea behind OFDM is to convert a frequency-selective channel into a collec-

tion of frequency-flat subchannels with partially overlapping spectra. This goal is

achieved by splitting the input high-rate data stream into a number of substreams

that are transmitted in parallel over orthogonal subcarriers [8, 9]. Compared to con-

ventional single-carrier systems, OFDM offers increased robustness against multipath

distortions as channel equalization can easily be performed in the frequency domain

through a bank of one-tap multipliers [10]. Furthermore, it provides larger flexibility

by allowing independent selection of the modulation parameters (like the constella-

tion size and coding scheme) over each subcarrier [11]. Due to its favorable features,

OFDM has been adopted in some commercial systems such as digital audio broad-

casting (DAB) [12], terrestrial digital video broadcasting (DVB-T) [13], and the IEEE

802.11a wireless local area network (WLAN) [14].

Despite its appealing features, the design of an OFDM system poses several tech-

nical challenges. One basic issue is related to the stringent requirement on frequency

and timing synchronization [15, 16]. OFDM is extremely sensitive to timing errors

and carrier frequency offsets between the incoming waveform and the local references

used for signal demodulation. Inaccurate compensation of the frequency offset de-

stroys orthogonality among subcarriers and produces inter-carrier interference (ICI).

Timing errors result in inter-symbol interference (ISI) and must be counteracted to

avoid severe error rate degradations. Using a sufficiently long guard interval between



5

adjacent OFDM symbols (in the form of a cyclic prefix) provides intrinsic protec-

tion against timing errors at the expense of some reduction in data throughput as a

consequence of the extra overhead. However, timing accuracy becomes a stringent

requirement in those applications where the cyclic prefix (CP) is made as short as

possible to minimize the overhead. The impact of these synchronization errors on the

performance of CP-OFDM systems has been analyzed in literature quite thoroughly

(see e.g., [17–20] and the references cited therein).

Recently a zero-padding (ZP) scheme has been proposed as an alternative to the

CP in OFDM transmissions [21]. The advantage of using a ZP is that the transmitter

requires less power back-off at the analog amplifier. Since the correlation caused by

the cyclic prefix creates discrete spectral lines (ripples) into the average power spec-

tral density of the transmitted signal and the radio emission power levels are limited

by the FCC, the presence of any ripples in the power spectral density (PSD) requires

additional power back-off at the transmitter. In fact, the amount of power back-off

that is required is equal to the peak-to-average ratio of the PSD. For a CP-OFDM

system, this power back-off could be as large as 1.5 dB, which would result in a

lower overall range for the system [22]. When a ZP is used instead of CP, the ripples

in the PSD can be reduced to zero with enough averaging. Therefore, ZP-OFDM

is currently adopted in multiband (MB) OFDM based ultra-wideband (UWB) sys-

tems [23]. However, the problem of assessing the effects of residual synchronization

errors in MB-ZP-OFDM based UWB systems has not yet been addressed. These

residual synchronization errors always exist no matter what kind of synchronization

technique is employed. Due to the high sensitivity of OFDM systems to the synchro-

nization errors, it is worthwhile to investigate the effects of residual carrier frequency

error, phase jitter and timing offset on the performance of a MB-ZP-OFDM system,

as these are the actual errors that the receiver has to tolerate.
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The MIMO technique is mainly based on the theoretical work accomplished

by Telatar [5] and Foschini [24]. It provides diversity in a fading environment and

increases the capacity of the wireless channel linearly by proper coding techniques

[25,26]. Combining OFDM with MIMO technique is a promising approach to provide

higher rate transmissions [3]. Similarly to conventional single-input single output

(SISO) OFDM, MIMO-OFDM is also sensitive to synchronization errors.

Since the synchronization problem is of paramount importance to OFDM based

systems, many synchronization methods have been proposed (see e.g. [27–32]). In

particular, synchronization methods associated with OFDM systems are divided into

two classes, i.e., data-aided and blind methods. Data-aided frequency acquisition

and tracking were proposed in [29], where periodically inserted known symbols were

explicitly used. In [27], Schmidl and Cox proposed a training symbol based tim-

ing/frequency synchronization using an OFDM symbol with identical halves. The

drawback of data-aided synchronization methods is the overhead associated with the

pilots or training in the OFDM symbols. Blind estimators are bandwidth efficient

and have attracted increasing interests in this area, since they do not require extra

overhead. Method in [30] extracts carrier frequency offset (CFO) information by corre-

lating the last samples of OFDM symbols with the CP. However, the estimation error

is usually higher than 1% of the subcarrier spacing at moderate signal-to-noise ratio

(SNR) since the CP is affected by the frequency selective fading. Liu and Tureli [31]

applied super-resolution MUSIC-like methods to the CFO estimation. Since sub-

space methods need the search of the unknown frequency offset, the computational

complexity is high.

Due to its high spectral efficiency, the MIMO-OFDM transmission concept is be-

ing considered as a potential candidate for future communication systems to provide

high data rate and operate at low SNR. For OFDM, several subcarriers are employed
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within a limited bandwidth carrying orthogonal subcarrier signals. The multiple an-

tenna technique, known by the term MIMO, allows the simultaneous transmission of

independent spatially multiplexed data streams. Additional to this feature, a MIMO

system offers spatial diversity, which results from the fact that multiple independently

faded copies of each transmitted signal are present at a multi-antenna receiver. The

multiple versions of the signals created by diversity need to be combined together to

improve the performance of the receiver. There are four main combining methods that

are in general utilized at the receiver [33]: maximum ratio combining (MRC), where

the received signals are weighted with respect to their signal-to-noise ratio (SNR) and

then summed up; selection combining, where the signal with the highest SNR is used;

equal gain combining (EGC), where all the received signals are summed coherently

with equal weights; and switched combining, where the receiver switches to another

signal when the current signal drops below a predefined threshold. The spatial di-

versity available in MIMO systems expands another dimension that can be exploited

to improve the synchronization procedure [34–36]. In [34], only receive diversity is

exploited to improve timing/frequency synchronization, moreover, the performance

analysis was omitted. In [35,36], unmodulated (virtual) subcarriers and receive diver-

sity are utilized to improve the blind CFO estimator. Highly accurate blind frequency

offset estimation can be achieved by exploiting the orthogonality between the signal

subspace expanded by modulated subcarriers and the noise subspace expanded by un-

modulated subcarriers. However, when there is no virtual subcarriers, these methods

will fail.

Timing synchronization has been investigated in various contexts. For SISO

systems, synchronization is often achieved by finding the peak in the correlation

between received date and a known reference [37]. This concept can be extended

to MIMO systems [32, 38]. If the OFDM system uses a preamble, then reference-
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correlation approaches can be exploited [39]. As an alternative, it is common to

exploit the delayed-correlation properties of cyclic prefixes used by OFDM systems

for synchronization [27, 30]. Cyclic-prefix-based test statistics can also be extended

to MIMO systems [32, 40].

In essence, timing synchronization is a continuous parameter estimation problem.

However, in practical implementations, most digital communication receivers require

timing synchronization no better than a fraction of a sample period. Therefore, the

potential timing offsets are in a discrete set. Given this discrete set, in principle,

timing synchronization is a multiple statistical hypothesis test [6, 41]. This type of

multiple hypothesis test can be treated as a sequence of binary statistical hypothesis

tests [42]. At each potential timing offset, the null hypothesis is that the signal is mis-

aligned or does not exist. And the alternative hypothesis is that the signal of interest

is properly aligned in time. At each testing point in time, a test statistic is evaluated

given the observed data. Synchronization is declared if the test statistic threshold is

exceeded. In composite hypotheses tests where the conditional probability densities

contain unknown nuisance parameters, the optimal test statistic is not clear. How-

ever, it is believed that the generalized likelihood ratio test (GLRT) is asymptotically

optimal in the situation where no uniformly most powerful (UMP) test exists [7].

Given its superiority in the presence of nuisance parameters, a GLRT-based timing

synchronization method can be developed [6].

C. Outline and Contributions of this Dissertation

The content of this dissertation is separated into two parts. In the first part of this

dissertation, the sensitivity of OFDM systems to the residual synchronization errors

is studied in Chapter II. The second part of this dissertation focuses on the impact
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of spatial diversity on synchronization performance. It is found that spatial diversity

can be used as an effective compensatory measure to combat the synchronization

errors. Finally Chapter V concludes this dissertation.

In Chapter II, a theoretical analysis is conducted to quantitatively study the

effects of residual synchronization errors on OFDM-based communication systems. In

particular, for zero-padding (ZP) OFDM systems, a tight upper bound of the inter-

carrier interference (ICI) power is obtained. It is shown that the system performance

is limited by the ICI due to imperfect synchronization. In MIMO-OFDM systems,

the ICI power due to residual synchronization errors is accumulated from multiple

receive antennas, therefore degrades the system performance even more. All these

results suggest that for a reliable information reception, compensatory measures must

be taken to relieve the performance degradation. Most of the material in Chapter II

has been partially presented in [43–47].

The second part of dissertation proposes some compensatory measures to en-

hance the synchronization reliability for OFDM receivers. In Chapter III, the spatial

diversity in MIMO communications is introduced as a measure to compensate the

synchronization errors. A conventional preamble-based synchronization scheme orig-

inally proposed for SISO OFDM systems was extended to MIMO-OFDM systems.

This scheme exploits the spatial diversity inherent to MIMO systems at both trans-

mitter side and receiver side. The performance of the synchronization method in terms

of detection probability of acquisition, mean-square errors of the frame boundary of

frame and carrier frequency offset is assessed through both theoretical analysis and

computer simulations. It is shown that spatial diversity can favorably improve the

synchronization performance. Data-aided and non-data-aided maximum likelihood

symbol timing estimators for MIMO-OFDM systems are introduced. It is shown by

computer simulations that by exploiting the spatial diversity, synchronization per-
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formance of MIMO-OFDM systems in terms of mean-square error of residual tim-

ing offsets becomes significantly more reliable when compared to conventional SISO

OFDM systems, and thus it can improve the overall signal reception. The material

in Chapter III has been published in [44].

In Chapter IV, GLRT-based timing synchronization methods are proposed for

MIMO and MIMO-OFDM systems in frequency flat and frequency selective fading

environments, respectively. Test statistics are developed. The performance of the

proposed methods in terms of asymptotic detection probability is analyzed. It is

shown that the asymptotic performance can serve as an upper bound even in the

presence of a limited number of observations. Computer simulations show that the

asymptotic bound is tight with more than 64 observations. Therefore, a good bench-

mark for comparing the performance of different timing synchronizers is obtained.

The selection of several system design parameters is also discussed. The material in

Chapter IV has been partly published in [48].
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E. Commonly Used Notations

The following are the notations commonly used in this dissertation. The symbols x∗,

xT , x† and ‖x‖ denote the complex conjugate, transpose, Hermitian transpose and
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the Euclidean norm of vector x, respectively. |H| and ‖H‖F stand for the determinant

and the Frobenius norm of matrix H, respectively. Notation ⊗ denotes the Kronecker

product and vec(H) stands for the column vector formed by stacking the columns

of H one on top of each other. Matrix IN denotes the identity matrix of order N .

NotationsR{x}, I{x} and E{x} denote the real part, imaginary part and expectation

of x, respectively. The symbol δ(·) stands for the Kronecker delta function. Notation

j is defined as
√−1.
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CHAPTER II

SENSITIVITY OF OFDM RECEIVERS TO SYNCHRONIZATION ERRORS

In this chapter, we will analyze the sensitivity of both single input single output

(SISO) OFDM and multiple input multiple output (MIMO) OFDM systems to the

residual synchronization errors. In particular, in the SISO setup, we will investi-

gate the zero-padding (ZP) OFDM technique which was proposed for multi-band

ultra-wideband communication systems [23] due to its relatively lower variation in

spectrum. In the MIMO case, the conventional cyclic prefix (CP) OFDM is stud-

ied. The sensitivity is measured in terms of the inter-carrier-interference power and

symbol error rate of the overall link.

A. Sensitivity of Multi-Band ZP-OFDM Ultra Wideband Receivers to Synchroniza-

tion Errors

1. Introduction

In 2002, the Federal Communications Commission (FCC) allocated 7.5 GHz of spec-

trum for unlicensed use to commercial ultra wideband (UWB) communication de-

vices [49]. For highly dispersive channels, an orthogonal frequency-division multi-

plexing receiver is more efficient for capturing the multipath energy than an equiv-

alent single-carrier system using the same total bandwidth. OFDM systems possess

additional desirable properties, such as high spectral efficiency, inherent resilience to

narrow-band RF interference, and spectral flexibility, which are attractive features to

UWB devices. A multi-band (MB) zero-padding (ZP) OFDM based approach to de-

sign UWB transceivers has been recently proposed in [22,23]. In the MB-ZP-OFDM

based UWB system the transmitted symbols are time-interleaved across different
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frequency subbands as depicted in Fig. 2, where the first ZP-OFDM symbol is trans-

mitted on sub-band 1, the second ZP-OFDM symbol is transmitted on sub-band 3,

the third ZP-OFDM symbol is transmitted on sub-band 2, the fourth ZP-OFDM

symbol is transmitted on sub-band 1, and so on and so forth.

Channel 1

Channel 2

Channel 3

Time

Frequency
(MHz)

3168

3696

4224

4752

312.5 ns

70.08 ns Zero Padding

Period = 937.5 ns

Fig. 2. Signaling diagram of the MB-OFDM system.

Conventionally, the cyclic prefix (CP) is used to eliminate the inter-symbol in-

terference (ISI) caused by multi-path. With cyclic extension, the linear convolution

channel is transformed into a circular convolution channel, and the inter-symbol in-

terference can be easily resolved [2]. However, usage of cyclic prefix is not the only

solution to combat the multipath. Zero-padding (ZP) has been recently proposed as

an alternative to the CP in OFDM transmissions [21]. The advantage of using a ZP

is that the transmitter requires less power back-off at the analog amplifier. Since the

correlation caused by the cyclic prefix creates discrete spectral lines (ripples) into the

average power spectral density of the transmitted signal and the radio emission power

levels are limited by the FCC, the presence of any ripples in the power spectral density

(PSD) requires additional power back-off at the transmitter. In fact, the amount of

power back-off that is required is equal to the peak-to-average ratio of the PSD. For
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a CP-OFDM system, this power back-off could be as large as 1.5 dB, which would

result in a lower overall range for the system [22]. When a ZP is used instead of CP,

the ripples in the PSD can be reduced to zero with enough averaging. Therefore,

ZP-OFDM is currently adopted in MB-OFDM based UWB systems [23].

The high spectral efficiency advantage of OFDM systems is due to the orthog-

onality among sub-carriers. Similar to the standard CP-OFDM systems, ZP-OFDM

systems are sensitive to carrier and timing synchronization errors. The presence of

carrier frequency offset causes a reduction of desired signal amplitude at the detector

output and introduces inter-carrier interference (ICI) due to the loss of orthogonality

among sub-carriers. Timing offset results in the rotation of the OFDM sub-carrier

constellation. As a result, an OFDM system cannot recover the transmitted signal

without a near perfect synchronization, especially when high order QAM constella-

tions are used.

The synchronization errors studied herein are carrier offset errors and sampling

time errors. The carrier offset is the difference between the local-oscillator (LO) in the

receiver and the carrier of the transmitted signal, and includes carrier frequency error

as well as carrier phase error. The synchronization error due to the difference between

the optimum sampling time in the receiver and the actual sampling time is called

sampling timing error. The ZP-OFDM synchronization process can be divided into

an initial coarse frequency and timing acquisition step followed by a fine frequency

and timing tracking step. The coarse acquisition can be achieved by correlating

the received and the transmitted preamble in time domain [23]. After the initial

acquisition step, the carrier frequency and timing offsets are usually quite small,

e.g., the carrier frequency offset could be less than one half of the carrier spacing

and the timing offset might be within a single sample interval. The impact of these

synchronization errors on the performance of CP-OFDM systems has been analyzed
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in literature quite thoroughly (see e.g., [17–20]). However, the problem of assessing

the effects of residual synchronization errors in multiband ZP-OFDM based UWB

systems has not yet been addressed. These residual synchronization errors always

exist no matter what kind of synchronization technique is employed. Due to the

high sensitivity of OFDM systems to the synchronization errors, it is worthwhile to

investigate the effects of residual carrier frequency error, phase jitter and timing offset

on the performance of a MB-ZP-OFDM system, as these are the actual errors that

the receiver has to tolerate.

2. System Model

Since the transmissions in different subbands of a MB-ZP-OFDM transceiver are

independent one with respect to another, and only one common frequency synthesizer

is recommended to be used for all subbands in the receiver due to implementation

complexity and cost reason (see [23]), the overall performance loss of a MB-ZP-

OFDM receiver due to imperfect synchronization is the same as the loss induced

by synchronization errors in a ZP-OFDM receiver operating in a single frequency

subband. Therefore, it is sufficient to analyze the performance of a ZP-OFDM receiver

that assumes only a single frequency subband.

The single-band ZP-OFDM system to be considered is depicted in Fig. 3. To

combat the interference introduced by the dispersive channel, each ZP-OFDM symbol

(with N subcarriers) is appended with V zero samples. Thus, a number of P = N+V

samples are to be transmitted. At the receiver end, an overlap and add method is

used to transform the linear convolution channel into a circular convolution channel.

Upon truncation of the trailing zero part and its addition to the start of the symbol,

each block is transformed via the fast Fourier transform (FFT) - an operation that

converts the frequency-selective channel into a set of parallel flat-fading independent
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subchannels.

s P
/
S0

)(nh
S
/
P

overlap 
and add

F
F
T

x
wI

F
F
T

yr

Fig. 3. Transmission scheme of ZP-OFDM systems.

The ZP-OFDM symbol assumes the following expression after sampling:

wk =

⎧⎪⎨
⎪⎩

∑N−1
n=0 sne

j 2πkn
N , k = 0, · · · , N − 1

0, k = N, · · · , N + V − 1
, (2.1)

where wk and sn stand for the transmitted samples and information bits, respectively.

Without loss of generality, the transmitted symbol stream is assumed uncorrelated

and normalized to unit power:

E
{
sn1s

∗
n2

}
= δ(n1 − n2) . (2.2)

Upon passing through a frequency selective FIR channel, the received sequence is

expressed as

rm = ejφm

P−1∑
k=0

wkhm−k + vm, m = 0, · · · , P − 1 , (2.3)

where φm represents the residual carrier phase jitter which varies in a random manner

and is modeled as a zero-mean stationary random process with variance σ2
φ. Here,

note that no specific distribution is assumed for φm. The L complex coefficients of the

FIR channel hp, p = 0, · · · , L− 1, are assumed independent circularly and normally

distributed random variables with correlation:

E
{
hp1h

∗
p2

}
= σ2

h,p1δ(p1 − p2) , (2.4)
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and the channel power normalized to unity:

L−1∑
p=0

E
{|hp|2

}
=

L−1∑
p=0

σ2
h,p = 1 . (2.5)

For p �∈ {0, 1, · · · , L−1}, hp = 0. To avoid inter-symbol interference (ISI), the length

of channel is assumed to satisfy the condition L ≤ V . The additive noise term vm

is modeled as an independent circularly and normally distributed random variable

with zero-mean and variance σ2. Since the noise is uncorrelated with the transmitted

symbol stream, and the goal is to assess only the effects of the synchronization errors

on the performance of ZP-OFDM receiver, the additive noise term is for the moment

dropped from derivations. The effect of additive noise will be considered later.

Upon the overlap and add operation, the received signal is expressed as

xl =

⎧⎪⎪⎨
⎪⎪⎩
rl, l = V, · · · , N − 1

rl + rl+N , l = 0, · · · , V − 1

, (2.6)

and the output of FFT is given by:

yq =
1

N

N−1∑
l=0

xle
−j

2π(l+Δl)(q+Δq)
N , q = 0, · · · , N − 1 , (2.7)

where Δq and Δl stand for the normalized carrier frequency offset (NCFO) and

timing offset, respectively. Assuming the timing offset varies slowly compared to the

ZP-OFDM symbol duration, Δl can be treated as a constant within the observation

time.

3. Effects of Imperfect Synchronization

In this section, we analyze the effects of imperfect synchronization. Using a first-order

Taylor series expansion and omitting the second and higher order terms, the following
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approximation holds for small values of φl:

ejφl ≈ 1 + jφl . (2.8)

Plugging (2.8) into (2.7) and ignoring the second-order imperfections, Eq. (2.7) takes

the form:

yq = Zq + J1q + J2q , (2.9)

where

Zq =
e−j 2πqΔl

N

N

[
N−1∑
l=0

N−1∑
k=0

N−1∑
n=0

sne
j 2πkn

N hl−ke
−j 2π(q+Δq)

N

+

V−1∑
l=0

N−1∑
k=0

N−1∑
n=0

sne
j 2πkn

N hl+N−ke
−j

2π(q+Δq)
N

]
(2.10)

J1q =
je−j 2πqΔl

N

N

N−1∑
l=0

N−1∑
k=0

N−1∑
n=0

sne
j 2πkn

N hl−kφle
−j 2π(q+Δq)

N (2.11)

J2q =
je−j 2πqΔl

N

N

V−1∑
l=0

N−1∑
k=0

N−1∑
n=0

sne
j 2πkn

N hl+N−kφl+Ne
−j

2π(q+Δq)
N . (2.12)

The component Zq contains not only the desired signal part but also the inter-carrier

interference (ICI) caused by carrier frequency errors, while J1q and J2q denote the

interference induced by carrier phase jitter. Furthermore, since symbol windowing

is not necessary in ZP-OFDM systems, the constant timing offset during a symbol

interval results in only the rotation of the sub-carrier constellation and it can be

corrected by equalizer on symbol basis. Hence, it will not cause system performance

degradation.

The ICI part of Zq can be upper bounded by

ICI(Δq) ≤ 1

N

N−1∑
m=0

N−1∑
n=0
n�=m

∣∣∣∣ sin(π(n−m+Δq))

N sin(π(n−m+Δq)/N)

∣∣∣∣
2

, (2.13)

a result whose proof is deferred to the Appendix. Assuming that the residual car-
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rier frequency offset and phase jitter are independent, the total ICI power can be

approximated as:

ICItotal = ICI(Δq) + E
{|J1q|2

}
+ E

{|J2q|2
}

≈ 1

N

N−1∑
m=0

N−1∑
n=0
n�=m

∣∣∣∣ sin(π(n−m+Δq))

N sin(π(n−m+Δq)/N)

∣∣∣∣
2

+
σ2
φ

N

N−1∑
k=0

k+V−1∑
l=k

σ2
h,l−k

=
1

N

N−1∑
m=0

N−1∑
n=0
n�=m

∣∣∣∣ sin(π(n−m+Δq))

N sin(π(n−m+Δq)/N)

∣∣∣∣
2

+ σ2
φ , (2.14)

where in deriving the terms of the second line in equation (2.14), expressions (A.12)

and (A.13) from the Appendix were used.

Due to the random nature of the normalized residual carrier frequency offset, it

makes more practical sense to take expectation of ICI with respect to Δq. However, as

can be found in expression (2.14), it is very difficult to obtain a closed-form expression

for ICI even for the simplest probability distribution of Δq. Therefore, numerical

evaluation is required.

The signal power can be estimated as:

S1 =

∣∣∣∣ sin(Δqπ)

N sin((Δqπ)/N)

∣∣∣∣
2

≈
∣∣∣∣sin(Δqπ)

Δqπ

∣∣∣∣
2

. (2.15)

The overlap and add operation slightly increases the noise power at the receiver

end, and it is straightforward to show that the noise power in one subcarrier is given

by:

Nw =
N + V

N
σ2 . (2.16)

As the transmitted signal and the channel impulse response are both normalized to

unit power, the signal power at the output of the FFT block is still equal to unity.

Thus, the signal-to-interference and noise ratio (SINR) degradation due to imperfect
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synchronization is given by

D = 10log
S1Nw

Nw + ICItotal
. (2.17)

4. Simulation Results

In this section, the performance of the ZP-OFDM system under imperfect synchro-

nization will be evaluated by conducting computer simulations. Since the large band-

width of UWB waveforms significantly increases the ability of the receiver to resolve

the different paths in the channel, a special statistical model should be used to take

into account this unique characteristic of UWB channels. The IEEE 802.15.3a stan-

dard group selected the Saleh-Valenzuela (S-V) model to capture this behavior [50].

This model relies on a statistical process to model the discrete arrivals of the multi-

path components in clusters, as well as the rays within a cluster. The channel model

used here is Channel Model 1 (CM1) [51] (the best 90 out of 100 channel realiza-

tions). The ZP-OFDM system assumes a 128-point FFT operation and a 37-sample

long zero-padding. The information sequence is QPSK modulated.

In the presence of only carrier frequency offset, the inter-carrier interference

power is plotted versus the normalized carrier frequency offset in Fig. 4. The curve

marked with circles represents the actual ICI power from computer simulations while

the curve with stars denotes the upper bound derived in (A.11). Fig. 4 illustrates

that the derived upper bound predicts very accurately the ICI power. This shows

that the upper bound can be used to estimate the ICI power in (2.14). And it is

also easily found that the ICI power assumes a monotonic increasing behavior with

respect to the normalized carrier frequency error.

Fig. 5 plots the ICI power versus the normalized carrier frequency offset assuming

various levels of carrier phase jitter. These simulation results point out that the ZP-
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Fig. 4. ICI caused by carrier frequency offset.

OFDM receiver is not very sensitive to carrier phase jitters under the assumption that

different channel coefficients are uncorrelated. However, the ICI power raises rapidly

when the carrier frequency offset increases.

Assuming the normalized residual carrier frequency offset Δq follows a Gaussian

distribution with zero mean and σ2
q variance, the total ICI power is plotted in Fig. 6

versus the standard deviation over the range of [1/12 1/4] for various levels of the

carrier phase jitter. It is shown that the ICI power increases with the NCFO almost

linearly in this range. With σq being sufficiently large, the Gaussian distribution can

be considered a good approximation of a uniform distribution. In this case, one can

obtain ICItotal = 0.226W in the case of no carrier phase jitter.

The SINR loss due to the synchronization imperfection is shown in Fig. 7. It

is found that as the transmitted SNR increases, the SINR degradation caused by
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Fig. 5. ICI caused by carrier synchronization imperfection.
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Fig. 6. ICI caused by carrier synchronization errors.
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Fig. 7. SINR degradation.

imperfect synchronization becomes more severe.

Fig. 8 illustrates the overall impacts of imperfect synchronization on the ZP-

OFDM system. Three groups of curves are presented corresponding to SNR =

10 dB, 6 dB and 0 dB respectively, each of which consisting of two setups, with

and without carrier phase jitter, respectively. Compared to carrier frequency offset,

ZP-OFDM systems are robust to carrier phase jitter, a fact which matches the con-

clusion inferred from Fig. 5. It is also observed in Fig. 8 that the gap between the

curves in each group increases as the SNR goes up. This is because the ICI due to

imperfect synchronization becomes dominant in the high SNR regime compared to

thermal noise.
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B. Sensitivity of MIMO-OFDM Receivers to Synchronization Errors

Multiple input multiple output (MIMO) systems exploit spatial diversity by using

several transmit and receive antennas. MIMO-OFDM combines together OFDM

and MIMO techniques, thereby, achieving spectral efficiency and spatial diversity

or increased throughput. A MIMO-OFDM system transmits independent OFDM

modulated data from multiple antennas simultaneously. In this section, the sensitivity

of MIMO-OFDM receivers to both carrier frequency offset and symbol timing offset

is analyzed.

Consider a MIMO-OFDM system with N transmit and M receive antennas.

The signal transmitted by the nth transmit antenna at the pth OFDM symbol and at

subcarrier k is denoted in terms of the variable dkn(p) and assumes the mean transmit
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power:

σ2
d = E{|dkn(p)|2}.

The OFDM complex baseband signal for the nth transmit antenna is expressed as

follows:

sn(t) =
1√
Tu

+∞∑
p=−∞

K/2−1∑
k=−K/2

dkn(p)e
j 2πk

Tu
(t−Tg−pTs)u(t− pTs) (2.18)

where

u(t) =

⎧⎪⎪⎨
⎪⎪⎩
1 0 ≤ t < Ts ,

0 elsewhere .

The notation Ts = Tu + Tg stands for the total symbol duration, and consists of the

original information-bearing part of length Tu which is preceded by a guard interval

of length Tg. Only K out of L possible subcarriers are used for data transmission,

the rest of subcarriers being padded with zeros.

The signal is transmitted over the frequency selective fading channel

hmn(τ, t) =
Lmn∑
i=1

hi
mn(t)δ(τ − τ imn), (2.19)

which assumes not only the actual channel impulse response but also the transmission

filter, and it is received simultaneously by theM antennas of the receiver. The channel

consists of Lmn discrete paths with time-variant complex path weights hi
mn(t) and

corresponding path delays τ imn. For the subject under consideration herein, the wide

sense stationary uncorrelated scattering (WSSUS) channel model is assumed, i.e., the

weights hi
mn(t) are modeled as wide sense stationary processes and are assumed to

be uncorrelated with respect to each other. The channel is further assumed to be

quasi-static within one OFDM symbol duration with the dispersion limited in time,

specifically, τ imn < Tg.
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The received signal rm(t) at the mth antenna is then expressed as

rm(t) =

N∑
n=1

Lmn∑
i=1

hi
mn(t)sn(t− τ imn) + ηm(t), (2.20)

where ηm(t) represents complex additive white Gaussian noise (AWGN) with power

σ2
N . Sampling the signal at time instants tl = lT and removing the guard interval,

the pth received OFDM symbol at antenna m is described by the pre-FFT vector:

rpm = [rpm,0 r
p
m,1 · · · rpm,L−1]

T ,

where rpm,l = rm((l + Lg + pLs)T ), Tu = LT , Tg = LgT and Ts = LsT . Following the

principle of OFDM, the subcarriers are demodulated applying an FFT of length L

on the vector rpm. The demodulated subcarrier symbols at the mth receive antenna

are then given by

zpm,k =

L−1∑
l=0

e−j 2πk
Tu

lT rpm,l =

N∑
n=1

dkn(p)H
k
mn(p) + ηpm,k, (2.21)

where ηpm,k denotes the complex additive white Gaussian noise with variance σ2
N and

Hk
mn(p) =

Lmn∑
i=1

hi
mn(pTs)e

−j 2πk
Tu

τ imn

represents the channel transfer function at the subcarrier frequency fk = k/Tu be-

tween the nth transmit antenna and the mth receive antenna.

Eq. (2.21) holds only under the assumption of perfect synchronization between

transmitters and the receiver. In order to analyze the impact of synchronization

imperfections at the receiver, the following disturbances are considered [52]:

• The sampling period of the transmitter T
′
can be different from T at the re-

ceiver. This leads to the relative sampling frequency error of ζ = (T
′ − T )/T

′

and a transmit symbol duration of T
′
u = LT

′
.
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• The carrier frequencies used for modulating and demodulating the signal are

often not necessarily the same. Assuming a small frequency offset relative to the

transmission bandwidth, the frequency difference between the transmitter and

the receiver oscillators can be modeled as a time-variant phase offset θ(t) at the

receiver. In the following, we will consider a constant phase offset θ(t) = Δf · t,
where Δf is the carrier frequency offset between transmitter and receiver.

• Due to the burst transmission and the fact that the time scale T
′
at transmitter

is unknown to the receiver, the OFDM symbol window at the receiver which

controls the guard interval removal, will usually exhibit an offset from its ideal

position by a time denoted by εT , where ε ∈ [0, Ls) and ε is restricted without

loss of generality to integers to simplify the exposition.

The resulting transmission model is depicted in Fig. 9. The received signal at

the mth antenna is then represented as

rεm(lT ) =
N∑

n=1

Lmn∑
i=1

hε,i
mn(lT )e

j2πΔflT sn(lT − τ ε,imn) + ηm(lT ), (2.22)

where the timing offset is incorporated into the channel model, resulting in the effec-

tive channel model that is relevant to the receiver time scale [52]

hε
mn(τ, t) = hmn(τ, t) ∗ δ(τ − εT ). (2.23)

Therefore, hε,i
mn(t) = hi

mn(t) and τ ε,imn = τ imn − εT .

The demodulation of the signals received at the mth receive antenna yields

zpm,k =
L−1∑
l=0

e−j 2πk
Tu

lT rεm((l + Lg + pLs)T ). (2.24)

Due to the different sampling periods, the optimal symbol timing in the receiver

changes with respect to the transmitters. This effect is modeled by an additional
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Fig. 9. Baseband model of MIMO transmission including synchronization imperfec-

tions.

time variant delay lD(p) = (Lg + pLs)ζ . Under these assumptions, in an AWGN

channel, the demodulated signal takes the expression:

zpm,k=

N∑
n=1

L−ε−1∑
l=0

e−j 2πk
Tu

lT ej2πΔf(l+Lg+pLs)T
1

L

K/2−1∑
i=−K/2

dkn(p)e
j 2πi

T
′
u
(l+lD(p)+ε)T

+

N∑
n=1

L−1∑
l=L−ε

e−j 2πk
Tu

lT ej2πΔf(l+Lg+pLs)T
1

L

K/2−1∑
i=−K/2

dkn(p+ 1)e
j 2πi

T
′
u
(l−(L−lD(p)−ε))T

+ηpm,k

= z̆pm,k + n̈p
m,k + ηpm,k. (2.25)

The demodulated signal (2.25) now consists of a useful portion z̆pl,k, the disturbance

caused by the inter-symbol interference (ISI) and inter-channel interference (ICI) n̈p
l,k,
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and AWGN ηpm,k, respectively,

z̆pm,k=
1

L

N∑
n=1

L−ε−1∑
l=0

e−j 2πk
Tu

lT ej2πΔf(l+Lg+pLs)Tdkn(p)e
j 2πk

T
′
u
(l+lD(p)+ε)T

n̈p
m,k=

1

L

N∑
n=1

⎛
⎝L−ε−1∑

l=0

e−j 2πk
Tu

lT ej2πΔf(l+Lg+pLs)T

K/2−1∑
i=−K/2,i �=k

din(p)e
j 2πi

T
′
u
(l+lD(p)+ε)T

+
L−1∑

l=L−ε

e−j 2πk
Tu

lT ej2πΔf(l+Lg+pLs)T

K/2−1∑
i=−K/2

din(p+ 1)e
j 2πi

T
′
u
(l−(L−lD(p)−ε))T

⎞
⎠ .

Define Φk = ΔfTu + kζ as the local frequency offset [52]. For small residual errors

with ζ 
 1, ΔfTu 
 1 and |ε| 
 L, z̆pm,k can be further simplified to [53]

z̆pm,k ≈
N∑

n=1

ej2π(Φ0,k+ΦkpLs)(1− ε/L)si(πΦk)d
k
n(p), (2.26)

where si(x) = sin(x)/x. Here all the phase terms that are constant in time are

attributed to Φ0,k.

The interference component n̈p
m,k is caused by data from other subcarriers and

symbols due to the loss of orthogonality. Therefore, n̈p
m,k is always uncorrelated to

z̆pm,k. Ignoring the AWGN,

E{|zpm,k|2} = E{|z̆pm,k + n̈p
m,k|2} = E{|z̆pm,k|2}+ E{|n̈p

m,k|2}. (2.27)

The variance of n̈p
m,k can be determined as follows:

σ2
s = E{|n̈p

m,k|2} = E{|zpm,k|2} − E{|z̆pm,k|2}

≈ σ2
d

N∑
n=1

1− si2(πΦk)[1− 2|ε/L|+ (ε/L)2], (2.28)

since E{|dkn(p)dkm(p)|2} = 0 for all n �= m and because of the channel gain which is

assumed to be normalized to unity for each receiving antenna.

Figs. 10 and 11 plot the impact of symbol timing and carrier frequency offset on
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the variances of the induced interference normalized to the transmitted symbol power,

respectively. The timing and carrier frequency offsets are assumed to be identical

across all N transmit antennas. The power of the interference increases linearly with

the number of transmit antennas. This means that the power of resulting interference

in the case of a MIMO transmission essentially consists of the sum of the interference

powers caused by the different single transmit antennas.
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Fig. 10. Power of interference due to timing offset.

As expected, as the residual synchronization errors increase, the induced inter-

ference is getting larger resulting in unreliable signal reception. Therefore, effective

synchronization methods are greatly needed.
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Fig. 11. Power of interference due to carrier frequency offset.

C. Conclusions

This chapter has investigated the effects of synchronization imperfections in SISO

multi-band ZP-OFDM based UWB receivers. The types of synchronization errors

considered includes residual carrier frequency offset, carrier phase jitter and sam-

pling clock timing offset. In wide-sense stationary uncorrelated scattering (WSSUS)

frequency-selective fading channels, the sampling clock timing offset results in rota-

tion of the subcarrier constellation, while carrier frequency offsets and phase jitter

cause inter-carrier interference. A tight upper bound of the ICI distortion has been

obtained. In addition, a closed-form expression for the SINR degradation due to

imperfect synchronization is reported. Simulation results show that the multi-band

ZP-OFDM system is very sensitive to carrier frequency offsets. In fact, the system

performance in terms of symbol error rate is limited by the inter-carrier interfer-
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ence caused by synchronization errors. MIMO-OFDM systems are also sensitive to

synchronization errors. Inter-carrier interferences from all the receive antennas are

getting accumulated at the receiver, therefore degrade the system performance even

more. We conclude this chapter by stating that both SISO and MIMO OFDM sys-

tems are sensitive to the residual synchronization errors. For a reliable information

reception, compensatory measures must be taken.
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CHAPTER III

THE EFFECTS OF SPATIAL DIVERSITY ON THE SYNCHRONIZATION OF

MIMO-OFDM SYSTEMS

This chapter studies the influence of spatial diversity on the synchronization of

MIMO-OFDM systems. The effects of spatial diversity on symbol timing and carrier

frequency synchronization are investigated. We expect that by exploiting the spa-

tial diversity in MIMO systems, the synchronization performance can be significantly

improved. Therefore, spatial diversity can be used as a compensatory measure in

wireless fading channels to combat the loss in performance induced by the synchro-

nization errors.

A. Introduction

Multiple antennas can be used both at the transmitter and receiver, an arrangement

called a multiple-input multiple-output (MIMO) system. As a special case, a system

with only one transmit antenna and multiple receive antennas is called a single-input

multiple-output (SIMO) system. Similarly, a system with multiple transmit anten-

nas and one receive antenna is referred to as a multiple-output single-input (MISO)

system. A MIMO system takes advantage of the spatial diversity that is achieved

by spatially separated antennas in a dense multipath scattering environment. MIMO

systems may be implemented in a number of different ways to obtain either a diver-

sity gain to combat signal fading or to achieve a capacity gain. Generally, there are

three categories of MIMO signaling mechanisms. The first signaling mechanism aims

to improve the power efficiency by maximizing the spatial diversity. Such techniques

include delay diversity, space-time block codes (STBC) [54], [25] and space-time trel-

lis codes (STTC) [26]. The second class of MIMO signaling techniques uses a layered
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approach to increase capacity. One popular example of such a system is V-BLAST

suggested by Foschini et al. [24] where full spatial diversity is usually not achieved.

Finally, the third class of signaling methods exploits the knowledge of channel at the

transmitter. These methods decompose the channel coefficient matrix using the sin-

gular value decomposition (SVD) and exploit the resulting unitary matrices from the

SVD as pre- and post-filters at the transmitter and receiver to achieve transmission

rates near the channel capacity [55].

Recent developments in MIMO physical layer techniques promise a significant

boost in the performance of OFDM systems. Broadband MIMO-OFDM systems

with bandwidth efficiencies on the order of 10 b/s/Hz are feasible for LAN/MAN

environments [3].

All digital communication systems require some type of synchronization. In

passband systems, the carrier frequency is generated in the transmitter from a local

timing reference such as a crystal oscillator. In the case of coherent demodulation, the

receiver is required to generate reference signals whose phases are identical (except

perhaps to a constant offset due to the propagation delay) to those of the signaling

alphabet at the transmitter. These reference signals are compared with the incoming

signals in the process of making maximum-likelihood symbol decisions. In digital

communication systems, the receiver must also be able to sample the output of the

demodulator periodically at the symbol rate or a multiple of the symbol rate, in

order to recover the transmitted information. Since the propagation delay from the

transmitter to the receiver is generally unknown at the receiver, symbol timing must

be derived from the received signal.

The high spectral efficiency advantage of OFDM systems is due to the orthog-

onality among subcarriers. OFDM systems are sensitive to carrier and timing syn-

chronization errors [56–58]. Carrier frequency offset causes a reduction of the desired
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signal amplitude at the detector output and introduces intercarrier interference (ICI)

due to the loss of orthogonality among subcarriers [59]. Timing offset results in the

rotation of the OFDM subcarrier constellation. As a result, an OFDM system can-

not recover the transmitted signal without a near perfect synchronization, especially

when high-order QAM constellations are used. In particular, for an OFDM system,

the problem of carrier frequency offset synchronization reduces to the measurement

and correction of the carrier frequency between the receiver and transmitter. Typi-

cally the carrier frequency offset is estimated using an autocorrelation operation. In

the case of MIMO systems, the results of the autocorrelations applied to each antenna

stream can be combined together to provide a more accurate estimate of the frequency

offset. The idea of combining the antenna streams for frequency offset detection is

justified if the same oscillator is used at all the mixers of the receive antennas. The

function of timing synchronization is to determine the proper OFDM symbol align-

ment, in other words, the determination of the starting time of the FFT window.

With known preambles transmitted, timing synchronization can be implemented as

a filtering operation through a matched filter.

Diversity is a powerful technique for mitigating the effects of fading due to mul-

tipath propagation of wireless signals. The main idea behind diversity is to provide

different replicas of the transmitted signal to the receiver. If these different replicas

fade independently, it is less probable to have all copies of the transmitted signal in

deep fade simultaneously. Therefore, the receiver can reliably recover the transmit-

ted signal using these received signals. There are two important issues related to the

concept of diversity. The first aspect is how to provide the replicas of the transmitted

signal at the receiver with the lowest possible consumption of the power, bandwidth,

processing complexity and other resources. The second issue is how to use these repli-

cas of the transmitted signal at the receiver in order to have the highest reduction in
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the probability of error.

The replicas of the transmitted signal can be sent through different means. They

can be transmitted in different time slots, via different frequency bands with different

polarizations, or through different antennas corresponding to time, frequency, polar-

ization or spatial diversity, respectively. Thus, the general goal is to send two or

more copies of the signal through independent fades. The multiple versions of the

signals created by different diversity schemes need to be combined together to im-

prove the performance of the receiver. There are four main combining methods that

are in general utilized at the receiver [33]: maximum ratio combining (MRC), where

the received signals are weighted with respect to their signal-to-noise ratio (SNR) and

then summed up; selection combining, where the signal with the highest SNR is used;

equal gain combining (EGC), where all the received signals are summed coherently

with equal weights; and switched combining, where the receiver switches to another

signal when the current signal drops below a predefined threshold.

Diversity as a common signal processing technique is also expected to help

the synchronization task of communication systems [60]. This chapter presents an

overview on the effects of spatial diversity on the synchronization of MIMO-OFDM

systems. The rest of the chapter is organized as follows. Section B investigates the

effect of spatial diversity on a preamble-based synchronization scheme for MIMO-

OFDM systems. In Section C, a maximum likelihood approach for both data-aided

and non-data-aided symbol timing estimation for MIMO-OFDM systems is proposed.

The effects of the spatial diversity on the estimators performance are illustrated

through computer simulations. Finally, Section D concludes the chapter with general

remarks about the effects of diversity on synchronization of MIMO-OFDM systems.
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B. Spatial Diversity for the Synchronization of MIMO-OFDM Systems

In this section, we study the influence of spatial diversity on the synchronization of

MIMO-OFDM systems. Herein, we analyze the performance of the preamble-based

synchronization scheme [61] in terms of detection probability and study the influ-

ence of spatial diversity on the symbol timing and carrier frequency offset estimation

algorithms. The conventional preamble-based synchronization scheme originally pro-

posed for conventional single-input single output (SISO) OFDM systems was recently

extended to MIMO-OFDM systems in [61]. This scheme exploits the spatial diversity

inherent to MIMO systems. It is shown to exhibit significantly improved performance

when compared to the performance of synchronization algorithms proposed for SISO

systems.

The frequency difference between the oscillators at transmitter and receiver is

denoted as the carrier frequency offset (CFO) [62]. At the receiver, the CFO leads

to a shift of the baseband information signal in the frequency domain. As shown in

the previous chapter, in a MIMO-OFDM system, a frequency shift has a devastating

effect, as the mutual orthogonality of the subcarrier signals is destroyed and severe

interference for the single subcarrier signals arises. To enable a reliable detection

of the subcarrier signals, compensation of the CFO is mandatory. In addition, in a

burst transmission, where data may be transmitted at random time instants in several

consecutive blocks, called frames, the timing information must be available. As the

exact beginning of a frame (BOF) cannot be predicted at the receiver, it has to be

reliably detected.

These two tasks, detection and compensation of CFO, and detection of the BOF,

are addressed jointly within a single synchronization procedure. Often to ease the

receiver’s synchronization, predefined training symbols are inserted into every trans-
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mission frame. Also, at the receiver, the specific structure of these training symbols

is exploited to obtain estimates of the CFO and BOF. When a burst transmission is

started, the receiver usually operates in the acquisition mode [63]. At that time, usu-

ally no prior information about the quantities to be estimated is available, therefore

the estimation process has to be very robust and reliable. For acquisition purposes,

each transmission frame is preceded by a synchronization sequence, called a pream-

ble. For OFDM systems, the preamble usually consists of a repetition of predefined

OFDM symbols. Next, we will show the synchronization scheme in detail.

1. Timing and Carrier Frequency Synchronization Algorithms

a. Basic Algorithm

Many synchronization algorithms for OFDM systems in the acquisition mode are

based on the scheme developed by Schmidl and Cox [27]. Synchronization is per-

formed in the time domain. At the BOF, at time instant d = 0, two identical OFDM

symbols of length L are transmitted by the transmitter (see Fig. 12). At the re-

ceiver, an autocorrelation is performed by correlating the received signal r(d) with

its complex conjugated and shifted by L samples replica:

P (d) =

L−1∑
m=0

r(d+m)r∗(d+m+ L), (3.1)

where d denotes the discrete time index, and the size of the correlation window is

equal to L. If the two succeeding identical synchronization symbols are correlated,

the amplitude of the correlation function P (d) generates a peak value. Detection of

this peak value provides the information regarding the BOF, denoted here by the

estimated time instant d̂. Assuming a frequency-flat channel, the BOF will lie at

d̂ = 0.
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Fig. 12. Synchronization sequence at the beginning of frame.

As the CFO causes a shift of the information signal in the frequency domain,

in the time domain the samples of the information signal are phase-rotated with a

time-continuous phase. It then follows that all the terms in the sum of Eq. (3.1)

present a constant phase φ, if the two identical symbols are correlated. Thus, we can

estimate φ by determining the actual phase of function P at time instant d̂:

φ̂ = arg
(
P (d̂)

)
. (3.2)

As the estimation range of the phase φ is limited to [−π, π], the frequency range

for the CFO estimation is limited as well. With this estimation method, a CFO

up to half the subcarrier spacing present within one OFDM synchronization symbol

can be estimated properly. To increase the estimation range of the method, a larger

subcarrier spacing can be chosen by using only every n-th subcarrier present within

the synchronization symbols. This leads to shorter synchronization symbols, since L

is decreased by a factor of n. To maintain robustness against the system noise, the

number of repetitive synchronization symbols is increased by the same factor, and

the size of the correlation window in Eq. (3.1) is adapted to (2n− 1)L [61].

b. Exploiting Spatial Diversity for Synchronization

The spatial diversity of the MIMO system can be exploited to improve the synchro-

nization performance.

Consider a MIMO system with N transmit antennas and M receive antennas.
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First transmit diversity is considered. Multiple transmit antennas create additional

propagation paths between transmitter and receiver. As no prior knowledge of the

channel is available during the initial synchronization phase, the power is distributed

equally over all transmit antennas. If the synchronization signals which run over

the different propagation paths are added constructively at the receiver, an aver-

aging operation over all these different paths is enabled. Through the averaging

process, the influence of propagation paths with poor transmission quality is dimin-

ished. Thus, it leads to an improvement in the quality of the synchronization signal

at the receiver. Hence, an improvement of the synchronization is expected if transmit

diversity is constructively exploited. Now assume that N different synchronization

symbols sn, n = 1, · · · , N , are represented as vectors, each containing L elements ac-

cording to the length of the synchronization symbol. For achieving synchronization,

transmit antenna n transmits sn twice. Then the received signal at receive antenna

m is expressed as

rm,1 =
N∑

n=1

hmnsn + nm,1

rm,2 = ejφ
N∑

n=1

hmnsn + nm,2, (3.3)

where rm,1 = [rm(0) rm(1) · · · rm(L−1)]T and rm,2 = [rm(L) rm(L+1) · · · rm(2L−
1)]T are the received symbols corresponding to the first and second repetitive syn-

chronization symbol at the mth receive antenna, respectively. The random variable

hmn stands for the complex channel gain between the nth transmit antenna and the

mth receive antenna. It is further assumed that hmn’s are independent, identically

distributed (i.i.d.) zero mean, unit variance circularly symmetric complex Gaussian

random variables, and that nm,1 and nm,2 are zero-mean complex Gaussian noise

vectors with covariance matrix σ2
nIL.
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As the two consecutively transmitted symbols are identical, the signal parts of

the two received vectors at the mth receive antenna differ only by a constant phase

term stemming from the CFO. If orthogonal sequences are selected as synchronization

symbols sn, n = 1, · · · , N , the correlation of the two received symbols at the mth

receive antenna according to Eq. (3.3) can be expressed as the inner product of the

two vectors rm,1 and rm,2:

Pm(d)|d=0 = r†m,1rm,2 = ejφ(

N∑
n=1

hmnsn + nm,1)
†(

N∑
n=1

hmnsn + nm,2)

= ejφ(L
N∑

n=1

|hmn|2 +
N∑

n=1

hmnn
†
m,1sn +

N∑
n=1

h∗
mns

†
nnm,2 + n†

m,1nm,2)

= ejφ(L
N∑

n=1

|hmn|2 + Um), (3.4)

where Um =
∑N

n=1 hmnn
†
m,1sn +

∑N
n=1 h

∗
mns

†
nnm,2 + n†

m,1nm,2. This shows that by se-

lecting orthogonal synchronization symbols, the correlation achieves an accumulation

of the complete signal energy after channel transmission.

Turning next to receive diversity, a method to take advantage of the receive

diversity in a SIMO system was proposed in [34]. Here, a similar approach is followed.

At the mth receive antenna, a correlation similar to (3.4) is calculated based on the

received signals rm,1 and rm,2 (see Fig. 13). The output signals of the single correlators

all exhibit a peak at a nearly identical time instant d̂ = 0. At the individual peak

positions, all correlation signals have an identical phase stemming from the CFO. In

the samples lying closely around this peak, the phase is varying slowly and hence

may be considered constant. Thus, if we consider the sum of the outputs of the single

correlators on a sample-by-sample basis, all the signal components will be summed up

coherently, forming an aggregated correlation function PG with an improved signal-

to-noise level, which then can be used for the proposed estimation task.
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Fig. 13. Exploitation of receive diversity for synchronization.

To coherently combine the outputs of the correlators, we may apply the weights

γm at the single output signals of the correlators as depicted in Fig. 13. It seems

appropriate to choose these weights according to the amount of signal energy that is

gathered at each receive antenna. Hence, a good choice would be the height of the

peaks in the single autocorrelation functions Pm resulting in

γm = max
d

(|Pm(d)|) , (3.5)

which is similar to the maximum ratio combining (MRC) approach. A simple addition

of the signals without any prior weighting is referred to as equal gain combining

(EGC), corresponding to γm = 1, m = 1, · · · ,M . This scheme has the benefit of

being fairly easy to implement, for the price of a slight performance loss.

2. Performance Analysis

At the ideal symbol timing position d̂ = 0, Pm(0) can be decomposed into the in-

phase (which assumes the phase φ̂) and quadrature components. This is just another

way of looking at the problem with a new set of axes, with one axis in the direction

of φ, and the other perpendicular to it. For practical SNR ranges, the quadrature

part will be small compared to the in-phase component and thus can be neglected

|Pm(0)| ≈ L

N∑
n=1

|hmn|2 + �{Um}, (3.6)
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where �{·} stands for real part operation. By invoking the central limit theorem

(CLT), |Pm(0)| can be further approximated as a Gaussian random variable with

mean

E{|Pm(0)|} = LN,

and variance

Var{|Pm(0)|} = L2N + LNσ2
n +

1

2
Lσ4

n.

Assuming equal gain combining (EGC) at the output of the M receive antennas,

PG(0) =

M∑
m=1

Pm(0), (3.7)

it can be readily shown that

PG(0) ∼ N (μp, σ
2
p),

where μp = LMN and σ2
p = L2MN + LMNσ2

n + LMσ4
n/2.

When there is only noise present at the input of the M receive antennas, the

aggregation of the correlation outputs denoted by Pa can be expressed as

Pa =
M∑

m=1

n†
m,1nm,2. (3.8)

It can be easily shown that

Pa ∼ CN (0, LMσ4
n),

where CN (μ, σ2) stands for the complex Gaussian distribution with mean μ and

variance σ2. Therefore, |Pa| follows the Rayleigh distribution,

f|Pa|(x) =
x

σ2
a

e
− x2

2σ2
a , (3.9)

where σ2
a = LMσ4

n/2.

The BOF detection problem can be treated as a hypothesis testing. After ob-
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serving the output of the combiner, a decision statistic is formed and compared to a

threshold. The synchronizer must choose between two possible situations

H0 : rm,1 = nm,1

rm,2 = nm,2, m = 1, · · · ,M,

H1 : rm,1 =
N∑

n=1

hmnsn + nm,1

rm,2 = ejφ
N∑

n=1

hmnsn + nm,2, m = 1, · · · ,M. (3.10)

Using the Neyman-Pearson criterion, the optimum test is

f|PG(0)|(x)
f|Pa|(x)

H1

≷
H0

T̃ . (3.11)

After some algebra manipulations, the detector reduces to

g(x) =
σ2
p − σ2

a

2σ2
pσ

2
a

x2 +
μp

σ2
p

x− ln x
H1

≷
H0

T̂ . (3.12)

Letting Y = g(X), the false alarm rate can be calculated as

α =

∫ ∞

T

fY0(y)dy, (3.13)

where fY0(y) stands for the probability density function (pdf) of Y under the hypoth-

esis H0. By solving T̂ for specified α, one can infer the detection probability

β =

∫ ∞

T̂ (α)

fY1(y)dy, (3.14)

where fY1(y) is the pdf of Y under the hypothesis H1. Since g(x) is highly nonlinear,

this can only be done numerically. Fig. 14 shows a numerical result of the BOF (also

the optimal OFDM symbol timing) detection probabilities for various SNRs. The false

alarm rate α = 0.01 and L = 16 are adopted. It turns out that the spatial diversity

improves the detection performance greatly. At detection probability of 95%, by
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Fig. 14. BOF detection probabilities.

deploying 3 transmit antennas and 3 receive antennas more than 13 dB gain in SNR

can be achieved compared to conventional SISO OFDM systems. Also, deploying

additional transmit antennas is more efficient than deploying the same number of

receive antennas, since more synchronization symbols are transmitted. Note that

though the threshold T̂ depends on the instantaneous SNR value, it varies little in

the SNR region of interest. Hence, in a practical receiver, a default threshold can be

applied upon acquiring the timing instant.

3. Simulation Results

In this subsection, the standard deviations of the BOF and the CFO estimates are

evaluated. Simulation is based on the Rayleigh fading MIMO channel model. The

computer simulations are performed for different values of SNR at each receive an-

tenna. Gold sequences of length L = 16 are chosen for the synchronization symbols in
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Fig. 15. Standard deviation of the BOF estimation.

the time domain. The entire synchronization preamble was constructed by repeating

these symbols 10 times.

The standard deviations of the BOF and CFO estimates were determined for

MIMO systems assuming various degrees of spatial diversity. In every simulation

run, the synchronization procedure was performed for 10,000 independent channel

realizations, the standard deviations of the estimated quantities being determined

afterwards. Fig. 15 shows the simulation results for the BOF estimates. It is shown

that the synchronization becomes significantly more robust if the spatial diversity is

exploited. The comparison of the system performance with no spatial diversity (1×1

case) with that one which assumes a 2×2 diversity shows gains of 6 dB. If additional

receive antennas are used, this gain can be further increased, since the utilization of

additional receive antennas enables a better noise averaging.

Next we investigated the estimation of the CFO by applying the estimation
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Fig. 16. Standard deviation of the CFO estimation.

algorithm described above. We choose a constant phase factor (resulting from a

constant CFO) of φ = 0.3π for simulations. Fig. 16 shows the results. Similar

conclusions can be drawn as stated before. A gain of 6 dB can be observed between

the 1× 1 and the 2× 2 system performance at a standard deviation less than 10−2.

In conclusion, a preamble-based synchronization scheme for acquisition was pro-

posed and shown to exploit the available spatial diversity of a MIMO system to im-

prove the overall quality of the synchronization. The scheme was evaluated through

simulations, showing high performance gains compared with systems where the spa-

tial diversity effect is totally or partially neglected for achieving the synchronization

task. The benefits of the spatial diversity in the synchronization of MIMO-OFDM

systems translate into more robust and reliable estimation and correction for the CFO

especially for systems operating at low SNRs - a set-up which in particular holds for

cellular applications.
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C. Maximum Likelihood Symbol Timing Estimation for MIMO-OFDM Systems

In this section, data-aided (DA) and non-data-aided (NDA) maximum likelihood

(ML) symbol timing estimators are proposed. This is a natural extension of the sym-

bol timing estimator proposed in [64] to MIMO-OFDM systems. Their conditional

Cramer-Rao bound (CCRB) in flat fading channels are derived and the effects of

spatial diversity on the CCRB performance of ML estimators is analyzed by means

of computer simulations. Our motivation of this choice is that it is mathematically

prohibitive to derive the closed-form Cramer-Rao bound for frequency-selective fad-

ing channels and the bound for flat fading channels serves as a good approximation

for frequency-selective fading channels.

1. Signal Model

Consider a MIMO-OFDM communication system with N transmit and M receive

antennas. At each receiving antenna, a superposition of faded signals from all the

transmit antennas plus noise is received. The channel is assumed to be frequency flat

and quasi-static. The complex baseband representation of the received signal at the

mth receive antenna can be expressed as:

rm(t) =

√
Es

NTs

N∑
n=1

hmn

K/2−1∑
k=−K/2

dkn(p)e
j2πk
Tu

(t−Tg−pTs−εT ) + ηm(t), m = 1, 2, · · · ,M,

(3.15)

where Es/N is the energy of each OFDM symbol, hmn is the complex channel gain

between the nth transmit antenna and the mth receive antenna. We consider an

OFDM system using an inverse discrete Fourier transform of size L for modulation.

Each OFDM symbol consists of K < L data symbols dkn(p), where n stands for the

transmit antenna index, k denotes the subcarrier index and p represents the OFDM
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symbol index. The data symbol dkn(p) is further assumed to be complex valued with

zero mean and 1/K variance. The number K is chosen to be small enough to provide

guard bands at the edges of the transmission spectrum. Each data symbol is shaped

by a rectangular pulse of length Tu and modulated onto a subcarrier with frequency

fk = k/Tu. The received signal is sampled with the sampling period T = Tu/L. In

order to avoid inter-symbol interference (ISI), the OFDM symbol is preceded by a

guard interval of length Tg. The resulting symbols are of length Ts = Tu + Tg, which

is equivalent to Ls = L+ Lg samples. The variable ε stands for the unknown timing

offset normalized to the sampling period and is assumed to be uniformly distributed

in the range [0, Ls). The term ηm(t) denotes the symmetric complex circular Gaussian

white noise at themth receive antenna with constant power spectral density N0. Note

that the timing offsets between all pairs of transmit and receive antennas are assumed

to be the same. This assumption holds for small size transmit and receive antenna

arrays.

The received signal vector rm, which consists of L consecutive received samples

from the mth receive antenna can be expressed as (without loss of generality, we

assume p = 0 and drop the index p in dkn(p) and denote it dkn in this section):

rm = ξΨεZH
T
m,: + ηm, (3.16)
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where ξ =
√

Es

NTs

rm = [rm(0) rm(T ) · · · rm((Ls − 1)T )]T ,

Ψε =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

e
j2π(−K/2)(−Tg−εT )

Tu e
j2π(−K/2+1)(−Tg−εT )

Tu · · · e
j2π(K/2−1)(−Tg−εT )

Tu

e
j2π(−K/2)(T−Tg−εT )

Tu e
j2π(−K/2+1)(T−Tg−εT )

Tu · · · e
j2π(K/2−1)(T−Tg−εT )

Tu

...
...

...

e
j2π(−K/2)((Ls−1)T−Tg−εT )

Tu e
j2π(−K/2+1)((Ls−1)T−Tg−εT )

Tu · · · e
j2π(K/2−1)((Ls−1)T−Tg−εT )

Tu

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

Z = [d1 d2 · · · dN ],

dn = [d−K/2
n d−K/2+1

n · · · dK/2−1
n ]T .

Notation Hm,: denotes the mth row of the matrix

H =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

h11 h12 · · · h1N

h21 h22 · · · h2N

...
...

...

hM1 hM2 · · · hMN

⎤
⎥⎥⎥⎥⎥⎥⎥⎦
,

and

ηm = [ηm(0) ηm(T ) · · · ηm((Ls − 1)T )]T .

Stacking together the received vectors from all the M receive antennas yields

r = ξ(IM ⊗Ψε)vec(ZH
T ) + η, (3.17)

where r = [rT1 rT2 · · · rTM ]T and η = [ηT
1 ηT

2 · · · ηT
M ]T .

To include the correlation effects between channel coefficients, the channel matrix

is expressed as follows:

H =
√

ΦRHiid

√
ΦT

T
,

where ΦT and ΦR are the power correlation matrices of transmit and receive an-
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tenna arrays, respectively. Matrix Hiid ∈ CM×N contains independent, identically

distributed (i.i.d.) zero-mean, unit variance, circularly symmetric complex Gaussian

entries. Therefore,

r = ξ(IM ⊗Ψε)vec(Z
√

ΦTH
T
iid

√
ΦR

T
) + η. (3.18)

2. Symbol Timing Estimation with Known Training Data

a. ML Estimator

In this case, the matrix Z contains the known training data and the only unknown

is the channel matrix Hiid. Since vec(sYB) = (BT ⊗ s)vec(Y), Eq. (3.18) can be

re-expressed as

r = ξ(I⊗Ψε)(
√
ΦR ⊗ Z

√
ΦT )vec(H

T
iid) + η

= ξ(
√
ΦR ⊗ΨεZ

√
ΦT )vec(H

T
iid) + η

= sεvec(H
T
iid) + η, (3.19)

where sε = ξ(
√
ΦR ⊗ ΨεZ

√
ΦT ) and the second equality comes from the fact that

(s⊗B)(C⊗D) = (sB)⊗ (CD).

The joint ML estimate of ε and vec(HT
iid) is thus obtained by minimizing

J1(r|ε,h) = (r− sεh)
†(r− sεh), (3.20)

where h stands for the trial value of vec(HT
iid).

Setting the derivative of J1 with respect to h to zero, one can easily obtain the

ML estimate for vec(HT
iid)

ĥ = (s†εsε)
−1s†εr. (3.21)

Substituting Eq. (3.21) into Eq. (3.20), after some manipulations and dropping
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irrelevant terms, the timing delay can be estimated by maximizing the following

likelihood function:

ΛDA(ε) = r†sε(s†εsε)
−1s†εr. (3.22)

Since (s⊗B)−1 = s−1 ⊗B−1 and (s⊗B)† = s† ⊗B†, it follows that

sε(s
†
εsε)

−1s†ε =
[√

ΦR(
√
ΦR

†√
ΦR)

−1
√

ΦR

†]
⊗

[
ΨεZ

√
ΦT (

√
ΦT

†
Z†Ψ†

εΨεZ
√

ΦT )
−1

√
ΦT

†
Z†Ψ†

ε

]
= IM ⊗ΨεZ(Z

†Ψ†
εΨεZ)

−1Z†Ψ†
ε, (3.23)

where in the second equality, we exploited the fact that
√
ΦR and

√
ΦT are both

non-singular square matrices.

Therefore, substituting this result back into Eq. (3.22), the DA likelihood func-

tion takes the expression

ΛDA(ε) = r†(IM ⊗ΨεZ(Z
†Ψ†

εΨεZ)
−1Z†Ψ†

ε)r

=
M∑

m=1

r†mΨεZ(Z
†Ψ†

εΨεZ)
−1Z†Ψ†

εrm. (3.24)

The ML symbol timing estimator can thus be expressed as

ε̂ = argmax
ε

ΛDA(ε). (3.25)

b. The CCRB

For the model used in Eq. (3.19), the CCRB for the timing delay ε is given by [64–66]

CCRBDA(ε) =
σ2

2tr(D̄†
εP⊥

s D̄εΓh)
, (3.26)

where σ2 = N0/T = N0Ls/Ts is the noise variance,

D̄ε =
dsε
dε

= ξ
√
ΦR ⊗DεZ

√
ΦT , (3.27)
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with Dε = dΨε/dε, and P⊥
s is the orthogonal projector onto the null space of sε and

it assumes the expression

P⊥
s = IMLs − sε(s

†
εsε)

−1s†ε

= IM ⊗ (ILs −ΨεZ(Z
†Ψ†

εΨεZ)
−1Z†Ψ†

ε)

= IM ⊗P⊥
ΨZ, (3.28)

where P⊥
ΨZ = ILs −ΨεZ(Z

†Ψ†
εΨεZ)

−1Z†Ψ†
ε, and

Γh = E
[
vec(HT

iid)vec(H
T
iid)

†] = IMN = IM ⊗ IN . (3.29)

Plugging Eq. (3.27), (3.28) and (3.29) into Eq. (3.26), one can further infer that

CCRBDA(ε) =
σ2

2ξ2tr
(
(
√
ΦR ⊗DεZ

√
ΦT )†(IM ⊗P⊥

ΨZ)(
√
ΦR ⊗DεZ

√
ΦT )(IM ⊗ IN)

)
=

LsN

2tr(
√
ΦR

†√
ΦR)tr(

√
ΦT

†
Z†D†

εP⊥
ΨZDεZ

√
ΦT )

(
Es

N0

)−1

=
Ls

2Mtr(Z̃†D†
εP⊥

ΨZDεZ̃ΦT )

(
Es

N0

)−1

, (3.30)

where Z̃ = Z/
√
N . In passing from the second line to the third line, we made use of

the result that tr(sB) = tr(Bs) and that the diagonal entries of ΦR are all ones.

3. Non-Data Aided Symbol Timing Estimation

a. ML Estimator

In this case, no training sequence is available and Z contains unknown random user

data. The matrices Z and Hiid in Eq. (3.18) are unknown and Eq. (3.18) can be

expressed in the following form

r = ξ(
√
ΦR ⊗Ψε)vec(Z

√
ΦTH

T
iid) + η. (3.31)
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Note that ΦT is assumed to be known. However, it cannot be separated from Z

and Hiid since the correlation present in transmit antennas can be merged into the

correlation of unknown data or vice versa. Since the noise is white Gaussian, the ML

estimator resumes to the minimization of

J2(r|ε,x) = (r−Bεx)
†(r−Bεx),

where Bε = ξ(
√
ΦR ⊗Ψε), and x stands for the trial value of vec(Z

√
ΦTH

T
iid).

The ML estimate for x is given by

x̂ = (B†
εBε)

−1B†
εr. (3.32)

Substituting Eq. (3.32) into Eq. (3.31), after some straightforward calculations and

dropping irrelevant terms, the ML symbol timing estimator reduces to the maximiza-

tion of the following likelihood function

ΛNDA(ε) = r†Bε(B
†
εBε)

−1B†
εr. (3.33)

It can be shown that

Bε(B
†
εBε)

−1B†
ε = IM ⊗Ψε(Ψ

†
εΨε)

−1Ψ†
ε,

which leads further to

ΛNDA(ε) =
M∑

m=1

r†mΨε(Ψ
†
εΨε)

−1Ψ†
εrm. (3.34)

The ML symbol timing estimation can thus be expressed as

ε̂ = argmax
ε

ΛNDA(ε). (3.35)
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b. The CCRB

For the model in Eq. (3.31), the CCRB for the timing delay ε is given by [64–66]

CCRBNDA(ε) =
σ2

2tr(Ď†
εP⊥

BĎεΓx)
, (3.36)

where

Ďε =
dBε

dε
= ξ

√
ΦR ⊗Dε, (3.37)

P⊥
B = IMLs −Bε(B

†
εBε)

−1B†
ε = IM ⊗P⊥

Ψ, (3.38)

with P⊥
Ψ = ILs −Ψε(Ψ

†
εΨε)

−1Ψ†
ε, and Γx = E

[
vec(Z

√
ΦTH

T
iid)vec(Z

√
ΦTH

T
iid)

†]. It
can be shown that

Γx = IM ⊗Ξ, (3.39)

where Ξ is a Hermitian Toeplitz matrix with elements [Ξ]mn = tr(Γz(n − m)ΦT )

and Γz(n−m) = E
[
Z†

n,:Zm,:

]
is the averaged cross-correlation matrix of the symbols

transmitted with time index difference n−m.

Plugging Eqs. (3.37), (3.38) and (3.39) into Eq. (3.36), one can obtain

CCRBNDA(ε) =
σ2

2ξ2tr
(
(
√
ΦR ⊗Dε)†(IM ⊗P⊥

Ψ)(
√
ΦR ⊗Dε)(IM ⊗Ξ)

)
=

Ls

2Mtr(D†
εP⊥

ΨDεΞ/N)

(
Es

N0

)−1

. (3.40)

c. Simulation Results

In this sub-section, the effects of the number of transmit and receive antennas on

CCRBs are examined. First, let us assume, ΦT = IN and ΦR = IM for the moment.

Furthermore, it is assumed there is no space-time coding in the NDA case. The effect

of the number of transmit antennas N is shown in Figs. 17 and 18 for the DA and

NDA cases, respectively, with M = 4. From these figures, it turns out that different
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Fig. 17. The MSEs of the data-aided ML estimator and the CCRBs with different

number of transmit antennas.

numbers of transmit antennas result in similar estimation accuracies. Therefore, the

mean squared-errors (MSE) are approximately independent of N for both estimators.

Next, the effect of the number of receive antennas M is shown in Figs. 19 and 20 for

the DA and NDA case, respectively, with N = 4. It is clear that increasing M leads

to considerable MSE improvements. Since as expressed by Eqs. (3.30) and (3.40), the

CCRBs are inversely proportional to M and from Figs. 19 and 20, the performances

of both DA and NDA estimators are very close to their corresponding CCRBs, it

can be concluded that the MSEs of both DA and NDA estimators are approximately

inversely proportional to M .
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Fig. 18. The MSEs of the non-data-aided ML estimator and the CCRBs with different

number of transmit antennas.
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Fig. 19. The MSEs of the data-aided ML estimator and the CCRBs with different

number of receive antennas.



59

0 5 10 15 20 25 30
10

−6

10
−5

10
−4

10
−3

10
−2

10
−1

E
s
/N

0
 (dB)

M
S

E

 

 
NDA ML (4TX 1RX)
NDA CCRB (4TX 1RX)
NDA ML (4TX 2RX)
NDA CCRB (4TX 2RX)
NDA ML (4TX 4RX)
NDA CCRB (4TX 4RX)

Fig. 20. The MSEs of the non-data-aided ML estimator and the CCRBs with different

number of receive antennas.

D. Conclusions

This chapter investigated the effects of diversity on the synchronization for MIMO-

OFDM systems. It has been shown that MIMO-OFDM receivers are sensitive to the

residual synchronization errors. However, with multiple transmit and receive anten-

nas, MIMO-OFDM systems can take advantage of the spatial diversity to combat

these synchronization imperfections. Diversity can favorably improve the synchro-

nization performance. The conventional preamble-based synchronization method is

extended to the MIMO scenario. Data-aided and non-data-aided maximum likelihood

symbol timing estimators for MIMO-OFDM systems are introduced and their perfor-

mance analyzed in terms of the number of transmit and receive antennas. Computer

simulations show that by exploiting the spatial diversity, synchronization performance

of MIMO-OFDM systems in terms of detection probability and MSE performance
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becomes significantly more reliable when compared to conventional SISO OFDM sys-

tems, and thus it can improve the overall signal reception. Therefore, spatial diversity

appears as a useful technique to be exploited in the deployment of MIMO-OFDM

communication systems.
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CHAPTER IV

GENERALIZED LIKELIHOOD RATIO TEST FOR DATA-AIDED TIMING

SYNCHRONIZATION IN MIMO SYSTEMS

In this chapter, the data-aided timing synchronization problem for MIMO and MIMO-

OFDM systems in fading channels is considered. By formulating the timing synchro-

nization problem as a hypothesis testing problem, the generalized likelihood ratio test

(GLRT) is adopted for a setup that assumes nuisance parameters. Using statistical

methods, the asymptotic performance of the test is derived. An upper bound for

the detection probability is provided and shown to behave well as a benchmark for

sufficiently large number of observations. In addition, the selection of several system

design parameters is investigated through simulation results.

A. Introduction

In order to reliably recover the transmitted information in a digital communication

link, the receiver must be able to detect the existence of the transmitted signal and to

sample the output of the demodulator periodically at the symbol rate or a multiple

of the symbol rate. Since the propagation delay from the transmitter to the receiver

is generally unknown at the receiver, timing synchronization must be derived from

the received signal. In this paper, it is assumed that frequency synchronization is not

required, or that the frequency errors are small enough that frequency synchronization

can be achieved after temporal synchronization.

Synchronization can be the weakest component of a communication link. This

potential weakness is exacerbated when an attempt is made to establish a link in

the presence of strong noise and interference, which can effectively break down many

synchronizers. Multiple Input Multiple Output (MIMO) communication provides a
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number of potential performance benefits compared to traditional single-antenna links

[4,5]. It has been widely used in current broadband wireless communication systems

such as IEEE 802.11n wireless LAN and 3GPP High Speed Packet Access (HSPA).

Reference [6] introduces and compares various timing synchronization techniques for

the MIMO channel.

The Orthogonal Frequency Division Multiplexing (OFDM) is one of the mul-

tiple carrier modulation techniques that has been used as an efficient transmission

technique over frequency selective channels and exhibits important advantages over

conventional single carrier techniques. It can be used with multiple antennas to form

a MIMO-OFDM system which can further improve the bandwidth efficiency. Since

OFDM systems are more sensitive to synchronization errors [17,43], the synchroniza-

tion problem has been well investigated during the last two decades. For OFDM

systems with preambles, the reference correlation approach was proposed in [27, 39].

Reference [30] proposes a maximum-likelihood estimator of timing and frequency off-

set which exploits the delay correlation property of the cyclic prefix present in the

OFDM symbol.

This chapter addresses the data-aided timing synchronization in MIMO and

MIMO-OFDM systems, i.e., pre-defined synchronization (pilot) sequences are trans-

mitted to aid the synchronization task at the receiver end. In essence, timing syn-

chronization is a continuous parameter estimation problem. However, in practical

implementations, most digital communication receivers sample the output of the de-

modulator periodically at the symbol rate or a multiple of the symbol rate, thus

require timing synchronization no better than a fraction of a sample period. There-

fore, the potential timing offsets are in a discrete set. Given this discrete set, in

principle, timing synchronization is a multiple statistical hypothesis test [6,41]. This

type of multiple hypothesis test can be treated as a sequence of binary statistical hy-
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pothesis tests. At each potential timing offset, the null hypothesis is that the signal

is misaligned or does not exist. And the alternative hypothesis is that the signal of

interest is properly aligned in time. At each testing point in time, a test statistic is

evaluated given the observed data. Synchronization is declared if the test statistic

threshold is exceeded. The performance of a synchronization test statistic is charac-

terized by the probability that synchronization is detected, given the correct timing

offset within the allowed receiver window, versus the probability of a false alarm that

occurs if synchronization is declared in error. By varying the threshold, a receiver

operating characteristic (ROC) curve in the space of the probability of missing a de-

tection versus the probability of a false alarm can be constructed to summarize the

detection performance.

Considering the data-aided timing synchronization as a detection problem, test

statistics for MIMO communications in flat-fading channels and for MIMO-OFDM

systems in frequency selective environments are developed. In composite hypotheses

tests where the conditional probability densities contain unknown nuisance parame-

ters, the optimal test statistic is not clear. However, it is believed that the generalized

likelihood ratio test (GLRT) is asymptotically optimal in the situation where no uni-

formly most powerful (UMP) test exists [7]. Following this approach, the performance

of the detector is analyzed in an asymptotic sense.

B. Data-aided Synchronization for MIMO Flat Fading Channels

In this section, the GLRT statistic for single carrier MIMO systems is proposed and

its asymptotic performance is analyzed. An upper bound for detection probability in

the presence of a large number of observations is also derived.

It is assumed that the MIMO channel is frequency flat. For any practical system,
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if the bandwidth of the transmitted signal is considerably less than the coherence

bandwidth of the channel, and the multipath propagation delays are not to be resolved

at the receiver side, then the received signal can be modeled as a MIMO frequency flat

fading channel. Assuming N transmit antennas, M receive antennas and ns complex

baseband samples, the MIMO relationship can be represented as follows:

Z = HS+N , (4.1)

where Z ∈ C
M×ns is the sampled received signal matrix, with each row containing the

ns samples received from one of the M receive antennas. H ∈ CM×N is the flat fading

channel transfer matrix, S ∈ CN×ns is the transmitted signal matrix, and N ∈ CM×ns

is the noise sample matrix and assumes a Gaussian distribution. The noise at each

receive antenna can be characterized as being a zero mean Gaussian random variable

with variance σ2
n. It is assumed that the channel is temporally quasi-static, i.e., it

can be regarded constant during ns sampling periods. The transmitted and received

complex baseband signal samples at some delay τ are defined by

S = [s(Ts) s(2Ts) · · · s(nsTs)],

Zτ = [z(Ts − τ) z(2Ts − τ) · · · z(nsTs − τ)],

where Ts is the sampling period, and s(t) and z(t) are the continuous transmitted

and received vectors as a function of time t. In the case of a flat fading channel,

the sampling period is much greater than the multipath delay spread, and a single

channel filter tap is sufficient to represent the channel. Therefore, the MIMO channel

matrix at a relative delay τ , Hτ , is given by

Hτ =

⎧⎪⎪⎨
⎪⎪⎩
H, τ = τ0

0, otherwise
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where the correct delay in terms of receiver’s clock is τ0, and 0 denotes a matrix of

zeros.

The matrix Gaussian distribution is one of the most important matrix valued

distributions in statistics [67]. The probability density function (pdf) of the complex

matrix N can be represented by [68]

p(N|Ω,Σ) =
exp

{−tr{Ω−1(N−M)†Σ−1(N−M)}}
πMns|Ω|M |Σ|ns

, (4.2)

where Ω = E{N†N}/M ∈ C
ns×ns, Σ = E{NN†}/ns ∈ C

M×M and M ∈ C
M×ns is

the mean matrix. An equivalent definition involving the Kronecker product ⊗ and

the vectorization operator vec(·) shall also be introduced. It specifies that

N ∼ CNM,ns(M,Ω,Σ) if vec(N) ∼ CNMns(vec(M),Ω⊗Σ).

Assuming the noise samples are zero mean and statistically independent at dif-

ferent sampling time instants, i.e., the column vectors in matrix N are independent,

one obtains Ω = Ins. Therefore, the pdf simplifies to a more familiar form

p(N|Σ) =
exp

{−tr{N†Σ−1N}}
πMns|Σ|ns

, (4.3)

and equivalently vec(N) ∼ CNMns(0, Ins ⊗Σ).

The generalized likelihood ratio test (GLRT) is a likelihood ratio test for com-

posite hypotheses in which the parameters of the probability density function are

unknown a priori. The principle is straightforward [7]: it consists of finding the

maximum-likelihood estimate of the unknown parameters under each hypothesis, and

then plugging the estimate in the probability distribution of the corresponding hy-

pothesis and treating the detection problem as if the estimated values were correct.

This common sense test gives good results in general.

In our timing synchronization problem, the null hypothesis is that the synchro-
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nization (or pilot) signal is absent or misaligned, and the alternative is that the

synchronization (or pilot) signal is present and aligned correctly in time. Hence, the

parameter test in a formal statistics convention is

H0 : HM×N = 0,Σ

H1 : HM×N �= 0,Σ.

The parameter matrix Σ is the received signal spatial covariance matrix and is a set

of nuisance parameters, which are unknown but the same under either hypothesis.

As one can find, the above hypothesis test is two-sided. It has been proved that there

is no uniformly most powerful (UMP) test exists in a two-sided test [42]. However,

it can be shown that the GLRT is UMP among all tests that are invariant [69]. The

GLRT for this problem is to decide H1 if

LG(τ) =
p(Zτ |S; Ĥ1, Σ̂1)

p(Zτ |H0 = 0, Σ̂0)
> γ, (4.4)

where Ĥ1, Σ̂1 are the unrestricted maximum-likelihood estimates of H and Σ, re-

spectively, under H1, and Σ̂0 is the restricted maximum-likelihood estimate under

H1 when H = 0.

Given the knowledge of the synchronization signal, the pdf of received signal

when the transmit signal is present and properly aligned in time is given by

p(Zτ |S;H,Σ) =
exp

{−tr{(Zτ −HS)†Σ−1(Zτ −HS)}}
πMns|Σ|ns

. (4.5)

To maximize the likelihood at some given delay τ , the probability must be maximized

with respect to the two matrix parameters: H and Σ. To obtain the maximum-

likelihood estimator of the MIMO channel matrix, one needs to take the complex
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conjugate gradient of the log-pdf with respect to H and set it to zero.

∂ ln p(Zτ |S;H,Σ)

∂H∗ = − ∂

∂H∗ tr{(Zτ −HS)†Σ−1(Zτ −HS)}

=
∂

∂H∗ tr{H†Σ−1(Zτ −HS)S†}

= Σ−1(Zτ −HS)S† = 0

Hence, one can easily obtain

Ĥ = ZτS
†(SS†)−1. (4.6)

Substituting this channel estimate into Eq. (4.5) yields

p(Zτ |S; Ĥ,Σ) =
exp

{−tr{(ZτP
⊥
S )

†Σ−1(ZτP
⊥
S )}

}
πMns|Σ|ns

, (4.7)

where the orthogonal projection matrix P⊥
S is defined as P⊥

S = Ins − S†(SS†)−1S. It

projects onto a space orthogonal to the row space spanned by S. Also, one can define

the projection matrix PS = S†(SS†)−1S = Ins−P⊥
S , which projects onto the row space

spanned by S. It can be easily verified that PSPS = PS and P⊥
SP

⊥
S = P⊥

S . To obtain

a maximum-likelihood estimator of Σ, one can take a gradient of ln p(Zτ |S; Ĥ,Σ)

and set it to zero as follows

∂ ln p(Zτ |S; Ĥ,Σ)

∂Σ
= −∂tr{(ZτP

⊥
S )

†Σ−1(ZτP
⊥
S )}+ ns ln |Σ|

∂Σ

=
(
Σ−1(ZτP

⊥
S )(ZτP

⊥
S )

†Σ−1
)T − ns(Σ

−1)T

=
(
Σ−1(ZτP

⊥
SZ

†
τ )Σ

−1 − nsΣ
−1

)T
= 0.

Therefore,

Σ̂1 =
ZτP

⊥
SZ

†
τ

ns
. (4.8)
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Plugging this estimator into the likelihood Eq. (4.7), the maximum pdf is given by

p(Zτ |S; Ĥ, Σ̂) =
exp

{−tr{(ZτP
⊥
S )

†(ZτP
⊥
SZ

†
τ )

−1(ZτP
⊥
S )}

}
πMns|ZτP⊥

S Z†
τ

ns
|ns

=
nns
s e−Mns

πMns|ZτP⊥
SZ

†
τ |ns

(4.9)

In the absence of the synchronization signal, the pdf of the received signal is

given by

p(Z|Σ) =
exp

{−tr{Z†Σ−1Z}}
πMns|Σ|ns

. (4.10)

Note that this pdf can also describe the case when the synchronization signal is

misaligned. Since many communication standards operating in the ISM band employ

OFDM modulation which can be approximated well by Gaussian distributions due

to the Central Limit Theorem (CLT), it is assumed that misaligned reference signals

can be modeled reasonably well by sampling from complex Gaussian distributions.

In such a case, the covariance matrix of the misaligned synchronization signal can be

combined into Σ.

Similarly, by maximizing the pdf in the missing or misaligned synchronization

signal case, the maximum-likelihood estimator of Σ under hypothesis H0 is given by

Σ̂0 =
ZτZ

†
τ

ns

. (4.11)

Plugging this estimator into the likelihood Eq. (4.10), the maximum pdf is given by

p(Z|Σ̂) =
nns
s e−Mns

πMns|ZτZ
†
τ |ns

(4.12)
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Consequently, the GLRT statistic can be represented by

LG(τ) =
|ZτZ

†
τ |ns

|ZτP⊥
SZ

†
τ |ns

= |Zτ (Ins −PS)Z
†
τ (ZτZ

†
τ )

−1|−ns

= |IM − ZτPSZ
†
τ (ZτZ

†
τ )

−1|−ns

= |Ins −PSPZτ |−ns, (4.13)

where PZτ is the projection matrix that projects onto the row space spanned by Zτ

and is defined as PZ = Z†(ZZ†)−1Z.

To investigate the performance of the maximum-likelihood estimator of the chan-

nel matrix H and fit it into statistics conventions, one needs to consider the estimator

in a vector space. One possible way is to vectorize the channel matrix H by stacking

the columns into a long vector. We will show the equivalence of the estimator between

the matrix space and the vector space as follows.

Let z = vec(Z), h = vec(H), and n = vec(N). Noting

vec(IAB) = (BT ⊗ I)vec(A) (4.14)

and recalling Eq. (4.1), one can show that

z = (ST ⊗ IM)h+ n. (4.15)

Recall the equivalent vector model of the matrix Gaussian distribution, the pdf when

the synchronization signal is present and properly aligned can also be represented by

p(z|S;h,C) =
exp

{−[z− (ST ⊗ IM)h]†C−1[z− (ST ⊗ IM)h]
}

πMns|C| , (4.16)

where C = Ins⊗Σ. Taking the complex conjugate gradient of the log-pdf with respect
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to h, and setting it to zero, one obtains

∂ ln p(z|S;h,C)

∂h∗ = − ∂

∂h∗ [z− (ST ⊗ IM)h]†C−1[z− (ST ⊗ IM)h]

= (ST ⊗ IM)†C−1[z− (ST ⊗ IM)h]

= 0.

Hence, the maximum-likelihood estimator of h is

ĥ = [(ST ⊗ IM)†C−1(ST ⊗ IM)]−1(ST ⊗ IM)†C−1z.

Recall that C = Ins ⊗Σ, and the properties of the Kronecker product: (A ⊗B)† =

A† ⊗ B†, (A ⊗ B)−1 = A−1 ⊗ B−1, and (A ⊗ B)(X ⊗ Y) = (AX) ⊗ (BY) where

matrices inversions and multiplications are proper,

ĥ = [(ST ⊗ IM)†(ST ⊗ IM)]−1(ST ⊗ IM)†(Ins ⊗Σ)−1z

=
(
[S†(SS†)−1]T ⊗ IM

)
z.

Recalling Eq. (4.14), one can convert the estimator in vector space to matrix space

Ĥ = ZS†(SS†)−1,

which is the same as Eq. (4.6). Thus, the equivalence between the vector space model

and matrix space model has been set up.

It is straightforward to check the unbiasedness of the channel estimator. The

Fisher information matrix provides information about the variance of the unbiased
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estimator and can be computed as

I(h) = E

{
∂ ln p(z|S;h,C)

∂h∗
∂ ln p(z|S;h,C)

∂h∗

†}

= E
{
(ST ⊗ IM)†C−1[z− (ST ⊗ IM)h]

(
(ST ⊗ IM)†C−1[z− (ST ⊗ IM)h]

)†}
= (ST ⊗ IM)†C−1(ST ⊗ IM)

= (ST ⊗ IM)†(Ins ⊗Σ)−1(ST ⊗ IM)

= (SS†)T ⊗Σ−1. (4.17)

Then, as ns → ∞, the modified GLRT statistic 2 lnLG for complex parameters

has the pdf [41]

2 lnLG(τ)
a∼

⎧⎪⎪⎨
⎪⎪⎩
χ2
2MN under H0

χ′2
2MN (λ) under H1

where “a” denotes an asymptotic pdf, χ2
r denotes a central chi-squared pdf with r

degrees of freedom, and χ′2
r denotes a noncentral chi-squared pdf with r degrees of

freedom and noncentrality parameter λ. The noncentrality parameter is

λ = 2(h1 − h0)
†I(h0,Σ)(h1 − h0), (4.18)

where h1 and Σ are the parameters’ true values under H1. Note that Eq. (4.18) holds

for the case without nuisance parameters. When nuisance parameters are present, the

noncentrality parameter λ is decreased and the chi-squared pdf is more concentrated

to the left for the same degrees of freedom as one can find from Fig. 21. Hence with

the same threshold, the detection probability is decreased. Intuitively, this is the

price paid for having to estimate extra parameters for use in the detector.

Plugging Eq. (4.17) into Eq. (4.18), and assuming SS† andΣ admit the following
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Fig. 21. Noncentral chi-squared pdfs with different noncentrality parameters.

eigenvalue decompositions, respectively,

SS† = UΛU† and Σ = VΓV†,

where U and V are unitary matrices, one can obtain

λ = 2h† [(SS†)T ⊗Σ−1
]
h

= 2h† [(UΛ1/2U†)T ⊗ (VΓ−1/2V†)
] [

(UΛ1/2U†)T ⊗ (VΓ−1/2V†)
]
h

= 2vec†
(
(VΓ−1/2V†)H(UΛ1/2U†)

)
vec

(
(VΓ−1/2V†)H(UΛ1/2U†)

)
= 2tr

{
(UΛ1/2U†)H†(VΓ−1/2V†)(VΓ−1/2V†)H(UΛ1/2U†)

}
= 2tr

{
Σ−1HSS†H†} , (4.19)

where the fourth equality follows the vec(·) operator’s property that vec†(A)vec(B) =
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tr
{
A†B

}
. Assuming the noise is spatially uncorrelated, i.e., Σ = σ2

nIM , one obtains

λ =
2‖HS‖2F

σ2
n

= 2MnsSNR, (4.20)

where the signal-to-noise ratio SNR is defined as

SNR = ‖HS‖2F/(σ2
nMns). (4.21)

Assuming the knowledge of the true values for the MIMO channel H (or equiv-

alently h) and the covariance matrix Σ is available, one can approximate the GLRT

statistic with chi-squared random variables under either hypothesis H0 or H1. Since

the asymptotic pdf under H0 does not depend on any unknown parameters, the

threshold required to maintain a constant false alarm rate (CFAR) can be found,

i.e, CFAR detector exists [41]. However, since the nuisance parameter is present

in the model, we can provide only an upper bound for the detection probability or

equivalently a lower bound for the missing rate. And since the GLRT is considered

asymptotically optimal in the situation where no uniformly most powerful (UMP)

test exists [7], this asymptotic bound can also serve as a benchmark when comparing

various tests developed through different approaches. The bound can be obtained as

follows.

I. For any given false alarm rate PFA, one can determine the corresponding

threshold T , such that ∫ ∞

T

p1(x)dx = PFA,

where

p1(x) =

⎧⎪⎪⎨
⎪⎪⎩

x
r
2−1 exp(−x

2
)

2
r
2 Γ( r

2
)

x ≥ 0

0 x < 0

is the central chi-squared pdf with r = 2MN degrees of freedom, and Γ(u) is the
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Gamma function defined as

Γ(u) =

∫ ∞

0

tu−1 exp(−t)dt.

II. For the given SNR, one can obtain the noncentrality parameter λ through

Eq. (4.20) or Eq. (4.19). Then an upper bound of detection probability PD,a, which

is the detection probability in the asymptotic case, can be computed as

PD,a =

∫ ∞

T

p2(x)dx,

where

p2(x) =

⎧⎪⎪⎨
⎪⎪⎩

x
r
2−1 exp(−x+λ

2
)

2
r
2

∑∞
k=0

(λx
4 )

k

k!Γ( r
2
+k)

x ≥ 0

0 x < 0

is the noncentral chi-squared pdf with r = 2MN degrees of freedom and noncentrality

parameter λ. Equivalently, a lower bound of the missing rate is given as

Pmiss,lb = 1− PD,a.

In the following, the performances of the GLRT statistic developed for flat fading

channels are shown empirically through computer simulations. The performances

are illustrated in terms of receiver operating characteristic (ROC) curves in various

system configurations. The probabilities on axes are displayed for potential correct

or incorrect temporal alignment tests. The probability of false alarm measures the

fraction of false alarms given the synchronization sequence is absent or misaligned.

The probability of a missing is the rate of omission an event when the synchronization

sequence is correctly aligned in time.

For a MIMO wireless communication link with N transmit antennas and M

receive antennas, N different synchronization (or pilot) sequences, each of ns symbols,

are transmitted through the N transmit antenna in parallel. These sequences are
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Fig. 22. Comparison of ROCs for a 4×4 MIMO link in Rayleigh flat fading environment

with different SNRs.

constructed randomly from a quadrature phase-shift-keying (QPSK) constellation.

For each synchronization test, the receiver collects ns received vector samples from

M antennas. The SNR is defined in Eq. (4.21). The channel assumes Rayleigh

frequency flat fading. The elements in the MIMO channel matrix H are sampled

from a circular complex Gaussian distribution with zero mean and unit variance.

Fig. 22 shows the ROC curves for a 4-by-4 MIMO link with various SNRs. There

are 4 transmit antennas and 4 receive antennas with synchronization sequences of

length 16. The SNRs investigated are 0, -1, -2, and -3 dB. Fig. 23 illustrates the

ROC curves for a SISO link case, i.e., with a single transmit antenna and a single

receive antenna. The proposed GLRT works well in both cases, e.g., with SNR=0dB,

for PFA = 1%, the missing rate is 6× 10−4 in the MIMO case and 10−2 in the SISO

case. As the SNR decreases, the missing rate increases (the detection probability
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Fig. 23. Comparison of ROCs for SISO link in Rayleigh flat fading environment with

different SNRs.

decreases), a fact which corroborates our intuition.

Fig. 24 compares the performances of the GLRT under different MIMO configu-

rations at SNR 0 dB. It is easy to find that MIMO setups outperform the SISO setup.

Generally, with the same number of transmit antennas, the more receive antennas are

used the more reliable the communication link is. However, with the same number

of receive antennas, more transmit antennas actually degrade the performance. One

can find that the 1-by-1 case outperforms the 4-by-1 case. This is because the syn-

chronization sequences are not orthogonal to each other. More transmit antennas

cause interference at the receiver side. Although one could specify to use orthogonal

synchronization sequences in some limited cases, the fading channel still destroys the

orthogonality. As for synchronization purpose, stepping up from SISO link to 2-by-2

MIMO provides relatively large benefit, e.g., for PFA = 1%, the missing rate is re-
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Fig. 24. Comparison of ROCs for different MIMO setups in Rayleigh flat fading envi-

ronment at SNR 0 dB.

duced from 10−2 to 10−3. However, only marginal benefit can be obtained from an

upgrade from 2-by-2 to 4-by-4 setup.

Figs. 25 and 26 show the asymptotic behavior for a 4-by-4 MIMO link with the

synchronization sequence length equal to 32 and 64, respectively. As the synchro-

nization length increases, the lower bound for missing rate gets tighter. Although the

asymptotic bound requires an infinite number of observations, i.e., infinitely large ns,

it still serves as a good lower bound with sufficiently large observation window, such

as ns = 64. Fig. 27 confirms our observation with the SISO case.
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Fig. 25. Performance of the detector for a 4× 4 MIMO system in Rayleigh flat fading

environment with ns = 32.
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Fig. 26. Performance of the detector for a 4× 4 MIMO system in Rayleigh flat fading

environment with ns = 64.
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Fig. 27. Performance of the detector for a SISO link in Rayleigh flat fading environ-

ment with ns = 32.
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C. Synchronization for MIMO-OFDM Systems Using Pilot Symbols

In this section, the GLRT formulation for timing synchronization in MIMO-OFDM

systems with pilot symbols across multiple observations is set up and analyzed. A

performance bound for detection probability or missing rate is also derived.

OFDM is a multicarrier approach that exploits the computational efficiency of the

fast Fourier transform (FFT). The transmitted signals are constructed by applying an

inverse FFT to a block of symbols. Each symbol is assigned to a subcarrier (or tone)

and has a duration proportional to the number of symbols in the block. An OFDM

symbol is defined to be this entire block of transformed symbols. OFDM converts

a broadband frequency selective channel into a parallel collection of frequency flat

subchannels [3]. The subcarriers have the minimum frequency separation required

to maintain orthogonality of their corresponding time domain waveforms. OFDM

uses the available bandwidth very efficiently. Therefore, it is natural to think of

combining the OFDM technique with the MIMO configuration to enhance the system

performance in frequency selective environments.

It is common in OFDM systems to periodically populate the OFDM symbol with

a number of known values in the frequency domain to ease the channel estimation

task. These pilot symbols occupy a small fraction of the total number of tones.

Without loss of generality, it is assumed that the frequencies of the pilot tones are

fixed. In MIMO systems, a sequence of OFDM symbols employed with independent

modulation of the pilot symbol sequences are emitted from each transmit antenna.

Hence, the pilot sequences can be used for synchronization purpose. Since each pilot

tone in frequency domain undergoes a frequency flat fading, one can extend the study

in the previous section to address the timing synchronization problem in frequency

selective channels by considering a MIMO-OFDM system. Since this approach for
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synchronization operates in the frequency domain, it is relatively insensitive to the

exact timing offset.

Although a variety of potential test statistics are available that could exploit the

OFDM pilot sequence structure, given its superior performance, the GLRT approach

is addressed here. The number of pilot tones is denoted as np. In the following,

the subscript p indicates a pilot index. The baseband angular frequency for the pth

pilot subcarrier is denoted ωp. The number of OFDM symbols used is ns. Assuming

N transmit antennas, and M receive antennas, for the temporal offset τ contained

within the length of cyclic prefix, the received signal for the pth pilot frequency can

be modeled by the following MIMO relationship:

Zp = ejωpτHpSp +Np, (4.22)

where Zp is the M × ns received signal vector, Hp is the M × N flat fading channel

matrix, Sp is the N × ns transmitted pilot symbols matrix, and N is the M × ns

Gaussian noise matrix.

We state our timing synchronization problem in a hypothesis testing setup:

H0 : Hp = 0,Σp, p = 1, 2, · · · , np

H1 : Hp �= 0,Σp, p = 1, 2, · · · , np.

Following the same assumption in last section that the noise vectors are temporally

uncorrelated, the matrix Gaussian pdf with the pilot sequence present and approxi-

mately aligned in time for the pth pilot tone is given by

p(Zp|Sp;Hp,Σp) =
exp

{−tr{(Zp − ejωpτHpSp)
†Σ−1

p (Zp − ejωpτHpSp)}
}

πMns|Σp| , (4.23)

where Σp is the spatial covariance matrix of the noise on the pth pilot tone. Therefore,
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for the collection of np pilot tones, the joint pdf can be represented by

p(Z|S,H,Σ) =
∏
p

p(Zp|Sp,Hp,Σp),

where Z, S, H and Σ indicate the set of Zp, Sp, Hp and Σp for the np pilot sequences.

Here it is assumed that the channels and the noise covariance matrices are independent

between pilot tones.

The maximum-likelihood channel estimator can be obtained by taking the com-

plex conjugate gradient of the log-pdf with respect to Hp and setting it to zero:

∂

∂H∗
p

ln p(Z|S,H,Σ) =
∂

∂H∗
p

ln p(Zp|Sp,Hp,Σp) = 0

Solving for Hp gives

Ĥp = ejωfτZpS
†
p(SpS

†
p)

−1

Similarly as in the last previous section, substituting the channel estimator into

the log-pdf and taking gradient with respect to Σp, one obtains

Σ̂p =
ZpP

⊥
Sp
Z†

p

ns
,

where P⊥
Sp

= Ins − S†
p(SpS

†
p)

−1Sp = Ins − PSp . Plugging these estimators into Eq.

(4.23), the maximum pdf is represented by

p(Zp|Sp; Ĥp, Σ̂p) =
nns
s e−Mns

πMns|ZpP⊥
Sp
Z†

p|ns
. (4.24)

In the absence of pilot sequence or largely misaligned pilot sequence, the joint

pdf can be expressed as

p(Z|Σ) =
∏
p

p(Zp|Σp),

where

p(Zp|Σp) =
exp

{−tr{Z†
pΣ

−1
p Zp}

}
πMns|Σp|ns

(4.25)
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is the pdf for the pth pilot tone. Similarly, the maximum pdf can be represented by

p(Zp|Σ̂p) =
nns
s e−Mns

πMns|ZpZ
†
p|ns

. (4.26)

Therefore, one can form the GLRT statistic as

LG =
p(Z|Σ̂)

p(Z|S; Ĥ, Σ̂)
=

∏
p

|Ins −PSpPZp|−ns, (4.27)

where PZp = Z†
p(ZpZ

†
p)

−1Zp.

In OFDM systems, the pilot tones are usually scattered uniformly across the

whole bandwidth to ease the channel estimation. Therefore, in frequency selective

environments, it is valid to assume that the channel coefficients at different pilot

frequencies are independent, i.e., Hp’s are independent with each other for different

p’s. With this assumption, one can follow the same derivation in vector space as in

the last section to show that the Fisher information matrix for the channel estimators

is

I(h) =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

I(h1)

I(h2)

. . .

I(hnp)

⎤
⎥⎥⎥⎥⎥⎥⎥⎦
,

where I(hp) =
(
SpS

†
p

)T ⊗ Σ−1
p , hp = vec(Hp), h =

[
hT
1 hT

2 · · · hT
np

]T
, and np is

the number of pilot tones. Therefore, the modified GLRT statistic can be modeled

asymptotically as [41]

2 lnLG
a∼

⎧⎪⎪⎨
⎪⎪⎩
χ2
2MNnp

under H0

χ′2
2MNnp

(λ) under H1
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with the noncentrality parameter

λ =
∑
p

2tr
{
Σ−1

p HpSpS
†
pH

†
p

}
. (4.28)

If the noise is further assumed to be spatially uncorrelated and with identical variance

σ2
n, one obtains

λ =

∑
p 2‖HpSp‖2F

σ2
n

= 2ηMnsSNR, (4.29)

where the SNR in MIMO-OFDM systems is defined as the ratio of the received OFDM

symbol power per receive antenna to the noise sample variance, and η is the power

fraction of the pilot tones in one OFDM symbol. It is bounded from 0 to 1. If the

pilot tone is transmitted with the same power as other data tones, η = np/L, where

L is the total number of subcarriers in an OFDM symbol.

Since the asymptotic pdf under hypothesis H0 is not related to any unknown

parameters, the CFAR detector exists. With the same argument made in the previous

section, although the noncentrality parameter is overestimated, an upper bound for

the detection probability can be obtained from the asymptotic distribution through

the following steps.

I. For any given false alarm rate PFA, one can determine the corresponding

threshold T , such that ∫ ∞

T

p1(x)dx = PFA,

where

p1(x) =

⎧⎪⎪⎨
⎪⎪⎩

x
r
2−1 exp(−x

2
)

2
r
2 Γ( r

2
)

x ≥ 0

0 x < 0

is the central chi-squared pdf with r = 2MNnp degrees of freedom.

II. For the given SNR, one can obtain the noncentrality parameter λ through

Eq. (4.29) or Eq. (4.28). Then an upper bound of detection probability PD,a can be



85

computed as

PD,a =

∫ ∞

T

p2(x)dx,

where

p2(x) =

⎧⎪⎪⎨
⎪⎪⎩

x
r
2−1 exp(−x+λ

2
)

2
r
2

∑∞
k=0

(λx
4 )

k

k!Γ( r
2
+k)

x ≥ 0

0 x < 0

is the noncentral chi-squared pdf with r = 2MNnp degrees of freedom and noncen-

trality parameter λ. And equivalently, a lower bound of the missing rate is given as

Pmiss,lb = 1− PD,a.

In the following, the performances of the GLRT in frequency selective fading

channels are evaluated via computer simulations. The performance are shown in

ROC curves in various system setups. In a MIMO-OFDM system configured with N

transmit antennas and M receive antennas, each transmit antenna sends an OFDM

symbol with L = 128 subcarriers at a time. Within the OFDM symbol, there are

np pilot tones, each of which bears a pilot symbol drawn randomly from the QPSK

constellation. The pilot tones are transmitted with the same power as other data

tones. The receiver collects ns such OFDM symbols from the M receive antennas.

The overall broadband channel assumes frequency selective fading.

Fig. 28 shows the ROC curves for a 4-by-4 MIMO-OFDM system with various

SNRs. There are 4 transmit antennas and 4 receive antennas with the observation

window of 16 OFDM symbols. The number of pilot tones is 16, which reflects η =

0.125. This means an overhead of 12.5% in transmission power dedicated for data-

aided synchronization and channel estimation purposes. The SNRs investigated are

12, 11, and 10 dB. Fig. 29 illustrates the ROC curves for a regular SISO OFDM

system with 16 pilot tones. At SNR=12dB, for PFA = 1%, the missing rate is around

1% in both cases.
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Fig. 28. Comparison of ROCs for a 4×4 MIMO-OFDM system in a frequency selective

environment with different SNRs.
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Fig. 29. Comparison of ROCs for a SISO-OFDM system in a frequency selective en-

vironment with different SNRs.
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Fig. 30. Comparison of ROCs for different MIMO configurations in frequency selective

environment with SNR 12 dB.

Fig. 30 compares the performances of the GLRT under different MIMO config-

urations at SNR 12 dB. 16 pilot tones are used. It can be found that with the same

number of transmit antennas, the more receive antennas are used the better the syn-

chronization performance is in terms of detection probability. Furthermore, with the

same number of receive antennas, more transmit antennas lead to worse performance

due to the additional interference caused at the receiver side. These phenomena can

also be found in the previous section. However, contrary to the MIMO system studied

in the previous section, in MIMO-OFDM systems, increasing the number of antennas

does not always improve the synchronization performance. In the configuration with

N = M , the 4-by-4 setup performs almost identical to the SISO case, while the 2-by-2

setup outperforms both.

Fig. 31 illustrates the ROC curves for a 4-by-4 MIMO-OFDM system configured
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Fig. 31. Comparison of ROCs for a 4×4 MIMO-OFDM system with different number

of pilot tones in a frequency selective fading environment, ns = 16.

with various number of pilot tones. The observation window is set to be 16 OFDM

symbols and the SNR is 12 dB. The numbers of pilot tones investigated are 20, 16, 12,

and 8, which reflects different levels of overhead from 15.63% to 6.25%. Coinciding

with intuition, more pilot tones provide better performance. However, choosing the

number of pilot tones is never an easy task. Besides the impact on the synchronization

performance, more pilot tones cause more overhead and thus reduce the rate for

information transmission. Meanwhile, too few pilot tones make the channel estimation

difficult in frequency selective channels. In order to get a good channel estimation

in frequency domain, the system needs at least two pilot tones within the coherence

bandwidth.

Figs. 32 and 33 show the asymptotic behavior for a 4-by-4 MIMO-OFDM system

with observation window of 32 and 64 OFDM symbols, respectively. 16 pilot tones are
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Fig. 32. Performance of the detector for a 4× 4 MIMO-OFDM system in a frequency

selective fading environment with ns = 32.

used in both cases. As the observation length increases, the lower bound for missing

rate gets tighter. Although the bound holds asymptotically, it can still be used as a

benchmark with sufficiently large ns.

D. Conclusion

In this chapter, timing synchronization was treated as a multiple hypotheses testing

problem. GLRT statistics have been developed for MIMO and MIMO-OFDM systems

in frequency flat and frequency selective fading environments respectively for their

superiority in the presence of nuisance parameters. The performance of the test has

been analyzed in both cases. The asymptotic bound serves a good benchmark for the

case of more than 64 observations. The choices of a few design parameters in MIMO

and MIMO-OFDM systems have also been discussed.
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CHAPTER V

CONCLUSIONS AND FUTURE WORK

A. Concluding Remarks

In this dissertation, the sensitivity analysis of both SISO and MIMO OFDM systems

to the residual synchronization errors and spatial diversity has been investigated.

For SISO-OFDM systems, in wide-sense stationary uncorrelated scattering fre-

quency selective fading channels, the sampling clock timing offset results in a rotation

of the subcarrier constellation, while carrier frequency offsets and phase jitter cause

inter-carrier interference. A tight upper bound of the inter-carrier interference dis-

tortion has been obtained. And a closed-form expression for the SINR degradation

due to imperfect synchronization is reported. Simulation results have shown that the

multi-band ZP-OFDM system is very sensitive to carrier frequency offsets. With large

carrier frequency offset, the system’s symbol error rate is limited by the inter-carrier

interference. In MIMO-OFDM systems, similar conclusions are drawn.

As a compensatory measure, multiple antennas can be employed to improve the

synchronization performance by exploiting the available spatial diversity. A preamble-

based synchronization scheme has been extended to multi-antenna situations. The

performance of the synchronization method in terms of detection probability of acqui-

sition, standard deviations of boundary of frame and carrier frequency offset has been

assessed via theoretical analysis and computer simulations. It has been found that

diversity can favorably improve the synchronization performance while employing

more receive antennas is more efficient in this regard. Data-aided and non-data-aided

maximum likelihood symbol timing estimators for MIMO-OFDM systems have also

been presented. Computer simulations show that by exploiting the spatial diversity,



92

synchronization performance of MIMO-OFDM systems in terms of detection proba-

bility and MSE performance becomes significantly more reliable when compared to

conventional SISO OFDM systems, and thus it can improve the overall signal recep-

tion. Therefore, spatial diversity appears as a compensatory measure that can be

employed in the deployment of MIMO-OFDM communication systems.

In MIMO-OFDM systems with pilot symbols, timing synchronization can be

treated as a multiple hypotheses testing problem. The generalized likelihood ration

test (GLRT) statistic has been proposed for frequency flat and frequency selective

fading channels. Given the superiority of the GLRT in presence of nuisance parame-

ters, the proposed timing synchronization method can be regarded as another form of

compensatory method. Furthermore, the asymptotic performance of the test without

nuisance parameters has been analyzed. It can serves as an upper bound for detection

probability. From computer simulations, the asymptotic bound is tight for the case

when more than 64 observations are available. Therefore, it serves as a good bench-

mark for comparing performances of different timing synchronizers. The choices of a

few design parameters such as number of antennas and pilot tones in MIMO-OFDM

systems have also been discussed.

B. Suggestions for Future Work

By no means this dissertation can cover all the aspects of the synchronization prob-

lem of OFDM systems and compensatory measures. Based upon the work in this

dissertation, there are at least two directions can be pursued for future research. One

is to further extend the research on compensatory measures by taking into account

the space-time codes. The study and analysis done in this dissertation is based solely

on uncoded symbols while in real MIMO-OFDM communication systems, space-time
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coding will be employed on the signal before transmission. Therefore, a synchroniza-

tion algorithm and corresponding performance analysis considering space-time codes

is more useful for practical systems.

Second, the synchronization problem considered here is for point-to-point sys-

tems. A natural extension is to study similar problems in OFDMA multiple access

communication schemes with more than one user. And this may need to incorporate

the higher layers procedures of the communication network.
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APPENDIX A

APPENDIX FOR CHAPTER II

To simplify the exposition, in what follows a matrix form representation is

adopted. It turns out that z = [Z0, · · · , ZN−1]
T can be expressed as:

z = e−j 2πqΔl
N FRZPDPHTZPF

†s , (A.1)

where s = [s0, · · · sN−1]
T is the vector of transmitted information bits, F stands for

the FFT matrix. The matrices

RZP =

⎡
⎢⎣IN IV

0

⎤
⎥⎦

N×P

, (A.2)

TZP =

⎡
⎢⎣ IN

0

⎤
⎥⎦

P×N

, (A.3)

perform zero-padding and overlap-and-add operations, respectively. The matrix H is

a lower triangular Toeplitz matrix defined 1 as

H = toeplitz([h0, h1, · · · , hL−1]; [h0, 0, · · · , 0]), (A.4)

and DP is a diagonal matrix representing the residual carrier frequency error and

is defined in terms of its diagonal elements as: DP = diag(1, α, · · · , αP−1), with

α = exp (j2πΔq/N), and Δq = ΔfTs is the normalized carrier frequency offset

(NCFO) with Ts the symbol duration of ZP-OFDM. It can be shown that

DPH = H′DP , (A.5)

1Notation A = toeplitz(b; c) denotes a Toeplitz matrix A with its first column and
row vectors given by the vectors b and c, respectively.
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where H′ = toeplitz([h′
0, h

′
1, · · · , h′

L−1]; [h
′
0, 0, · · · , 0]), and h′

0 = h0, h
′
1 = h1α, · · · ,

h′
L−1 = hL−1α

L−1.

Furthermore, one can check that DPTZP = TZPDN . Therefore,

z = e−j 2πqΔl
N FRZPH

′TZPDNF
†s . (A.6)

Note that left multiplying RZP and right multiplying TZP changes H′ into a circulant

matrix Hcirc with
[
h′
0, · · · , h′

L−1, 0, · · · , 0
]T

as its first column. Matrix Hcirc can be

further decomposed as Hcirc = F†Λ′F, where Λ′ is a diagonal matrix whose diagonal

entries are the FFT of the N -point sequence
{
h′
0, · · · , h′

L−1, 0, · · · , 0
}
. Therefore,

z = e−j 2πqΔl
N Λ′FDNF

†s . (A.7)

Let Φ = FDNF
†. It is not difficult to observe that the (m,n) element of matrix

Φ can be expressed as

Φm,n =
sin(π(n−m+Δq))

N sin(π(n−m+Δq)/N)
ejπ

N−1
N

(n−m+Δq) . (A.8)

The ICI at subcarrier m caused by the other subcarriers is given by:

ICIm = E

⎧⎨
⎩

∣∣∣∣∣
∑

n,n �=m

Λ′(m)Φm,ns(n)

∣∣∣∣∣
2
⎫⎬
⎭ , (A.9)

where Λ′(m) is the m-th diagonal element of Λ′ and s(n) denotes the n-th element

of vector s. Furthermore, a tight upper bound on ICI can be derived as follows

ICIm ≤ E

{ ∑
n,n �=m

|Λ′(m)Φm,ns(n)|2
}

= E{|Λ′(m)|2}
∑

n,n �=m

|Φm,n|2E{|s(n)|2} .

(A.10)

Since {h0, · · · , hL−1} are independent circularly symmetric complex Gaussian random

variables, [h′
0, · · · , h′

L−1, 0, · · · , 0]T forms a complex Gaussian random vector with

diagonal covariance matrix Ch. Thus, FFT
{
h′
0, · · · , h′

L−1, 0, · · · , 0} has covariance
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matrix CH = FChF
†. One can verify that (CH)n,n =

∑N
j=1(Ch)j,j for n = 1, · · · , N .

Therefore, E {|Λ′(m)|2} =
∑L−1

p=0 {|hp|2} = 1. Thus,

ICI(Δq) =
1

N

N−1∑
m=0

ICIm ≤ 1

N

N−1∑
m=0

∑
n,n �=m

|Φm,n|2

=
1

N

N−1∑
m=0

N−1∑
n=0
n�=m

∣∣∣∣ sin(π(n−m+Δq))

N sin(π(n−m+Δq)/N)

∣∣∣∣
2

. (A.11)

The power of J1q + J2q can be obtained through direct calculations.

E
{|J1q|2

}
= Es,h,φ

{
1

N2

N−1∑
l1=0

N−1∑
k1=0

N−1∑
n1=0

sn1e
j
2πk1n1

N hl1−k1φl1e
−j

2πl1(q+Δq)
N

×
N−1∑
l2=0

N−1∑
k2=0

N−1∑
n2=0

s∗n2
e−j

2πk2n2
N hl2−k2φl2e

j
2πl2(q+Δq)

N

}

=
σ2
φ

N

N−1∑
k=0

min(k+V−1,N−1)∑
l=k

σ2
h,l−k . (A.12)

Similarly,

E
{|J2q|2

}
=

σ2
φ

N

N−1∑
k=0

k−N+V−1∑
l=0

σ2
h,l+N−k . (A.13)

Due to the independence assumption on different paths, it is straightforward to check

also that

E
{
J1qJ

∗
2q

}
= E

{
J∗
1qJ2q

}
= 0 . (A.14)
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