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Abstract
The reduction in global-mean precipitationwhen stratospheric aerosol geoengineering is used to
counterbalance global warming from increasing carbon dioxide (CO2) concentrations has been
mainly attributed to the temperature-independent effect of CO2 on atmospheric radiative cooling.We
demonstrate here that stratospheric sulphate aerosol itself also acts to reduce global-mean
precipitation independent of its effects on temperature. The temperature-independent effect of
stratospheric aerosol geoenginering on global-mean precipitation is calculated by removing
temperature-dependent effects from climatemodel simulations of theGeoengineeringModel
Intercomparison Project (GeoMIP).When sulphate aerosol is injected into the stratosphere at a rate of
5 Tg SO2 per year the aerosol reduces global-mean precipitation by approximately 0.2%, though
multiple ensemblemembers are required to separate this effect from internal variability. For
comparison, the precipitation reduction from the temperature-independent effect of increasing CO2

concentrations under the RCP4.5 scenario of the future is approximately 0.5%. The temperature-
independent effect of stratospheric sulphate aerosol arises from the aerosol’s effect on tropospheric
radiative cooling. Radiative transfer calculations show this ismainly due to increasing downward
emission of infrared radiation by the aerosol, but there is also a contribution from the stratospheric
warming the aerosol causes. Our results suggest climatemodel simulations of solar dimming can
capture themain features of the global-mean precipitation response to stratospheric aerosol
geoengineering.

1. Introduction

As global warming from anthropogenic greenhouse
gas emissions continues, it has been proposed that
scientists investigate the potential of using strato-
spheric aerosol geoengineering to offset some of the
warming (Crutzen 2006, Wigley 2006, Keith
et al 2010). Injection of sulphate into the stratosphere
might be technically feasible (Robock et al 2009,
Davidson et al 2012, McClellan et al 2012) but it poses
substantial risks. For example, using it to counter-
balance the warming from increasing carbon dioxide
(CO2) concentrations would reduce global-mean

precipitation (Govindasamy and Caldeira 2000, Bala
et al 2008, Schmidt et al 2012, Tilmes et al 2013).

Changes in the global-mean precipitation rate are
balanced by changes in the rate at which the atmos-
phere can radiate the latent heat released by condensa-
tion of water vapour (Allen and Ingram 2002, Lambert
and Webb 2008, Andrews et al 2009, Pendergrass and
Hartmann 2014). Since a warmer atmosphere emits
more infrared radiation, atmospheric radiative cool-
ing increases with surface warming. Climate models
indicate radiative cooling increases at a rate of
approximately 2% per Kelvin of global-mean surface
warming, increasing precipitation by a similar
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amount. Changes in atmospheric radiative cooling
could also be balanced by changes in surface sensible
heat flux, but in both observations and climate model
simulations this contribution is smaller than that from
the latent heatflux (O’Gorman et al 2012).

CO2 and other radiatively active species can also
directly influence atmospheric radiative cooling, inde-
pendent of temperature. Greenhouse gases reduce this
cooling rate and consequently reduce global-mean
precipitation. An abrupt increase in CO2 concentra-
tions produces a rapid decrease in global-mean pre-
cipitation as the temperature-independent effect of
the CO2 acts almost instantaneously, but as the surface
warms the net effect is an increase in precipitation
relative to an unperturbed state (Mitchell et al 1987,
Lambert andWebb 2008). If geoengineering is used to
reduce global-mean surface temperature without
removing CO2, the temperature-dependent increase
in precipitation will be removed but the temperature-
independent decrease from the temperature-indepen-
dent effect of CO2will remain, resulting in a net reduc-
tion in precipitation (Bala et al 2008, Kleidon and
Renner 2013).

The global-mean precipitation response to
increasingCO2 concentrations can be expressed as:

D = D + ( )L P a T bF , 1CO2

where L is the latent heat of condensation of water,DP
is the change in global-mean precipitation rate, DT is
the global-mean temperature change and FCO2

is the
radiative forcing at the top of the atmosphere asso-
ciated with CO2 changes. The constants a and b are the
sensitivity of global-mean atmospheric radiative cool-
ing to surface temperature change and CO2 radiative
forcing respectively. In our formulation we assume all
sensible heat flux changes are driven by surface
temperature changes so they can be subsumed into a.
The coefficient a can be converted to a ‘hydrological
sensitivity’ describing the response of precipitation to
surface temperature change by dividing by the latent
heat of condensation of water. Climatemodels simula-
tions give a fractional hydrological sensitivity of
approximately 2% K−1 (Thorpe and Andrews 2014).
The value of b depends primarily on the vertical profile
of the radiative forcing. It can be expressed as the
fraction of the radiative forcing absorbed by the
atmosphere:

=
- ( )b

F F

F
, 2s

where Fs is the surface radiative forcing. A forcing
agent which has a constant vertical profile of radiative
forcing would have b = 0 and no effect on global-
mean precipitation because this implies none of the
forcing is absorbed by the atmosphere. For CO2, b has
been estimated to be between –0.8 by Andrews et al
(2010) and –0.6 byKvalevåg et al (2013).

Niemeier et al (2013) demonstrated that strato-
spheric aerosols themselves can change global-mean
precipitation by increasing downward emission of

infrared radiation from the stratosphere into the tro-
posphere. Ferraro et al (2014) investigated the mech-
anism by which the ‘greenhouse effect’ of
stratospheric sulphate can influence tropical pre-
cipitation using idealised climate model simulations
with a large aerosol loading placed directly above the
tropopause. The additional downward infrared emis-
sion was absorbed in the troposphere, increasing static
stability and weakening convective vertical motion.
This work suggested the temperature-independent
effect of stratospheric aerosols on tropical precipita-
tion could be of comparable magnitude to the temper-
ature-independent effect of CO2.

However, Ferraro et al (2014) used very large mass
loadings of stratospheric aerosol directly above the
tropical tropopause. It is not clear what a realistic alti-
tude, mass loading and size distribution of a geoengi-
neering sulphate aerosol layer might be; climate
models produce different aerosol layer altitudes and
mass loadings in response to large injections of sul-
phur dioxide (Pitari et al 2014). It is therefore impor-
tant to quantify the importance of this mechanism in
more moderate geoengineering scenarios across a
range of different climate models. Niemeier et al
(2013) investigated this effect in simulations with the
MPI-ESM-LR climate model in which care had to be
taken to remove as much as possible the effects of sur-
face temperature changes through careful prescription
of the geoengineering forcing and additional bias cor-
rection based on the residual top-of-atmosphere
radiative imbalance. They compared a simulation in
which the positive radiative forcing during the 21st
century in the RCP4.5 scenario (Moss et al 2010) was
counterbalanced either using stratospheric aerosol
injection or by reducing total solar irradiance. They
showed a temperature-independent precipitation
reduction associated with the aerosol of approxi-
mately 0.3% (0.009 mm day−1) during the period
2060–2069. For comparison, the precipitation reduc-
tion from the temperature-independent effect of CO2

(calculated as the difference between the simulation
with reduced solar irradiance and a simulation with
fixed CO2 concentrations) was 0.5% (0.014 mm
day−1). Thus the additional precipitation decline asso-
ciated with the temperature-independent effect of sul-
phatewas approximately two thirds that of CO2.

The analysis of Niemeier et al (2013) required that
differences in surface temperature between the simu-
lations were minimised in order to quantify the temp-
erature-independent components. However, many
simulations of stratospheric aerosol geoengineering
conducted under the Geoengineering Model Inter-
comparison Project (GeoMIP) have large residual
temperature changes. Thus, the precipitation changes
from different models have different temperature-
dependent components, making it difficult to readily
analyse the temperature-independent effect in a
multi-model framework. This paper uses an energetic
framework to remove the effects of these temperature
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changes in order to estimate the temperature-inde-
pendent effect of stratospheric sulphate geoengineer-
ing aerosol on global-mean precipitation. We
investigate the detectability of the temperature-inde-
pendent effect and the sources of differences in its
magnitude amongmodels.

2.Methods

GeoMIP includes a number of scenarios in which the
radiative forcings in the RCP4.5 scenario of the future
are combined with geoengineering using solar dim-
ming or stratospheric aerosols. The GeoMIP scenarios
differ from RCP4.5 in terms of radiative forcing and
surface temperature. By removing the temperature-
dependent component of precipitation change from
RCP4.5 and the geoengineering simulations, any
remaining differences in global-mean precipitation
will be attributable to the geoengineering forcing.

We modify the conventional framework for ana-
lysing temperature-dependent and temperature-inde-
pendent changes in precipitation by adding a term
representing a hypothesised temperature-indepen-
dent effect of stratospheric sulphate aerosol:

D = D + + ( )L P a T b F b F . 3RCP RCP GE GE

The first term on the right-hand side of
equation (3) is the temperature-dependent term. If we
assume that the coefficient a is not dependent on
temperature or forcing agent, the same a can be used
to remove the temperature-dependent component of
precipitation change from any model simulation. The
second term on the right-hand side of equation (3) is
the temperature-independent term associated with
non-geoengineering forcings. This is primarily due to
increasing CO2 concentrations from anthropogenic
sources, but also includes other anthropogenic green-
house gases and tropospheric aerosols. In this paper
we use model projections for the 21st century follow-
ing RCP4.5, so we use FRCP to denote the forcing from
non-geoengineering sources and bRCP to denote the
fraction of this forcing that is absorbed by the atmos-
phere. The third and final term on the right-hand side
of equation (3) represents the hypothesised temper-
ature-independent effect on the geoengineering for-
cing. FGE denotes the geoengineering forcing and bGE
denotes the fraction of this forcing that is absorbed by
the atmosphere.

We estimate the coefficient a by regressing annual-
mean precipitation change following an abrupt quad-
rupling of atmospheric CO2 concentrations against
the corresponding temperature change, as done by, for
example, Lambert andWebb (2008) and Andrews et al
(2009). This is done by calculating changes in the
‘abrupt4xCO2’ CMIP5 simulations relative to the
‘piControl’ (pre-industrial control) simulations of
each model. The slope of the regression line gives the
sensitivity of global-mean precipitation to changes in
global-mean surface temperature, which we call the
hydrological sensitivity, and the intercept of the line
gives the temperature-independent effect of CO2. The
estimated values for the hydrological sensitivity are
given in table 1.

We analyse output from the G3, G3S and G4 Geo-
MIP simulations. The G3 and G3S simulations aim to
offset the radiative forcing from RCP4.5 over the years
2020–2070, though residual temperature changes
often remain (Berdahl et al 2014) which will be
accounted for using our method (equation (3)). The
G3 simulations use stratospheric sulphate aerosol,
whereas the G3S simulations use a reduction in total
solar irradiance to represent geoengineering. The G4
simulations use constant stratospheric sulphate injec-
tion corresponding to 5 Tg SO2 per year. Thus, the
geoengineering forcing remains constant in time in
the G4 scenario, but increases with time in G3 and
G3S. We calculate changes in temperature and pre-
cipitation between 2020 and 2070 relative to the
2006–2015 climatology fromRCP4.5.

Our analysis uses output from three climate mod-
els, listed together with the number of available
ensemble members for each experiment in table 1.
Othermodels performedG3, G3S andG4 simulations,
but are excluded because they were performed in dif-
ferent computational environments to their corresp-
onding RCP4.5 simulations. Differences in computer
hardware and software therefore prevent direct com-
parison of the RCP4.5 and GeoMIP simulations for
BNU-ESM and GISS-E2-R. The IPSL-CM5A-LR
model is excluded because it did not include the infra-
red effects of stratospheric sulphate aerosol in its
radiative transfer calculations (Boucher, pers. comm.).
The NorESM1-M model is excluded because of a bug
in calculation of the infrared effects of stratospheric
sulphate aerosol (Kristjansson, pers. comm.).

Table 1.Climatemodels used in this study. ‘HS’ denotes the hydrological sensitivity, which is calculated
by dividing a by the latent heat of condensation ofwater and converted to a fractional change by dividing
by climatological precipitation. Uncertainties onHS are two standard errors from the ordinary least
squares regression. The ‘RCP4.5’, ‘G3’, ‘G3S’ and ‘G4’ columns give the number of ensemblemembers
from each simulation used in the analysis.

Model HS (%K−1) RCP4.5 G3 G3S G4 Reference

CanESM2 2.51±0.07 5 — — 3 von Salzen et al (2013)
HadGEM2-ES 2.10±0.05 4 3 3 3 Martin et al (2011)
MPI-ESM-LR 2.54±0.07 4 3 — — Stevens et al (2013)
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We also investigate the physical mechanisms of the
temperature-independent effect of stratospheric sul-
phate aerosol using a broadband radiative transfer
model, Suite of Community Radiation Codes based on
Edwards and Slingo (1996) (SOCRATES). This model
is used as the radiative transfer component of the var-
ious configurations of the UK Met Office’s Unified
Model, including the HadGEM2 climate model (Mar-
tin et al 2011), which we analyse in this paper. Radia-
tive fluxes we calculate for HadGEM2will therefore be
internally consistent with our radiative transfermodel;
this will not be the case for other climate models we
analyse. We calculate infrared radiative fluxes in nine
spectral bands. Eight bands cover wavelengths
between 3.3 and 25 μm, and the remaining band cov-
ers wavelengths between 25 μm and 1 cm. Sulphate
aerosol absorption and extinction coefficients are cal-
culated from refractive indices using Mie theory
(Zdunkowski et al 2007), assuming the aerosol is com-
posed of 75% sulphuric acid and 25% water and have
an effective radius of 0.22 μm. This radius is repre-
sentative of volcanic aerosol. It is likely that, if aerosol
is continuously injected into the stratosphere, the par-
ticles could grow to larger radii (Heckendorn
et al 2009, Niemeier et al 2011, English et al 2012). Lar-
ger aerosols tend to absorb more longwave radiation
for a given shortwave scattering, so our calculations of
the tropospheric heating from downward emission of
longwave radiation could be underestimates.

3. Results

3.1. Separating temperature-dependent and
temperature-independent effects
Figure 1 shows the precipitation changes between
2006 and 2070 in the RCP4.5 and geoengineering
simulations. Global-mean precipitation increases
under RCP4.5. Precipitation changes in geoengineer-
ing simulations depend on the model and on the
geoengineering scenario, but in all cases geoengineer-
ing reduces precipitation relative to RCP4.5. In order
to calculate the temperature-independent component
of these precipitation changes we must subtract the
temperature-dependent component. The temper-
ature-dependent component is calculated by multi-
plying the temperature change in each simulation
(shown in supplementary material figure S1 available
at stacks.iop.org/erl/11/034012/mmedia) by the
model’s hydrological sensitivity.

Figure 2 shows that there are substantial temper-
ature-dependent precipitation changes in some of the
geoengineering simulations. The MPI-ESM-LR G3
simulation successfully counterbalances the warming
in RCP4.5, so it has very little temperature-dependent
precipitation change (figure 2(c)). On the other hand
the G3 simulation of HadGEM2-ES shows non-negli-
gible temperature-dependent precipitation changes,
indicating there is some residual warming. There are

also contrasting behaviours between the two models
that performed the G4 experiment. In HadGEM2-ES
(figure 2(b)) the G4 forcing produces global cooling,
driving a reduction in precipitation, between 2020 and
2040. There is no such cooling in CanESM2, indicat-
ing the models produce rather different surface temp-
erature responses to stratospheric sulphate aerosol
injection. This could arise for three reasons: differ-
ences in the specification of stratospheric sulphate
aerosol, differences in the forcing resulting from the
aerosol (Chung and Soden (2015) showed climate
models do not calculate the same forcings even with
identical changes in atmospheric composition), or dif-
ferences in themodels’ responses to the forcing.

The temperature-independent component of pre-
cipitation change is calculated by subtracting the
temperature-dependent component from the total
precipitation change. The results are shown infigure 3.

There is little difference in the temperature-inde-
pendent precipitation change between G3S and
RCP4.5 inHadGEM2-ES. This is as expected, since the
effect of changing solar irradiance on net atmospheric
radiative cooling is relatively small (Lambert and
Faull 2007, Kvalevåg et al 2013). Notably, there is no
statistically significant difference between G3S and
RCP4.5 even when ensemble-mean precipitation
changes are used (table 2).

The G3 HadGEM2-ES simulation has a more
negative temperature-independent component of
precipitation change than RCP4.5. However, indivi-
dual HadGEM2-ES G3 ensemble members do not.
This shows the temperature-independent precipita-
tion reduction is small compared with internal varia-
bility, indicating it is not major cause of precipitation
changes in these simulations. The difference between
the RCP4.5 and G3 ensemble means is especially
apparent in the latter part of the simulation, which is
as expected since this is when the G3 aerosol forcing is
strongest. Similarly,MPI-ESM-LR shows a statistically
significant temperature-independent precipitation
decrease compared to RCP4.5 (figure 3 and table 2).

There are also large differences in the temper-
ature-independent precipitation change in the G4
case. For HadGEM2-ES the temperature-independent
precipitation reduction is greater than RCP4.5 for
nearly the entire length of the simulation. For
CanESM2 the effect of the aerosol is largest between
2020 and 2050, and very small between 2060 and 2070.
This is unexpected since the geoengineering forcing is
constant in time in G4. It is possible that the hydro-
logical sensitivity in fact varies with time, and that in
the CanESM2 simulations this time variation is non-
negligible. Another possible explanation is that addi-
tional temperature-independent effects not related to
downward infrared emission from the stratosphere
may be modifying precipitation. For example, Fyfe
et al (2013) showed that the increased CO2 concentra-
tions and moderate temperatures in geoengineering
simulations reduces transpiration by vegetation,
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which acts to reduce global-mean precipitation.
Repeating this analysis with additional CanESM2
ensemble members would indicate whether unforced
internal variability can produce this effect or whether
it is caused by some other mechanism, such as the
vegetation response.

In spite of the potential confounding effects of
internal climate variability, in the ensemble-mean
there is a robust temperature-independent reduction
in precipitation relative to RCP4.5. These changes are,
however, much smaller than the temperature-inde-
pendent decline in precipitation associated with the
other forcings in the RCP4.5 scenario, dominated by
CO2 changes (Thorpe andAndrews 2014).

Our analysis depends on the estimation of the
hydrological sensitivity from regression of precipita-
tion changes against temperature changes following
an abrupt quadrupling of CO2. The regression slope is
a sample statistic and therefore has an associated
uncertainty. Table 1 shows the standard error on the
hydrological sensitivity is at least an order of magni-
tude less than the hydrological sensitivity itself, indi-
cating this uncertainty does not have a major effect on

our diagnosis of the temperature-dependent and
temperature-independent components of precipita-
tion change.We can verify this by repeating our analy-
sis with the hydrological sensitivity set to be two
standard errors higher or lower than our central esti-
mate. The resulting spread in temperature-indepen-
dent precipitation changes are shown in figure 4. The
uncertainty in hydrological sensitivity cannot explain
the differences in the temperature-independent pre-
cipitation changes in the aerosol geoengineering simu-
lations and RCP4.5. Note, however, that CanESM2
has a larger spread in estimated temperature-indepen-
dent precipitation change because its a has a relatively
high uncertainty. This may partially account for the
apparent decrease of the difference between RCP4.5
andG4 between 2050 and 2070.

3.2. Physicalmechanisms of the temperature-
independent effect
The temperature-independent effect of stratospheric
sulphate aerosol on global-mean precipitation was
explained by Niemeier et al (2013) as being due to
absorption and re-emission of infrared radiation by

Figure 1.Precipitation changes. Annual-mean changes are calculated relative to the 2006–2015 climatology fromRCP4.5 and
smoothedwith afive-year runningmean. Light lines show ensemblemembers and dark lines show averages over all available ensemble
members. The vertical dashed grey line shows the year inwhich geoengineering begins.
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the aerosol. Niemeier et al (2013) showed that this
decrease in atmospheric radiative cooling from the
aerosol’s greenhouse effect is mainly balanced by
changes in latent heating by precipitation. Here we
quantify this effect in the four geoengineering simula-
tions used in our analysis: G4 for CanESM, G3 and G4
for HadGEM2-ES and G3 for MPI-ESM-LR. We
calculate radiative fluxes using the SOCRATES radia-
tive transfer model. The calculation is restricted to the
infrared spectral region since changes in shortwave
radiation have a relatively small effect temperature-
independent effect on global-mean precipitation (this
is demonstrated by negligible temperature-indepen-
dent effect of the solar dimming in the HadGEM2-ES
G3S simulation). We calculate radiative fluxes based
onmonthly climatologies 2020–2069 for RCP4.5, then
perform additional calculations that include the stra-
tospheric aerosol climatology from the relevant geoen-
gineering simulation. The infrared absorption by the
aerosol also drives stratospheric warming (Ferraro
et al 2011), which would increase downward emission
of infrared radiation into the troposphere, so we

perform a separate calculation including this effect.
For the purposes of prescribing stratospheric temper-
ature change we adopt a simplified tropopause defini-
tion: 100 hPa within 30° of the Equator, 200 hPa
between 30° and 60°, and 300 hPa poleward of 60°
latitude.

These radiative transfer calculations are used to
estimate changes in precipitation by calculating the
change in tropospheric radiative heating (the differ-
ence between radiative flux at the surface and the tro-
popause) and dividing by the latent heat of
condensation of water ( ´2.5 106 J kg−1 K −1). We
focus on the troposphere rather than the whole atmo-
spheric column since the latent heating by precipita-
tion is almost entirely confined to the troposphere.

Figure 5 compares the simulated temperature-
independent precipitation change over the geoengi-
neering period with the effects of stratospheric temp-
erature and aerosol on tropospheric radiative cooling
calculated by SOCRATES. Stratospheric warming acts
to decrease precipitation by decreasing tropospheric
radiative cooling. The aerosol acts to decrease

Figure 2.Temperature-dependent precipitation changes. Annual-mean changes are calculated relative to the 2006–2015 climatology
fromRCP4.5 and smoothedwith afive-year runningmean. Light lines show ensemblemembers and dark lines show averages over all
available ensemblemembers. The vertical dashed grey line shows the year inwhich geoengineering begins.
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precipitation through its ‘greenhouse effect’. The
aerosol effect is much larger than the temperature
effect. The sum of the two effects gives a precipitation
reduction close to that simulated by the climate mod-
els. Differences between the precipitation changes pre-
dicted from the SOCRATES calculations and
simulated by themodelsmay be due to changes in sen-
sible heat flux balancing some of the changes in radia-
tive cooling (Niemeier et al 2013). It may also be due to
the idealised nature of the radiative transfer calcul-
ation—we use a time-constant basic state from

RCP4.5, and neglect shortwave effects. Although our
estimates are not identical to the simulated changes,
these results demonstrate that the greenhouse effect of
stratospheric aerosols is strong enough to have a sub-
stantial effect on precipitation through modification
of the atmospheric energy balance, and that it is the
aerosol greenhouse effect that dominates. However, a
substantial part of the diversity of response between
models and geoengineering scenarios comes from the
effect of changing stratospheric temperatures. For
example, the HadGEM2-ES G3 simulation has

Figure 3.Temperature-independent precipitation changes. Annual-mean changes are calculated relative to the 2006–2015
climatology fromRCP4.5 and smoothedwith afive-year runningmean. Light lines show ensemblemembers and dark lines show
averages over all available ensemblemembers. The vertical dashed grey line shows the year inwhich geoengineering begins.

Table 2.Temperature-independent precipitation changes in RCP4.5 and geoengineering simulations
averaged between 2020 and 2069. The final column contains p-values calculated using a two-tailed t test
for difference betweenmeans of RCP4.5 and the geoengineering simulation, accounting for autocorrela-
tion in the annual time-series.

Model Simulation RCP4.5 (%) Geoengineering (%) p-value for difference

CanESM2 G4 −0.52 –0.72 ´ -5.8 10 7

HadGEM2-ES G3 −0.64 –0.74 0.01

HadGEM2-ES G3S −0.64 –0.59 0.92

HadGEM2-ES G4 −0.64 –0.80 ´ -1.80 10 7

MPI-ESM-LR G3 −0.48 –0.61 0.002
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relatively little stratospheric warming and conse-
quently a small effect of stratospheric temperature
change on precipitation, whereas the MPI-ESM-LR
G3 simulation hasmore stratospheric warming and an
effect on precipitation approximately three times
larger.

4. Conclusions

After subtracting temperature-dependent precipita-
tion changes, we have identified a temperature-
independent effect on precipitation in stratospheric
sulphate aerosol geoengineering simulations. We use
the concept of hydrological sensitivity (the sensitivity
of precipitation to surface temperature changes, which
is assumed to be constant) to remove temperature-
dependent precipitation changes. This allows us to
analyse the temperature-independent precipitation
changes associated with stratospheric aerosol geoengi-
neering even in model simulations with substantial
temperature trends.

When stratospheric sulphate aerosol is injected at
a rate of 5 Tg SO2 per year in the GeoMIP G4 simula-
tions (giving a radiative forcing of approximately –1.2
Wm−2) the additional temperature-independent
effect is approximately –0.2%. Our analysis reveals
there is substantial interannual and interdecadal varia-
bility in this value. The effect is only detectable when
multiple realisations are available. Thus, multiple
ensemble members and/or long time periods must be
analysed to diagnose the temperature-independent
effect of sulphate accurately. There are also other
temperature-independent effects not driven by atmo-
spheric radiative transfer, such as the reduction in
transpiration by vegetation caused by increased CO2

concentrations (Fyfe et al 2013), that our analysis does
not capture.

Iles andHegerl (2014) showed that CMIP5models
underestimate the precipitation response to volcan-
ism. Our framework could in principle be applied to
identify whether this disagreement between models
and observations arises more from temperature-
dependent or temperature-independent effects.

Figure 4.The effect of uncertainty in the regression-based estimate of a on temperature-independent precipitation change. Each
simulation has two lines representing two standard errors either side of the best estimate of a. The vertical dashed grey line shows the
year inwhich geoengineering begins.
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However, observational sample sizes are small since
there are only a few volcanic eruptions in the observa-
tional record, which makes detection of the combined
effect on precipitation difficult (Iles et al 2013, Iles and
Hegerl 2014). Such sampling uncertainty would also
apply to decomposing the components of precipita-
tion change.

Since multiple ensemble members are required to
detect the temperature-independent effect, it is unli-
kely to present a major problem in a real-world appli-
cation of geoengineering as simulated in the GeoMIP
G3 and G4 scenarios. In these scenarios geoengineer-
ing forcings are comparable inmagnitude to the radia-
tive forcing in the RCP4.5 scenario of the future,
i.e.4.5 Wm−2. Although larger forcings from strato-
spheric sulphate injection are theoretically possible
(Niemeier and Timmreck 2015), this would suggest
that stratospheric aerosol geoengineering over the
range of forcings plausible for the 21st century is

unlikely to produce a significantly larger decrease in
precipitation than a commensurate reduction in total
solar irradiance. Thus, model simulations of solar
dimming can provide useful information on the
potential global-mean precipitation response to stra-
tospheric aerosol geoengineering.

This does not preclude larger regional changes in
precipitation, for example through a weakening of the
tropical overturning (Ferraro et al 2014) or shifts of the
midlatitude jets (Ferraro et al 2015). However, ana-
lyses byNiemeier et al (2013) andKalidindi et al (2014)
do not reveal substantial differences in regional pre-
cipitation changes between geoengineering with stra-
tospheric aerosols and solar dimming. This suggests
that solar dimming simulations can capture much of
the climate response to stratospheric aerosol geoengi-
neering. The global and regional precipitation
response appears to be sensitive to the altitude and
spatial distribution of the aerosol layer and the size

Figure 5.Comparison of simulated temperature-independent precipitation change to the change estimated based on radiative
transfer calculations of tropospheric energy budget averaged over 2020–2069. ‘Sim’ (black bars) refers to the temperature-
independent precipitation change simulated by the climatemodel. ‘Temp’ (orange bars) is the calculated effect of changing
stratospheric temperature on tropospheric radiative cooling. ‘Aer’ (green bars) is the calculated effect of the tropospheric aerosol layer
on atmospheric radiative cooling. ‘Temp+Aer’ (grey bars) is the combination of the temperature and aerosol effects.
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distribution of the particles (Kalidindi et al 2014). This
is important because the properties of the aerosol layer
depend on modelling assumptions (Benduhn and
Lawrence 2013, Pitari et al 2014) and on the aerosol
injection strategy. Finally, geoengineering using aero-
sols other than sulphate may have different climate
impacts. For example, alumina and diamond aerosol
produce less stratospheric heating and so will have a
smaller effect on the tropospheric infrared heating
(Weisenstein et al 2015). Future work could investi-
gate the sensitivity of the precipitation response to
these assumptions to determine the importance of the
radiative and dynamical effects of the aerosol for the
climate response to geoengineering.
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