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#### Abstract

We investigate the one-dimensional Coulomb potential with application to a class of quasirelativistic systems, so-called Dirac-Weyl materials, described by matrix Hamiltonians. We obtain the exact solution of the shifted and truncated Coulomb problems, with the wave functions expressed in terms of special functions (namely, Whittaker functions), while the energy spectrum must be determined via solutions to transcendental equations. Most notably, there are critical band gaps below which certain low-lying quantum states are missing in a manifestation of atomic collapse.
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## I. INTRODUCTION

The Coulomb problem in quantum theory is a historic problem of theoretical physics [1]. Its solution, which can be written down analytically, is a cornerstone of quantum mechanics and gives tremendous insight into the hydrogen atom [2-4]. Moreover, its solution in reduced dimensions is also highly significant: experiments with electrons confined to a plane led to considerations of the Coulomb problem in two dimensions [5-8], while the history of the one-dimensional (1D) Coulomb problem is long, interesting, and sometimes controversial [9-11].

The analogous relativistic problem [12-14], as governed by Dirac's equation, is equally fascinating, and likewise, the problem has also been investigated in low dimensions, both in two dimensions [15,16] and in one dimension [17-19]. The rise of Dirac materials [20], condensed matter systems with quasiparticles welldescribed by the Dirac equation, has led to revisits of Dirac-Kepler problems with Dirac-like matrix Hamiltonians. One example is the two-dimensional (2D) relativistic solution and its application to graphene [21], which has charge carriers described by a massless DiracWeyl equation. Graphene, a single atomic layer of carbon atoms in a honeycomb lattice [22], is the star of the Dirac materials; however, there are in fact a plethora of other materials such as topological insulators [23,24], transition metal dichalcogenides [25], carbon nanotubes [26], and threedimensional Weyl semimetals [27], which provide physicists a new playground for investigating quasirelativistic phenomena.

Here we look at the quasirelativistic Coulomb problem in one dimension at the level of a $2 \times 2$ Dirac-like matrix Hamiltonian. Our results should be useful in several areas for various quasi-1D Dirac systems, most notably narrow-gap carbon nanotubes and graphene nanoribbons, for example, in the understanding of the energy spectra of donors and excitons, tabletop experiments on atomic collapse, vacuum polarization effects, the Sommerfeld factor and the suppression of van Hove singularities, Coulomb blockade and zero-bias anomalies, and magnetoexcitons. Besides, the intrinsic beauty of analytic results in quantum mechanics is almost always coupled with
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greater insight, as well as their being a sturdy platform on which to test new numerical methods or perturbative schemes.

The low-energy spectrum of a typical 1D Dirac material can be described by a single-particle matrix Hamiltonian,

$$
\hat{H}_{1}=v_{F}\left(\begin{array}{cc}
0 & \hat{p}_{x}-i \hbar \Delta  \tag{1}\\
\hat{p}_{x}+i \hbar \Delta & 0
\end{array}\right)+U(x)
$$

where $v_{F}$ is the Fermi velocity (which can be, for example, $v_{F} \approx c / 300$ for carbon nanotubes or graphene nanoribbons), $2 \hbar v_{F}|\Delta|$ is the band gap, and the momentum operator $\hat{p}_{x}$ acts along the axis of the effectively 1 D system. The same Hamiltonian, Eq. (1), describes a 2D Weyl material, e.g., graphene or the surface of a topological insulator, subjected to a 1D potential $V(x)$ constant in the $y$ direction, in which case $\Delta \rightarrow k_{y}$ [28]. We make the unitary transform $U=\frac{1}{\sqrt{2}}\left(\begin{array}{cc}1 & 1 \\ 1 & -1\end{array}\right)$ with Eq. (1) and obtain the system of equations

$$
\left(\begin{array}{cc}
\partial_{x} & -\Delta  \tag{2}\\
\Delta & -\partial_{x}
\end{array}\right)\binom{\psi_{1}(x)}{\psi_{2}(x)}=i(\varepsilon-V(x))\binom{\psi_{1}(x)}{\psi_{2}(x)}
$$

where we have scaled the eigenvalue $\varepsilon=E / \hbar v_{F}$ and potential energy $V(x)=U(x) / \hbar v_{F}$.

In what follows we investigate the quasi-1D Coulomb potential with two modifications, the so-called "shifted" and "truncated" Coulomb problems. Both modifications introduce a regularization scheme at the origin, so as to avoid problematic boundary conditions well known in the nonrelativistic case [9] and, more importantly, to be more physically meaningful. A cutoff naturally arises in nanotubes and quantum wires due to the finite (albeit small) size of the quantum confined direction, which is related to the radius of the wire [29]. The third main alteration to the Coulomb potential is the Ohno potential [30,31], but we omit a treatment of this case, as it is only quasiexactly solvable [32] in terms of confluent Heun functions [33].

For completeness, we note that exponentially decaying potentials, which are of a short-range nature, have also been considered in quasi-1D Dirac systems in various forms [34-36]. However, it is the pure Coulombic long-range interaction, decreasing like the inverse of separation, which is the subject of this work, as it is well known that screening is suppressed in low-dimensional systems [37]. Indeed, in the case of 2D Dirac-Weyl systems like graphene, screening does not alter the long-range functional dependence of the Coulomb
interaction [22], while screening is further reduced in carbon nanotubes [26]. Additionally, in a similar framework to this work, transmission problems through periodic potentials [38] as well as linear [39] and smooth step potentials [40] have been treated.

Furthermore, it should be mentioned that the confinement of Dirac-like particles in 1D potentials is the subject of considerable recent attention from the applied mathematics community [41-44]. Our results here, using two explicit toy models of nonintegrable potentials, provide a complementary approach both more accessible to physicists and closer to experimental reality.

## II. THE SHIFTED COULOMB PROBLEM

In this section we investigate the shifted 1D Coulomb potential plotted in Fig. 1 and explicitly given by

$$
\begin{equation*}
V_{s}(x)=\frac{-U_{0}}{a+|x|} \tag{3}
\end{equation*}
$$

where $a$ is the shift length, and the dimensionless number $U_{0}=\frac{e^{2}}{4 \pi \epsilon} \frac{1}{\hbar c} \frac{c}{v_{F}}$ is an effective fine-structure constant, which, in the case of carbon nanotubes or graphene nanoribbons, is $U_{0} \approx \frac{300}{137}$.

Upon substitution of Eq. (3) into Eq. (2), the wave-function component $\psi_{1}(x)$ in region II $(x>0)$ satisfies a modified form of the confluent hypergeometric equation, called the Whittaker differential equation, in the variable $\xi=2 \kappa(a+x)$,

$$
\begin{equation*}
\frac{d^{2}}{d \xi^{2}} \psi_{1}(\xi)+\left(-\frac{1}{4}+\frac{\mu}{\xi}+\frac{1 / 4-v^{2}}{\xi^{2}}\right) \psi_{1}(\xi)=0 \tag{4}
\end{equation*}
$$

where

$$
\begin{equation*}
\mu=\frac{\varepsilon U_{0}}{\kappa}, \quad v=i U_{0}-\frac{1}{2} \tag{5}
\end{equation*}
$$

with $\kappa=\sqrt{\Delta^{2}-\varepsilon^{2}}>0$, as we consider bound states $(|\varepsilon|<$ $|\Delta|$ ) only. An asymptotically convergent solution can be constructed, known as the Whittaker function of the second kind [45],

$$
\begin{equation*}
W_{\mu, \nu}(\xi)=\xi^{1 / 2+v} e^{-\xi / 2} U\left(\frac{1}{2}+v-\mu, 1+2 v, \xi\right) \tag{6}
\end{equation*}
$$



FIG. 1. (Color online) A plot of the shifted Coulomb potential, defined by Eq. (3).
where the Tricomi function $U(\alpha, \beta, \xi)$ is built from a linear combination of the usual confluent hypergeometric functions of the first kind:

$$
\begin{align*}
U(\alpha, \beta, \xi)= & \frac{\Gamma(1-\beta)}{\Gamma(\alpha-\beta+1)} F(\alpha, \beta, \xi) \\
& +\frac{\Gamma(\beta-1)}{\Gamma(\alpha)} \xi^{1-\beta} F(\alpha-\beta+1,2-\beta, \xi) \tag{7}
\end{align*}
$$

where $F(\alpha, \beta, \xi)$ is a hypergeometric series given by

$$
\begin{equation*}
F(\alpha, \beta, \xi)=1+\frac{\alpha}{\beta} \xi+\frac{\alpha(\alpha+1)}{\beta(\beta+1)} \frac{\xi^{2}}{2!}+\cdots \tag{8}
\end{equation*}
$$

This construction ensures the desired decaying behavior at infinity: $U(\alpha, \beta, \xi) \rightarrow \xi^{-\alpha}$.

One can then proceed to find the full solution to the system of equations (2): in region II $(x>0)$ we obtain

$$
\begin{equation*}
\Psi_{\mathrm{II}}(x)=\frac{c_{\mathrm{II}}}{\sqrt{a}}\binom{W_{\mu, v}\left(\xi_{\mathrm{II}}\right)}{-\frac{\kappa+i \varepsilon}{\Delta} W_{\mu, v+1}\left(\xi_{\mathrm{II}}\right)} ; \tag{9}
\end{equation*}
$$

similarly, in region $\mathrm{I}(x<0)$ it follows that

$$
\begin{equation*}
\Psi_{\mathrm{I}}(x)=\frac{c_{I}}{\sqrt{a}}\binom{\frac{\kappa+i \varepsilon}{\Delta} W_{\mu, v+1}\left(\xi_{\mathrm{I}}\right)}{W_{\mu, v}\left(\xi_{\mathrm{I}}\right)} \tag{10}
\end{equation*}
$$

where now the variable $\xi_{\mathrm{I}, \mathrm{II}}=2 \kappa(a \mp x)$.
Using the continuity condition for both wave-function components $\left.\psi_{1,2}^{\mathrm{I}}\right|_{x=0-}=\left.\psi_{1,2}^{\mathrm{II}}\right|_{x=0+}$ with Eqs. (9) and (10) yields the ratio of constants $c_{\mathrm{II}} / c_{\mathrm{I}}= \pm i$, where $c_{\mathrm{I}}$ is found via the normalization condition for a spinor wave function:

$$
\begin{equation*}
\int_{-\infty}^{\infty}\left(\left|\psi_{1}\right|^{2}+\left|\psi_{2}\right|^{2}\right) d x=1 \tag{11}
\end{equation*}
$$

Bound-state eigenvalues must be determined from the transcendental equation,

$$
\begin{equation*}
\frac{\Delta}{\kappa+i \varepsilon} \frac{W_{\mu, v}(2 \kappa a)}{W_{\mu, v+1}(2 \kappa a)}= \pm i \tag{12}
\end{equation*}
$$

which can be solved graphically or via other standard root-finding methods. We show in Fig. 2 four illustrative electron density plots of the lowest bound states for $U_{0}=$ $\frac{300}{137}$, corresponding to a single charge Coulomb impurity on the axis of a single-walled carbon nanotube, and $\Delta a=1$. Characteristically, the ground-state density has a single peak, followed by two peaks for the first excited state, and so on. The value of the density at the origin alternates from being one of a local maximum to being one of a local minimum but, in noticeable contrast to the nonrelativistic case, is never 0 . This arises from the matrix nature of the Hamiltonian, Eq. (2), which ensures that both wave-function components never vanish simultaneously. Higher energy bound states are more spread out in space, with the highest peaks of probability density concentrated in the two outermost shoulders.

## III. THE TRUNCATED COULOMB PROBLEM

We also consider the truncated 1D Coulomb potential, plotted in Fig. 3 and shaped by the piecewise function

$$
V_{t}(x)=\left\{\begin{array}{lll}
-2 U_{0} / d & \text { if } & |x| \leqslant d / 2  \tag{13}\\
-U_{0} /|x| & \text { if } & |x|>d / 2
\end{array}\right.
$$



FIG. 2. (Color online) Probability density plots of the first four successive bound states with band gap $\Delta a=1$ and potential strength $U_{0}=\frac{300}{137}$, where (a) $\varepsilon a=-0.248$, (b) $\varepsilon a=0.350$, (c) $\varepsilon a=0.570$, and (d) $\varepsilon a=0.703$.
where the Coulomb potential has been terminated at a radius $d / 2$ to form a flat-bottom quantum well at small distances.

In exterior regions I and II, where $|x|>d / 2$, the solutions follow from those in Sec. II upon setting $a=0$. In interior region III, where $|x| \leqslant d / 2$, the solutions are simply

$$
\begin{equation*}
\Psi_{\mathrm{III}}(x)=\frac{c_{\mathrm{III}}}{\sqrt{d}}\binom{\sin (k x)}{f_{1}(x)}+\frac{c_{\mathrm{IV}}}{\sqrt{d}}\binom{\cos (k x)}{f_{2}(x)}, \tag{14}
\end{equation*}
$$

where we have introduced the auxiliary two-component function

$$
\begin{equation*}
\binom{f_{1}(x)}{f_{2}(x)}=\frac{k}{\Delta}\binom{\cos (k x)}{-\sin (k x)}+\frac{\varepsilon+2 U_{0} / d}{i \Delta}\binom{\sin (k x)}{\cos (k x)}, \tag{15}
\end{equation*}
$$



FIG. 3. (Color online) Plot of the truncated Coulomb potential, defined by Eq. (13).

FIG. 4. (Color online) Probability density plots of the first four lowest bound states with band gap $\Delta d=1$ and potential strength $U_{0}=\frac{300}{137}$, where (a) $\varepsilon d=-0.270$, (b) $\varepsilon d=0.191$, (c) $\varepsilon d=0.460$, and (d) $\varepsilon d=0.623$.
which necessitates the introduction of a new wave number, $k=\sqrt{\left(\varepsilon+2 U_{0} / d\right)^{2}-\Delta^{2}}>0$, arising from the short-range behavior of the potential. The wave number defining the long-range decay of the wave function remains $\kappa$, introduced after Eq. (5). Together, requiring $k, \kappa>0$, one finds a definite region in which confined states may form, restricted maximally by $|\varepsilon d|<\varepsilon_{\max } d=\Delta d$ and minimally by $\varepsilon d>\varepsilon_{\min } d=$ $\Delta d-2 U_{0}$.

Imposing continuity on the wave-function components at $x= \pm d / 2$ leads to the following transcendental equation governing the energy quantization of bound states:

$$
\begin{equation*}
1-\lambda_{+} / \lambda_{-}=0 \tag{16}
\end{equation*}
$$

where

$$
\begin{gather*}
\lambda_{ \pm}=\frac{\frac{k}{\Delta \tau_{ \pm}} \tan \left(\frac{k d}{2}\right) \pm \eta_{ \pm}}{\eta_{ \pm} \tan \left(\frac{k d}{2}\right) \mp \frac{k}{\Delta \tau_{ \pm}}}  \tag{17}\\
\eta_{ \pm}=i\left(\frac{\varepsilon+2 U_{0} / d}{\Delta \tau_{ \pm}}\right) \mp 1,  \tag{18}\\
\tau_{ \pm}=\left(\frac{\kappa+i \varepsilon}{\Delta} \frac{W_{\mu, v+1}(\kappa d)}{W_{\mu, v}(\kappa d)}\right)^{ \pm 1}, \tag{19}
\end{gather*}
$$

which can be solved via the usual root-searching procedures. In Fig. 4 we plot electron densities for the four lowest bound states for $\Delta d=1$ and $U_{0}=\frac{300}{137}$. Most noticeable is the absence of the single-peaked and double-peaked electron densities (the naturally expected ground and first excited states). This is because, for the chosen value of the band gap, there are no such solutions to Eq. (16) inside the allowed region of bound states, as represented graphically in Fig. 5, where we show only


FIG. 5. (Color online) Plot of the dependence of the bound-state energies on the band gap for the lowest four states: the ground state [dashed (red) line], the first excited state [dotted (blue) line], the second state [dot-dashed (green) line], and the third state [dot-dotdashed (orange) line], where $U_{0}=\frac{300}{137}$. Solid black lines denote the region bound states must fall within.
the four lowest states for clarity, whereas there is an infinite number of bound states for any value of band-gap energy. The critical band-gap energies, below which the three lowest bound states are lost into the continuum, are $(\Delta d)_{c}=1.86,1.11$, and 0.57 . As one further decreases $\Delta d$, successively higher bound states are lost one after another. The disappearance of low-lying states from the discrete spectrum is a generic feature of the Coulomb potential independent of its regularization at a small distance: in the case in Sec. II, one finds that the lowest three states merge with the continuum at $(\Delta a)_{c}=0.56,0.23$, and 0.10 .

Lower energy bound states' diving into the continuum below the band gap is a signature of so-called atomic collapse [46,47]. Its appearance in 1D Dirac materials, with its dependence on critical band gaps, opens a new avenue to explore such an exotic relativistic quantum mechanical phenomenon in a tabletop experiment. In fact, quasi-1D Dirac systems, like carbon nanotubes, are arguably more suitable for tabletop experiments on atomic collapse than graphene. Unlike graphene with a 2D Coulomb potential, the system considered here contains a band gap, which can even be controlled by external electric [48,49] or magnetic [50-52] fields and admits truly bound-state solutions with square-integrable wave functions. In gapless graphene, confinement in 2D radial trapping potentials is only possible at zero energy [53].

The results shown in Fig. 5 are somewhat similar to those found in graphene for bound states in a 1D square potential well extended infinitely in the $y$ direction, with the role of the band gap being played by the longitudinal wave vector $\Delta \rightarrow k_{y}[54,55]$. The most important difference is that the Coulomb problem admits an infinitely large family of bound states for every nonzero size of the band gap, although some deeper states may be missing for low band-gap energies. In the square well, which is in fact of less practical relevance due to the difficulty in creating sharp potential barriers in realistic graphene-based devices, as the band gap (or the momentum $k_{y}$ along the quantum well) gets smaller, so does the finite number of bound states present beyond the continuum. This difference in the structure of energy levels near the band edge is crucial for understanding the influence of excitonic effects on optical spectra in quasi-1D systems [29,37].

## IV. CONCLUSION

We have presented exact solutions to the quasirelativistic shifted and truncated Coulomb problems for a quasirelativistic 1D matrix Hamiltonian, which has a direct application to the growing research area of Dirac materials [20]. We have shown that manipulating the size of the band gap allows one to exclude from the discrete spectrum certain low-lying quantum states, for example, the ground state, in stark contrast to the nonrelativistic case. The band gap can be controlled, e.g., in the case of carbon nanotubes, by applying an external field [48-52] or via strain [56] or, in graphene nanoribbons, by choosing certain nanoribbons with a desirable geometry [57]. Alternatively, the strength of the interaction potential can be controlled by having multiple charged impurities [58] or changing the dielectric environment.

We hope that some interesting features arising from Coulomb physics, such as atomic collapse effects, can soon be observed either in the currently known quasi-1D Dirac materials or in future crystals synthesized with the latest techniques [59].

## ACKNOWLEDGMENTS

We would like to thank Vitória Carolina for fruitful discussions and Tom Bointon for a careful reading of the manuscript. This work was supported by the UK EPSRC (CAD), the EU FP7 ITN NOTEDEV (Grant No. FP7-607521), and FP7 IRSES projects CANTOR (Grant No. FP7-612285), QOCaN (Grant No. FP7-316432), and InterNoM (Grant No. FP7-612624).
[1] N. Bohr, Philos. Mag. 26, 1 (1913).
[2] E. Schrödinger, Ann. Phys. (Berlin) 384, 361 (1926); 384, 489 (1926).
[3] W. Pauli, Z. Phys. 36, 336 (1926).
[4] L. D. Landau and E. M. Lifshitz, Quantum Mechanics (Pergamon Press, New York, 1977).
[5] S. Flügge and H. Marschall, Rechenmethoden der Quantentheorie (Springer-Verlag, Berlin, 1952).
[6] X. L. Yang, S. H. Guo, F. T. Chan, K. W. Wong, and W. Y. Ching, Phys. Rev. A 43, 1186 (1991).
[7] D. G. W. Parfitt and M. E. Portnoi, J. Math. Phys. 43, 4681 (2002).
[8] A. J. Makowski, Phys. Rev. A 84, 022108 (2011).
[9] R. Loudon, Am. J. Phys. 27, 649 (1959).
[10] M. Andrews, Am. J. Phys. 34, 1194 (1966).
[11] L. K. Haines and D. H. Roberts, Am. J. Phys. 37, 1145 (1969).
[12] P. A. M. Dirac, Proc. R. Soc. London Ser. A 117, 610 (1928); 118, 351 (1928).
[13] W. Gordon, Z. Phys. 48, 11 (1928); C. G. Darwin, Proc. R. Soc. London Ser. A 118, 654 (1928).
[14] L. D. Landau and E. M. Lifshitz, Quantum Electrodynamics (Pergamon Press, Oxford, UK, 1975).
[15] S. H. Guo, X. L. Yang, F. T. Chan, K. W. Wong, and W. Y. Ching, Phys. Rev. A 43, 1197 (1991).
[16] S. H. Dong and Z. Q. Ma, Phys. Lett. A 312, 78 (2003).
[17] V. P. Krainov, Zh. Eksp. Teor. Fiz. 64, 800 (1973) [Sov. Phys.-JETP 37, 406 (1973)].
[18] H. N. Spector and J. Lee, Am. J. Phys. 53, 248 (1985).
[19] D. S. Miserev and M. V. Entin, JETP 115, 694 (2012).
[20] T. O. Wehling, A. M. Black-Schaffer, and A. V. Balatsky, Adv. Phys. 63, 1 (2014).
[21] A. V. Shytov, M. I. Katsnelson, and L. S. Levitov, Phys. Rev. Lett. 99, 236801 (2007); 99, 246802 (2007).
[22] A. H. Castro Neto, F. Guinea, N. M. R. Peres, K. S. Nososelov, and A. K. Geim, Rev. Mod. Phys. 81, 109 (2009).
[23] M. Z. Hasan and C. L. Kane, Rev. Mod. Phys. 82, 3045 (2010).
[24] X.-L. Qi and S.-C. Zhang, Rev. Mod. Phys. 83, 1057 (2011).
[25] D. Xiao, G.-B. Liu, W. Feng, X. Xu, and W. Yao, Phys. Rev. Lett. 108, 196802 (2012).
[26] J. C. Charlier, X. Blase, and S. Roche, Rev. Mod. Phys. 79, 677 (2007).
[27] S. M. Young, S. Zaheer, J. C. Y. Teo, C. L. Kane, E. J. Mele, and A. M. Rappe, Phys. Rev. Lett. 108, 140405 (2012).
[28] K. C. Yung, W. M. Wu, M. P. Pierpoint, and F. V. Kusmartsev, Contemp. Phys. 54, 233 (2013).
[29] L. Bányai, I. Galbraith, C. Ell, and H. Haug, Phys. Rev. B 36, 6099 (1987).
[30] V. Perebeinos, J. Tersoff, and P. Avouris, Phys. Rev. Lett. 92, 257402 (2004),
[31] A fourth modification is considered by C. A. Downing, Cent. Eur. J. Phys. 11, 977 (2013).
[32] A. V. Turbiner, Commun. Math. Phys. 118, 467 (1988).
[33] C. A. Downing, J. Math. Phys. 54, 072101 (2013).
[34] F. Domínguez-Adame and A. Rodríguez, Phys. Lett. A 198, 275 (1995).
[35] D. A. Stone, C. A. Downing, and M. E. Portnoi, Phys. Rev. B 86, 075464 (2012).
[36] R. R. Hartmann, N. J. Robinson, and M. E. Portnoi, Phys. Rev. B 81, 245431 (2010); R. R. Hartmann, I. A. Shelykh, and M. E. Portnoi, ibid. 84, 035437 (2011); R. R. Hartmann and M. E. Portnoi, Phys. Rev. A 89, 012101 (2014).
[37] H. Haug and S. W. Koch, Quantum Theory of the Optical and Electronic Properties of Semiconductors (World Scientific, Singapore, 2004).
[38] M. Barbier, F. M. Peeters, P. Vasilopoulos, and J. M. Pereira, Jr., Phys. Rev. B 77, 115446 (2008).
[39] V. V. Cheianov and V. I. Falko, Phys. Rev. B 74, 041403(R) (2006).
[40] K. J. A. Reijnders, T. Tudorovskiy, and M. I. Katsnelson, Ann. Phys. 333, 155 (2013).
[41] Y. Zhong and G. L. Gao, J. Math. Phys. 54, 043510 (2013).
[42] R. J. Downes, M. Levitin, and D. Vassiliev, J. Math. Phys. 54, 111503 (2013).
[43] K. Pankrashkin and S. Richard, J. Math. Phys. 55, 062305 (2014).
[44] V. Jakubský and D. Krejcirík, Ann. Phys. 349, 268 (2014).
[45] I. S. Gradshteyn and I. M. Ryzhik, Table of Integrals, Series and Products (Academic Press, New York, 1980).
[46] L. I. Schiff, H. Snyder, and J. Weinberg, Phys. Rev. 57, 315 (1940); I. Pomeranchuk and Y. Smorodinsky, J. Phys. USSR 9, 97 (1945).
[47] Y. B. Zeldovich and V. S. Popov, Sov. Phys. Usp. 14, 673 (1972).
[48] Y. Li, S. V. Rotkin, and U. Ravaioli, Nano Lett. 3, 183 (2003).
[49] D. Gunlycke, C. J. Lambert, S. W. D. Bailey, D. G. Pettifor, G. A. D. Briggs, and J. H. Jefferson, Europhys. Lett. 73, 759 (2006).
[50] H. Ajiki and T. Ando, Physica B 201, 349 (1994).
[51] G. Fedorov, A. Tselev, D. Jimenez, S. Latil, N. G. Kalugin, P. Barbara, D. Smirnov, and S. Roche, Nano Lett. 7, 960 (2007).
[52] M. E. Portnoi, O. V. Kibis, and M. Rosenau da Costa, Superlat. Microstruct. 43, 399 (2008); M. E. Portnoi, M. Rosenau da Costa, O. V. Kibis, and I. A. Shelykh, Int. J. Mod. Phys. B 23, 2846 (2009).
[53] C. A. Downing, D. A. Stone, and M. E. Portnoi, Phys. Rev. B 84, 155437 (2011).
[54] J. M. Pereira, Jr., V. Mlinar, F. M. Peeters, and P. Vasilopoulos, Phys. Rev. B 74, 045424 (2006).
[55] T. Ya. Tudorovskiy and A. V. Chaplik, Pis'ma Zh. Eksp. Teor. Fiz. 84, 735 (2006) [JETP Lett. 84, 619 (2007)].
[56] L.-J. Li, R. J. Nicholas, R. S. Deacon, and P. A. Shields, Phys. Rev. Lett. 93, 156104 (2004).
[57] L. Brey and H. A. Fertig, Phys. Rev. B 73, 235411 (2006).
[58] Y. Wang, D. Wong, A. V. Shytov, V. W. Brar, C. Sangkook, Q. Wu, H. Z. Tsai, W. Regan, A. Zettl, R. K. Kawakami, S. G. Louie, L. S. Levitov, and M. F. Crommie, Science 340, 734 (2013).
[59] O. I. Siidra, D. O. Zinyakhina, A. I. Zadoya, S. V. Krivovichev, and R. W. Turner, Inorg. Chem. 52, 12799 (2013).

