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Abstract

This paper analyzes the impact of various assumptions about the association between aggregate default
probabilities and the loss given default on bank loans and corporate bonds, and seeks to empiricaly
explain this critical relationship. Moreover, it smulates the effects on mandatory capital requirements like
those proposed in 2001 by the Basd Committee on Banking Supervision. We present the analysis and
results in four distinct sections. The first section examines the literature of the last three decades of the
various structural-form, closed-form and other credit risk and portfolio credit vaue-at-risk (VaR) models
and the way they explicitly or implicitly treat the recovery rate variable. Section 2 presents smulation
results under three different recovery rate scenarios and examines the impact of these scenarios on the
resulting risk measures. our results show a significant increase in both expected and unexpected losses
when recovery rates are stochastic and negatively correlated with default probabilities. In Section 3, we
empiricaly examine the recovery rates on corporate bond defaults, over the period 1982-2000. We
attempt to explain recovery rates by specifying a rather straightforward statistical least squares regression
modedl. The central thesis is that aggregate recovery rates are basicaly a function of supply and demand
for the securities. Our econometric univariate and multivariate time series models explain a significant
portion of the variance in bond recovery rates aggregated across al seniority and collateral levels. Findly,
in Section 4 we analyze how the link between default probability and recovery risk would affect the
procyclicality effects of the New Basel Capital Accord, due to be released in 2002. We see that, if banks
use their own estimates of LGD (as in the “advanced” IRB approach), an increase in the sensitivity of
banks LGD due to the variation in PD over economic cycles is likely to follow. Our results have
important implications for just about dl portfolio credit risk modes, for markets which depend on
recovery rates as a key variable (e.g., securitizations, credit derivatives, etc.), for the current debate on the
revised BIS guidelines for capital requirements on bank credit assets, and for investors in corporate bonds
of al credit qualities.
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I ntroduction

Credit risk affects virtudly every financid contract. Therefore the messurement, pricing
and management of credit risk has receved much atention from financid economidts, bank
supervisors and regulators, and from financid market practitioners. Following the recent
attempts of the Basd Committee on Banking Supervison (1999, 2001a) to reform the capitd
adequacy framework by introducing risk-sendgtive cepitd requirements, dgnificant additiond
atention has been devoted to the subject of credit risk measurement by the internationd
regulatory, academic and banking communities.

This paper anadyzes the impact of various assumptions on which mogt credit risk
measurement models are presently based: namdy, it andyses the association between aggregate
default probabilities and the loss given default on bank loans and corporate bonds, and seeks to
empiricdlly explan this criticd rdationship. Moreover, it Smulates the effects of this
relationship on credit VaR modds, as well as on the procyclicality effects of the new capita
requirements proposed in 2001 by the Based Committee. Before we proceed with empiricd and
smulated results, however, the following section is dedicated to a brief review of the theoretica
literature on credit risk modeling of the last three decades.

1. The Relationship Between Default Rates and Recovery Ratesin Credit Risk Modeling: a
Review of the Theoretical and Empirical Literature

Credit risk modds can be divided into two main categories. () credit pricing modds, and
(b) portfolio credit vaue-at-risk (VaR) modes. Credit pricing modds can in turn be divided into
three man approaches. (i) “fird generation” dructurd-form modds, (i) “second generation”
sructurd-form models, and (iii) reduced-form modds. These three different approaches,
together with their basic assumptions, advantages, drawbacks and empirica performance, are
briefly outlined in the following paragraphs. Credit VaR modeds are then examined. Findly, the
more recent gudies explicitly modding and empiricdly invedtigating the reationship between
the probability of default (PD) and recovery rates (RR) are briefly analyzed.

1.1. First generation structural-form models: the Merton approach

The first category of credit risk modds are the ones based on the origind framework
developed by Merton (1974), using the principles of option pricing (Black and Scholes, 1973). In

such a framework, the default process of a company is driven by the vaue of the company’s



asts and the rik of a firm's default is explicitly linked to the varidbility in the firm's asst
vadue. The badc intuition behind this modd is reativdy smple default occurs when the vaue
of a firm's assets (the market vadue of the firm) is lower than that of its liabilities. The payment
to the debtholders a the maturity of the debt is therefore the smdler of two quantities the face
vaue of the debt or the market vaue of the firm's assats. Assuming that the company’s debt is
entirely represented by a zero-coupon bond, if the vaue of the firm a maurity is greater than the
face vadue of the bond, then the bondholder gets back the face value of the bond. However, if the
vaue of the firm is less than the face vaue of the bond, the equityholders get nothing and the
bondholder gets back the market vaue of the firm. The payoff a maturity to the bondholder is
therefore equivdent to the face vaue of the bond minus a put option on the vadue of the firm,
with a drike price equa to the face value of the bond and a maturity equa to that of the bond.
Following this basc intuition, Merton derived an explicit formula for default risky bonds which
can be used both to estimate the PD of a firm and to edimate the yidd differentid between a
risky bond and a defaullt-free bond®.

Under these modds dl the rdevant credit risk dements, including default and recovery at
default, are a function of the dructura characterigics of the firm: asset volatility (business risk)
and leverage (financid risk). The RR, dthough not treated explicitly in these moddls, is therefore
an endogenous vaiable, as the creditors payoff is a function of the resdud vaue of the
defaulted company’s assets. More precisely, under Merton’s theoretical framework, PD and RR
are inversdy relaed. If, for example, the firm’'s value increases, then its PD tends to decrease
while the expected RR at default increases (ceteris paribus). On the other sde, if the firm's debt
increases, its PD increases while the expected RR at default decreases. Findly, if the firm's asset
volatility increases, its PD increases while the expected RR at default decreases?.

1 In addition to Merton (1974), first generation structural-form models include Black and Cox (1976), Geske (1977),
and Vasicek (1984). Each of these models tries to refine the original Merton framework by removing one or more of
the unrealistic assumptions. Black and Cox (1976) introduce the possibility of more complex capital structures, with
subordinated debt; Geske (1977) introduces interest-paying debt; Vasicek (1984) introduces the distinction between
short and long term liabilities, which now represents a distinctive feature of the KMV model.

2 One might point out that in the Merton model, since asset values evolve as a continuous process and a firm defaults
as soon as its assets fall below its liabilities, then the firm will be liquidated for almost the value of its debt and the
loss rate will be intrinsically negligible (ie. recovery rates will always be close to 100%). However, in Merton's
framework, debt becomes due at a fixed future date, and by that date the asset value can be much lower than that of
liabilities, so high loss rates are also possible. Moreover, the negative link between PD and RR is clear when one
thinks of the expected recovery rates for performing firms: a sudden decrease in the assets, arisein debt, an increase
in volatility may leave a firm solvent, yet they will increase its PD and, at the same time, reduce its expected RR.
See Altman Resti and Sironi, 2001, for aformal analysis of this relationship.
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1.2. Second generation structural-form models

Although the line of research that followed the Merton gpproach has proven very useful
in addressing the quditatively important aspects of pricing credit risks, it has been less
successful i practicd  pricing  applications®. In response to such difficulties, an dternative
approach has been developed which ill adopts the origind framework as far as the default
process is concerned but, a the same time, removes one of the unredistic assumptions of the
Merton modd, namely, that default can occur only a maturity of the debt when the firm's assets
are no longer sufficient to cover debt obligations. Ingtead, it is assumed that default may occur a
any time between the issuance and maturity of the debt, when the vaue of the firm's assets
reeches a lower threshold level*. These models indude Kim, Ramaswamy and Sundaresan
(1993), Hull and White (1995), Nidlsen, SaaRequgo and Santa Clara (1993), Longstaff and
Schwartz (1995) and others.

Under these modds, the RR in the event of default is exogenous and independent from
the firm's asset vaue. It is generdly defined as a fixed retio of the outstanding debt vaue and is
therefore independent from the PD. This gpproach smplifies the first class of modes by both
exogenoudy specifying the cash flows to risky debt in the event of bankruptcy and smplifying
the bankruptcy process. This occurs when the vaue of the firm's underlying assets hits some

exogenoudy specified boundary.

Despite these improvements, second generation gructurd-form modds gill suffer from
three main drawbacks, which represent the man reasons behind ther reatively poor empirica
performance®. Firs, they ill require estimates for the parameters of the firm's asset vaue,
which is nonobservable. Second, they cannot incorporate credit-rating changes that occur quite
frequently for default-risky corporate debts. Findly, most structurd-form modes assume that the
vaue of the firm is continuous in time. As a reault, the time of default can be predicted just
before it happens and hence, as argued by Duffie and Lando (2000), there are no “sudden
urprises’.

3 The standard reference is Jones, Mason and Rosenfeld (1984), who find that, even for firms with very simple
capital structures, a Merton-type model is unable to price investment-grade corporate bonds better than a naive
model that assumes no risk of default.

“ One of the earliest studies based on this framework is Black and Cox (1976). However, this is not included in the
second-generation models in terms of the treatment of the recovery rate.

® See Eom, Helwege and Huang (2001) for an empirical analysis of structural-form models.



1.3. Reduced-form models

The datempt to overcome the above mentioned shortcomings of sructurd-form modes
gave rise to reduced-form models. These include Litterman and Iben (1991), Madan and Und
(1995), Jarrow and Turnbull (1995), Jarrow, Lando and Turnbull (1997), Lando (1998), Duffie
and Singleton (1999), and Duffie (1998). Unlike structurd-form modes, reduced-form modds
do not condition default on the vaue of the firm, and parameters rdated to the firm's value need
not be edimated to implement them. In addition, reduced-form modes introduce separate,
explicit assumptions on the dynamics of both PD and RR. Thee variables are modded
independently from the sructurd features of the firm, its asset volaility and leverage. Generdly,
reduced-form modds assume an exogenous RR tha is independent from the PD. More
soecificaly, they take as given the behavior of default-free interest rates, the RR of defaultable
bonds a default, as wedl as a stochadtic intensity process for default. At each ingant there is
some probability that a firm defaults on its obligations. Both this probability and the RR in the
event of default may vary dochedticdly through time, dthough they are not formaly linked to
each other. The stochagtic processes determine the price of credit risk. Although these processes
are not formdly linked to the firm's assst vaue, there is presumably some underlying reation,
thus Duffie and Singleton (1999) describe these dternative approaches as reduced-form models.

Reduced-form models fundamentdly differ from typica <ructurd-form modds in the
degree of predictability of the default. A typicd reduced-form modd assumes that an exogenous
random variable drives default and that the probability of default over any time intervad is
nonzero. Default occurs when the random variable undergoes a discrete shift in its level. These
models treast defaults as unpredictable Poisson events. The time & which the discrete shift will
occur cannot be foretold on the basis of information available today®.

Empirical evidence concerning reduced-form modds is rather limited. Usng the Duffie
and Sngleton (1999) framework, Duffee (1999) finds that these modes have difficulty in
explaning the observed term dstructure of credit spreads across firms of different qudities. In
paticular, such modds have difficulty generating both rdaivey fla yidd spreads when firms
have low credit risk and steeper yield spreads when firms have higher credit risk.

® A recent attempt to combine the advantages of structural-form models — a clear economic mechanism behind the
default process - and the ones of reduced-form models — unpredictability of default - can be found in Zhou (2001).
This is done by modeling the evolution of firm value as ajump-diffusion process. This model links RRs to the firm
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1.4. Credit Value-at-Risk Models

During the second part of the nineties, both banks and consultants started developing
credit risk modds amed a measuring the potentid loss, with a predetermined confidence levd,
that a portfolio of credit exposures could suffer within a specified time horizon (generdly one
year). These vaue-at-risk (VaR) modds include JP. Morgan's CreditMetricsO (Gupton, Finger

and Bhaia [1997]), Credit Risk Financid Products CreditRisktO (1997), McKinsey's
CreditPortfolioViewO (Wilson [1997a, 1997b, 1998]), and KMV's CreditPortfolioManagerO

(McQuown, [1993] and Croshie [1999]). These modes can largely be seen as reduced-form
models, where the RR is typicaly taken as an exogenous condant parameter or a stochagtic

varidble indegpendent from PD. Some of these modds such as CreditMetricsO,
CreditPortfolioViewO and CreditManagerO, treat the RR in the event of default as a stochagtic
varigble — generdly modded through a beta digtribution - independent from the PD. Others, such
as CreditRisk*O, treat it as a constant parameter that must be specified as an input for each
gngle credit exposure. While a comprehensve andyss of these models goes beyond the am of
this literature review’, it is important to highlight that al credit VaR modds trest RR and PD as
two independent variables.

1.5. Some recent contributions on the PD-RR relationship

During the last two years new goproaches explicitly modding and empiricaly
investigating the relationship between PD and RR have been developed. These modds include
Frye (2000a and 2000b), Jokivuolle and Peura (2000), Jarrow (2001), and Carey and Gordy
(2001). Section 3 of this paper provides, we believe, the clearest evidence of a strong negative
correlation between PD and RR, at the macro levdl.

The modd proposed by Frye (2000a and 2000b) draws from the conditiona approach
suggested by Finger (1999) and Gordy (2000b). In these models, defaults are driven by a single
gysdemdic factor — the date of the economy - rather than by a multitude of corrdation
parameters. These models are based on the assumption that the same economic conditions that
cause default to rise might cause RRs to decling, i.e. that the digtribution of recovery is different

value at default so that the variation in RRs is endogenously generated and the correlation between RRs and credit
ratings before default, reported in Altman (1989) and Gupton, Gates and Carty (2000), isjustified.

" For a comprehensive analysis of these models, see Crouhy, Galai and Mark (2000), Gordy (2000a) Saunders
(1999) and Saunders and Allen (2002).
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in high-default time periods from low-default ones. In Frye's mode, both PD and RR depend on
the state of the systematic factor. The correlation between these two variables therefore derives
from their mutua dependence on the systematic factor.

The intuition behind Frye's theoreticd mode is rdativdly smple: if a borrower defaults
on a loan, a bank’s recovery may depend on the vaue of the loan collatera. The vaue of the
collatera, like the vaue of other assets, depends on economic conditions. If the economy
experiences a recesson, RRs may decrease just as default rates tend to increase. This gives rise

to a negetive correlation between default rates and RRs.

While the model originadly developed by Frye (20008) implied recovery from an equation
that determines collatera, Frye (2000b) modeled recovery directly. This dlowed him to
empiricaly test his modd usng data on defaults and recoveries from the U.S. corporate bond
market. More precisdy, data from Moody's Default Risk Service database for the 1982-1997
period have been used for the empiricadl andlyss. Results show a srong negative correlation
between default rates and RRs for corporate bonds. This evidence is condgent with the most
recent U.S. bond market data, indicating a smultaneous increase in default rates and LGDs for
both 1999 and 20008. Frye's (2000b and 2000c) empirical andysis alows him to conclude that
in a severe economic downturn, bond recoveries might decline 20-25 percentage points from
their norma-year average. Loan recoveries may decline by a smilar amount, but from a higher

levd.

Jarrow (2001) presents a new methodology for esimating RRs and PDs implicit in both
debt and equity prices. As in Frye (2000a and 2000b), RRs and PDs are correlated and depend on
the date of the macroeconomy. However, Jarrow’s methodology explicitly incorporates equity
prices in the esimation procedure, dlowing the separate identification of RRs and PDs and the
use of an expanded and relevant dataset. In addition, the methodology explicitly incorporates a
liquidity premium in the edimation procedure, which is consdered essentid in light of the high
variability in the yield gpreads between risky debt and U.S. Tressury securities.

Usng four different datasets, Carey and Gordy (2001) andyze LGD measures and their
corrdatiion with default rates. Ther preiminary results contrast with the findings of Frye
(2000b): edtimates of smple default rate-LGD correation are close to zero. They dso find that

8Hamilton, Gupton and Berthault (2001) and Altman and Brady (2002) provide clear empirical evidence of this
phenomenon.
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limiting the sample period to 1988-1998, edimated corrdations are more in line with Frye's
results (0.45 for senior debt and 0.8 for subordinated debt). The authors note that, during this
short period, the correation rises, not so much because LGDs are low during the low-default
years 1993-1996, but rather because LGDs are relatively high during the high-default years 1990
and 1991. They therefore conclude that the basc intuition behind the Frye's modd may not
adequately characterize the relationship between default rates and LGDs. Indeed, a wesk or
asymmetric relaionship suggests that default rates and LGDs may be influenced by different
components of the economic cycle®.

A rather different approach is the one proposed by Jokivuolle and Peura (2000). The
authors present a modd for bank loans in which collaterd vaue is corrdaed with the FD. They
use the option pricing framework for modeding risky debt: the borrowing firm's totd asset vaue
determines the event of default. However, the firm's asset value does not determine the RR.
Rether, the collaterd vaue is in turn assumed to be the only Stochesic dement determining
recovery. Because of this assumption, the model can be implemented usng an exogenous PD,
S0 that the firm asset vaue parameters need not be estimated. In this regpect, the mode combines
features of both sructurd-form and reduced-form modds. A counterintuitive result of the
Jokivuolle and Peura theoreticdl modd is that the expected RR incresses as PD increases. This
result is obtained assuming a posgtive corrdation between firm's asset vaue and collaterd vaue
under a dructura-form type of framework. A low PD therefore implies that the firm's asset
vadue has to drongly decline in the future before default can occur. Therefore, a pogtive
corrdation between asst vaue and collaerd vdue implies that the latter is likdy to be
relatively low, too, in the case of default. For high PDs the firm assst vaue does not have to
decline equdly subgtantialy before default can occur. Hence, the collatera vaue in default is on
average do higher relative to its origind vaue than in the case of low PD.

Usng Moody's higtorica bond market data, Hu and Perraudin (2002) examine the
dependence between recovery rates and default rates. They fird sandardize the quarterly
recovery data in order to filter out the volatility of recovery raes given by the variaion over time
in the pool of borrowers rated by Moody's. They find that typica corrdations between quarterly

® Using defaulted bonds data for the sample period 1982-2000, which include the relatively high default period of
1999 and 2000, we show empirical results that appear consistent with Frye's intuition: a negative correlation
between default rates and RRs. However, we find that the single systematic risk factor — i.e. the performance of the
economy - is less predictive than Frye's model would suggest. We devote section 3 of this paper to the empirical
analysis.
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recovery rates and default rates for bonds issued by US-domiciled obligors ae —22% for post
1982 data (1983-2000) and —19% for the 1971-2000 period. Using extreme vaue theory and
other non-parametric techniques, they dso examine the impact of this negative correation on
credit VaR measures and find that the increese is Satidticaly sgnificant when confidence levels
exceed 99%.

1.6. Concluding remarks

Table 1 summarizes the way RR and its rdationship with PD ae dedt with in the
different credit modds described in this literature review. While in the origind Merton (1974)
framework an inverse reationship between PD and RR exigts, the credit risk models developed
during the nineties treat these two varidbles as independent. This assumption srongly contrasts
with the growing empiricd evidence showing a negative corrdaion between default and
recovery rates (Frye [2000b and 2000c], Altman [2001], Carey and Gordy [2001], and Hamilton,
Gupton and Berthault [2001]). This evidence indicates that recovery risk is a sysematic risk
component. As such, it should attract risk premia and should adequately be considered in credit
risk management gpplications. In the next section we relax the assumption of independence
between PD and RR and gmulate the impact on VaR modds when these two variadles are
negatively correlated.



Table1 - The Treatment of LGD and Default Rates within Different Credit Risk M oddls

| MAIN MODELS & RELATED EMPIRICAL STUDIES

| TREATMENT OF LGD

| RELATIONSHIPBETWEEN RR AND PD

Credit Pricing Models

First generation
structural-form

Merton (1974), Black and Cox (1976), Geske
(1977), Vasicek (1984), Crouny and Gdai

PD and RR are afunction of the
gructurd characterigtics of the

PD and RR are inversdy related (see
Appendix |.A).

models (1994), Mason and Rosenfeld (1984). firm. RR istherefore an

endogenous varigble.
Second generation Kim, Ramaswamy e Sundaresan (1993), RR is exogenous and RR is generdly defined as afixed
structural-form Nielsen, Saa- Requejo, Santa Clara (1993), Hull independent from the firm’s ratio of the outstanding debt vaue
models and White (1995), Longstaff and Schwartz asset vaue, and is therefore independent from PD.

(1995).

Reduced-form models | Litterman and Iben (1991), Madan and Unal
(1995), Jarrow and Turnbull (1995), Jarrow,

Reduced-form mode's assume
an exogenous RR that is either a

Reduced-form modes introduce
separate assumptions on the dynamic

Lando and Turnbull (1997), Lando (1998), congtant or a stochagtic variable | of PD and RR, which are modeled
Duffie and Singleton (1999), Duffie (1998) ad independent from PD. independently from the structurd
Duffee (1999). features of the firm.
Latest contributions | Frye (2000a and 2000b), Jarrow (2001), Carey Both PD and RR are stochagtic | PD and RR are negatively correlated.
on the PD-RR and Gordy (2001), Hu and Perraudin (2002), variableswhich depend ona In the “macroeconomic gpproach”
relationship Altman and Brady (2002). common systematic risk factor this derives from the common
(the state of the economy). dependence on one single systemétic
factor. In the “microeconomic
approach” it derives from the supply
and demand of defaulted securities.
Credit Value at Risk Models
CreditMetricsO Gupton, Finger and Bhatia (1997). Stochadtic variable (beta distr.) RR independent from PD
CreditPortfolioViewO |Wilson (1997aand 1997D). Stochadtic variable RR independent from PD
CreditRisk+ O Credit Suisse Financial Products (1997). Constant RR independent from PD
KMV CreditManagerO | McQuown (1997), Croshie (1999). Stochadtic variable RR independent from PD




2. The Effects of the Probability of Default-Loss Given Default Correlation on Credit Risk

M easur es: Simulation Results

This section of the paper is dedicated to an andyss of the effects that the corrdation
between default and recovery risk would imply for the risk measures derived from the most
common credit VaR modds. For example, as discussed earlier, the basic verson of the
Creditrisk+® modd treats recovery as a deterministic component; in other words, a credit
exposure of 100 dollars with an estimated recovery rate after default of 30% is dedt with the
same as an exposure of 70 dollars with a fixed loss given default (LGD) of 100%. The
Creditmetrics® mode dlows for individud LGDs to be stochaegtic (the actud recovery rate on a
defaulted loan is drawn from a beta digtribution, through a Montecarlo smulation); however, the
recovery rate is drawn independently of default probabilities, and an increase in default risk
leaves the digtribution of recovery rates unchanged.

To tet the effects of such assumptions, we run Montecarlo experiments on a sample
portfolio and compare the risk measures obtained under three different gpproaches. Recovery
rateswill be dternatively treated as.

a. determinigtic (like in the Creditrisk+ gpproach);

b. dochadtic, yet uncorrdlated with the probabiliies of default (PDs - like in the

Creditmetrics framework);
C. dochadtic, and partialy correlated with default risk (as might happen in red life).

By doing so, we are able to assess whether the computations of risk are different among the
three agpproaches. In other words, if we eventudly find that default and recovery rates are
ggnificantly and negatively corrdated, as we suspect, then our smulaions would show by how
much the first and second approaches underestimate risk, compared to the third one. The results
obtained depend on the actud portfolio consdered in the smulation. However, snce we use a
large portfolio (with a high number of assats of different credit qudity), we beieve that the find

outcome is genera enough to gpply to awide array of red-life Stuations.
2.1. Experimental setup

Figure 1 presents the benchmark portfolio used in our experiment. It includes 250 loans,
generating a total exposure of 7.5 million Euros beonging to seven different rating grades.



Individud exposures are shown on the x-axis, while the y-axis reports the PD levels associated
with the rating dasses'® (ranging from 0.5% to 5%). As can be seen, the array of borrowers
included in the benchmark portfolio looks widdy diversfied, as regards both credit qudity and
Sze it should therefore be generd enough to represent red-life loan portfolios

Figure 2 summarizes our smulaion procedure. Our smulation engine draws heavily on
the Creditrisk+ approach, as described in Credit Suisse Financia Products (1997). Note,
however, that we are not going to follow the Creditrisk+ modd as far as the computation of
expected losses and risk measures is concerned, but will keep the smulation framework as
flexible as possble to accommodate the three different trestments of recovery risk outlined in the

section’ soverview.

As in dl Montecarlo experiments, a large number of scenarios (100,000) is drawn from a
amulation engine, and the empiricd didribution of such scenarios is then used as a proxy for the
theoretical didribution of losses (computing its expected vaue, standard deviation and some
percentile-based risk measures).

Every scenario is based on the following logic: in the short run, the default probability of
each obligor can be seen as the product of two components. the long-term PD of the borrower
(i.e, the vaue reported on the y-axis in Fgure 1) and a short-term shock, due both to
macroeconomic and individua factors. Individua characterisics may be based, for example, on
the obligor’ sindustry, its Sze and the age of the loarvbond facility. In symboals:

PD =PD,_ _ xShock

short long

This approach accounts for the fact tha firms with different ratings tend to have, on
average, different default rates, and thet, neverthdess, their actud PDs might fluctuate over time
according to the dtate of the economy and the firms cash flow and profit cycles. In a sense, we
ae combining “through the cycde’ default estimates expounded by the raing agencies with
“point in time&’ adjugments implied in short term egtimates of the type found in Basd 2's and
credit vaue-at-risk models.

19 Note that these are long-term PDs that are going to be revised upwards or downwards in the short term because of
both macroeconomic and idiosyncratic factors (see below).
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Figure 1: PD and exposure of the 250 loans included in the benchmark portfolio
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—

4. Based on recovery rates
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and file them

—

5. Loop 100,000 times

Figure 2: the ssimulation engine used in our experiment

More specificdly, the short-term shock can be thought of as the weighted sum of two

random components, both drawn from independent gamma digtributions with mean equd to

one*: x; represents a background factor that is common to al the borrowers in the portfolio (the

risk of an economic downturn affecting al bank customers), while x, is different for every

obligor, and represents idiosyncretic risk:

Shock =w, x; + W, X,

Note that, according to this framework, a recesson would bring about a very high vaue
for x; which, after being combined with the individua components (the x»s), would sgnificantly

increase the short term PDs of most borrowers, bringing them above their average long-term

vaues. This would make the bank’s portfolio more vulnerable to default risk, since the actud

number of defaults experienced over the following year would be higher. Indeed, if we were

™ Inthisway, the expected short-term PD will be the long-term val ue associated with each rating class.
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amulating dl raing changes, the number of downgrades vs. no change or upgrades would
increese as wel. This is rdaed to the “procyclicdity” effect that may be an important issue
inherent in any rating-based capita requirement standards.

The weights wy and wsp, through which the macroeconomic and individua shocks are
combined, must be sat carefully, snce they play an important role in the find results. If too
much emphadis is atributed to systemic risk Xi, then the short-term PDs of dl borrowers would
mechanicaly respond to the macroeconomic cycle, and defaults would take place in thick
clusters (increesing the variance of bank losses, i.e, the risk that must be faced by bank
shareholders and regulators). Conversdy, if a dgnificant weight is given to the idiosyncratic risk
X2, then the defaults by different borrowers would be entirdy uncorrdlated and the stream of
bank losses over time could appear quite smooth (since individud risks could be diversfied

avay).
In order to keep things as smple and transparent as possible, we use a smple fifty-fifty
weighting scheme in our smulation. Note that — dthough it represents an arbitrary choice - this

is not dramdticdly diffeeent from the 33%-66% scheme underlying the new regulatory
framework proposed by the Basdl committee in its January 2001 document 2.

We now return to Figure 2, to see how this logic was implemented in our Smulation. For

each scenario:

1. A vaue for the background factor x; is dravn from a gamma distribution™>; this vaue,
which is common to dl borrowers in the portfolio, is combined with an idiosyncratic
noise term (X2, aso taken from agamma), which is different for every obligor.

2. The combination of x; and X» is used to shock the long-term vaues of the obligors PDs
in order to obtain the short-term probabilities that will be used in the following steps.
Note that when X is low, most PDs will be revised downwards (as it happens when a

12 1 the January 2001 Basel document, default occurs because of changes in a firm's asset value; these, in turn,
follow a standard normal distribution which combines a macro factor (with a weight of about .45) and an
idiosyncratic term (with a weight of .89); hence the 33%-66% proportion quoted in the text. However, as noted by
many observers who discussed the Basel proposals, the idiosyncratic component should probably be given more
importance for small borrowers, while the systematic component should be more relevant for large firms, the credit
quality of which tends to depend more heavily on the overall economic cycle. This remark sounds quite correct, yet
using different weights for each borrower, depending on her size, would have made our simulation longer and less
transparent. Therefore, we decided to stick to the simplest rule, the “fifty-fifty” weighting.

13 We use gamma distributions because they are highly skewed to the right, accounting for the fact that default
probabilities tend to stay low most of the time, but can increase dramatically in some (rare) extreme scenarios.

*15*



5.

hedthy economy makes default risk smdler for most borrowers); on the other hand,
when X3 is high, default probabilities will be adjusted according to a more risky economic
environment (see again Fgure 2).

Basaed on the adjusted PDs, the computer draws which borrowers will actudly default in
this scenario. A loan with a 10% PD is more likely to default than one with a 2% PD.
However, due to the random error, the laiter might go bust while the former survives.

This gep of the smulation provides uswith alist of defaulted borrowers.

For each defaulted loan in the ligt, the amount of losses is computed. This step can be
performed in three different ways, depending on the assumptions concerning LGD. More
detallswill be given in the following paragraph.

The loss amount generated by this scenario isfiled, and a new scenario is Sarted.

2.2. The computation of LGDs

The Montecarlo smulation described above was repegted three times, changing the way in
which LGDs were handled. We tested the three different approaches highlighted at the beginning
of this section:

a)

b)

Fird, LGD is deeminidic. In this case we smply multiply the exposure of each
defaulted asset by an “average’ loss given default. To keep things smple, we use a 30%
LGD for dl borrowers, which is adso the mean of the beta didribution utilized in
approach (b).

Secondly, LGD is sochadtic but uncorrelated with default probabilities. In this case,
LGD is sepaady drawn for each borrower from a beta digtribution limited between 10%
and 50%, with mean 30% and with a variance such that 59 of al vaues are bound
between 20% and 40%.

Findly, LGD is sochastic and corrdated with default probabilities. In this case, we are
dill using the same beta digribution as above, but we impose a perfect rank corrdation
between the LGD and the background factor x;'*. For example, when the background
factor x; takes a vey high vdue (thereby dgndling tha the economy is facing a

% In other words, for every possible value x;* of the background factor x;, such that p(x;<x,*)=P, we choose the
LGD asthe Pth percentile of its (beta) distribution.
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recesson), the LGDs increase up to 50%; on the other hand, when the economy

improves, LGDs can become as low as 10%.
2.3 Main Results

Table 2 shows the main outcomes of our smulaion exercise. The first three columns of
data show loss and risk indicators obtained under the three approaches discussed in the previous
paragraph. The last column quantifies the increase in those indicators when we move from the
“quiet” world, where no recovery risk is present, to the more “dangerous’ one where default and
recovery risk tend to move together. All VaR measures (regardiess of the confidence interva
chosen), as well as the standard deviation, look consderably underestimated when recovery risk

is overlooked.

We find that not only unexpected losses (i.e. the standard error and percentiles), but aso
expected losses tend to increase maeridly when shifting from column “a to “c’. This looks
epecidly important since expected losses are generdly thought to be computed correctly by
multiplying the (long term) PD by the expected LGD. The numbers in Table 2 suggest that such
agraightforward practice might not be correct and seriously understate the actual 1oss™.

Table?2

Main results of the LGD simulation

LGD modelled according to approach

(@ (b) (c) % error*
Expected Loss 463 458 598 29.4%
Sandard error 982 978 1,272 29.5%
95% VaR 1,899 1,880 2,449 28.9%
99% VaR 3,835 3,851 4,972 29.6%
99.5% VaR 3,591 3,579 4,653 29.6%
99.9% VaR 3,738 3,774 4,887 30.7%

* computed as[(c) — (a)] / (@)

15 This intuition has been scrutinized more carefully and further analysed by means of a simple numeric example in
the ISDA report by Altman et al. (2001).
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Another noteworthy result is that no sgnificant differences aise when we move from
column (@) to (b): in other words, when recovery rates are considered stochastic, but independent
on esch other, the law of large numbers ensures that al uncorrelated risks can be effectively
disposed of. A portfolio of 250 loans dready looks large enough to exploit this diverdfication
effect, snce its risk messures are not sgnificantly different from the deterministic case. In other
words, it is not uncertainty in recovery rates, but podtive corrdation, that brings about an
increase in credit risk. Among al possble kinds of corrdation, the link between recovery and
default looks to be the most dgnificant and, possbly, dangerous one, since it increases both
unexpected and expected losses. Moreover, the percent error found when moving from (a), or
(b), to (c) is approximately the same (about 30%) for al risk and loss measures (expected and
unexpected losses, percentile-based indices).

Summing up, if PD and LGD were driven by some common causes, then not only the risk
measures based on standard errors and percentiles (i.e.,, the unexpected losses usudly covered
with bank capitd), but even the amount of “ normal” losses to be expected on a given loan (and
to be shidded through charge-offs and reserves) could be seriously underestimated by most
credit risk modds. This reinforces the theoretical relevance of the empirica tests presented in the
following Section.

3. Explaining Aggregate Recovery Rates on Cor porate Bond Defaults: Empirical Results

The average loss experience on credit assets is well documented in studies by the various
rating agencies (Moody's, S&P, and Fitch) as well as by academics'®. Recovery rates have been
released for bonds, dratified by seniority, as well as for bank loans. The latter asset class can be
further dratified by cepitd dSructure and collaterd type. While quite informative, these studies
say nothing about the recovery vs default corrdation.  The purpose of this section is to
empiricaly test this reationship with actua default data from the U.S. corporate bond market
over the last two decades. As Frye (2000a), Altman (2001), Carey and Gordy (2001) and others
point out (see Section 1), there is drong intuition suggesting that default and recovery rates

16 See eg. Altman and Kishore (1996), Altman and Arman (2002), FITCH (1997, 2001), Moody’s (2000), Standard
& Poor’s (2000).
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might be corrdated. Accordingly, this third Section of our study atempts to explan the link
between the two variables, by specifying rather straightforward statistical models®’.

We measure aggregate annua bond recovery rates (henceforth. BRR) by the weghted
average recovery of al corporate bond defaults, primarily in the United States, over the periods
1982-2000 and aso for the shorter period, 1987-2000. The weights are based on the market
vdue of defalting debt issues of publicly traded corporate bonds'®. The logaithm of BRR
(BLRR) is ds0 andysed. Data from prior to 1982 was too sparse in many years, eg., less than
five defaultsin most years, to be meaningful.

The sample includes annud averages from about 1000 defaulted bonds for which we
were able to get relidble quotes on the price of these securities just after default. We utilize the
database congtructed and maintained by the NYU Sadomon Center, under the direction of one of
the authors. Our modds are both univariate and multivariate, least squares regressons. The
former can explan up to 60% of the variation of average annud recovery rates, while the latter
explain as much as 90%.

The rest of this Section will proceed as follows. We begin our andyss by describing the
independent variables used to explan the annud variation in recovery raes. These include
upply-side aggregate variables that are specific to the market for corporate bonds, as well as
macroeconomic factors (some demand sde factors are aso discussed). Next, we describe the

results of the univariate anadyss. We then describe our multivariate models.

3.1. Explanatory Variables

17 We will concentrate on average annual recovery rates but not on the factors that contribute to understanding and
explaining recovery rates on individual firm and issue defaults. Van de Castle and Keisman (1999) indicate that
factors like capital structure, as well as collateral and seniority, are important determinants of recovery rates and
Madan and Unal (2001) propose a model for estimating risk-neutral expected recovery rate distributions - - not
empirically observable rates. The latter can be particularly useful in determining prices on credit derivative
instruments, such as credit default swaps.

18 prices of defaulted bonds are based on the closing levels on or as close to the default date as possible. Precise-date
pricing was only possible in the last ten years, or so, since market maker quotes were not available from the NYU
Salomon Center database prior to 1990 and all prior date prices were acquired from secondary sources, primarily the
S&P Bond Guides. Those latter prices were based on end-of-month closing bid prices only. We feel that more
exact pricing is a virtue since we are trying to capture supply and demand dynamics which may impact prices
negatively if some bondholders decide to sell their defaulted securities as fast as possible. In reality, we do not
believe this is an important factor since many investors will have sold their holdings prior to default or are more
deliberatein their “dumping” of defaulting issues.
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We proceed by listing severd variables we reasoned could be corrdated with aggregate
recovery rates. The expected effects of these variables on recovery rates will be indicated by a

+/- 9gnin parentheses. The exact definitions of the variableswe use are;

BDR (-) The weighted average default rate on bonds in the high yidd bond market and its
logarithm (BLDR, -). Weights are based on the face vaue of dl high yidd bonds
outstanding each year®®.

BDRC (-) One Year Changein BDR.

BOA (-) This is the totd amount of high yield bonds outstanding for a particular year (measured
a mid-year in trillions of dollars) and represents the potentid supply of defaulted
securities. Since the gze of the high yidd market has grown in most years over the
sample period, the BOA vaiadle is picking up a time-series trend as well as representing
apotentia supply factor.

BDA (-) We dso examined the more directly related bond defaulted amount as an dternative for
BOA (dso measured in trillions of dollars).

BIR (+) This is the one-year return on the Altman-NYU Saomon Center Index of Defaulted
Bonds, a monthly indicator of the market weighted average performance of a sample of
defaulted publicly traded bonds?®. This is a measure of the price changes of existing
defaulted issues as wel as the “entry vaue’ of new defaults and, as such, is impacted by

supply and demend conditionsin this “niche’ market.?
GDP (+) The annua GDP growth rate.

GDPC (+) The change in the annud GDP growth rate from the previous year.

19 We did not include a variable that measures the distressed, but not defaulted, proportion of the high yield market
since we do not know of a time series measure that goes back to 1987. We define distressed issues as yielding more
than 1000 basis points over the risk-free 10-year Treasury Bond Rate. We did utilize the average yield spread in the
market and found it was highly correlated (0.67) to the subsequent one year’s default rate and hence did not add
value (see discussion below). The high yield bond yield spread, however, can be quite helpful in forecasting the
following year’s BDR, acritical variable in our model.

20 More details can be found in Altman (1991) and Altman and Pompeii (2002). Note that we use two different time
frames in our analyses, 1982-2000 and 1987-2000, because the defaulted bond index return BIR) has only been
calculated since 1987. We go no earlier than 1982 because there are so few default observations before that year.

21 \We are aware of the fact that the average recovery rate on newly defaulted bond issues could influence the level of
the defaulted bond index and vice-versa. The vast majority of issuesin the index, however, are usually comprised of
bonds that have defaulted in prior periods. And, as we will see, while this variable is significant on an univariate
basis and does improve the overall explanatory power of the model, it is not an important contributor. We could
only introduce this variable in the 1987-2000 regression.
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GDPI (-) Takes the vaue of 1 when GDP growth was less than 1.5% and 0 when GDP growth
was greater than 1.5%.

SR (+) The annud return on the S& P 500 stock index.
SRC (+) The changein the annua return on the S& P 500 stock index from the previous year.
3.2. The Basic Explanatory Variable: Default Rates

It is clear that the supply of defaulted bonds is most vividly depicted by the aggregate
amount of defaults and the rate of default. Since virtudly dl public defaults most immediady
migrate to default from the norrinvestment grade or “junk” bond segment of the market, we use
that market as our population base. The default rate is the par vaue of defaulting bonds divided
by the totd amount outstanding, measured at face vaues. Table 3 shows default rate data from
1978-2001 as well as the weighted average annual recovery rates (our dependent variable) and
the default loss rate (lat column). Note that the average annua recovery is 41% and the
weighted average annud loss rate to investors is 3.16%4°2.

22 The loss rate is impacted by the lost coupon at default as well as the more important lost principal. Default and
Recovery rate data does not include Texaco's very large default in 1987 since it was caused by alegal suit and a
strategy to avoid paying a huge fine for merger tampering. Hence, it was an outlier default with a very high
recovery. If we had included Texaco, our empirical results would be somewhat less significant, with our
multivariate R? still at arobust 0.77 (see resultsin section 3.5.
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Table 3

DEFAULT RATESAND LOSSES
(1978 - 2001)

PARVALUE PAR VALUE
OUTSTANDING (a) OF DEFAULT DEFAULT WEIGHTED PRICE WEIGHTED
YEAR ($MMs) ($ MMs) RATE (%) AFTERDEFAULT COUPON (%)
2001 $649,000 $63,609 9.80% $25.5 9.18%
2000 $597,200 $30,295 5.07% $26.4 8.54%
1999 $567,400 $23,532 4.15% $27.9 10.55%
1998 $465,500 $7,464 1.60% $35.9 9.46%
1997 $335,400 $4,200 1.25% $54.2 11.87%
1996 $271,000 $3,336 1.23% $51.9 8.92%
1995 $240,000 $4,551 1.90% $40.6 11.83%
1994 $235,000 $3,418 1.45% $39.4 10.25%
1993 $206,907 $2,287 1.11% $56.6 12.98%
1992 $163,000 $5,545 3.40% $50.1 12.32%
1991 $183,600 $18,862 10.27% $36.0 11.59%
1990 $181,000 $18,354 10.14% $234 12.94%
1989 $189,258 $8,110 4.29% $38.3 13.40%
1988 $148,187 $3,944 2.66% $43.6 11.91%
1987b $129,557 $1,736 1.34% $62.0 12.07%
1986 $90,243 $3,156 3.50% $34.5 10.61%
1985 $58,088 $992 1.71% $45.9 13.69%
1984 $40,939 $344 0.84% $48.6 12.23%
1983 $27,492 $301 1.09% $55.7 10.11%
1982 $18,109 $577 3.19% $38.6 9.61%
ARITHMETIC AVERAGE 1982-2001: 3.50% $44.1 11.13%

Nates

(a) Excludes defaulted issues.

Source: Authors Compilations and various dealer price quotes.
(b) Does not include Texaco’ s bankruptcy.
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3.3. The Demand and Supply of Distressed Securities

The principa purchesers of defaulted securities, primarily bonds and bank loans, are
niche investors cdled distressed asset or dterndive invetment manegers - dso cdled
“vultures” Prior to 1990, there was little or no andytic interest in these investors, indeed in he
distressed debt market, except for the occasiond anecdotd evidence of performance in such
securities.  Altman (1991) was the firgt to attempt an andyss of the size and performance of the
distressed debt market and estimated, based on a fairly inclusive survey, that the amount of funds
under management by these so-cdled vultures wes a leest $7.0 billion in 1990 and if you
include those investors who did not respond to the survey and non-dedicated investors, the tota
was probably in the $10-12 billion range. Cambridge Associates (2001) estimated that the
amount of distressed assets under management in 1991 was $6.3 billion. Estimates since 1990
indicate that the demand did not rise materidly until 2000-2001, when our latest estimate is a
total demand for distressed securities of $40-45 billion as of December 31, 2001 (see Altman and
Pompeii, 2002).

On the supply sSde, the last decade has seen the amounts of distressed and defaulted
public and private bonds and bank loans grow dramaticdly in 1990-1991 to as much as $300
billion (face vaue) and $200 hillion (market vaue), then recede to much lower levels in the
1993-1998 period and grow enormoudy again in 2000-2001 to the unprecedented levels of $650
billion (face vdue) and dmost $400 hillion maket vaue. These edimaes are based on
cdculations in Altman and Pompei (2002) from periodic, not continuous, market cdculations
and estimates.®

On a reative scde, the raio of supply to demand of distressed and defaulted securities
was something like ten to one in both 1990-1991 and aso in 2000-2001. Dollarwise, of course,
the amount of supply side money dwarfed the demand in both periods. And, as we will show, the
price levels of new defaulting securities was rdatively very low in both periods - at the start of
the 1990’ s and again at the start of the 2000 decade.

2 Defaulted bonds and bank loans are relatively easy to define and are carefully documented by the rating agencies
and others. Distressed securities are defined here as bonds selling at least 1000 basis points over comparable
maturity Treasury Bonds (we use the 10-year T-Bond rate as our benchmark). Privately owned securities, primarily

*23*



3.4. Univariate Models

We begin the discusson of our results with the univariate reationships between recovery

rates and the explanatory variables described in the previous section. Table 4 displays the results

of the univariate regressons carried out using these variables.

Table 4: Univariate Regressions, 1982-2000

Variables Explaining Annual Recovery Rates on Defaulted Corporate Bonds
Coefficients and T-Ratios (in parentheses)

Regression # (1)

(2)

(3)

(4)

5) (6)

(7)

(8)

9 (10)

0.45
0.42

R-Squared

0.49
0.46

0.58
0.56

0.60
0.58

0.51
0.48

0.52
0.49

0.20
0.15

0.23
0.18

0.46
0.43

0.54
0.51

Adj. R-Squared
Dependent Variable:
BRR X
BLRR

Explanatory Variables:
Constant 0.51
(17.40)

-2.62
(-3.73)

BDR

BLDR

BDRC

BOA

BDA

GDP

GDPC

GDPI

SR

SRC

Spread

-0.67
(-9.55)

-6.82
(-4.04)

X

0.01
(0.10)

-0.11
(-4.86)

-1.94
(-9.12)

-0.28
(-5.05)

X
X

0.43 -0.87
(24.01) (-19.39)

-2.99 -7.51
(-4.19) (-4.25)

X

0.49
(12.83)

-0.29
(-2.06)

-0.72
(-7.70)

-0.76
(-2.23)

X
X

049 -0.71
(19.16) (-12.01)

-8.53
-3.78

-23.16
-4.48

bank loans, are estimated as 1.5-1.8 x the level of publicly owned distressed and defaulted securities based on
studies of alarge sample of bankrupt companies (Altman and Pompeii, 2002).
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Table 4: Univariate Regressions, 1982-2000 - continued

Variables Explaining Annual Recovery Rates on Defaulted Corporate Bonds
Coefficients and T-Ratios (in parentheses)

Regression # (11 (12) (13) (14) (15) (16) (17 (18) (19)

(20)

(21)

(22)

R-Squared 0.03 0.03 0.16 0.14 0.16 0.17 0.02 0.04 0.02
Adj. R-Squared -0.02 __ -0.03 0.11 0.09 0.11 0.12 -0.04 -0.01 -0.04

0.05
0.00

0.10
0.04

0.12
0.06

Dependent Variable:

BRR X X X X X
BLRR X X X X
Explanatory Variables:

Constant 0.39 -0.96 042 -0.89 0.46  -0.80 0.41 -0.95 0.43

X

-0.89

(7.81) (-7.66) (18.00! (-15.02) (15.48) (-10.96) (10.88) (-10.19) (16.82) (-14.27)

BDR
BLDR
BDRC
BOA
BDA

GDP 1.00 2.30
(0.77) (0.70)

GDPC 1.76 4.11
(1.78) (1.65)

GDPI 009 -0.22
(-1.78) (-1.84)

SR 0.11 0.43
(0.56) (0.88)

SRC 0.08
(0.62)

Spread

0.31
(0.99)

X

0.52
(7.12)

-1.94
(-1.35)

X

-0.63
(-3.52)

-5.27
(-1.49)

These univariate regressions, and the multivariate regressons discussed in the following
section, were caculated using both the recovery rate (BRR) and the naturd log BLRR) of the
recovery rate as the dependent variables. Both results are displayed in Table 4, as sgnified by an

“X" in the corresponding row.

We examine the smple reationship between bond recovery rates and bond default rates
for the period 1982-2000 (there smply are too few default observations in the 1978-1981

period). Table 4 and Figure 3 show severd regressons between the two fundamenta variables

and we find that one can explain aout 45% of the variation in the annua recovery rate with the

level of default rates (this is the linear modd, regresson 1) and as much as 60%, or more, with
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the quadratic and power®* relationships (regressions 3 and 4). Hence, our basic thesis that the rate
of default is a massve indicaor of the likely average recovery rate amongst corporate bonds
appears to be substantiated®.

The other univariagte results show the correct sgn for each coefficient, but not dl of the
relationships are dgnificant. BDRC is highly negatively corrdated with recovery rates, as
shown by the vey dggnificant t-ratios, athough the t-ratios and R-squared values are not as
ggnificant as those for BLDR. BOA and BDA are, as expected, both negatively correlated with
recovery rates with BDA being more highly negatively corrdated than BOA on a univarigte
bass. Macroeconomic variables did not explan as much of the variation in recovery rates as the
corporate bond market variables explained; we will come back to these relaionships in the next
paragraphs.

24 The power relationship (BRR = exp[bo]” BDR?) can be estimated using the following equivalent equation: BLRR
=bg +b;” BLDR (“power model”).

25 such an impression is strongly supported by a -80% rank correlation coefficient between BDR and BRR
(computed over the 1982-2001 period; however, the same value holds for the reduced 1987-2000 window used in
the following paragraphs). Note that rank correlations represent quite a robust indicator, since they do not depend
upon any specific functional form (e.g., 10g, quadratic, power, etc.).
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3.5. Multivariate Models

We now specify modds to explain recovery rates that are somewhat more complex by
including severd additiona variables to the important defaut rate measure. The basic Structure
of our most successful moddisis

BRR = f(BDR, BDRC, BOA or BDA, BIR)

Some macroeconomic variables will be added to this basc dructure to test their effect on
recovery rates.

We have congructed two simple regresson structures in order to explain recovery rate
results and to predict 2001 rates. One set is for the longer 1982-2000 period and the other is for
the 1987-2000 period®®. Both sets involve linear and log-linear structures for the two key
vaiables — recovery rates (dependent) and default rates (explanaory) with the loglinear
relationships somewhat more dgnificant. These results appear in Table 5 and 6; regressons 1
through 4 build the “basic models’, while macro variables are added in the following rows.

3.6. The Results for 1987-2000

Table 5 regressons 1-4 present our results for the “basic’ models. Note that most, but
not dl, of the variables are quite significant based on ther tratios. The overdl accuracy of the fit
goes from 84% (76% adjusted R-square) for the drictly absolute value of al variables
(regression 1) to 88% (83% adjusted) when the dependent variable (regression 2) is specified in
naturd logs, to the same 88% (regresson 3) when only the primary independent varidble (default
rates — BLDR) is specified in natura logs to as much as 91% (unadjusted) and 87% (adjusted) R
squares where both the primary dependent (BLRR) and explanatory variable (BLDR) are
expressed in naturd logs (regression 4).

26 As concerns the BIR variable, univariate regressions were carried out over the 1987-2000 period, as this index is
not available in previous years: we found positive coefficients both for BRR and its log, with t-test values of about
23.
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Table 5: Multivariate Regressions 1987 —2000

Variables Explaining Annual Recovery Rates on Defaulted Corporate Bonds
Coefficients and T-Ratios (in parentheses)

Regression # (1) (2) (3) (4) (5) (6) (7) (8) (9) (10)
R-Squared 0.84 0.88 0.88 0.91 0.81 0.89 0.84 0.91 0.76 0.78
Adj. R-Squared 0.76 0.83 0.83 0.87 0.73 0.84 0.74 0.86 0.65 0.68
Dependent Variable:
BRR X X X X X
BLRR X X X X X
Explanatory Variables:
Constant 0.56 -0.55 0.16 -1.55 0.49 -1.29 0.58 -1.54 0.37 -1.02
(11.65) (-5.33) (2.12) (-9.27) (16.43) (-4.51) (4.89) (-8.41) (5.52) (-6.36)
BDR -2.02 -5.28 -1.04 -2.20
(-3.40) (-4.15) (-1.29) (-2.01)
BLDR -0.09 -0.22 -0.13 -0.21
(-4.41) (-5.18) (-1.96) (-3.51)
BDRC -1.17 -3.06 -1.31 -3.51 -1.26 -3.45 -1.13 -3.51 -1.82 -4.85
(-1.64) (-2.01) (-2.26) (-2.82) (-1.65) (-2.45) (-1.48) (-2.66) (-2.29) (-2.55)
BOA -0.26 -0.67 -0.23 -0.59 -0.25 -0.60 -0.33 -0.85
(-2.08) (-2.52) (-2.16) (-2.60) (-1.66) (-2.23) (-2.04) (-2.18)
BDA -4.37 -10.60
-1.56 -1.84
BIR 0.11 0.26 0.08 0.20 0.15 0.33 0.10 0.21 0.18 0.43
(1.29) (1.44) (1.18) (1.28) (1.81) (2.14) (0.94) (1.10)0 (1.61) (1.63)
GDP -0.56 0.41 3.95 9.81
(-0.20) (0.11) (2.17) (2.26)
GDPC
GDPI
SR
SRC
Spread
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Table 5: Multivariate Regressions 1987 —2000 — Continued

Vz;riables Explainina Annl;al Recovery Rates oﬁ Defaulted'Cornorate Bonds
Coefficients and T-Ratios (in parentheses)

Regression # (11) (12) (13) (14) (15) (16) (17) (18) (19) (20)
R-Squared 0.85 0.92 0.84 0.91 0.84 0.93 0.84 0.92 0.85 0.92
Adj. R-Squared 0.75 0.86 0.74 0.86 0.74 0.88 0.74 0.87 0.75 0.87
Dependent Variable:
BRR X X X X X
BLRR X X X X X
Explanatory Variables:
Constant 0.56 -1.56 0.56 -1.56 055 -1.54 0.56 -1.53 049 -2.15
(11.29) (-8.91) (10.60) (-7.17) (10.23) (-9.54) (11.03) (-8.93) (4.50) (-3.28)
BDR -2.16 -2.06 -1.98 -2.05 -3.71
(-3.39) (-2.88) (-3.07) (-3.22) (-1.39)
BLDR -0.22 -0.22 -0.21 -0.21 -0.32
(-5.00) (-4.44) (-4.98) (-4.95) (-2.73)
BDRC -164 -423 -117 -352 -120 -373 -112 -374 -0.79 -3.27
(-1.70) (-2.36) (-1.55) (-2.65) (-1.58) (-3.08) (-1.44) (-2.87) (-0.85) (-2.56)
BOA -0.25 -058 -026 -058 -026 -061 -0.26 -0.58 -0.29 -0.58
(-1.98) (-2.44) (-1.90) (-2.37) (-1.98) (-2.78) (-1.98) (-2.48) (-2.11) (-2.57)
BDA
BIR 0.08 0.16 0.11 0.20 0.10 0.17 0.12 0.15 0.02 0.02
(0.87) (0.91) (1.21) (1.200 (1.16) (1.14) (1.23) (0.89) (0.16) (0.10
GDP
GDPC -1.33 -1.87
(-0.75) (-0.58)
GDPI 0.01 0.01
(0.13) (0.09)
SR 0.03 0.26
(0.29) (1.31)
SRC -0.02 0.13
(-0.27)  (0.80)
Spread 2.70 4.55
(0.65) (0.95

*31*



Table 6: Multivariate Regressions 1982 -2000

Variables Explainina Annual Recovery Rates on Defaulted Corporate Bonds
Coefficients and T-Ratios (in parentheses)

Regression # (1) 2) ) (4) (5) (6) (7 (8) (9 (10)
R-Squared 0.77 0.82 0.83 0.87 0.74 0.84 0.78 0.88 0.66 0.68
Adj. R-Squared 0.73 0.79 0.80 0.84 0.69 0.81 0.71 0.85 0.59 0.62
Dependent Variable:
BRR X X X X X
BLRR X X X X X
Explanatory Variables:
Constant 0.53 -0.61 0.20 -1.46 0.49 -1.20 0.54 -1.55 0.46 -0.79
(20.03) (-10.46) (2.75) (-9.17) (21.99) (-5.01) (12.89) (-9.45) (13.06) (-9.29)
BDR -1.62 -4.36 -0.69 -1.75
(-3.02) (-3.69) (-0.94) (-2.71)
BLDR -0.07 -0.19 -0.11 -0.23
(-4.16) (-4.74) (-1.96) (-4.92)
BDRC -2.02 -4.92 -1.88 -4.67 -2.12 -4.81 -2.03 -4.64 -2.63 -6.60
(-3.49) (-3.87) (-3.75) (-4.20) (-3.46) (-3.96) (-3.40) (-4.34) (-3.98) (-4.17)
BOA -0.22 -0.58 -0.19 -0.51 -0.20 -0.40 -0.26 -0.69
(-2.72) (-3.33) (-2.67) (-3.27) (-2.31) (-2.42) (-2.56) (-2.83)
BDA -4.94 -11.73
(-2.20) (-2.55)
GDP -0.32 -2.42 0.87 2.06
(-0.37) (-1.50) (0.98) (0.97)
GDPC
GDPI
SR
SRC
Spread
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Table 6: Multivariate Regressons 1982 —2000 - continued

Variables Explaining Annual Recovery Rates on Defaulted Corporate Bonds

Coefficients and T-Ratios (in parentheses)

Regression # (11) (12) (13) (14) (15) (16) (a7) (18) (19) (20)
R-Squared 0.78 0.88 0.77 0.87 0.78 0.89 0.78 0.89 0.71 0.79
Adj. R-Squared 0.71 0.85 0.71 0.83 0.72 0.86 0.71 0.86 0.66 0.75
Dependent Variable:
BRR X X X X X
BLRR X X X X X
Explanatory Variables:
Constant 0.53 -1.51 0.53 -1.51 0.52 -1.47 0.53 -1.47 0.39 -2.11
(19.38) (-9.54) (19.25) (-7.79) (15.95) (-9.88) (18.81) (-9.93) (6.29) (-5.32)
BDR -1.66 -1.68 -0.20 -1.56 -1.60 -3.80
(-2.95) (-2.66) (-4.30) (-2.79) (-2.88) (-2.69)
BLDR -0.20 -0.18 -0.18 -0.28
(-5.10) (-4.76) (-5.03) (-3.78)
BDRC -2.15 -5.53 -2.04 -4.74 -2.06 -4.83 -2.07 -4.89 -1.32 -4.03
(-3.10) (-4.48) (-3.38) (-4.11) (-3.47) (-4.63) (-3.44) (-4.70) (-1.60) (-2.69)
BOA -0.21 -0.48 -0.22 -0.50 -0.22 -0.51 -0.20 -0.43
(-2.58) (-3.14) (-2.63) (-3.15) (-2.66) (-3.52) (-2.39) (-2.85)
BDA
GDP
GDPC -0.24 -1.84
(-0.35) (-1.43)
GDPI 0.01 0.03
(0.19) (0.46)
SR 0.06 0.33
(0.61) (1.79)
SRC 0.04 0.23
(0.50) (1.85)
Spread 3.30 3.77
(1.63)  (1.33)
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The actud modd with the highest explanatory power and lowest “error” rates is the
power model?’ in regression 4 of Table 5. We see that dl of the four explanatory variables have
the expected sgn (negative for BLDR, BDRC, and BOA and podtive for BIR) and are
sgnificant a the 5% or 1% levd, except for the Defaulted Bond Index (BIR) which has the
appropriate sign (+) but a less meaningful traio®®. BLDR and BDRC are extremely significart,
showing that the levedl and change in the default rate are highly important explanatory varigbles
for recovery rates. Indeed the variables BDR (and BLDR) explain up to 57% (unadjusted) and
53% (adjusted) of the variaion in BRR smply based on a linear or log-linear association. The
sze of the high yidd market dso performs very well and adds about 8% to the explanatory
power of the modd. When we subgtitute BDA for BOA, the explanatory power of multivariate
model drops somewhat to 0.89 (unadjusted) and 0.84 (adjusted) R-squared. Still, the sgn of
BDA is correct (+) and the tratio is quite high (1.84 — see regression 6of Table 5). Indeed, on a
univariate bass, BDA isactudly far more Sgnificant than BOA (see Table 4).

Figure 4 shows, graphicdly, the results for the Table 5 regresson 4 dructure, by
comparing the actual Recovery Rate vs. the estimated rates (designated by a “+” sign) for 1987-
2000. Note the extremely close accuracy in dmost every year between the actua and estimated
rates. Figure 4 dso shows how our multivariate regressons can be used to estimate the 2001
expected recovery rate, given certain assumptions about the independent varigbles and the time
frame for the regressions.  Specifically, assuming default rates for 2001 of 85% (or 10%)%°, a
change in default rates compared to 2000's 5.1% of 3.44% (or 4.94%), a BIR of 18.0% (the rate
of return as of August, 2001), a BOA of $630 hillion (midyear 2001) or a BDA of 8.5%-10% of
the high yidd bond market, this results in an estimated recovery rate of 22-23% When we
subgtitute BDA for BOA, the estimates for 2001 recovery rates are 20% assuming an 8.5%
default rate and 18% assuming a 10% default rate.  The actud recovery rate in 2001 was 25%
(induding one large unique bankruptcy — FINOVA — or 21% - without FINOVA — see Altman
and Arman, 2002); so our estimates were very close to the actud.

27 Like its univariate cousin, the multivariate power model can be written using logs. E.g., BLRR =bg +b;” BLDR +
b,” BDRC +bs” BIR +b,” BOA becomes BRR = exp[bg] © BDR”* " exp[b,” BDRC +bs” BIR +b,” BOA]

and takes its name from BDR being raised to the power of its coefficient.

2 BIRs t-ratio is only significant at the 0.25 level. Without the BIR variable, the R-squared measures are slightly
lower at 90% (unadjusted ) and 87% (adjusted). On a univariate basis, the BIR is significant with a t-ratio of 2.34
and explains 25% of the variation inBRR.

29 These were Altman’s (8.5%) and Moody’s (10.0%) default rates estimates for 2001 made at the beginning of the
year. More recent estimates are higher given the impact from the September 11, 2001 tragedy, and the final default
rate in 2001 was 9.8%.
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3.7. The Results for 1982-2000 and Autocorrelation Tests

Table 6 regressons 1-4 show the same regression structures as Table 5 regressons 14,
only the sample period is for 1982-2000 and the modes do not include the BIR variable.
Regresson 1 of Table 6 shows thet dl three explanatory variables are dgnificant a the 1% or
5% levd with high t-ratios. All have the correct dgn, indicaing that recovery rates are
negatively corrdated with default rates, the change in default rates and the sze of the high yidd
bond market. The R-squared of this straightforward, linear regresson is 0.77 (0.73 adjusted).
Findly, as with the shorter time period, the highet R-squared explanatory modd for the longer
time period uses the log specification for both BLRR and BLDR, which raises the unadjusted R
squared to 0.87 (Table 6, regresson 4). These results are dightly lower than for the longer time
frame (1982-2000), but ill very meaningful. Hence, we are quite optimidic that the variable
st, while probably not optimal, can be used to explan and predict recovery raes in the
corporate defaulted bond market.

We do observe a few clusters of recovery rates in such years as 1994-1995,1996-1997
and 1999-2000 (see Figures 3 and 4) 0 we test for autocorrdation of the residuads. The resulting
DurbinWatson datistics did not show any autocorrdation problems and ether rgect the
assumption or find the tests inconclusive.

3.8. Macroeconomic Variables

While we are pleased with the accuracy and explanatory power of the regressons
described above, we were not very successful in our atempts to include several fundamentd
macroeconomic factors. We assessed these factors both on a univariate as well as a value-added
bass for our multivariate dructures. We are somewhat surprised by the low contributions of
these varidbles snce there are severd modes that have been condructed that utilize macro-

variables, apparently significantly, in explaining annual default rates™.

Despite the fact that the growth rate in annua GDP is sgnificantly negatively correated
with the bond default rate, i.e, -0.67 for the period 1987-2000 and -0.50 for 1982-2000, the
univariate correlation between recovery rates (BRR) and GDP growth is rdaively low (see
Table 4); the sgn (+) is appropriate, however. Note that the GDP growth variable has a -0.02

30 See eg. Fons (1991), Jonsson and Fridson (1996), Moody's (1999), Fridson, Garman, and Wu (1997), Helwege
and Kleiman (1997).

*36*



and -0.03 adjusted Rsguared with BRR and BLRR (regressons 11 and 12), and a positive but
not very sgnificant relaionship with recovery rates (R-squared 0.14 - 0.16 unadjusted) when we
utilize the change in GDP growth (GDPC, regressions 13 and 14).

Furthermore, when we introduce GDP and GDPC to our exising multivariate sructures
(Tables 5 and 6), not only are they not dgnificant, but they have a counterintuitive sgn
(negetive). The news is not dl bad with respect to the multivariate contribution of the GDP
vaiable. When we subgtitute GDP for BDR in our most successful regressions (see Tables 5
and 6, regressons 9 and 10), we do observe that GDP is significant at .05 level and the sign (+)

iS correct.
BRR = f (GDP, BDRC, BIR, BOA)

explains 0.76 of BRR and 0.78 of BLRR. This compares to 0.84 and 0.88 when we use BDR
intead of GDP. No doubt, the high negative corrdation (-0.67) between GDP and BDR
diminates the possbility of usng both in the same multivariate Sructure.

To try and circumvent this problem, we used a technique smilar to Helwege and Kleiman
(1997): they pogtulate that, while a change in GDP of say 1% or 2% was not very meaningful in
explaning default rates when the base year was in a strong economic growth period, the same
change was meaningful when the new level was in a wesk economy. Following ther gpproach,
we built a dummy variable (GDPI) which tekes the vaue of 1 when GDP grows a less than

1.5% and O otherwise.

Table 4 shows the univariate GDPI results, while Table 5 and Table 6 (regression 14) add
the “dummy” vaiable GDPI to the “power” models discussed earlier. Note that the univariate
results show a somewhat sgnificant relationship with the appropriate sgn (negeative). When the
economy grows less than 1.5%, we find that this macroeconomic indicator explains about 0.16 to
0.17 (unadjusted) and 0.11 and 0.12 (adjusted) of the change in recovery rates. The multivariate
modd with GDPI, however, does not add any vaue to our dreedy very high explanatory power
and the sgn (+) now is not gppropriate. No doubt, the fact that GDP growth is highly correlated
with default rates, our primary explanatory variable, impacts the dgnificance and sgn of the
GDP indicator (GDPI) in our multivariate modd.

We a0 postulated that the return of the stock market could impact prices of defaulting
bonds in that the stock market represented investor expectations about the future. Table 5 and 6
regressons 15-18 show the association between the annua S&P 500 Index stock return (SR)
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(and its change, SRC) and recovery rates. Note the extremdy low univariate R-squared
measures and the inggnificant t-ratios in the multivariate model, despite the appropriate Sgns.

4. TheLGD/PD link and the procyclicality effects

Our findings dso have implications for the issue of procydicdity. Procydicdity involves
the regulatory capita impact for expected and unexpected losses based on the rating distribution
of bank portfolios. Since average ratings and default rates are sengtive to business cycle effects,
this makes the new internd raings-based approach to regulatory capitad more dependent on the
cyce, increesng cepitd charges, and limiting credit supply, right when the economy is dowing.
Snce we found a dggnificant corrdation between macroeconomic measures and  bond
rates/defaults, we might expect that low recovery rates when defaults are high would exacerbate
bank loan losses (LGD) in those periods™.

When banks adopting the so-cdled “advanced” IRB gpproach are free to estimate ther
own severity rates, with some condraints, they might tend to adjust these estimates according to
the economic cycle. As default rates increase, and ratings worsen, LGDs would be revised

upwards, making Basdl capita even more procyclica than expected.

To assess the impact of such a mechanism, we carry out a Smulation based on the
evolution over a 20-year period of a standard portfolio of bank loans®2. The initid composition
was chosen arbitrarily, based upon some estimates carried out by the Bank of Ity on a sample
of ltaian banks™ (Marullo-Reedtz, 2000). All loans are assumed to have a 3-year maturity.

From 1981 until 2000, the bank’s portfolio mix changes accordingly to S&P trangtion
matrices™ (based on static pools); rates on new loans are revised to compensate for their changes
in riskiness, yet margins earned on “old loans’ remain unchanged (since the loans have a three-

year maturity, this means that only 1/3 of the loans can be re-priced). Losses emerge according

31 Note that we do not find much of a relationship between GDP growth and recovery rates. However, when we
substitute GDP growth for our primary bond default rate variable, the multivariate results are quite meaningful,
albeit with alower explanatory power than the one obtained with the BDR variable.

32 These results are based upon the simulation engine presented in detail in Resti (2002).

33 Based on Standard & Poor’s rating classes, the composition can be summarized as follows: AAA: 80%; AA:
8.0%; A: 9.0%; BBB: 23.0%, BB: 40.0%; B 9.0%; CCC 3.0%. The use of data on rated bonds would probably have
introduced a severe bias, as the average credit quality of bonds, in the aggregate, tends to be better than that of bank
loans.

34 Standard & Poor’s (2001). We are aware that bond data and through-the-cycle ratings are not fully apt to represent
the behaviour of bank loans; yet, we believe that such limitations are outweighed by the benefits of using public,
certified, long-term data as those supplied by S&P.
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to the empirica default rates recorded by S&P and the loans LGD (given a 50% LGD, a 100€

default means a 50€ |0ss).

Capitd requirements are measured according to the “corporate exposures’ curve
presented in Based Committee on Bank Supervison (2001a, the so-cdled “consultative package
two”); the new curve for corporate exposures, circulated in November 2001 (Basd Committee
on Bank Supervision, 2001b), isused aswell.

Figure 5: a simulation exercise on the pro-cyclical effects of the PD/LGD correlation

(a) Background: indicators of the credit quality cycle
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Our smulation contrasts two different scenarios. In the former, a standard 50% LGD is
used for dl loans (as in the “foundation” approach, where severities on unsecured, senior loans
are fixed by regulators). In the latter, LGDs fluctuate between 60% (in high default years) and
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40% (in low default years)®®. Note that, as mentioned above, a smilar setting may become
redigic when banks move to the advanced IRB approach and dat usng ther own LGD
estimates.

We now turn to Figure 5, where smulation results are summarized:

1. The firg pand (a) reports three indicators of the credit qudity cycle the default rae
messured by Standard and Poor's on US bonds, the default rate experienced by the bank
(given its portfolio mix) and the “net downgrade rat€’ (downgrades minus upgrades, over
total outstanding issues). Note that scades are inverted, since an increase in these variables
means that the cycle is getting worse. As can be seen, default and downgrade risks fluctuate
up and down in the Eighties, hit a low in the ealy Nineties, then keep improving in the
following years, dthough they worsen again towards the end of the decade.

2. The second pand (b) reports a measure of credit availability: the percent change in the loan
portfolio made possible (or necessary) by the evolution of the capitd ratios. When the margin
income exceeds credit losses, and/or capital requirements decrease because of a favourable
evolution in the qudity mix of the loans the bank’'s capitd grows beyond the minimum
requirements. we then compute by how much the loan portfolio could be enlarged; smilarly,
when capitd charges increase more than net profits would alow, we estimate the reduction

in loans needed to comply with Basd ratios.

Two results are worth mentioning. Fird, the procyclicdity effect is driven more by up-
and downgrades, rather than by default rates; in other words, adjustments in credit supply needed
to comply with capitd requirements seem to respond manly to changes in the structure of
weighted assets, and only to a minor extent to actud credit losses. However this is not true in
1991 when the default rate is exceptiondly high. Second, when we let LGDs free to fluctuate
with default rates, the procyclicdity effect incresses sgnificantly, both for the CP2 curve and
November 2001 curve®. Moreover, one could aso show that bank spreads, too, would become
more volatile (since revisionsin short-term LGD estimates would be factored into loan prices)*”.

35 We used a second-degree polynomial to model the link between L GDs and empirical default rates, so that LGD is
50% when default rates are at their 20-year average (2%), LGD is 60% when default rates hit their 20-year
maximum (5%) and LGD is 40% when default rates hit their 20-year low (0%).

38 surprisingly enough, the new weight curve for corporate loans proposed in Basel Committee on Banking
Supervision (2001b), although it considerably reduces capital requirements in a static sense, would not ease the
procyclicality effect, at least for loan portfolios like our simulated one. The reason for this rather counter-intuitive
behaviour is that under the November 2001 curve, athough the increase in weights when moving to an AAA to a
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Thus, if a pogtive corrdaion between default and recovery risk (like that in Section 3 for
US bonds), were to be confirmed by bank data, the procyclicality effects might be even more
severe than expected. Of course, one might object that the bank in our smulation behaves in a
somewhat myopic way, and that regulation should encourage “advanced” IRB systems to use
long-term average recovery rates (ingtead of revisng them yearly, according to short-term
sgnds like the current default rate). However, while the use of long-term LGDs woud make
procyclicdity effects less marked, it would adso force banks to maintain a less updated picture of
their risks, thereby trading stability for precison.

5. Concluding remarks

This paper andyzed the link between aggregate default probabilities and the loss given
default on bank loans and corporate bonds, both from a theoretical and an empiricd standpoint,
and tried to spot its implications for various credit VaR models as wdl as for bank regulation and
procyclicdity effects. As far as the theoretical aspects are concerned, most of the literature on
credit risk management models and tools treats the recovery rate variable as a function of historic
average default recovery rates (conditioned perhaps on seniority and collateral factors), but in
dmog dl cases as independent of expected or actud default rates. To us, this gppears to be a
rather smplisic and perhaps unredigic gpproach: empirical evidence as wdl as smulations
results suggest more care in dedling with this fundamenta aspect of credit risk modeling.

We saw in Section Il how smulaion results for expected and unexpected losses may
change under three different recovery rate scenarios. We fird assumed that recovery is
determinigtic (fixed), then that recovery rates are stochagtic yet uncorrdaed with the probability
of default, and findly that they are stochastic and negatively corrdated with default probabilities.
Introducing this third hypothess prompts a dgnificant increase (30%) both in risk measures
(unexpected losses) and in the expected cost of defaults The assessment and messurement of
the PD/LGD corrdétion (if any) therefore turns out to be a pivota empirica issue.

To this am, in Section Il we examined the recovery rates on corporate bond defaults,
over the period 1982-2000, by means of rather straightforward datisticad models. These modds

CCC rated loan is lower, smaller quality changes can bring about a sharper risein capital requirements than they
did under the CP2 function. This would slightly enhance procyclicality in “normal times’ (when most rating
changes affect the middle part of the rating scale); however, the new curve would probably smooth cyclical effects
under extreme scenarios, when alarge part of bank borrowers moves to the bottom grades of the rating scale.

37 See Resti (2002) for details.
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assgn a key role to the supply of defaulted paper (default rates) and explan a substantia
proportion of the variance in bond recovery rates aggregated across all seniority and collaterd

leves.

Our results have important implications for just about dl portfolio credit risk models, for
markets which depend on recovery rates as a key variable (eq. Securitizations, credit
derivatives, etc.), and for the current debate on the revised BIS guiddines for capitd
requirements on bank credit assets. Namely, in Section 1V, we have shown that the link between
LGD and PD will possbly bring about a sharp increase in the “procydlicdity” effects of the new
Basd Accord, when individud banks are free to use ther own severity edimates, actudly, if
banks tend to revise such estimates upwards in “bad’ times, bank capital and credit supply might
behave even more pro-cydlicaly than expected.
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