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Abstract:

Empirical research that is based on web-collected
data has been rapidly growing thanks to the large
amounts of freely available web-data and the tech-
nological wonders of web spiders for grabbing data.
This is especially true for electronic commerce re-
search, which yields results that can be very influen-
tial on the market. Although all studies rely on in-
ferences from the collected data to some population
of interest, there has been nearly no attention paid
to sampling issues. The methodology of statistical
sampling is very relevant in web-data collection. It
includes defining observational units and target and
sampled populations, determining sources of sam-
pling and non-sampling errors, choosing appropri-
ate sampling designs, and adjusting sample estima-
tors to reduce bias and increase precision. Sampling
eCommerce data shares many characteristics with
other types of sampling (e.g. surveys), but also has
special features that researchers should be aware of
and account for. In this paper we discuss web-data,
and in particular eCommerce data collection in the
context of sampling methodology, and suggest im-
provements to current practice in this modern sam-
pling setting.

1. Introduction

The seminal question in sampling is “What popu-
lation does the sample represent”, like the title of
the paper by [11]. Taking a representative sample
from the population of interest is a fundamental of
nearly every empirical study. The ability to gener-
alize conclusions from the sample to the population
depends on the relationship between the two. The
field of sampling deals with the various issues in-

volved in designing and drawing a sample, as well
as making inferences from the sample to the popula-
tion. Classical statistical methods for cross-sectional
data e.g., t-tests and regression models, assume that
the sample is a “random sample”. However, this as-
sumption should not be overlooked since in many
situations it is violated. Two examples of violations
are a population that is too small to be considered
infinite (and thus the probability of sampling one
observation affects the sampling probabilities of the
other observations), and dependence between obser-
vations with regard to the measure of interest. In
both cases the sample design must take into account
these special features, and the sample statistics are
adjusted to be representative of the population.

The wide availability of electronic data on the web
has stirred a huge body of empirical research on web
content such as electronic commerce. The emergence
of web-spiders, which are software programs that
are designed to collect data from HTML pages, has
greatly enhanced the ability to capture enormous
amounts of data almost instantaneously. Although
companies are reluctant to share their databases,
they sometimes make a large amount of the data
freely available through queries. For instance, eBay
permits users to browse almost all auctions that have
closed in the last 30 days. Similarly, travel web-
sites will reveal airfares for flights in their database
through queries.

The issue of sampling, however, appears to be
completely disregarded. In the great majority of
web-content studies that rely on sampling from the
web, the data collection phase focuses on the col-
lection mechanism design and the technical details
of how the data will be collected, and ignores other
important sampling issues such as defining the popu-
lation of interest, the goal of the study (exploratory,
descriptive, or analytical), and the relative impor-
tance and representativeness of sub-populations ([5,
p. 47]) What are tolerable error rates? What are
the main variables of interest? These, in turn, can
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affect the sample design directly. For instance, when
the goal of the study is exploratory, then it is more
important to get broad coverage of the population
than reducing sampling error of resulting estimates.
However, when the goal is analytical it is more im-
portant to assure that the sample will be powerful
enough for rejecting null hypotheses.

Another common phenomenon in web-data stud-
ies is the inexplicit assumption that the collected
data are the entire population of interest or, more
commonly, representative of the population of in-
terest. Assuming that the sample consists of the
entire population of interest usually stems from the
thought that “we sampled all the transactions in the
last week”. However, in most cases the purpose is
to generalize the results to a longer period of time
and thus the sampled week is a subset of the popu-
lation of interest. In fact, in most cases the popu-
lation of interest includes a longer time frame than
that in which the sample was drawn. For instance,
[1] used a sample of transactions on eBay that was
collected over a period of 3 months to estimate con-
sumer surplus for that entire fiscal year. [4] sampled
several million sales of new and used books on Ama-
zon that cover 180 days between 9/2002-3/2003 and
105 days between 4-7/2004. They use this sample
to estimate the rate that used books cannibalize on
sales of new books (15%), and use it to infer about
this rate in the “population” which does not include
a time frame. Another example is a study of online
price dispersion by [9]. They collected three sam-
ples of prices on eight product categories taken in
Nov 2000, Nov 2001, and February 2003. They use
the three samples to represent three eras of eCom-
merce: the “blooming, shakeout, and restructuring
of eBusiness” ([10]), and the 8 categories to rep-
resent the continuum of the global market (based
on the price range that they span). In short, a
set of collected web-data, no matter how large, is
most likely to be partial to the population of in-
terest even if it includes all observations within a
limited time period. A recent advancement in web-
agent design addresses the issue of long term data
collection ([6]). Using this technology in conjunction
with good pre-sampling definitions and choices can
lead to improved samples.

Finally, at the analysis stage, there must be con-
sideration of the sample design in determining if and
how estimates should be adjusted to compensate
for bias and reduce sampling error. To our knowl-
edge, empirical studies of eCommerce data have
completely overlooked these post-sampling issues.

2. Sampling and Non-Sampling
Errors

The first steps of planning a sampling scheme involve
answering the following questions:

1. What are the observation units of interest?
What are the units that we will actually sam-
ple?

2. What is the target population which we want to
study and what is the actual population from
which the sample will be taken?

Answers to these questions are crucial for obtaining
correct inferences and are directly related to non-
sampling errors. Non-sampling errors result from
design issues that are unrelated to the fact that a
sample is taken rather than the entire population.
There are two types of non-sampling errors: selec-
tion bias and measurement bias.

When the target population differs from the popu-
lation to be sampled this will result in selection bias.
This includes under-coverage of the target popula-
tion, non-response in surveys, and misspecification
of the target population. Such errors are just as
likely to occur in web-sampled data, but their for-
mat can be different. Here are some examples:

• Server problems and internet congestion during
“web rush hour” can lead to many unrecorded
transactions (such as bids placed by users).

• A website’s policy of data refreshing can lead to
discrepancies between the target and sampled
population: if the data presented on the website
are cashed (e.g., Google.com, price comparison
engines) then the sampled population might be
outdated.

• When using a websites “search” function to re-
trieve data of interest, choosing the first set of
returned records is likely to produce bias in the
sample. Search engines do not randomize the
results, but rather display them according to
some order (e.g., relevance or recency).

It is therefore important to carefully specify the tar-
get and sampled populations and compare them be-
fore the sample is collected. Skipping this at an early
stage can cause complications later on. An example
is the study by [12] that investigates price disper-
sion across internet retailers. The collected data on
22,209 price quotes revealed heterogeneity due to the
product condition (which previously has not been
accounted for). The researchers then reduced their
sample by retaining prices only on products tagged
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“new”, thereby narrowing down the target popula-
tion. The eliminated data were not random, and in
practice a set of retailers were completely eliminated,
thereby changing the sample design.

Measurement bias results from the measurement
tool: these include interviewer/experimenter effects,
non-truthful responses, errors in data recording, and
poorly designed questions in questionnaires. Al-
though these types of errors seem less prevalent in
web-data, they do exist if in somewhat different for-
mat:

• Web-agents that collect data can interfere with
the website’s traffic causing a slowing down or
other extraordinary effects

• Fictitious users or non-truthful postings by
users still affect the collected data (e.g. bid
shilling)

• Poorly designed websites can lead users to in-
put wrong or even irrelevant information. If the
error goes unrecognized, then the sampled pop-
ulation contains errors. If they are recognized,
the website might drop those records altogether
or record them with missing/wrong values.

• Devices to thwart robots, not allowing collec-
tion from some area or limiting the query fre-
quency to, say 5-times-a-day.

Sampling errors result from taking a sample rather
than recording the entire population. Although a
good sample can provide an accurate representation
of the entire population, there are still inaccuracies
resulting from including some of the observations
and not others. The goal of statistics is to quan-
tify sampling error and thereby allow inference from
a sample to the population of interest. Sampling
error consists of two main measures: bias and vari-
ability. Optimally we prefer unbiased sample esti-
mators that have very low variability. This means
that the estimator is accurate, or “on target”, and
that it produces precise estimates that do not vary
much from sample to sample. To construct such es-
timators, however, requires knowledge of the under-
lying sampling mechanism. It is not sufficient that
web-data samples tend to be very large and that the
global population size is huge. It turns out that for
different sampling methods the estimators need to
be constructed differently to achieve low bias and
variability.

Returning to the issue of observation units, de-
termining whether these are transactions, products,
users, retailers, or any other entity is directly related
to the sampling design. Depending on the website,

the data will usually be organized in a way that is
most relevant to potential users. However, many of
these websites have a relative database where data
are linked to multiple observation units. For ex-
ample, the data on eBay are organized by auction.
However, it is possible to collect data on a particu-
lar set of bidders. On B&N.com, if we look at book
prices, then the natural unit is a book within a cer-
tain category. However it is easy to focus on authors
as the observation of unit, and collect prices on their
books.

Although there might be large amounts of data on
the “natural observation unit” of the website, there
might be much scarcer data on other units. Return-
ing to the B&N.com example, there might be an
abundance of romance contemporary fiction books
listed on a certain day. However, if we look at au-
thors who published multiple statistics textbooks,
there are likely to be fewer observations. Further-
more, if we are interested in comparing subgroups
of this population where a certain subgroup consti-
tutes a very small proportion of the population, then
it is likely that this subgroup will not be represented
in a random sample.

In the following we give a short description of the
main probability sampling schemes, highlighting is-
sues that are relevant to web-sampling.

3. Simple Random Samples

Probability samples, as opposed to non-probability
sample such as convenience sample, are character-
ized by the feature that each unit in the population
has a known, non-zero probability of selection into
the sample. The current literature that relies on web
data collection generally attempts to take probabil-
ity samples, but completely ignores sampling issues
and considers the data collected as a simple random
sample (SRS) without replacement from the target
population. An SRS is a sample where each ob-
servation has an equal probability of being selected
from the population. It is the simplest probability
sampling method. The hidden SRS assumption in
empirical studies of eCommerce can be seen by the
type of analyses that have been performed: t-tests,
linear regression models, and parameter estimation,
which all rely on sample statistics such as the sample
mean, a proportion, etc.

Although SRSs are generally easy to analyze, in
web-data sampling they are not always the right de-
sign to use. One main reason is that employing an
SRS requires identifying and labeling all the records
that could potentially be sampled prior to the sam-
pling. In many web-data studies it is hard or impos-
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sible to construct such a list. This issue is described
in further detail below.

3.1 Constructing the Sampling Frame

A sampling frame is the list of all the observations
from which the sample will be drawn, and is in fact
the operational definition of the target population.
Examples of common sampling frames are phone di-
rectories, email lists, and household addresses. A
listing on the web is usually labeled using a se-
quence of digits such as an auction ID, an ISBN, or
a product number. To construct a sampling frame
we would need to identify each possible listing in our
target population and its label before carrying out
the sampling. In some cases a list of these labels is
possible to obtain or construct. An example is using
price comparison engines such as MySimon.com and
Shopper.com. [9] compared the completeness of lists
of retailers from multiple price comparison websites,
and found that BizRate.com returned the most com-
plete list (except for a few cases where not all retail-
ers were covered). However, we performed a search
for a popular DVD player on BizRate.com and found
that it excludes a major retailer called Amazon.com!
Thus, relying on such comparison sites for construct-
ing an exhaustive sampling frame should be carried
out cautiously.

In many other cases, especially when the list is
potentially very large, enumerating the listings or
obtaining their generating mechanism are not dis-
closed by the website, and therefore it is impracti-
cal or impossible to assemble a sampling frame. If
querying the website is possible, in many cases the
results will only be a subset of the list, and most
likely not a random one. Yet in other cases, it is im-
possible to search the website directly by the obser-
vation unit (e.g. obtaining a list of all open auction
IDs on eBay.com). Of course, if the company is will-
ing to share its data, then this problem goes away.
However, companies tend to be wary of sharing such
data with researchers.

Another reason for the absence of a sampling
frame in web-data applications is that the target and
sampled populations are in many cases assumed to
be ongoing (or at least a finite but unknown time
interval into the future), and therefore N is not a
fixed number at the time of sampling.

If a list does not exist then probability sampling
will yield biased results with no information on the
bias itself.

3.2 Further SRS Issues

Let us assume that the goal is to estimate a popula-
tion mean (e.g., the average price of a certain camera
model sold online on a certain week) or a population
proportion p (e.g., the proportion of transacted auc-
tions on eBay in the last 30 days). If we take an
SRS of size n from a very large population, then the
sample mean is unbiased for estimating and is op-
timal in the sense of low variability. Similarly, in
a sample of binary valued observations, the sample
proportion of 1’s, , is unbiased for estimating the
population proportion of 1’s and is optimal in the
sense of low variability.

However, if the population size N is not much
larger than the sample, then we must apply the fi-
nite population correction (FPC) to obtain unbiased
estimators. Thus, even if the sample is very large,
the sample mean will still be inaccurate for estimat-
ing the population mean. The FPC is given by the
ratio (N-n)/(N-1). Although the population size in
many web-data applications is very large, in some
cases we are actually interested in a subpopulation
that is small (see Section 5 on stratified sampling).
Furthermore, since the sample sizes in web-collected
data tend to be very large, if they approach the pop-
ulation size then the FPC can have a large impact
on the results.

Another deviation from the simple estimators
given above occurs when the SRS is substituted with
an unequal probability sampling scheme: When we
are interested in a particular subpopulation that is
rarer in the population, it makes more sense to set
unequal sampling probabilities and over-sample this
particular group. An example is the different rates
of sampling used by [4]: they sampled books that sell
on Amazon.com at low quantities at 2 hour intervals,
whereas books that sell at high quantity were sam-
pled every 6 hours. In such cases unbiased estima-
tors for the population mean and/or proportion re-
quire the use of a weighted sample mean/proportion
such that observations have weights that are in-
versely proportional to their selection probabilities.
For example, if member of some sub-population are
twice as likely to be sampled, then their weights in
the estimate must be reduced by ([5, p. 25]).

4. Systematic Sampling

One way to avoid the need for creating a sampling
frame before the sampling is carried out is to use
systematic sampling. The idea is to choose a ran-
dom starting point and then to sample every ith
records to achieve a required sample size (i = N/n).
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Thus, the sampling frame is constructed “on-the-
fly”. The main danger in systematic sampling is
that the records are ordered in a cyclical pattern
which could coincide with the sampling cycle. In
a web-data collection environment such a scheme is
less appealing, since the cost of sampling the remain-
ing records (between sampled records) is negligent.
Furthermore, the list that is compiled at the end of
the sample might be temporary, if the website recy-
cles labels. An example is auction IDs in eBay and
UPS tracking numbers.

Alternative sampling designs that do not require
an apriori sampling frame are stratified and cluster
sampling.

5. Stratified Sampling

Stratified sampling means that the population of
interest is divided into mutually-exclusive sub-
populations and random samples are taken inde-
pendently from each subpopulation. This is a very
popular and useful sampling method which yields
more precise estimates compared to a simple random
sample, by incorporating some external information
about the quantity of interest. It turns out that for
web data-collection this method can actually serve
a completely different important purpose.

Many procedures for collecting web data rely on
querying the website of interest and recording the
records that are returned from the query. In most
cases, the algorithm that the website uses for order-
ing the results and the amount of results returned
is not disclosed. For example, when querying eBay
for all closed auctions on a certain date, it returns
only a subset of those auctions! How this subset is
chosen and how the records in this subset differ from
those that are not returned is hard to assess. The
reason for returning a subset is most likely the huge
amounts of records that match the query. Using the
returned subset could therefore result in selection
bias.

A solution to this problem is to use stratified sam-
pling with strata reflecting categories. Since in this
scheme queries are category-specific, it greatly re-
duces the number of resulting records, which should
now yield a complete category-level list (at that time
point - see the section on Cluster sampling for time-
frame issues). On the internet stratification is very
natural because of the hierarchical structure of many
websites and the relevance of these categories to the
research questions. Although website hierarchies are
designed for ease of navigation, they can be exploited
for the purpose of stratified sampling.

Some examples of hierarchically designed websites
are

• eBay’s categories (electronics, tickets, col-
lectibles, etc.) and three additional subcategory
levels

• Yahoo! Movies

• Barns & Noble’s categories (books,
DVD&Video, Music) and multiple levels
of subcategories (Books> fiction> romance >
contemporary romance>. . . )

• Drugstore.com (vitamins & diet> sports
nutrition> performance supplements>. . . )

Studies that try to estimate a global mean or rate
in many cases tend to use the hierarchical structure
even without considering stratified sampling (e.g.,
[4] sample book sales on Amazon.com by book cat-
egories.) If the categories that are used for stratify-
ing are also of interest in themselves (e.g., we want
to compare records across these categories, obtain
category-level estimates, or treat them differently),
then using stratified sampling is advantageous for
another important reason: the resulting sample es-
timates are typically more precise than those from
an equivalent simple random sample (SRS). In fact,
this is the main reason that stratification is used in
survey samples. One challenge in stratified sampling
is to determine the sizes of the sub-populations. In
some cases estimates based on proxy information can
be used. In web-based data, sub-population sizes
are usually unknown and tend to change over time.
Since many empirical studies use a sample that is
a snapshot in time to make inferences about longer
time periods, the actual category sizes are unknown
until the end of the period of interest. In such cases,
if the variability in category sizes is not expected to
change drastically from time to time, these “snap-
shot” sizes can be used as approximations.

A main assumption in stratified sampling is that
records are divided into distinct subpopulations and
that there is no overlap between strata. However,
categories and sub-categories on the web tend not to
be mutually exclusive. For instance, the book XXX
can be listed in the subcategory Y and subcategory
Z. This duplication is more likely to occur at deeper
sub-category levels, where the distinction between
products/records is smaller. Therefore, the level of
hierarchy used for stratification should be the high-
est possible which creates strata of “manageable”
size (i.e., all records are returned by a query of that
level).
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5.1 Estimating a Mean or Rate from a Strat-
ified Sample

A stratified sample is based on taking an SRS from
each stratum. Thus, the stratum-level estimates
are unbiased for estimating stratum-level parame-
ters. To obtain unbiased overall population esti-
mates we use a weighted average of the stratum-
level estimates, where the weights are proportional
to stratum size.

5.2 Sample Size

The main guidelines for determining how many
records to sample within each stratum depend on
the goal of the analysis: If the goal is to estimate an
overall parameter (mean, proportion, etc), it is ad-
vantageous to sample more heavily in strata that are
(1) bigger, (2) have more variance, and (3) are cheap
to sample. However, if the goal is to compare strata,
then these subpopulations should be over-sampled
(in proportion to their variances). In eCommerce,
within-category variances are sometimes the object
of study themselves: price dispersion within differ-
ent categories of products is compared ([9, 12]). In
such studies the strata sizes are important in deter-
mining whether over-sampling is required, and for
adjusting the estimates.

In web-sampling the cost of sampling is usually
negligent. However, some categories of records can
be harder to sample in the sense that they require
specialized programming or even manual interven-
tion per record. An example is adult-only merchan-
dize auctions on eBay, which require extra password
logins. Such “sampling costs” can be integrated into
the sampling scheme such that smaller samples are
taken from these categories (for the purpose of esti-
mating a global parameter).

6. Cluster Sampling

Cluster sampling is a widely used method aimed at
reducing the cost of sampling. The basic idea is to
divide the population of interest into groups whose
members are “close”, and in that sense sampling all
members is easier, cheaper, or faster. A random set
of clusters is then selected and all cluster members
are drawn into the sample. An example is survey
that randomly selects households, and then surveys
each of the household members.

Cluster sampling occurs naturally in web-
collection data when the target population consists
of a longer time interval than the time frame in
which the sample is collected. eCommerce data typ-

ically change faster than offline data. Therefore in-
ference from a temporal snapshot to a longer time
frame is not always feasible without taking longi-
tudinal sampling. Such a setting can be seen as a
cluster sampling design, where the clusters are the
different time points of which a random sample is
taken. Then, at each of the selected time points ei-
ther the entire set of observations is recorded, or a
sample of them is taken (see section on multistage
sampling). Even if we assume that during the popu-
lation time frame there is no change in the measured
phenomena, cluster sampling can emerge in another
format: concurrency. An SRS assumes that the sam-
pling units are independent. When sampling eCom-
merce records there exists an effect of concurrency
that in most cases affects the relationship between
records. For instance, a set of auctions for the same
item that have some time overlap are most likely to
interact and affect the price in each of the auctions.
Similarly, a set of movie ratings for similar movies
is most likely to be dependent for two reasons: the
same person might be rating multiple movies, and
in addition ratings are affected by comparisons be-
tween movies showing at the same time. From a
sampling point of view, we might treat such subsets
of concurrent records as clusters. Cluster sampling
is typically used to simplify and reduce the cost of
sampling when the cost of sampling an additional
observation within a cluster is very low, but it usu-
ally has the price of reduced precision of the esti-
mates. A typical example is the sampling of house-
holds when the unit of interest is actually a single
person. The household is then selected at random,
and all its inhabitants are surveyed. Like system-
atic sampling, cluster sampling does not require an
exhaustive list of the observational units. Instead it
requires a list of the clusters.

The reduction in precision which usually accompa-
nies cluster sampling stems from a high intra-cluster
correlation: records within a cluster tend to be more
similar than records across clusters (e.g., education
level within the same household). To reduce this ef-
fect, the number of clusters to be sampled should be
large, and the cluster sizes small. In a web-context
this means that if the goal is to get a representative
picture of the entire population of records (auctions,
movies, etc) we want to make sure that we have a
large enough number of records that do not overlap
in time. In the opposite case where the intra-cluster
correlation is very low, we prefer to sample a small
set of very large samples.

The key point is that internet-sampling actually
employs cluster sampling, and therefore the sam-
pling should actively be designed and recognized as
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such. One implication is that clusters (i.e. time-
intervals) should be identified before data collec-
tion and then a cluster-scheme sampling should be
employed accordingly. The simplest scheme is a
one-stage cluster sampling, where a random set of
clusters is chosen and all records in those clusters
are recorded. This procedure guarantees that each
record has an equal chance of being selected (self-
weighting). In an online auction context this would
mean, for example, specifying a set of time-intervals
where auctions within an interval are most likely to
interact (e.g., auctions for a specific DVD model that
took place between Dec. 1-7, 2004).

6.1 Estimating a Mean or Proportion from
a Cluster Sample

When the goal is to estimate a population mean
or proportion, an unbiased estimate from the clus-
ter sample is based on averaging the cluster-based
means/proportions using a weighting scheme that
produces self-weighting. The weights are selected as
to achieve required probabilities of selection. For in-
stance, setting the weights proportional to the rela-
tive cluster size yields equal probabilities of selection
for each record.

In both cases, the standard error of the estimate
differs in proportion to the intra-cluster correlation.
When clusters are of average size M and have intra-
cluster correlation (defined as the correlation be-
tween each pair of elements within the same clus-
ter, and ranges between [ -1/(M-1) , 0]), the vari-
ance of a cluster-estimate is larger than that of an
SRS-estimate by a factor of 1+(M-1) This implies
that the sample size required from cluster sampling
is usually much larger than that from a simple ran-
dom sample to achieve the same accuracy. The only
exception is when items within a cluster are nega-
tively correlated (and thus the cluster sample esti-
mates are more accurate than those from an SRS.)

7. Multistage Sampling

This type of sampling is a complex form of cluster
sampling which does not require a sampling frame,
can reduce the cost of sampling all the items within a
cluster, and is useful when the population is so large
that it is easier to sample items by going through a
hierarchical selection process. Multistage sampling
applies cluster sampling hierarchically with a final
random sampling stage. A simple two-stage design
first chooses a random set of clusters and then within
each cluster takes a random sample of observations.
A three-stage design would mean randomly choosing

a set of clusters, and then within each cluster ran-
domly choose a set of sub-clusters, and finally take
an SRS within each chose sub-cluster. Many eCom-
merce studies that look at changes over time in fact
employ a two-stage sampling design: the target pop-
ulation covers a time interval of which a sample of
time points is taken. Within each time point a sam-
ple is collected (e.g., the price dispersion study by
[9], which collects data on Nov 2000, Nov, 2001, and
February 2003, and in those times samples a set of
products (which are representative of a larger pop-
ulation of products).

Advanced surveys can have even 6 or more stages.
In addition, they might pre-select some clusters in-
stead of drawing a random sample of clusters. Pres-
election is also usually common in eCommerce data
collection, where a set of categories is preselected
and they are to represent a wider population of cat-
egories. As long as the selection at the next stages
is random the bias can be adjusted for. Determin-
ing the probability of selection in multistage samples
and estimating sampling variability is much more
complicated. The two popular methods are lin-
earization and resampling, which can be executed
through software packages such as SAS.

8. Further Issues and Conclusions

Web-data and their collection open the door to ex-
citing new research. However, issues related to the
sampling schemes that are employed should be care-
fully evaluated before performing the actual sam-
pling. Designing a good sampling scheme is neces-
sary for reducing both sampling and non-sampling
errors. Data grabbers should carefully consider what
the target population is, what they are actually sam-
pling, and where the two do not overlap. Popula-
tions and sub-populations should be spelled out and
used for creating improved sampling schemes and
inference. Although simple random sampling cur-
rently dominates the field, its application is flawed
due to the lack of sampling frames and therefore in-
ferences might be incorrect with relation to the pop-
ulation of interest. In order to apply SRS in a valid
way, methods for constructing sampling frames must
be developed.

The hierarchical nature of websites and the rele-
vance of these categories to many research problems
lead us to favor stratified sampling for many appli-
cations. On the other hand, the concurrency of web
records, which is completely ignored in the SRS set-
ting, can be approached from a cluster sampling ap-
proach. In short, although simplicity is a blessing,
there are several details that must be acknowledges

7



and accounted for in order to reach valid generaliza-
tions from web-collected data. Finally, if a complex
sampling design is used then resampling methods
can be employed to quantify sampling error.

Another challenging issue is the dynamic nature
of eCommerce (and other) websites. Aside from
the technical burden of adjusting the web-spiders
to changes in the website, it also means that the
definition of target population should either be re-
stricted in time according to the times when the web-
site changed, or more global, but taking into account
this new source of heterogeneity.
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