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'Linguis ts  a r e  no d i f f e r en t  from any other  people who spend more 

than nineteen hours a day pondering the complexities of grammar and 

its r e l a t i onsh ip  t o  p rac t i ca l ly  everything e l s e  i n  order t o  prove t h a t  

language is so inordinately  complicated t h a t  it is impossible i n  

p r inc ip l e  f o r  people t o  t a l k ,  Lanacker, Language and i t s  s t ruc tu re ,  

New York: Harcourt Brace Jovanovich Inc., 1973. 

Is na tura l  language an appropriate i n t e r f ace  f o r  a data base 

query system? Is it superior t o  formal query languages such a s  SEQUEL 

(1 )  o r  screen format approaches such a s  Query-by-Example (23)?  Do we 

understand the  complex semantic and syntact ic  transformations of human 

communication w e l l  enough t o  implement such systems? Would na tura l  

language be prec ise  enough t o  eliminate erroneous responses from the  

data  base? Are there  c l a s se s  of users  and/or tasks  f o r  which na tura l  

language would be most appropriate? To paraphrase t he  t i t l e  of t he  

well-known paper by H i l l  ( 8 ) ;  "Wouldn't it be n ice  i f  we could query 

a data  base i n  ordinary English - or  would i t ? "  

In  t h i s  paper w e  provide an overview of a research study which we 

hope w i l l  shed some l i g h t  on these issues .  Laboratory s tud ie s  and 

f i e l d  t e s t s  w i l l  be conducted using USL (User Special ty  Languages)-an 

experimental information r e t r i e v a l  system cur ren t ly  under development 

a t  t he  IBM Heidelberg Sc i en t i f i c  Research Center ( 1 0 ) .  Here w e  

describe the  USL system, and ou t l i ne  some major research questions and 

the  s t ra tegy f o r  conducting the research. Subsequent papers w i l l  

provide de ta i led  descr ip t ions  of each phase of t he  p ro j ec t  and present  
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the  r e s u l t s .  

The study of computerized 'na tura l '  language systems dates  back 

t o  t he  e a r l y  days of a r t i f i c i a l  in te l l igence  research i n  the  1950's. 

After 20 o r  so years of e f f o r t  we have not  managed t o  bui ld  systems 

t h a t  can handle the  f u l l  complexity of na tura l  languages. However 

considerable progress has been made and we now appear t o  have the  

technology t o  bui ld  p rac t i ca l  (though l imi ted)  systems. 

Figure 1 shows some of t he  major a reas  of na tura l  language 

research and references some representat ive systems, most of which 

have been experimental i n  nature. The subtree  f o r  inquiry systems is 

shown i n  more d e t a i l  than t h e  o thers  because of i t s  relevance t o  t he  

present research. Within t h e  area of information r e t r i e v a l  u t i l i z i n g  

na tura l  (o r  'semi-natural ') language in t e r f aces ,  two d i f f e r e n t  

approaches have been adopted i n  an attempt t o  overcome the  d i f f i c u l t y  

of understanding natural  languages. The f i r s t ,  exemplified by such 

systems a s  BASEBALL ( 3 )  and LUNAR (21), is t o  r e s t r i c t  t he  domain of 

discourse and t o  bui ld  special ized systems using a r t i f i c i a l  

in te l l igence  techniques. This approach has been r e l a t i v e l y  successful  
* 

but su f f e r s  from a high i n i t i a l  cos t  and lack of t r anspor t ab i l i t y .  A 

second approach r e l i e s  on a generalized da ta  base management system 

(DBMS) which contains a descr ipt ion of t h e  domain of discourse,  

performs the  da ta  r e t r i e v a l  function and allows t h e  system developers 

t o  concentrate on t h e  'front-end' language t r a n s l a t i o n  in te r face .  A 

DBMS has the  fu r the r  advantage t h a t  it i s  appl ica t ion  independent. 
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However this independence does not necessarily extend to the 

superimposed linguistic system. 

The systems using a DBMS have had two varieties of interface. In 

RENDEZVOUS (4) and PLANES (18) 'clarification dialogue' has been used 

extensively to resolve ambiguities prior to the submission of a 

request to the DBMS. This tactic makes it easiertointerpret 

retrieval requests correctly but slows down the interaction and 

requires that the system contains a language generation process as 

well as an interpretation process. The second variety of interface 

attempts an immediate interpretation of a retrieval request and only 

prompts the user for clarification when absolutely necessary. ROBW 

(7), its successor INTELLECT (a product of Artificial Intelligence 

Corporation) and USL all use the latter approach. 

INTELLECT utilizes ADABAS as its DBMS and is available 

commercially. The USL system uses a parser-generator (USAGE, (2)). 

Queries to USL are translated into the SQL query language and then 

processed by the underlying DBMS without further intervention. 

Several approaches to the translation of natural languages have 

been attempted. The first builds upon a formal language vocabulary to 

give an English-like appearance. However it is still necessary for 

the user to think in terms of the formal language. A second approach 

is to build a model capable of representing (at least some of) the 

semantics of the real world problem situation. This is typically the 

approach adopted by artificial intelligence research employing such 

techniques as semantic nets, ( S ) ,  frames, (12) and conceptual graphs 

(16). User queries are parsed and interpreted in terms of the model 
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and then translated to data base accesses. A third approach is 

essentially linguistic. Here an attempt is made to gain an in-depth 

understanding of the semantic and syntactic systems underlying human 

speech and to translate these directly. This is the approach adopted 

, by USL. The original grammatical studies were for the German 

language. The system now has Dutch and English grammars and a Spanish 

Grammar is being developed. 

USL was designed to provide users having little or no computer 

experience with a means for accessing and analysing data. The users 

however should have a knowledge of their area of appplication. To 

achieve portability, the USL system has no knowledge of any subject 

matter that might vary from application to application. Instead it 

has a dictionary of general words (prepositions, conjunctions, the 

verbs 'to be' and 'to have', names of months, etc) and grammatic rules 

that allow it to interpret a subset of English. Language rules and 

word definitions that are application dependent must therefore be 

added by the system analyst for each separate application. Some of 

the definitions are of course contained in the data base schema. 

Others are added by expanding the set of grammatical rules that come 

with the system. 

Figure 2 shows the major components of the USL system. A 

syntactic analysis is first performed by the parser using grammatical 

rules and definitions stored in both the USL and Application 

Dictionaries. Each grammatical rule references an interpretation 

routine which is executed if the rule is invoked. A successful parse 

generates a preliminary query string expressed in SQL. The 
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preliminary s t r i n g  is  optimized t o  replace v i r t u a l  by r e a l  r e l a t i ons ,  

where posss ib le ,  and t o  eliminate unnecessary joins.  The optimized 

SQL query i s  passed t o  the  DBMS and the  r e s u l t  returned t o  the  user. 

A s  an example, f o r  the  Alumni data base t o  be described l a t e r ,  t h e  

query, 'How many alumni have no donations?',  is t r ans l a t ed  t o  the  SQL 

query : 

SELECT COUNT (UNIQUE I D )  

FROM ALUMNI WHERE SOURCECODE IS LIKE *AL%* 

AND I D  NOT I N  (SELECT I D  FROM GIFTSUMMARY); 

An i n t e r e s t i ng  option of the  USL system is t h a t  t h e  SQL query can 

be pr in ted  a t  t he  user ' s  terminal p r io r  t o  accessing the  DBMS. For 

users  with some knowledge of SQL t h i s  mechanism provides a form of 

c l a r i f i c a t i o n  dialogue. A s imi la r  t a c t i c  is used by INTELLECT which 

a l s o  echoes back a formal statement of t he  u s e r ' s  request .  

The USL parser  works i n  a l e f t - t o - r igh t  bottom-up fashion 

producing a parse t r e e  r e f l e c t i n g  the  surface s t ruc tu re  of t he  input  

sentence. The grammar is primarily context-free but  t he re  a r e  some 

context-sensit ive and transformational elements. I n  some ( infrequent)  

cases more than one va l id  parse t r e e  w i l l  be produced i n  which case 

several  SQL quer ies  a r e  generated each producing a response from the  

DBMS. The user then has t o  choose the  c o r r e c t  r e s u l t .  

Over 800  grammatical r u l e s  expressed i n  a modified BNF comprise 

t he  application-independent English grammar supplied with USL. Table 

1 shows some of t h e  l i n g u i s t i c  c a p a b i l i t i e s  of t h e  system. The 
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examples apply to the Alumni Data Base application that will form the 

basis for our field and laboratory tests (see Section 5). As is usual 

with natural language processing systems the capabilities in Table 1 

are not always complete in the sense that some English language 

variants will not be succesfully parsed. The USL system also has some 

capabilites for: 

( 1 )  Updating a data base (using imperative English sentences 

rather than interrogative forms) , 

( 2 )  Computations such as sum, average and count 

(3) Defining and manipulating variables and functions 

(4) Creating new relations. 

It has no deductive capability beyond that required for language 

translation. 
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WH-QUESTIONS - Which/Who/What/When 
Who l i v e s  i n  New York? Which alumnus l i v e s  i n  New York? 

YES/NO QUESTIONS 
Did Smith make a pledge? 

COMMANDS 
L i s t  t he  French donors. 

NEGATIONS 
Which donors did not give i n  19813 

RELATIVE CLAUSES 
L i s t  t he  alumni who a r e  members of t h e  Tax Society. 

ADJECTIVES 
Who a r e  t he  inac t ive  alumni? 

GENETIVE ATTRIBUTES 
What i s  the  address of Smith? 

APPOSITIONS 
Which alumni of t he  school GBA l i v e  i n  New York? 
AND-COORDINATION/OR-COORDINATION 
What is the  name and address of Smith? Who l i v e s  i n  N e w  York 

or Boston? 
QUANTIFIERS - a l l / a t  least/how many... 
Who gave a t  l e a s t  two donations? L i s t  a l l  alumni who a r e  finance 

majors. 
COMPARISON - greater/more/less/how much... 
Who gave more than Smith? 

POSSESIVE PRONOUNS 
Who donates more than h i s  company? 

LOCATIVE ADVERBS - l i v e s  in/at/from-to... 
Who l i v e s  a t  40 W e s t  S t ree t?  

TIME ADVERBIALS - how long/when/before.. . 
When did Jones give a donation? 

AGGREGATES - sum/average/largest/maximum... 
What i s  t h e  average age of a c t i v e  donors? What i s  the  sum of 

donations? 
SUBTOTALS AND ORDINALS 
What is the  sum of t he  pledges f o r  each school? What a r e  t h e  

5 highest  donations? 
ARITHMETIC,DEFINITIONS OF VARIABLES AND FUNCTIONS 
What is  (2 * 5 )  - 31 
X = 1.5 
Y = the Pledges of Smith 
Store Y * r 

TABLE 1 
CAPABILITES -- OF USL 
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APPLICATION DEVELOPMENT IN USL -- 

The USL system provides the capability of parsing natural 

language sentences together with a limited vocabulary of words 

commonly used in expressing queries in English. Application specific 

concepts and vocabulary must be added during the systems development 

process. These in turn have to be correlated with the contents of the 

relational data base. Words may represent the names of relations, the 

attributes (columns) of relations or specific values within tuples. 

Proper nouns and numbers are recognized by default as values in 

relations. Common nouns, verbs and adjectives are defined by 

association with the columns of real or virtual relations. This is 

done by establishing a 'view' or virtual relation for each concept 

(statement or assertion) necessary to the real application, Each 

column in a virtual relation has a defined 'domain' and 'role'. The 

standard domains are ZAHL (Number 1 , WORT (word or character string) , 

DATUM (Date, time of day) and CODE (numeric code). The standard roles 

are grammatical concepts such as NOM (nominative case), ACC 

(accusative case), DAT (dative case) and VON (genitive attribute) as 

well as time and place roles. The roles are associated with the 

columns by prefixing the rolename to the column name in the definition 

of the view. These relationships are best explained by an example. 

Suppose we have a "real" (or "base") relation: 

GIFTSUMMARY (DONOR, AMOUNT FISCALYEAR, . ) . 

The verb "give" can be defined in USL by first establishing a view 

using the statement. 
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DEFINE VIEW GIVE (WNOM-DONOR, ZACC-AMOUNT, DTA-FISCALYEAR) 

AS SELECT DONOR, AMOUNT, FISCALYEAR FROM GIFTSUMMARY; 

Here t h e  p re f ix  WNOM defines  DONOR a s  a character s t r i n g  (W) i n  t he  

nominative case (NOM). Similarly AMOUNT is  defined i n  t h e  accusative 

case with a number domain ( Z ) .  F ina l ly  FISCALYEAR is defined a s  

denoting time ( T A )  with domain date  ( D ) .  

Thus t h e  asser t ion ,  "Donors give donations i n  a year", i s  establ ished.  

Continuing the  above example, a f t e r  t h i s  process has been 

completed USL w i l l  be ab l e  t o  i n t e r p r e t  questions such as :  "who gives  

what", "who gives what when", "Did Smith give 5000?", "How much d id  

Smith give i n  1981 ", "Did Smith give more than Jones i n  t h e  year 

19811" 

I n  addit ion t o  defining the views and rolenames the  system 

developer must expand the  de f in i t i on  of t h e  vocabulary f o r  t h e  

appl icat ion by defining: ( 1 )  non-standard plural-forms f o r  nouns, ( 2 )  

non-standard verb tenses ,  ( 3 )  preposi t ions  used with nouns and o ther  

surface s t ruc ture  contextual associat ions ,  ( 4 )  synonyms. A prompting 

program is avai lable  t o  a s s i s t  i n  t h i s  task.  Each such d e f i n i t i o n  

r e s u l t s  i n  a grammatical r u l e  i n  t he  appl icat ion dict ionary.  

This explanation of t h e  systems development process has  been of 

necessi ty  very b r i e f .  However, it can be seen t h a t  t h e  use of USL 

requires  addi t ional  work f o r  t he  system developers (da t a  

administrators) beyond t h a t  required t o  e s t a b l i s h  t h e  DBMS. For t h e  

A l u m n i  application t o  be described i n  Section 5 approximately 150 
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views and 350 grammatical rules have been defined. However, the 

primary difference between developing a data base with a formal 

language interface and developing one with a 'natural' language 

interface lies in the need to discover how users refer to data in 

their written and verbal communications. While the data administrator 

need not (it seems) be an expert linguist, some training will probably 

be required. Finally, the linguistic aspects of the application have 

to be taken into account through all stages of the data base design 

since some relational schemas may be more suitable from the linguistic 

point of view than others. 

Although of subsidiary importance to the major research questions 

to be described in subsequent sections of this paper this study should 

help to establish some of the important considerations in designing 

natural language query systems. 
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4. MAJOR RESEARCH QUESTIONS 

Research i n  'semi-natural language' front-ends t o  data base 

management systems (SNL's) has reached a point  where technical  

f e a s i b i l i t y  may no longer be a major issue.  A s  discussed i n  t h e  

previous sect ion,  there  a r e  now several  prototype experimental systems 

and a t  l e a s t  one commercially avai lable  system. The major question t o  

be resolved is 'has it been worth t h e  e f f o r t ? '  - w i l l  such systems 

gain user  acceptance and w i l l  they eventually replace,  o r  a t  l e a s t  

supplement, more formal language approaches? This can only be 

resolved by su i t ab l e  experiments and evaluations of t he  use of such 

systems i n  p rac t i ca l  appl icat ions  (22) .  

I n  t h i s  sec t ion  we l i s t  some arguments and counterarguments t h a t  

a r e  commonly made f o r  and against  na tura l  language based systems, 

review some r e l a t ed  experimental reseach work and formulate a simple 

representat ion of t he  r e t r i e v a l  process. 

Discussions of t h e  arguments f o r  and aga ins t  na tu ra l  language 

systems appear i n ,  f o r  example, (13 ) ,  ( 2 2 ) ,  ( 7 )  and (15 ) .  Br ie f ly  t h e  

arguments - f o r  the  use of na tura l  language a r e  a s  follows: 

F1. Humans al ready know na tura l  language so  t h a t  many people who 

would no t  inves t  t he  time and energy t o  l ea rn  a formal 

language may be wi l l ing  t o  use an SNL. 

F2. The use of an SNL should reduce the  burden of remembering o r  

re learning formal language conventions a f t e r  per iods  of disuse.  

Even da ta  processing professionals  perform some funct ions  only 

occasionally and could avoid the  need t o  consul t  reference 
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manuals i f  an SNL were available.  

F3. Often the  data t o  be manipulated by t h e  machine is i n  

n a t u r a l  language form. A natural  language understanding system 

would avoid the  painstaking and error-prone task  of t r a n s l a t i n g  

such data i n t o  the  formats required by current  data  base systems. 

F4. The conceptual s t ruc tu re  underlying human thought and 

communication has evolved over cen tur ies  of use t o  be an 

e f f i c i e n t  mechanism fo r  conveying complex ideas. It is unl ikely 

t h a t  w e  could develop an a r t i f i c i a l  s t ruc tu re  t h a t  would be a s  

'user  f r iendly '  . 
F5. Current SNL r e t r i e v a l  systems produce acceptable e r r o r  r a t e s  

without rephrasing and have f a s t  enough response times t o  make 

them commercially feas ib le .  

The arguments against  t he  use of SNL r e t r i e v a l  systems can be 

summarized a s  follows: 

A l .  Natural language i s  much l e s s  prec ise  than a formal 

language. Using an SNL would n u l l i f y  t h e  major advantages (speed 

and precis ion)  afforded by computers. It w i l l  a l so  lead t o  

unresolvable ambiguities and/or poss ib le  e r r o r s  due t o  

misunderstanding. 

A 2 r  The r i g o r  of a formal notat ion system a i d s  users  by forc ing  

them t o  think more c l ea r ly  about t h e i r  problem. Formulation is  

the  most d i f f i c u l t  aspect  of problem solving; coding i n t o  a 

formal language i s  r e l a t i v e l y  simple. 

A3. Unrestricted na tura l  language systems a r e  cur ren t ly  

in feas ib le  and l i k e l y  t o  remain so f o r  t h e  foreseeable future .  

The subsets of na tura l  language supported by SNL's may have a s  
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many r u l e s  and exceptions t o  be learned a s  formal languages. 

Moreover learning and re ten t ion  may be impaired because of t h e  

in te r fe rence  a f f e c t  of na tura l  language knowledge. 

A4. The addi t ional  development cos t s ,  the  need f o r  c l a r i f i c a t i o n  

dialogue and processing overheads w i l l  make SNL's less 

cost-effect ive than formal languages. 

A5. The use of an SNL may lead t o  u n r e a l i s t i c  expectations of 

t h e  computer's power and t o  questions t h a t  no computer system can 

answer. 

A6. Existing formal language systems a r e  easy t o  l ea rn  and use 

and adequate f o r  most purposes. 

Some of t he  above claims and counterclaims appear t o  be 

contradictory.  This i s  so f o r  example with respect  t o :  

( 1 )  the  precision of SNL's f o r  expressing complex r e t r i e v a l s  (F5 

versus A I ) 

( 2 )  the  ease of learning and re ten t ion  (F1 and F2 versus A3) 

( 3 )  the  benef i t  o r  otherwise of encoding quer ies  from ' na tu ra l '  

t o  ' a r t i f i c i a l '  formats (F4 versus A2). 

The arguments Fl and F2 together  with A4 above have l e d  a number 

of observers ( fo r  example ( 1 5 ) )  t o  speculate  t h a t  SNL's w i l l  be  

useful ,  i f  a t  a l l ,  only f o r  s i t u a t i o n s  character ized by a f a i r l y  l a r g e  

number of casual (non-dataprocessing) users  who have a good knowledge 

of t h e  semantics of t h e i r  appl icat ion.  A f i e l d  t e s t  aimed a t  

providing a p a r t i a l  t e s t  of t h i s  t h e s i s  w i l l  be conducted during t h e  

present research study ( see  Section 5 ) .  
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We now review some experimental research on both formal r e t r i e v a l  

languages and SNL's. Although some of t he  r e s u l t s  a r e  presented i n  a 

tabular  format it must be emphasized t h a t  t he  experiments a r e  no t  

comparable because of wide d i s p a r i t i e s  i n  such important experimental 

va r i ab l e s  a s  a b i l i t y  and background of subjects ,  t r a in ing  techniques, 

complexity of t he  sample appl icat ion and ' l eve l '  of language taught. 

The experiments with formal languages have mostly involved penc i l  and 

paper exerc i ses  using student subjects.  Although t h e  experimental 

designs a r e  varied and have been concerned with many d i f f e r e n t  aspec ts  

of language design the  primary performance measures a r e  t h e  mean 

percentage of cor rec t ly  coded quer ies  and (sometimes) the  mean time t o  

formulate a query. Typical r e s u l t s  f o r  t h ree  such experiments 

(averaged over a l l  c lasses  of sub jec t  and degrees of query d i f f i c u l t y )  

a r e  shown i n  Table 2. 
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Average 
Ins t ruc t ion  Formulation 

Query Time Time 
Reference* Language ( hours ) ( minutes ) 

a. SEQUEL 
10:oo-12:oo 

SQUARE 

b QBE 1:35 
SEQUEL 1 : 40 
Algebraic 2 : 40 

Percentage 
of  

Accurate 
Queries 

TABLE 2 -- 
FORMULATION TIME AND QUERY ACCURACY- --- 

EXPERIMENTS ON FORMAL LANGUAGES 
7 

*References 
a = Reisner, 1977 (14) 
b = Greenblatt  and Waxman, 1978 (16) 
c = Thomas and Gould, 1975 (17) 

These r e s u l t s  seem t o  be both encouraging and discouraging, On 

the  one hand the  f igures  can be taken a s  showing t h a t  a reasonable 

proficiency i n  t h e  various languages can be a t t a ined  a f t e r  a 

r e l a t i v e l y  shor t  t r a in ing  period, On t h e  o ther  hand the  percentage of 

cor rec t  queries obtained is not  a l l  t h a t  high. Some r e s u l t s  t h a t  seem 

t o  be common across these  and o ther  s imilar  experiments a r e :  

R1. Performance differences  between individuals  a r e  very high 

( f o r  example from 33% t o  93% co r rec t  answers i n  t h e  

Quer y-by-Example Study) . 
R2. Programmers perform b e t t e r  than non-programmers under some 

conditions, 
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R3. The number of e r r o r s  and the  t i m e  t o  formulate a query 

increase  with the  complexity of t he  r e t r i e v a l  problem. 

R4. Many of t h e  e r r o r s  t h a t  were made were of a minor c l e r i c a l  

na ture  ( some 50% i n  the  SEQUEL-SQUARE study . Many of these 

involved spe l l ing  and/or the  inaccurate spec i f ica t ion  of da ta  

base a t t r i bu t e s .  

Because of t h e i r  recent  advent there  have been f a r  fewer r e s u l t s  

with SNL's and what has been reported i s  even l e s s  conclusive. For 

t h e  ROBOT system, Harris ( 7 )  reports  t h a t  experienced users  i n  a 

commercial appl icat ion were achieving a 90% l e v e l  of accceptance f o r  

queries.  Harris a l s o  repor t s  t h a t  the  time t o  bu i ld  appl ica t ions  

using ROBOT is  ' i n  t he  order of a week' and t h a t  t h e  average computer 

response time on a sample of questions was approximately 10 seconds. 

A s imi la r ly  low r a t e  of e r r o r s  was found i n  an evaluation bf t h e  

USL system i n  a f i e l d  s e t t i n g  ( 9 ) .  I n  t h i s  study a sample of 2,214 

quer ies  made by a s ing le  user was found t o  have an average e r r o r  r a t e  

of only 6.6%. Two o ther  r e a l - l i f e  appl ica t ions  of USL a r e  described 

i n  (11) which analyses t h e  kinds of quer ies  and e r r o r s  which were 

encountered. The average time t o  develop t h e  l i n g u i s t i c  por t ion of 

t he  appl icat ions  was approximately two weeks. 

About a l l  t h a t  can be sa id  about these experiments i s  t h a t  some 

users  may be ab l e  t o  work comfortably with a subset of na tu ra l  

language a f t e r  a su i t ab l e  period of p rac t ice .  Whether acceptable 

e r r o r  r a t e s  can be achieved by most people, and i n  p a r t i c u l a r ,  

inexperienced casual users ,  i s  st i l l  opened t o  doubt. This i s  

pa r t i cu l a r ly  t r u e  i n  t h e  l i g h t  of some l e s s  favorable  experiences with 
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other  (non-data base or iented)  natural  language systems. 

Figure  3 presents  a simplified view of query processing which 

recognizes t h a t  it may be necessary t o  reformulate t he  same query 

severa l  times before a cor rec t  solut ion i s  obtained and a l s o  t h a t  a 

user may sometimes give-up without obtaining a successful  answer. The 

accep tab i l i t y  and ease of use of a r e t r i e v a l  system depends on the  

e f f i c i ency  and psychological impact of a l l  the  processes shown i n  t h e  

f igure .  I f  the  arguments A1 through A4 above (concerning the  

imprecision and ambiguity of na tura l  languages and the  r e s t r i c t e d  

nature of  SNL1s) a r e  co r r ec t  w e  should expect, on the  average, t o  see  

more i t e r a t i o n s  per  query when using an SNL than a more formal query 

language. This would be mitigated by t h e  ex ten t  t o  which argument F4 

(concerning the  d i f f i c u l t y  users  may have i n  t r ans l a t i ng  from a 

' na tu ra l*  t o  a 'formal' query statement) is  t rue .  The use of an SNL 

may a l s o  reduce t h e  tendency f o r  c l e r i c a l  e r r o r s  ( s ee  R4 above): 

a )  The vocabulary recognized by an SNL can be f i t t e d  t o  t h a t  

customaril ly used i n  t he  appl icat ion thus  reducing the  need f o r  

users  t o  memorize and understand the  naming and o ther  conventions 

required by the  data base management system. 

b) Natural language quer ies  a r e  usual ly  sho r t e r  than t h e i r  formal 

language equivalents ( see  f o r  example t h e  sample query i n  Section 

2 ) .  

Final ly ,  and most importantly, t h e  r e l a t i v e  d i f f i c u l t y  of 

expressing quer ies  i n  t he  na tura l  and formal languages w i l l  influence 

the  e r r o r  r a t e .  It seems l i k e l y  t h a t  very simple quer ies  can be 

expressed equal ly  well  i n  e i t h e r  format. However some queries  ( s e e  
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again t h e  example i n  Section 2 )  can be expressed more simply i n  an 

SNL, whi le  o thers  (depending on the  power of the  SNL) may not  be 

expressable a t  a l l .  While it should be f a s t e r  f o r  users  t o  express 

t h e i r  que r i e s  i n  English r a the r  than i n  a formal language ( see  Table 2 

above) t h e  ove ra l l  time per succesful query w i l l  depend on the  number 

of reformulations necessary t o  obtain  an English-like query t h a t  i s  

accepted by the  SNL. 

The Advanced language Pro jec t  w i l l  incorporate two l inked 

experiments, one i n  an ac tua l  f i e l d  s e t t i n g  with ' l i v e '  data  and 

' r e a l '  users  and one i n  a laboratory se t t i ng .  The major purpose of 

t h e  f i e l d  experiment is t o  determine t h e  s u i t a b i l i t y  of t h e  USL system 

f o r  casual  users  who know t h e  d e t a i l s  of t h e i r  appl icat ion ( see  t h e  

discussion i n  Section 4). Data w i l l  be gathered on types  of quer ies  

and t h e i r  complexity, types of e r r o r s  and t h e i r  frequency, c l a s se s  of 

u se r s  and t h e i r  a t t i t u d e s  toward the  system and so on. 

The major purpose of t he  laboratory experiment i s  t o  t e s t  t h e  

r e l a t i v e  performance of a semi-natural language (USL) versus a formal 

s t ructured language (SQL) i n  a cont ro l led  environment. This 

experiment w i l l  follow t h e  same general  ou t l i ne  a s  some of t h e  

experiments carried-out by o ther  researchers  a s  discussed i n  Section 

4. However some q u a l i t a t i v e  d i f fe rences  must be incorporated i n  t h e  

design because of the  nature of an SNL - f o r  example t r a i n i n g  

procedures and query ana lys i s  w i l l  r equi re  spec i a l  treatments. Data 

w i l l  be gathered on the  student subjec ts  and t h e i r  background, on t h e  
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length of time required t o  obtain  d i f f e r en t  l e v e l s  of prof ic iency i n  

each language, on t h e  r e l a t i v e  times t o  formulate c o r r e c t  quer ies ,  

r e l a t i v e  e r r o r  r a t e s  and so on. 

Both experiments w i l l  u t i l i z e  t he  same data  base. The chosen 

appl ica t ion  involves t h e  fund-raising a c t i v i t i e s  f o r  t h e  Graduate 

School of Business Administration (GBA) a t  New York University (NYU). 

The da ta  base contains approximately 40,000 records ex t rac ted  from an 

ex i s t i ng  NYU Fund- Raising System. This i s  organized a s  f i v e  

r e l a t i o n s  containing respect ively,  information ident i fy ing  alumni and 

other  donors, t h e i r  educational background, t h e i r  giving h i s t o r i e s ,  

de ta i led  g i f t  t ransac t ions  and a 'data dic t ionary '  r e l a t i o n  t h a t  

explains a l l  data items and t h e i r  codes. 

The primary users  i n  t he  f i e l d  experiment w i l l  be o f f i c e r s  of t h e  

GBA Development Office and of t he  NYU Alumni Federation. None of 

these users  have had any p r i o r  computer experience. It is  an t ic ipa ted  

t h a t  the  data  base w i l l  be used primarily i n  a decis ion support mode 

fo r  planning fund-raising appeals. However some quer ies  r e l a t e d  t o  

cont ro l l ing  current  operations a r e  a l s o  ant ic ipated.  

Since the  ' r e a l '  user population i s  l imi ted  it w i l l  be augmented 

by e igh t  user a s s i s t a n t s  o r  'chauffeurs '  whose background and t r a i n i n g  

can be controlled by the  experimenters. During the  f i r s t  two months 

of the  f i e l d  t e s t  t h e  chauffeurs w i l l  a c t  a s  intermediaries.  The 

users  w i l l  explain t h e i r  information requirements t o  t h e  chauffeurs 

who w i l l  then formulate and en te r  t he  quer ies  i n t o  t he  computer. Four 

chauffeurs w i l l  be t ra ined  i n  SQL and the  o ther  four  i n  SQL. They 

w i l l  work i n  pa i r s :  each user query w i l l  be answered by one chauffeur 
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using USL and another using SQL. After several  weeks the  USL 

chauffeurs w i l l  be t ra ined  i n  SQL and the  SQL group i n  USL. A t  t h e  

end of a s imi la r  period of time a l l  chauffeurs w i l l  be allowed t o  user 

t h e  language of t h e i r  choice. Finally,  the  chauffeurs w i l l  be 

withdrawn, the  ' r e a l '  users  w i l l  be t ra ined  i n  USL and allowed t o  

en t e r  t h e i r  own requests a t  t he  terminal. 

The use of paid subjects  i n  t h i s  way has severa l  advantages. 

F i r s t ,  it increases  t he  number of subjec ts  t es ted .  Secondly, it 

allows us  t o  perform a pa r t l y  control led experiment within an 

otherwise uncontrolled f i e l d  environment. Final ly ,  it w i l l  enable us 

t o  t e s t  t r a i n i n g  techniques and t o  tune the  data  base and l i n g u i s t i c s  

i n  a r e a l  environment p r io r  t o  t h e i r  use by t h e  inexperienced 

end-user s . 
The laboratory experiments w i l l  u t i l i z e  paid s tudent  subjec ts  i n  

a 'crossed' design s imi la r  t o  t h a t  employed with t he  chauffeurs. 

Additional memory re ten t ion  t e s t s  w i l l  be given i n  both languages a t  

t h e  end of t he  experiment. 

Since t h e  f i e l d  and laboratory experiments w i l l  be carried-out 

using the  same data  base during the  same time period (approximately 

s i x  months) the  r e s u l t s  of one can be used t o  he lp  c a l l i b r a t e  t h e  

other .  For example ac tua l  quer ies  from the  chauffeur-driven port ion 

of t h e  f i e l d  t e s t  w i l l  be included i n  t he  t e s t  given t o  t h e  laboratory 

subjects.  
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