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Inspiration
Civil War Photo Sleuth
www.civilwarphotosleuth.com

https://www.civilwarphotosleuth.com/


Trying to
solve the
metadata
problem



How it Started



How it Started



How it Started



How it Started



Seeing the Potential



Seeing the Potential

Face+

 Betaface



How Facial Recognition Software
Works



Challenges of
Archived
Photographs

Eva FitzGibbon Drummond photographs: http://dpanther.fiu.edu/dpanther/items?
searchContent=FitzGibbon+Drummond%2c+Eva&searchCode=DO

http://dpanther.fiu.edu/dpanther/items?searchContent=FitzGibbon+Drummond%2c+Eva&searchCode=DO


LYRASIS Catalyst Fund

AI for Archives: Using
Facial Recognition to
Enhance Metadata
Awarded $25,000 in 2019 to determine the most
effective facial recognition applications that could be
implemented into digital archive image collections.

https://digitalcommons.fiu.edu/cgi/viewcontent.cgi?article=1107&context=glworks
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Testing Facial Recognition Software

S T E P  

Find "typical"
examples of

archived
photographs,

keeping in mind
copyrights &

privacy concerns.

Identify
photographs for

use

S T E P  

Looked for
afordable,

accessible &
scalable AI facial

recognition
software.

Identify
software to test

S T E P  

Manually cut out
and label faces in

photographs.

Create training
sets of faces

S T E P  

Run software on
training sets and

analyze the results.

Systematically
test software 

S T E P  

Create a workflow
and application
that integrates

facial recognition AI
in dPanther. 

Using facial
recognition in

the digital
repository

1 2 3 4 5



1 2 3
Facial Recognition Software Tested



Choosing
Photographs

"Typical" archived photographs

Copyright Free

Public Figures
Working in official duty
Identities already known

Individuals appear in multiple
photographs



Choosing
Photographs



Identifying photos for use
Manually cropping faces
Labeling individuals

Creating Training
Sets

 

 



Project
Workflow
and
Development



Faces Detected



Faces Detected



False Detection



False Detection



Time to detect per face
(in seconds)



Outputs per Program



more accurate
slower
easy to implement
low cost to run
privacy/ethical issues

Cloud based applications
less accurate
faster
open source but needed more
computing resources and
training data to set up
scalable

In-House trained application



What do these photos
have in common?



Facial recognition software
(FRS) works best on 

white men
FRS has the highest error rate with 

black women 18-30 years old



28 members of congress were matched with mugshots

iJuly 2018





LE
NS M
ADE IN PARAGUAY 077M

M

ZOOM LENS 17-35 mm 1:2-8

Camera settings are not optimized to capture 
darker skin tones



FRS Harms
discriminatory
(employment, housing, etc.)
surveillance state
improper data storage
(cloud/local)
violates privacy



15%
35%
50%
70%
85%

What % of people in the U.S.
are already in a FR database?



Misuse of FRS in 2019
2019 - Research was published by US academics that had trained FRS to
recognize and distinguish Chinese Uyghur faces from their Tibetan and
Korean counterparts. Authorities in Xinjiang were using FRS to commit
genocide of their Uyghur population.

2019 - Emails released later revealed the the NYPD was using FRS to surveil
the  BLM movement.

 



June 10, 2020 - Amazon bans
police from using Rekognition

Plan to review ban 1 year later

Amazon advocated for
government regulation of FRS

May 18, 2021 - Amazon blocked
police forces from using its FRS
indefinitely

 



2019 AI Now Report
Regulators should ban the use

of affect recognition in
important decisions that impact

people’s lives and access to
opportunities

Government and business should
halt all use of facial recognition

in sensitive social and political
contexts until the risks are fully

studied and adequate
regulations are in place. .

 

The AI industry needs to make
significant structural changes to

address systemic racism,
misogyny, and lack of

diversity.

AI bias research should move
beyond technical fixes to

address the broader politics and
consequences of AI’s use. 

 



2019 - San Francisco bans
the use of FRS

Senator Roy Blunt, Mo. drafts
legislation that goes
nowhere



States with biometric laws 
2008 - Illinois developed the Biometric Information Privacy Act
2009 - Texas
2017 - Washington
2020 - California (CA. Consumer Privacy Act (CCPA))
2020 - New York (SHIELD)
2021 - Arkansas



Timnit Gebru Partnered with Joy Buolamwini at
the MIT Media Lab to create FRS
study

Gebru founded Black in AI

FRS is too dangerous to be
used by law enforcement at

this time



Algorithmic Justice League

report AI harms



Benefits of FRS
Archives
Finding missing children
Medical uses
Security clearance
Purchase identification
Device identification
Advertising



Automation
Bias

TRUSTING THE 
COMPUTER 

MORE THAN 
YOURSELF



Informed collection
informed use
No sharing or selling of data without informed consent
Individuals maintain access and the right to change or delete
their information
Ensure against misuse
Have security
No sharing with government without a warrant
Parental consent required for minors
Transparency

Ethical framework for use of FRS



RESOURCES

Amazon Rekognition Test Article
Ethical Framework for FRS

Algorithmic Justice League
Black in AI

AI Now Institute - Report
Sen. Roy Blunt, Mo. Commercial Facial Recognition Privacy Act
State of Illinois Biometric Information Privacy Act

ACLU

Organizations

Reports, Policies, and Bills

https://www.aclu.org/blog/privacy-technology/surveillance-technologies/amazons-face-recognition-falsely-matched-28
https://www.ntia.doc.gov/files/ntia/publications/aclu_an_ethical_framework_for_face_recognition.pdf
https://www.ajl.org/
https://blackinai.github.io/#/
https://ainowinstitute.org/AI_Now_2019_Report.pdf
https://www.blunt.senate.gov/news/press-releases/blunt-schatz-introduce-bipartisan-commercial-facial-recognition-privacy-act
https://www.ilga.gov/legislation/publicacts/95/095-0994.htm


ARTICLES

How Ethical is Facial Recognition Technology? - Towards Data Science
The Ethical Questions that Haunt Facial-Recognition Research - Nature
Racial Discrimination in Face Recognition Technology - Harvard
A Case for Banning Facial Recognition - NYT
The Anatomy of Biometric Laws: What U.S. Companies Need to Know in 2020 -
National Law Review
Released NYPD Emails Show Extensive Surveillance of Black Lives Matter
Protestors - CNN
Amazon Bans Police From Using its Facial Recognition Technology for the Next
Year - The Verge

https://towardsdatascience.com/how-ethical-is-facial-recognition-technology-8104db2cb81b
https://www.nature.com/articles/d41586-020-03187-3
http://sitn.hms.harvard.edu/flash/2020/racial-discrimination-in-face-recognition-technology/
https://www.nytimes.com/2020/06/09/technology/facial-recognition-software.html
https://www.natlawreview.com/article/anatomy-biometric-laws-what-us-companies-need-to-know-2020
https://www.cnn.com/2019/01/18/us/nypd-black-lives-matter-surveillance/index.html
https://www.theverge.com/2020/6/10/21287101/amazon-rekognition-facial-recognition-police-ban-one-year-ai-racial-bias#:~:text=Share%20All%20sharing%20options%20for,technology%20for%20the%20next%20year&text=Amazon%20is%20announcing%20a%20one,commerce%20giant%20said%20on%20Wednesday


Do you have
any questions?
Rebecca Bakker, rbakker@fiu.edu
Kelley Rowan, krowan@fiu.edu

AI for Archives: Using Facial Recognition
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