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ABSTRACT
CaMnO3-based ceramics have been the subject of considerable research due to their potential application in solid oxide fuel cells, thermo-
electric generators, and catalysis. The computational modeling technique based on the classical pair-wise potentials has allowed atomic-scale
insights into the defect chemistry, diffusion of Ca2+ and O2− ions, and solution of various dopants in this material. The Ca/Mn anti-site
was found to be the most favorable intrinsic defect suggesting disorder, which would be sensitive to synthesis conditions. The second most
favorable disorder in CaMnO3 involves loss of CaO, resulting in calcium and oxygen vacancies, which in turn can promote vacancy medi-
ated self-diffusion. The activation energy for oxygen migration (1.25 eV) is much lower than that for calcium (4.42 eV). Favorable isovalent
dopants on the Ca and Mn sites were found to be Fe2+ and Ge4+, respectively. The formation of O vacancies can be facilitated by doping of
single dopants Fe2+ and Al3+ on the Mn site. Dual dopants Ni–Fe and Al–Ga on the Mn site can also facilitate the introduction of oxygen
vacancies required for the vacancy assisted oxygen diffusion.

© 2021 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0048401

I. INTRODUCTION

Perovskite-type oxides (ABO3) have become a material of
increasing scientific interest in recent years as they exhibit a wide
range of useful properties including thermoelectric, magnetic, and
catalytic properties.1–5 One of the key features of perovskites is
that their structures are extremely flexible over metal-ion doping
on either the A or the B site, maintaining their perovskite-type
framework. The desired applications of these materials have been
achieved by tailoring the A/B/O compositions mainly via substitu-
tional doping.6–9 The oxygen ion conductivities of these materials in
both stoichiometric and non-stoichiometric forms have been stud-
ied well as the performance of advanced energy technologies such
as solid oxide fuel cells is mainly dependent on the diffusion of
oxygen ions.10–12

Perovskite-type CaMnO3 is one of the promising oxide mate-
rials that have found applications in several technologically rele-
vant areas such as catalysis and power generation.13–15 A signif-
icant effort has been made on the development of this material
for use in thermoelectric power generators, electrocatalysis, and
Li-ion batteries.16–22 The thermoelectric properties of this mate-
rial and its modified form have been previously investigated.1,23–26

An experimental study by Kabir et al.25 shows that the doping of W
in CaMnO3 enhances its thermoelectric properties. Another exper-
imental study indicates that Bi doping at low concentration can
improve its thermoelectric properties.23 A combined experimen-
tal and computational study shows that Sr–Mo doped CaMnO3
exhibits enhanced thermoelectric properties.26 Nonstoichiometric
CaMnO3-δ has been determined to be an inexpensive and active
bifunctional catalytic material in oxygen reduction and oxygen evo-
lution reactions for oxygen-based electrochemical technologies.14

Stability and efficiency of Li-ion storage have been studied recently
by Chang et al.,22 and it was concluded that the CaMnO3 anode
exhibits an excellent cycle-performance with long-life and high rate
capacity at different temperatures.

Intrinsic and extrinsic defect properties are of great impor-
tance as they directly or indirectly govern the physical properties of
a material. Information about intrinsic defects, promising dopants,
and diffusion of ions is crucial as it can help tailor the material
properties for its improvement. In this respect, atomistic scale sim-
ulation based on the classical potentials is an efficient tool to study
the intrinsic and extrinsic defect properties.27,28 This methodology
has been applied to various oxide materials including batteries and
solid oxide fuel cell materials.29–34 In this study, we examine the

AIP Advances 11, 055106 (2021); doi: 10.1063/5.0048401 11, 055106-1

© Author(s) 2021

https://scitation.org/journal/adv
https://doi.org/10.1063/5.0048401
https://www.scitation.org/action/showCitFormats?type=show&doi=10.1063/5.0048401
https://crossmark.crossref.org/dialog/?doi=10.1063/5.0048401&domain=pdf&date_stamp=2021-May-3
https://doi.org/10.1063/5.0048401
http://orcid.org/0000-0002-4826-5329
mailto:n.kuganathan@imperial.ac.uk
https://doi.org/10.1063/5.0048401


AIP Advances ARTICLE scitation.org/journal/adv

FIG. 1. Crystal structure of bulk CaMnO3.

defect properties, kinetics of Ca2+ and O2− ions, and solution of var-
ious mono- and bi-dopants in CaMnO3 with the aid of atomistic
simulation techniques based on the classical pair potentials.

II. COMPUTATIONAL METHODS
We performed static atomistic simulations based on the clas-

sical pair potentials as implemented in the generalized utility lat-
tice program (GULP).35 In this method, ionic interactions are
described in the form of long-range (Coulombic) and short-
range (electron–electron repulsion and van-der Waals attraction)
interactions. Short range forces were modeled using Bucking-
ham potentials. Full geometry optimizations were performed using
the Broyden–Fletcher–Goldfarb–Shanno (BFGS) algorithm.36 In
all relaxed configurations, forces on the atoms were smaller than
0.001 eV/Å. The Mott–Littleton method37 was used to model point
defects and migrating ions. In this method, two spherical regions
are defined, with atoms in the inner spherical region being relaxed
explicitly. In the outer spherical region, atoms are treated using
approximate quasi-continuum methods, and forces on the atoms
in this region are relatively weak. Vacancy mediated Ca ion diffu-
sion was calculated considering seven interstitial Ca ions between
local Ca hops. Activation energy was defined as the local maximum
energy along the diffusion path. A similar methodology has been

TABLE II. Calculated and experimental lattice parameters of cubic CaMnO3.

Parameter Calculated Experiment41 ∣∆∣ (%)

a (Å) 5.314 5.279 0.66
b (Å) 7.508 7.448 0.80
c (Å) 5.306 5.264 0.80
α = β = γ (deg) 90.0 90.0 0.00
V (Å)3 211.68 206.97 2.28

used to calculate the O ion diffusion pathways and their correspond-
ing activation energies in many oxide materials.38–40 The present
calculation is based on the full ionic charge model within the dilute
limit. Therefore, the defect energies will be overestimated; however,
the relative energies and the trends will be consistent.29

III. CRYSTAL STRUCTURES OF CaMnO3

CaMnO3 crystallizes in the orthorhombic perovskite phase
with the space group of Pnma(no. 62).41 Experimental lattice
parameters reported by Poeppelmeier et al.41 are a = 5.279 Å, b
= 7.448 Å, c = 5.264 Å, and α = β = γ = 90○. In the crystal struc-
ture, there are corner sharing MnO6 octahedral units with a three
dimensional network, as shown in Fig. 1. The calcium ions are in
a twelve-coordination environment occupying the body centered
positions of the crystal. The crystal structure of CaMnO3 was relaxed
under constant pressure to determine the equilibrium lattice con-
stants and validate the Buckingham potentials used in this study42–44

(see Table I).The calculated lattice parameters are in good agree-
ment with corresponding experimental values, showing the efficacy
of these potentials (refer to Table II).

IV. RESULTS AND DISCUSSION
A. Intrinsic defects

The intrinsic point defects (vacancies and interstitials) are of
great importance as they influence the diffusion property of a mate-
rial. Defect energies calculated in this study are expected to be over-
estimated as ions are considered as spherical shapes with full charge
at the dilute limit. Defect parameters such as migration and for-
mation energies can be defined by comparing the real (defective)
crystal to an isobaric or isochoric ideal (non-defect) crystal. These
sets of defect formation parameters are interconnected via ther-
modynamic relations.45–47 Current calculations correspond to the
isobaric parameters for migration and formation processes. Point
defect energies are generally difficult to determine via experiments

TABLE I. Buckingham potential parameters used in this study.42–44 Two-body Φij (r ij ) = Aij exp(−r ij /ρij ) − Cij /r ij
6, where A, ρ,

and C are parameters that were selected carefully to reproduce the experimental data. The values of Y and K represent the
shell charges and spring constants, respectively.

Interaction A (eV) ρ (Å) C (eV Å6) Y (e) K/(eV Å−2)

Ca2+–O2− 1 090.40 0.337 2 0.000 1.26 34.00
Mn4+–O2− 3 087.826 0.282 2 0.000 4.00 99 999
O2−–O2− 22 764.3000 0.149 000 27.879 −2.86 74.92
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but can be accessed by theoretical modeling. Here, we first calcu-
late the isolated point defect formation energies in order to give
the Frenkel, Schottky, and anti-site disorder energies. The follow-
ing reaction equations written using the Kröger–Vink notation48

describe the Frenkel, Schottky, and anti-site disorder:

Ca Frenkel : CaX
Ca → V′′Ca + Ca●●i , (1)

Mn Frenkel : MnX
Mn → V′′′′Mn +Mn●●●●i , (2)

O Frenkel : OX
O → V●●O +O′′i , (3)

Schottky : CaX
Ca +MnX

Mn + 3OX
O → V′′Ca +V′′′′Mn + 3V●●O + CaMnO3,

(4)

CaO Schottky : CaX
Ca +OX

O → V′′Ca +V●●O + CaO, (5)

MnO2 Schottky : MnX
Mn + 2OX

O → V′′′′Mn + 2V●●O +MnO2, (6)

Ca/Mn antisite (isolated): CaX
Ca +MnX

Mn → Ca′′Mn +Mn●●Ca, (7)

Ca/Mn antisite (cluster): CaX
Ca +MnX

Mn → {Ca′′Mn: Mn●●Ca}
X, (8)

Binding energy (BE) : Ecluster − Eisolated. (9)

Examination of the defect reaction energies reported in Table III
suggests that the formation energies of Frenkel disorder are rela-
tively high although O-Frenkel is the lowest among other Frenkels,
with a reaction energy of 5.59 eV. The highest formation energy of
Mn Frenkel (12.23 eV) is partly due to the charge of the Mn4+ ion
being higher than that of Ca2+. Schottky-type disorder in this system
is also relatively high (>4 eV), and therefore, it is unlikely that these
defects will be present at significant concentration at room temper-
ature. The most thermodynamically stable defect is found to be the
Ca–Mn anti-site defect cluster in which both Mn and Ca positions
are exchanged simultaneously (2.92 eV). In the isolated form, both
Ca′′Mn and Mn●●Ca defects are present further apart in the crystal. The
energy difference between the cluster form of anti-site defect and the

TABLE III. Reaction energies for different defect processes.

Process Equation Reaction energy (eV)/defect

Ca Frenkel 1 6.72
Mn Frenkel 2 12.23
O Frenkel 3 5.59
Schottky 4 5.42
CaO-Schottky 5 4.29
MnO2-Schottky 6 6.36
Ca–Mn anti-site (isolated) 7 4.12
Ca–Mn anti-site (cluster) 8 2.92
Binding energy 9 −1.20

isolated form of defect is defined as the binding energy. The calcu-
lated binding energy is −1.20 eV, inferring the preference of aggre-
gating isolated defects forming a cluster {Ca′′Mn: Mn●●Ca}X. The anti-
site defect has been found in many oxide materials experimentally
and theoretically.49–51

B. Diffusion of Ca2+ and O2− ions
Ionic transport is one of the important properties of a material

to assess its ionic conductivity. It can be difficult to determine diffu-
sion pathways and mechanisms experimentally. The present classi-
cal simulation method is appropriate to find various Ca and O ion
diffusion pathways together with activation energies.

Diffusion of calcium ions in calcium based oxide materials is
predicted to be slow due to double positive charge of the migrat-
ing Ca ion, which is strongly attracted by negatively charged oxygen
ions in the lattice. Computational modeling based on density func-
tional theory (DFT) and classical pair potentials shows that activa-
tion energies of Ca ion diffusion in Ca-bearing oxide materials are
high, indicating the slow movement of Ca ions.52,53

For the Ca migration, three main local hops between adjacent
Ca sites were identified (refer to Fig. 2). The lowest migration bar-
rier is 4.42 eV (path A) (refer to Table IV). As this path alone cannot
facilitate transport of Ca across the unit cell, local Ca hops (A–C)
were connected to construct long-range Ca ion diffusion channels.
The long-range Ca migration pathway (A↔ A↔ A↔ A) with the
lowest activation energy is calculated along the b axis with an acti-
vation energy of 4.42 eV. Energy profile diagrams for these hops are
shown in Fig. 3. Similar activation energy (4.60 eV) is calculated for
pyroxene based CaMn(SiO3)2 structure although this compound has
a different crystallographic structure from CaMnO3.52 DFT simu-
lation has been performed by Torres et al.54 on different calcium

FIG. 2. Possible long-range Ca ion vacancy migration pathways shown in (a) ab
and (b) ac planes.

TABLE IV. Ca–Ca distances and their corresponding activation energies for the Ca
ion migration in CaMnO3.

Migration path Ca–Ca separation (Å) Activation energy (eV)

A 3.754 4.42
B 3.749 4.45
C 3.759 4.44

AIP Advances 11, 055106 (2021); doi: 10.1063/5.0048401 11, 055106-3
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FIG. 3. Three different energy profiles (as shown in Fig. 2) of Ca vacancy hopping between the nearest neighbor Ca sites in CaMnO3.

manganate based oxide structures. Activation energies calculated for
Ca ions in CaMn2O4, Ca2Mn2O5, and CaMn2O4 were reported to be
1.00, 2.60, and 2.20 eV, respectively.54 Low activation energies can
be due to the lower charge states of Mn and shorter Ca–Ca hopping
distances than those found in CaMnO3.

Next, we considered possible O vacancy hops between adjacent
O ions in the lattice. Four possible migration hops [(P–S) in Fig. 4]
led to three long-range O ion migration pathways (P↔ P↔ P↔
P, Q↔ Q↔ Q↔ Q, and R↔ S↔ R↔ S). The activation ener-
gies for hops ranged between 1.25 and 5.12 eV (refer to Table V and

FIG. 4. Possible long-range O ion vacancy migration pathways shown in (a) bc
and (b) ac planes.

TABLE V. O–O distances and their corresponding activation energies for the O ion
migration in CaMnO3.

Migration path O–O separation (Å) Activation energy (eV)

P 2.664 1.25
Q 2.679 1.99
R 3.434 4.24
S 4.069 5.12

Fig. 5). For the long-range pathways (P↔ P↔ P↔ P) and (Q↔Q
↔Q↔Q), as shown in Fig. 5, the activation energies were 1.25 and
1.99 eV respectively. The third long-range pathway (R↔ S↔ R↔
S) consists of hops R and S, and these hops exhibit high activation
energies of 4.24 and 5.12 eV, respectively. Thus, the overall activa-
tion energy for this pathway is 5.12 eV. The O2− ions will preferably
migrate along the a axis (P↔ P↔ P↔ P) as this long range diffu-
sion pathway exhibits the lowest overall migration energy of 1.25 eV.
As activation energy calculated for long-range oxygen ion migra-
tion is considerably lower than that calculated for Ca ion migration,
oxygen ion migration is faster than Ca ion migration in this material.

C. Solution of dopants
Dopants play a significant role in tuning the properties of a

material. Interstitial dopants generally introduce strain in the lat-
tice. Substitutional dopants with different charge states and sizes
compared to the atom to be substituted will also change the proper-
ties of the host material. Solution energies calculated using different
appropriate charge compensation defects and lattice energies would
provide valuable information about the promising dopants that can
be tested experimentally. The oxygen vacancy formation in CaMnO3
is one of the important processes that need to be addressed using
appropriate dopants on the Mn site. Furthermore, isovalent dopants
are also important in preventing phase transformation.

1. Divalent dopants
First, we considered some divalent dopants (M = Ni, Mg, Co,

Fe, Sr, and Ba) on the Ca site. The following reaction equation was
used to calculate the solution energy, and in this process, no charge
compensating defects were necessary:

MO + CaX
ca →MX

Ca + CaO. (10)

AIP Advances 11, 055106 (2021); doi: 10.1063/5.0048401 11, 055106-4

© Author(s) 2021

https://scitation.org/journal/adv


AIP Advances ARTICLE scitation.org/journal/adv

FIG. 5. Four different energy profiles (as shown in Fig. 4) of O vacancy hopping between the nearest neighbor O sites in CaMnO3.

An exoergic solution energy of −0.55 eV was calculated for Fe2+

(refer to Fig. 6). This suggest that Fe2+ is the most favorable dopant,
which can form a possible composition of Ca1−xFexMnO3 (0.0 < x
< 1.0) that can be synthesized experimentally. The second most
favorable dopant is calculated to be Sr2+ with a solution energy of
0.20 eV, suggesting that this dopant could also be considered for
doping. Bulfin et al.55 performed an experimental study on CaMnO3
and Ca0.8Sr0.2MnO3 and observed redox properties better than those
observed in CaMnO3. High positive solution energies are calculated
for other dopants, meaning that they are unlikely to be doped at nor-
mal temperatures. The preference of Fe2+ can be due to a close match
between its ionic radius (0.92 Å) and the ionic radius of the Ca2+ ion
(1.00 Å). The highest solution energy is observed for Ba2+ due to its
larger ionic radius (1.42 Å) than Ca2+.

Thereafter, we considered the divalent substitution on the Mn
site. This process will introduce oxygen vacancies as charge compen-
sating defects in the lattice [Eq. (11) below], making this material

FIG. 6. Solution energy of MO (M = Ni, Mg, Co, Fe, Sr, and Ba) with respect to the
M2+ ionic radius.

more conductive,

MO +MnX
Mn +OX

o →M′′Mn +V●●O +MnO2. (11)

Solution energies were calculated considering two defects (M′′Mn
+V⋅⋅O): further apart (isolated) and close to each other (cluster). In all
cases, solution energies calculated for clusters are found to be more
energetically favorable than that calculated for isolated forms [refer
to Fig. 7(a)]. The most favorable dopant for this process is Fe2+. Solu-
tion energies calculated for Ni, Mg, and Co are close to each other
and ∼1 eV higher than the solution energy calculated for Fe. The
larger ionic radii of Sr2+ and Ba2+ resulted in higher solution ener-
gies. Figure 7(b) presents the binding energies of divalent dopants
with respect to their electronegativities. Binding energy increases as
the electronegativity of the divalent dopant increases (except for Co
and Ni).

Dual divalent dopants (M or R = Ni, Mg, Co, Fe, Sr, and Ba)
were also considered on the Mn sites. As discussed earlier, this pro-
cess will also introduce oxygen vacancies with double concentration,
according to the following equation:

MO + RO + 2MnX
Mn + 2OX

o →M′′Mn + R′′Mn + 2V●●O + 2MnO2. (12)

Table VI reports the solution energies. Solution energies were cal-
culated for this process in two different ways. Defects were consid-
ered as isolated and cluster forms. In the isolated forms, each defect
energy was calculated independently. In the cluster form, all four
defects were close to each other. The difference between these two
solution energies is the binding energy. Solution energies are more
favorable for the cluster form; the isolated form due to the pref-
erence of aggregation isolated defects forms clusters, as evidenced
by the exoergic binding energies. The most favorable dual dopant
is calculated to be Ni–Fe. Solution energies calculated for Co–Fe
and Mg–Fe are higher only by 0.04 and 0.13 eV, respectively, than

AIP Advances 11, 055106 (2021); doi: 10.1063/5.0048401 11, 055106-5
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FIG. 7. (a) Solution energy of MO (M = Ni, Mg, Co, Fe, Sr, and Ba) with respect
to the M2+ ionic radius and (b) binding energy of corresponding isolated defects
forming a cluster with respect to electronegativity of the dopants.

TABLE VI. Solution energies calculated for dual-divalent dopants substituted on the
Mn site.

Co-dopants

Solution energy (eV/dopant)

Binding energy (eV)Isolated Cluster

Ni–Mg 7.62 2.71 −4.91
Ni–Co 7.60 2.65 −4.95
Ni–Fe 7.02 2.13 −4.89
Ni–Sr 8.35 3.17 −5.19
Ni–Ba 11.10 5.15 −5.95
Mg–Co 7.56 2.82 −4.74
Mg–Fe 7.08 2.30 −4.78
Mg–Sr 8.40 3.34 −5.06
Mg–Ba 11.16 5.21 −5.95
Co–Fe 7.06 2.17 −4.89
Co–Sr 8.39 3.21 −5.18
Co–Ba 11.12 5.19 −5.96
Fe–Sr 7.82 2.72 −5.10
Fe–Ba 10.57 4.79 −5.78
Sr–Ba 11.91 5.73 −6.18

those calculated for Ni–Fe. Other dual dopants exhibit high solution
energies. Solution energies for Ba containing dual dopants are highly
endoergic, suggesting that they are unfavorable.

2. Trivalent dopants
The trivalent doping process in CaMnO3 will lead to the for-

mation of one oxygen vacancy per two trivalent dopants according
to the following reaction equation:

M2O3 + 2MnX
Mn +OX

o → 2M′Mn +V●●O + 2MnO2. (13)

As discussed earlier, solution energies were calculated in isolated
and cluster forms [refer to Fig. 8(a)]. In all cases, solution ener-
gies calculated using isolated defects are higher than those calculated
using defect clusters. The most stable dopant for this process is Al.
However, Ga is calculated to be the most promising dopant if the
defects are considered further apart. Solution energy increases with
an increasing ionic radius. The highest solution energy is observed
for La3+ because of its larger ionic radius. Binding energies are
reported together with electronegativities in Fig. 8(b). In general,

FIG. 8. (a) Solution energy of M2O3 (M = Al, Ga, Sc, In, Y, Gd, and La) with respect
to the M3+ ionic radius and (b) binding energy of corresponding isolated defects
forming a cluster with respect to electronegativity of the dopants.
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there is a gradual increase in the binding energy with increasing
electronegativity except for Y and In.

Dual trivalent dopants (M or R = Al, Ga, In, Sc, Y, Gd, and La)
were considered next on the Mn sites. A single oxygen vacancy can
be introduced in the lattice for every two dopants as described by the
following equation:

1
2

M2O3 +
1
2

R2O3 + 2MnX
Mn +OX

o →M′Mn + R′Mn +V●●O + 2MnO2.
(14)

Table VII lists the solution energies of all combinations of dual
dopants together with binding energies. The most favorable dual
trivalent dopant is Al–Ga. Solution energies of Al–Sc, Ga–Sc, Al–In,
Ga–In, and In–Sc are higher only by a maximum of 0.5 eV than that
of Al–Ga. Other dual dopants exhibit high solution energies, and in
particular, Gd–La is unlikely to dope at normal temperatures. In all
cases, the binding energies are negative, confirming the aggregation
of isolated defects to form clusters.

3. Tetravalent dopants
Finally, tetravalent cations (Si4+, Ge4+, Ti4+, Sn4+, Zr4+, and

Ge4+) were considered on the Mn site. The following reaction
equation was used to calculate the solution energy:

MO2 +MnX
Mn →MX

Mn +MnO2. (15)

Figure 9 reports the solution energies. Exoergic solution energies are
calculated for Ge4+ (−1.17 eV) and Si4+ (−0.18 eV). The preference
of Ge4+ on the Mn site can be due to its ionic radius (0.53 Å) match-
ing perfectly with the ionic radius of Mn4+. Negative solution energy

TABLE VII. Solution energies calculated for dual-trivalent dopants substituted on the
Mn site.

Co-dopants

Solution energy (eV/dopant)

Binding energy (eV)Isolated Cluster

Al–Ga 3.42 1.57 −1.85
Al–In 3.96 1.93 −2.03
Al–Sc 3.69 1.65 −2.03
Al–Y 4.42 2.30 −2.12
Al–Gd 4.82 2.72 −2.10
Al–La 5.36 3.02 −2.34
Ga–In 3.90 2.03 −1.87
Ga–Sc 3.62 1.75 −1.87
Ga–Y 4.35 2.43 −1.92
Ga–Gd 4.76 2.82 −1.94
Ga–La 5.29 3.12 −2.17
In–Sc 4.15 2.08 −2.07
In–Y 4.89 2.70 −2.19
In–Gd 5.30 3.12 −2.18
In–La 5.84 3.42 −2.42
Sc–Y 4.62 2.43 −2.19
Sc–Gd 5.02 2.84 −2.18
Sc–La 5.56 3.14 −2.42
Y–Gd 5.75 3.45 −2.30
Y–La 6.29 3.75 −2.54
Gd–La 5.75 4.16 −1.59

FIG. 9. Solution energy of MO2 (M = Si, Ge, Ti, Sn, Zr, and Ce) with respect to the
M4+ ionic radius.

calculated for Si4+ is due to its ionic radius (0.39 Å) being smaller
than that of Mn4+. Solution energy calculated for Ti4+ is slightly
positive (0.13 eV), meaning that this dopant is also worth testing
experimentally. Solution energy increases with the ionic radius from
Sn4+ to Ce4+. The highest solution energy (3.41 eV) is calculated for
Ce4+.

V. CONCLUSION
Atomistic simulation techniques were used to provide detailed

insights into defect, diffusion, and dopant properties of CaMnO3.
The most favorable intrinsic defect is the anti-site defect; a small
number of Ca2+ and Mn4+ ions exchange their atomic positions,
leading to structural disorder. Systemic analysis of the ion-hopping
mechanism shows that the diffusion of O2− ions is faster than that
of Ca2+ ions although activation energies of both ions are greater
than 1 eV, implying poor ionic conductivity. The promising isova-
lent dopants on the Ca and Mn sites are predicted to be Fe2+ and
Ge4+, respectively. Subvalent doping of Fe2+ and Al3+ on the Mn
site is a viable engineering strategy to increase the oxygen vacan-
cies in this material. The most favorable dual divalent and trivalent
dopants are calculated to be Ni–Fe and Al–Ga, respectively.
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