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Negativity of the Wigner function is
arguably one of the most striking non-
classical features of quantum states. Be-
yond its fundamental relevance, it is also
a necessary resource for quantum speedup
with continuous variables. As quantum
technologies emerge, the need to identify
and characterize the resources which pro-
vide an advantage over existing classical
technologies becomes more pressing. Here
we derive witnesses for Wigner negativ-
ity of single mode and multimode quan-
tum states, based on fidelities with Fock
states, which can be reliably measured
using standard detection setups. They
possess a threshold expectation value in-
dicating whether the measured state has
a negative Wigner function. Moreover,
the amount of violation provides an op-
erational quantification of Wigner nega-
tivity. We phrase the problem of find-
ing the threshold values for our witnesses
as an infinite-dimensional linear optimi-
sation. By relaxing and restricting the
corresponding linear programs, we derive
two hierarchies of semidefinite programs,
which provide numerical sequences of in-
creasingly tighter upper and lower bounds
for the threshold values. We further
show that both sequences converge to the
threshold value. Moreover, our witnesses
form a complete family—each Wigner neg-
ative state is detected by at least one
witness—thus providing a reliable method
for experimentally witnessing Wigner neg-
ativity of quantum states from few mea-
surements. From a foundational perspec-
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tive, our findings provide insights on the
set of positive Wigner functions which still
lacks a proper characterisation.

1 Introduction
Quantum information with continuous vari-
ables [1]—where information is encoded in contin-
uous degrees of freedom of quantum systems—is
one of the promising directions for the future of
quantum technologies. For example, continuous-
variable quantum optics enables the deterministic
experimental preparation of entangled states over
millions of modes [2] and also offers reliable and
efficient detection methods, such as homodyne
or heterodyne detection [3]. From a theoretical
point of view, quantum information with con-
tinuous variables provides different perspectives
from quantum information with discrete variables
and is described via the formalism of infinite-
dimensional Hilbert spaces.

To handily manipulate states in those infi-
nite spaces, mathematical tools initially inspired
by physics have been developed such as phase-
space formalism [4] In this framework, quantum
states are represented by a quasi-probability dis-
tribution over phase space, like the Wigner func-
tion [5]. These representations provide a geo-
metric intuition of quantum states [6]: quantum
states are separated into two categories, Gaussian
and non-Gaussian, depending on whether their
Wigner function is a Gaussian function or not.

Non-Gaussian quantum states are essential
to a variety of quantum information processing
tasks such as quantum state distillation [7–9],
quantum error-correction [10], universal quan-
tum computing [1, 11] or quantum computational
speedup [12, 13]. Within those, an important
subclass of non-Gaussian states are the states
which display negativity in the Wigner func-
tion. These two classes of states coincide for pure
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states—namely, non-Gaussian pure states have a
negative Wigner function—as pure states with a
positive Wigner function are necessarily Gaussian
states by Hudson theorem [14, 15]. However, this
is not the case for mixed states and the (convex)
set of states with a positive Wigner function be-
comes much harder to characterise [16, 17].

Negativity of other phase-space quasiprobabil-
ities have been used to define different notions
of quantumness [18]. In particular, the negativ-
ity of the Glauber–Sudarshan P quasiprobability
distribution of a quantum state is known as its
non-classicality [19]. The Wigner function can
be obtained from the more singular P function
by a Gaussian convolution, thus positivity of the
latter implies positivity of the former. In par-
ticular, negativity of the Wigner function implies
non-classicality, although there are non-classical
states with positive Wigner function, such as
squeezed states.

In addition to its fundamental relevance as a
non-classical property of physical systems [20],
Wigner negativity is also essential for quantum
computing, since continuous-variable quantum
computations described by positive Wigner func-
tions can be simulated efficiently classically [21].
Wigner negativity is thus a necessary resource,
though not sufficient [22], for quantum computa-
tional speedup with continuous variables.

With the rapid development of quantum tech-
nologies [23], finding efficient methods for as-
sessing the correct functioning of quantum de-
vices is of timely importance [24]. Detecting
key properties of a quantum state, such as en-
tanglement or Wigner negativity, can be done
by a full tomographic reconstruction [25]. How-
ever, such reconstructions are very costly in terms
of the number of measurements needed, and re-
quire performing a tomographically complete set
of measurements—thus usually involving multi-
ple measurement settings. In the continuous-
variable setting the task is even more daunt-
ing, since the Hilbert space of quantum states is
infinite-dimensional [26, 27].

Instead, one may introduce witnesses for spe-
cific properties of quantum states [28–32] that
are easier to measure experimentally. These
witnesses should be observables that possess a
threshold expectation value indicating whether
the measured state exhibits the desired property
or not. Intuitively, a witness for a given property

can be thought of as a separating hyperplane in
the set of quantum states, such that any state
on one side of this hyperplane has this property
(see Fig. 1). In particular, some states with the
sought property may remain unnoticed by the
witness. In that regard, one may use a complete
set of witnesses such that for each state exhibit-
ing the desired property, there exists at least one
witness in the set that captures it.

Tr(⌦̂⇢) > !
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Figure 1: Pictorial representation of a witness
Ω̂ with threshold value ω for a given property.
In yellow: states without the property. In blue:
states with the property. In red: witness thresh-
old value. In light blue: states with the property
undetected by the witness.

Here, we introduce and study a complete family
of witnesses for Wigner negativity of single-mode
quantum states, expressed using Fock states pro-
jectors. The expectation values of our witnesses
are linear functions of the state which may be ef-
ficiently estimated experimentally using standard
homodyne or heterodyne detection, thus provid-
ing a reliable method for detecting Wigner nega-
tivity with certifiable bounds. Additionally, we
show that the amount by which the measured
expectation value exceeds the threshold value of
the witness provides an operational measure of
Wigner negativity: it directly lower bounds the
distance between the measured state and the set
of states with positive Wigner function.

We cast the computation of the threshold val-
ues of the witnesses as infinite-dimensional lin-
ear programs, which can be either relaxed or re-
stricted. Upper and lower bounds for the thresh-
old values of our witnesses are then given by two
hierarchies of finite-dimensional semidefinite pro-
grams, similar in spirit to the Lasserre–Parrilo hi-
erarchy [33, 34] and the subsequent Lasserre hi-
erarchy [35]. In particular, we show that both
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hierarchies converge to the threshold values.
Finally, we discuss the generalisation to multi-

mode quantum states and show that most of our
results are also applicable in this case.

Our work is thought to be interesting for physi-
cists interested in characterising Wigner nega-
tivity of quantum states—either theoretically or
experimentally—and mathematicians interested
in infinite-dimensional convex optimisation the-
ory. To that end, the rest of the paper is struc-
tured as follows: we give some notations and
background in the next section 2 before a detailed
exposition of our witnesses in section 3. Sec-
tion 4 describes the experimental procedure for
witnessing Wigner negativity of a quantum state
using these witnesses, together with use-case ex-
amples. The following section 5—which deals
with infinite-dimensional optimisation techniques
of independent interest—is devoted to estimating
the threshold values of our witnesses: after some
technical background in section 5.2, section 5.3
reformulates the problem of finding the thresh-
old value of a witness as an infinite-dimensional
linear optimisation, while section 5.4 derives two
hierarchies of semidefinite relaxations and restric-
tions for this linear program, yielding numerical
upper and lower bounds for the threshold value.
Section 5.5 establishes the proof of convergence
of these hierarchies of upper and lower bounds
towards the threshold value. We introduce the
generalisation to the multimode case in section 6
and conclude with a few open questions in sec-
tion 7.

2 Notations and background

2.1 Preliminary notations

For allm ∈ N∗, Symm denotes the space ofm×m
real symmetric matrices. An exponent T denotes
the transpose while an exponent † denotes the
conjugate transpose.
H denotes a separable infinite-dimensional

Hilbert space equipped with a countable or-
thonormal single-mode Fock basis {|n〉}n∈N. We
write D(H) the set of quantum states (positive
semidefinite operators with unit trace) over H.
A single-mode quantum state ρ can be expanded
in Fock basis as ρ = ∑+∞

k,l=0 ρkl |k〉〈l|.
The fidelity between two quantum states ρ

and σ is denoted F (ρ, σ) = Tr(
√√

ρσ
√
ρ)2.

When one of the states is pure, it reduces to
F (ρ, σ) = Tr(ρσ). The trace distance between
two quantum states ρ and σ is denoted D(ρ, σ) =
1
2Tr(

√
(ρ− σ)2). The trace distance can be re-

lated to the maximum probability of distinguish-
ing between two quantum states. The fidelity
and trace distance are related by 1 − F ≤ D ≤√

1− F [36].
We denote by â and â† the single-mode anni-

hilation and creation operators, respectively, de-
fined by their action on the Fock basis:

â |n〉 =
√
n |n− 1〉 , for n ∈ N∗,

â |0〉 = 0,
â† |n〉 =

√
n+ 1 |n+ 1〉 , for n ∈ N.

(1)

These operators satisfy the canonical commuta-
tion relation [â, â†] = 1. For all α ∈ C, we write

D̂(α) = eαâ
†−α∗â (2)

the displacement operator of amplitude α [37].
The coefficients of the displacement operator in
Fock basis are given by [38]:

〈k|D̂(α)|l〉 = e−
1
2 |α|

2

×
min k,l∑
p=0

√
k!l!(−1)l−p

p!(k − p)!(l − p)!α
k−pα∗l−p,

(3)

for all k, l ∈ N and all α ∈ C.

2.2 Wigner function
The Wigner function of a single-mode quantum
state ρ is an equivalent representation of the state
in phase space which can be expressed as [39, 40]:

Wρ(α) = 2
π
Tr
[
D̂(α)Π̂D̂†(α)ρ

]
, (4)

for all α ∈ C, where D̂ is defined above and
Π̂ = (−1)â†â = ∑

n≥0 (−1)n |n〉〈n| is the parity
operator. In particular, the Wigner function of a
quantum state is related to the expectation value
of displaced parity operators.

The Wigner function is a real-valued quasi-
probability distribution [41], i.e., a normalised
distribution which can take negative values.
Hence, it cannot be sampled directly experimen-
tally. However, its marginals are probability dis-
tributions which can be sampled using homodyne
detection [26]. Alternatively, heterodyne detec-
tion (also called double homodyne detection) al-
lows for sampling from a smoothed version of the
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Wigner function [42, 43]. In both cases, apply-
ing a displacement before the detection is equiva-
lent to measuring directly with homodyne or het-
erodyne detection and applying a classical post-
processing procedure—namely, a translation of
the classical outcome according to the displace-
ment amplitude [32, 44].

As mentioned in the introduction, continuous-
variable quantum states are classified in two cat-
egories, Gaussian and non-Gaussian, depending
on the shape of their Wigner function. The set of
Gaussian states is well-understood [45] but has a
limited power, while characterising the set of non-
Gaussian states is an active research topic [46–
49].

The negativity of the Wigner function can only
decrease under Gaussian operations [46], i.e., op-
erations that map Gaussian states to Gaussian
states. In particular, it is invariant under dis-
placements. It is also a robust property, since
two almost indistinguishable quantum states have
similar Wigner functions. An operational mea-
sure of Wigner negativity for a quantum state
ρ ∈ D(H) is given by its distance with the set of
states having a positive Wigner function [30]:

ηρ = inf
σ∈D(H)
Wσ≥0

D(ρ, σ), (5)

where D denotes the trace distance, thus quan-
tifying the operational distinguishability between
the state ρ and any state having a positive Wigner
function [36].

A natural choice for a witness of Wigner neg-
ativity is the fidelity with a pure state having
a Wigner function with negative values, since it
is a quantity that can be accessed experimen-
tally by direct fidelity estimation [25, 27]. Build-
ing on this intuition, and given that all Fock
states—with the exception of the (Gaussian) vac-
uum state |0〉—have a negative Wigner function,
we introduce in the following section a broad fam-
ily of Wigner negativity witnesses for single-mode
continuous-variable quantum states based on fi-
delities with Fock states.

3 Wigner negativity witnesses
We introduce the following Wigner negativity
witnesses:

Ω̂a,α :=
n∑
k=1

akD̂(α) |k〉〈k| D̂†(α), (6)

for n ∈ N∗, a = (a1, . . . , an) ∈ [0, 1]n,
with maxk ak = 1, and α ∈ C. These op-
erators are weighted sums of displaced Fock
states projectors. They can be thought of as
Positive Operator-Valued Measure (POVM) ele-
ments, and their expectation value for a quantum
state ρ is given by

Tr
(
Ω̂a,α ρ

)
=

n∑
k=1

akF
(
D̂†(α)ρD̂(α), |k〉

)
, (7)

where F is the fidelity. This quantity can be di-
rectly estimated from homodyne or heterodyne
detection of multiple copies of the state ρ by
translating the samples obtained by the ampli-
tude α in the classical postprocessing and per-
forming fidelity estimation with the Fock states
|1〉 , . . . , |n〉 [25, 27].

For n ∈ N∗, each choice of (a, α) ∈ [0, 1]n ×
C yields a different Wigner negativity witness.
In particular, when α = 0 and one entry of the
vector a is equal to 1 and all the other entries are
0, the expectation value of the witness is given by
the fidelity with a single Fock state.

To each witness Ω̂a,α is associated a threshold
value defined as:

ωa := sup
ρ∈D(H)
Wρ≥0

Tr
(
Ω̂a,α ρ

)
. (8)

Since negativity of the Wigner function is in-
variant under displacements, the threshold val-
ues do not depend on the value of the displace-
ment amplitude α and we thus write ωa (rather
than ωa,α) for the threshold value associated to
the witness Ω̂a,α. This is sensible, given that the
threshold value asks for non-negativity anywhere
in phase space, so a displacement in phase space
should not change its value. Combining (i) that
the threshold value associated to a witness does
not depend on the displacement parameter α and
(ii) that we can always take into account dis-
placement via classical post-processing if one uses
homodyne or heterodyne detection associated to
Ω̂a,0 [32, 44], we can restrict the analysis to wit-
nesses of the form Ω̂a,0 that will generate the fam-
ily {Ω̂a,α}α∈C. Note however that the choice of
displacement amplitude can play an important
role for certifying negativity of certain quantum
states.

If the measured expectation value for an exper-
imental state is higher than the threshold value
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given by Eq. (8), this implies by definition that its
Wigner function takes negative values. Moreover,
the following result shows that the amount by
which the expectation value exceeds the thresh-
old value directly provides an operational quan-
tification of Wigner negativity for that state:

Lemma 1. Let ρ ∈ D(H) Wigner negative, and
fix a witness Ω̂a,α defined in Eq. (6), for n ∈
N∗, a = (a1, . . . , an) ∈ [0, 1]n, and α ∈ C, with
threshold value ωa. Let us further assume that
that it violates the threshold value of the witness
i.e. Tr(Ω̂a,α ρ) > ωa and denote the amount of
violation as

δa,α(ρ) := Tr
(
Ω̂a,α ρ

)
− ωa. (9)

Then,
ηρ ≥ δa,α(ρ), (10)

where ηρ is the distance between ρ and the set of
states having a positive Wigner function, defined
in Eq. (5).

Proof. We use the notations of the lemma. Let
us consider the binary POVM {Ω̂a,α, 1 − Ω̂a,α}.
For all σ ∈ D(H), we write P σa,α the associated
probability distribution: P σa,α(0) = 1−P σa,α(1) =
Tr(Ω̂a,α σ).
Let σ be a state with a positive Wigner func-

tion, so that Tr(Ω̂a,α σ) ≤ ωa, by definition of
the threshold value. We have:

δa,α(ρ) = Tr(Ω̂a,αρ)− ωa
≤ |Tr(Ω̂a,αρ)− Tr(Ω̂a,ασ)|
= |P ρa,α(0)− P σa,α(0)|
= ‖P ρa,α − P σa,α‖tvd
≤ D(ρ, σ),

(11)

where we used δa,α(ρ) ≥ 0 in the second line,
‖P − Q‖tvd = 1

2
∑
x |P (x) − Q(x)| denotes the

total variation distance, and we used the opera-
tional property of the trace distance in the last
line [36]. With Eq. (5), taking the infimum over
σ concludes the proof.

This results directly extends to the case where
only an upper bound of the threshold value is
known: the amount by which the expectation
value exceeds this upper bound is also a lower
bound of the distance to the set of states having
a positive Wigner function.

Importantly, the family of Wigner negativity
witnesses {Ω̂a,α} is complete, i.e., for any quan-
tum state with negative Wigner function there
exists a choice of witness (a, α) such that the ex-
pectation value of Ω̂a,α for this state is higher
than the threshold value. Indeed, this family in-
cludes as a subclass the complete family of wit-
nesses from [32], by taking a = (1, 0, 1, 0, 1, . . . ).

The threshold value in Eq. (8) is given by an
optimisation problem over quantum states hav-
ing a positive Wigner function, which is a convex
subset of an infinite-dimensional space that does
not possess a well-characterised structure. While
solving this optimisation problem thus seems un-
feasible in general, it turns out that we can ob-
tain increasingly good numerical upper and lower
bounds for the threshold value using semidefinite
programming.

Semidefinite programming is a particular case
of conic programming—a subfield of convex
optimisation—where one optimises linear func-
tions within the convex cone of positive semidefi-
nite matrices [50]. This is a powerful optimisation
technique as semidefinite programs (SDP) can be
solved efficiently using interior point methods.

The relevant programs are derived in section
5.4.2 and 5.4.3 where their convergence is proven.
Since these proofs introduces several intermedi-
ate forms of the programs, we explicitly give
them below to avoid confusion on which pro-
grams to implement numerically. For n ∈ N∗,
a = (a1, . . . , an) ∈ [0, 1]n, and m ≥ n, the hier-
archies of semidefinite programs that respectively
provide lower bounds and upper bounds for the
threshold value ωa associated to the witnesses
{Ω̂a,α}α∈C are:

Find Q ∈ Symm+1 and F ∈ Rm+1

maximising
∑n
k=1 akFk

subject to

m∑
k=0

Fk = 1

∀k ∈ J0,mK, Fk ≥ 0
∀l ∈ J1,mK,

∑
i+j=2l−1

Qij = 0

∀l ∈ J0,mK,
∑

i+j=2l
Qij =

m∑
k=l

(−1)k+l

l!

(
k

l

)
Fk

Q � 0,

(SDPm,≤a )
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and

Find Q ∈ Symm+1,µ ∈ Rm+1 and y ∈ R
minimising y
subject to

∀k ∈ J0, nK, y ≥ ak + µk

∀k ∈ Jn+ 1,mK, y ≥ µk

∀l ∈ J0,mK,
∑

i+j=2l
Qij =

m∑
k=l

(−1)k+l

l!

(
k

l

)
µk

Q � 0.

(SDPm,≥a )

Let ωm,≥a be the optimal value of (SDPm,≥a ). We
show in section 5 that the sequence {ωm,≥a }m≥n
is a decreasing sequence of upper bounds of ωa,
which converges to ωa. Similarly, let ωm,≤a be the
optimal value of (SDPm,≤a ). We show that the
sequence {ωm,≤a }m≥n is an increasing sequence of
lower bounds of ωa, which also converges to ωa.

In particular, the numerical upper bounds
ωm,≥a can be used instead of the threshold value
ωa to witness Wigner negativity, while the nu-
merical lower bounds ωm,≤a may be used to con-
trol how much the upper bounds differ from the
threshold value. We give a detailed procedure in
the following section, together with use-case ex-
amples and details on the numerical implementa-
tion.

State-of-the-art Our Wigner negativity wit-
nesses outperform existing ones [30, 51] in terms
of generality and practicality, since they form a
complete family and provide much more flexi-
bility with the choice of n ∈ N∗, a ∈ [0, 1]n
and α ∈ C. They are accessible with optical
homodyne or heterodyne measurement, and do
not require making any assumption on the mea-
sured state, unlike other existing methods [52].
Moreover, our witnesses generalise those of [32],
and may provide simpler alternatives to detect
Wigner negativity. We also provide two converg-
ing hierarchies to approximate the threshold val-
ues associated to these witnesses. Proving con-
vergence is crucial and was not considered in the
other approaches mentioned above. Finally, our
approach also generalises to the multimode set-
ting, as discussed in section 6.

4 Witnessing Wigner negativity
4.1 Procedure
In this section, mainly devoted to experimental-
ists, we describe a procedure to check whether
a continuous-variable quantum state exhibits
Wigner negativity using our witnesses.

The main subroutine of this procedure is to es-
timate fidelities with displaced Fock states using
classical samples from homodyne or heterodyne
detection1, in order to compute the experimen-
tal value for a Wigner negativity witness. Dis-
placement can be achieved with classical post-
processing by translating the classical samples ac-
cording to the displacement amplitude, and per-
forming direct fidelity estimation with Fock states
(see section 2.2 and [25–27]).

Upper and lower bounds on the threshold value
of the witness are then obtained using semidef-
inite programming, and comparing the experi-
mental witness value to these bounds gives in-
sight about the Wigner negativity of the mea-
sured quantum state.

We give a detailed procedure for using our
witnesses for detecting Wigner negativity in the
framed box below. This procedure starts by the
choice of a specific witness, and we explain here
a heuristic method for picking a good witness.

If the experimental state is anticipated to
have negativity at α, then one may use the
witness with parameters (n,a, α) with a =
(1, 0, 1, 0, . . . ), which will detect negativity for n
large enough [32]. However, this may imply hav-
ing to estimate fidelities with Fock states having
a high photon number with homodyne or hetero-
dyne detection, which requires a lot of samples,
while simpler witnesses can suffice for the task
and be more efficient, as we show in the next sec-
tion. Moreover, there are cases where the state
to be characterised is fully unknown.

Instead, a simple heuristic for picking a good
witness for Wigner negativity is the following:

• From samples of homodyne or heterodyne
detection of multiple copies of an experimen-
tal state, estimate the expected values of wit-
nesses in Eq. (6) for a small value of n and
a large set of values a and α, using the same
samples for all witnesses.

1Actually, using a fidelity witness rather than a fidelity
estimate is sufficient for our purpose.
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Witnessing Wigner negativity:

1. Choose a fidelity-based witness Ω̂a,α
defined in Eq. (6) by picking n ∈ N∗,
a ∈ [0, 1]n and α ∈ C.

2. Run the upper bound semidefinite
program (SDPm,≥a ) for m ≥ n, get
a numerical estimate ωm,≥a . These
values are already computed for a =
(0, . . . , 0, 1) and n ≤ 10 in Table 1.

3. Run the lower bound semidefinite pro-
gram (SDPm,≤a ) for m ≥ n, get a
numerical estimate ωm,≤a . These val-
ues are already computed for a =
(0, . . . , 0, 1) and n ≤ 10 in Table 1.

4. Estimate the expectation value for
that witness of the experimental state
from samples of homodyne or het-
erodyne detection by translating the
samples by α and performing fidelity
estimation with the corresponding
Fock states. This yields an experi-
mental witness value denoted ωexp.

5. Compare the value obtained experi-
mentally with the numerical bounds:
if it is greater than the numerical
upper bound, i.e., ωexp ≥ ωm,≥a

then the state displays Wigner neg-
ativity, and its distance to the set
of Wigner positive states is lower
bounded by ωexp − ωm,≥a . Otherwise,
if it is lower than the numerical lower
bound, i.e., ωexp ≤ ωm,≤a then the
witness cannot detect Wigner nega-
tivity for this state. Finally, if the
experimental value is between the nu-
merical bounds, i.e., ωm,≤a < ωexp <

ωm,≥a , compute tighter upper and
lower bounds by running steps 3 and
4 with higher m.

• Based on these values, pick the simplest wit-
ness possible—with the smallest value of n—
that is able to witness Wigner negativity
with a reasonable violation. This is done
by comparing the estimated expected values
with the upper bounds on the corresponding

threshold values. These bounds depend only
the choice of the witness parameters n,a and
can be precomputed using (SDPm,≥a ). To fa-
cilitate the use of our methods, we have col-
lected such bounds for a = (0, . . . , 0, 1) and
n ≤ 10 in Table 1. We also precomputed
these bounds for n = 3 and a large number
of values of a in Appendix I and [53].

• Then, estimate the expected value for that
witness using a new collection of samples—
thus obtaining proper error bars and avoid-
ing the accumulation of statistical errors.

In what follows, we give a few theoretical exam-
ples for using our witnesses to detect negativity
of the Wigner function of single-mode quantum
states.

4.2 Examples
We identify three levels of generality within our
family of witnesses in Eq. (6): (i) fidelities with
single Fock states, (ii) linear combinations of fi-
delities with Fock states, and (iii) displaced linear
combinations of fidelities with Fock states.

Fidelities with Fock states are the most prac-
tical of our witnesses, since they require the esti-
mation of only one diagonal element of the den-
sity matrix of the measured state. The corre-
sponding values in Table 1 can be used directly
by experimentalists: if an estimate of 〈n|ρ|n〉
for appropriate n is above one of these numer-
ical upper bounds then it ensures that ρ has a
Wigner function with negative values. Moreover,
by Lemma 1, the amount by which the estimate
of 〈n|ρ|n〉 exceeds the numerical upper bound di-
rectly provides a lower bound on the distance be-
tween ρ and the set of states having a positive
Wigner function.

For instance, if we focus on n = 3 in Ta-
ble 1, the threshold value ω3 satisfies 0.378 ≤
ω3 ≤ 0.427. Having a state ρ such that 〈3|ρ|3〉 >
0.427 guarantees that ρ has Wigner negativity. If
〈3|ρ|3〉 < 0.378 then we conclude that the witness
cannot detect negativity for this state. When the
experimental state is close to a Fock state (dif-
ferent from the vacuum), a natural choice for the
witness thus is the fidelity with the correspond-
ing Fock state. For instance, consider a photon-
subtracted squeezed vacuum state [54]

|p-ssvs(r)〉 = 1
sinh r âŜ(r) |0〉 , (12)
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n Lower bound Upper bound
1 0.5 0.5
2 0.5 0.5
3 0.378 0.427
4 0.375 0.441
5 0.314 0.385
6 0.314 0.378
7 0.277 0.344
8 0.280 0.348
9 0.256 0.341
10 0.262 0.334

Table 1: Table of numerical upper and lower
bounds for the threshold value ωn of various
Wigner negativity witnesses obtained using our
hierarchies of semidefinite programs at rank up
to around 30. The witnesses considered here
are Fock states projectors (photon-number states
|n〉) from 1 to 10. Note that the gap between the
lower and upper bounds never exceeds 0.1. Addi-
tionally, the bounds in the first two lines are ana-
lytical (see section 5.3) and for the upper bounds,
the corresponding numerical values are 0.528 and
0.551, respectively. See section 4.3 and [53] for
the numerical implementation.

where Ŝ(r) = e
r
2 (â2−â†2) is a squeezing operator

with parameter r ∈ R. Its fidelity with the single-
photon Fock state |1〉 is given by:

1
(sinh r)2

∣∣∣〈1|âŜ(r)|0〉
∣∣∣2 = 1

(cosh r)3 . (13)

When the squeezing parameter is small, this state
is close to a single-photon Fock state. In partic-
ular, for 0 < r < 0.70, the fidelity F (p-ssvs(r), 1)
in Eq. (13) is greater than ω≥1 = 1

2 and our wit-
ness can be used to detect Wigner negativity of
this state (see Fig. 2 (a)).

Another example is given by superpositions
of coherent states states: we consider the cat
state [55]

|cat2(α)〉 = |α〉+ |−α〉√
2(1 + e−2|α|2)

, (14)

and the compass state [56]

|cat4(α)〉 = |α〉+ |−α〉+ |iα〉+ |−iα〉
2
√

1 + e−|α|2(2 cos(|α|2) + 1)
, (15)

where |α〉 = e−
1
2 |α|

2 ∑
k≥0

αk√
k! |k〉 is the coherent

state of amplitude α ∈ C. We have

|〈2|cat2(α)〉|2 = |α|4

2 cosh(|α|2) , (16)

and

|〈4|cat4(α)〉|2 = |α|8/12
cosh(|α|2) + cos(|α|2) . (17)

For 1.63 ≤ |α|2 ≤ 2.59, the fidelity F (cat2(α), 2)
in Eq. (16) is greater than ω≥2 = 1

2 and our wit-
ness corresponding to n = 2 can be used to de-
tect Wigner negativity of this state. Similarly,
for 2.10 ≤ |α|2 ≤ 6.70, the fidelity F (cat4(α), 4)
in Eq. (17) is greater than ω≥4 = 0.441 and our
witness corresponding to n = 4 can be used to
detect Wigner negativity of this state (see Fig. 2
(b) and (c)).

Some quantum states will remain unnoticed by
all single Fock state negativity witnesses. For
example, the state ρ0,1,2 := 1

9 |0〉〈0| +
4
9 |1〉〈1| +

4
9 |2〉〈2| has a negative Wigner function but is not
detected by any of the single Fock state negativ-
ity witnesses, since the lower bounds for n = 1, 2
in Table 1 are higher than 4

9 , and this state has
fidelity 0 with higher Fock states. However, it
is detected by simple witnesses based on linear
combinations of fidelities. For example, with
n = 2 and a = (1, 1) we find numerically that
the threshold value of the witness |1〉〈1| + |2〉〈2|
is less than 0.875 when running the correspond-
ing program (SDPm,≥a ) for m = 7. And since
Tr(ρ0,1,2(|1〉〈1|+ |2〉〈2|)) = 8

9 > 0.875, this linear
combination of Fock state fidelities can indeed de-
tect Wigner negativity for this state.

However, some quantum states with a negative
Wigner function will always go unnoticed by the
previous witnesses because these witnesses are
invariant under phase-space rotations while the
Wigner function of those states becomes positive
under random dephasing: consider for instance
the superposition

√
1− 1

s |0〉 + 1√
s
|1〉, for s > 2

(which under random dephasing is mapped to
(1− 1

s ) |0〉〈0|+ 1
s |1〉〈1|). In that case, the Wigner

negativity of such states can still be witnessed
by using the displaced version of our witnesses.
In particular, if any single-mode quantum state
has a Wigner function negative at α ∈ C, then
there is a choice of n ∈ N∗ such that the witness
in Eq. (6) defined by a = (1, 0, 1, 0, 1, . . . ) and
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Fidelity

Fidelity

Fidelity

F (cat2(↵), 2)
<latexit sha1_base64="O3rKO1Ni2EWevV+VxQ6MmCOFnn0=">AAACAnicdVBNS8NAEN34bf2KehIvi0VoQUKSRhtvoiAeFawWmlI2261duvlgdyKWULz4V7x4UMSrv8Kb/8ZtraCiDwYe780wMy9MBVdg2+/GxOTU9Mzs3HxhYXFpecVcXbtQSSYpq9FEJLIeEsUEj1kNOAhWTyUjUSjYZdg7GvqX10wqnsTn0E9ZMyJXMe9wSkBLLXPjuBQAu4FcC4OWWwqISLukvOOWW2bRttz9qu/tYtvy3IrvVzXZ23Uqnocdyx6hiMY4bZlvQTuhWcRioIIo1XDsFJo5kcCpYINCkCmWEtojV6yhaUwippr56IUB3tZKG3cSqSsGPFK/T+QkUqofhbozItBVv72h+JfXyKDjN3MepxmwmH4u6mQCQ4KHeeA2l4yC6GtCqOT6Vky7RBIKOrWCDuHrU/w/uXAtp2K5Z17x4HAcxxzaRFuohBxURQfoBJ2iGqLoFt2jR/Rk3BkPxrPx8tk6YYxn1tEPGK8fBMWWjQ==</latexit>

F (p-ssvs(r), 1)
<latexit sha1_base64="tnwmuBwHmq3AzJMQr/HYzTc7LC4=">AAAB/nicdVDLSgNBEJz1bXxFxZOXwSBE0GV3szHxJgriUcEYIVnC7GQ2GTL7YKZXDEvAX/HiQRGvfoc3/8bJQ1DRgoaiqpvuLj8RXIFlfRhT0zOzc/MLi7ml5ZXVtfz6xrWKU0lZjcYiljc+UUzwiNWAg2A3iWQk9AWr+73ToV+/ZVLxOLqCfsK8kHQiHnBKQEut/NZZsQnsDrLkQKlbNSjKvX17r5UvWKZzVKm6ZWyZrlOqViuaHJbtkuti27RGKKAJLlr592Y7pmnIIqCCKNWwrQS8jEjgVLBBrpkqlhDaIx3W0DQiIVNeNjp/gHe10sZBLHVFgEfq94mMhEr1Q193hgS66rc3FP/yGikEVS/jUZICi+h4UZAKDDEeZoHbXDIKoq8JoZLrWzHtEkko6MRyOoSvT/H/5Nox7ZLpXLqF45NJHAtoG+2gIrJRBR2jc3SBaoiiDD2gJ/Rs3BuPxovxOm6dMiYzm+gHjLdPVWyVFw==</latexit>

r
<latexit sha1_base64="mcxbHMlpexUZOQ80I65L7N8gjUM=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48t2FpoQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUMWyxWMSqE1CNgktsGW4EdhKFNAoEPgTj25n/8IRK81jem0mCfkSHkoecUWOlpuqXK27VnYOsEi8nFcjR6Je/eoOYpRFKwwTVuuu5ifEzqgxnAqelXqoxoWxMh9i1VNIItZ/ND52SM6sMSBgrW9KQufp7IqOR1pMosJ0RNSO97M3E/7xuasJrP+MySQ1KtlgUpoKYmMy+JgOukBkxsYQyxe2thI2ooszYbEo2BG/55VXSrlW9i2qteVmp3+RxFOEETuEcPLiCOtxBA1rAAOEZXuHNeXRenHfnY9FacPKZY/gD5/MH3m+M+g==</latexit>

|↵|2
<latexit sha1_base64="UbJTGmjNiPp+RIN/JT0y6hOV474=">AAAB8XicbVDLTgJBEOz1ifhCPXqZSEw8kV000SPRi0dM5BFhJb3DABNmZzczsyZk4S+8eNAYr/6NN//GAfagYCWdVKq6090VxIJr47rfzsrq2vrGZm4rv72zu7dfODis6yhRlNVoJCLVDFAzwSWrGW4Ea8aKYRgI1giGN1O/8cSU5pG8N6OY+SH2Je9xisZKD+M2iniA48dyp1B0S+4MZJl4GSlChmqn8NXuRjQJmTRUoNYtz42Nn6IynAo2ybcTzWKkQ+yzlqUSQ6b9dHbxhJxapUt6kbIlDZmpvydSDLUehYHtDNEM9KI3Ff/zWonpXfkpl3FimKTzRb1EEBOR6fukyxWjRowsQaq4vZXQASqkxoaUtyF4iy8vk3q55J2XyncXxcp1FkcOjuEEzsCDS6jALVShBhQkPMMrvDnaeXHenY9564qTzRzBHzifP3+4kMw=</latexit>

F (cat4(↵), 4)
<latexit sha1_base64="+dn4yvZ740GMaoOgaKyjLQtYCJs=">AAACAnicdVDJSgNBEO1xjXGLehIvjUFIQIaZZGLiLSiIxwhmgSSEnk4nadKz0F0jhiF48Ve8eFDEq1/hzb+xswgq+qDg8V4VVfXcUHAFlvVhLCwuLa+sJtaS6xubW9upnd2aCiJJWZUGIpANlygmuM+qwEGwRigZ8VzB6u7wfOLXb5hUPPCvYRSytkf6Pu9xSkBLndT+RaYF7BZiLYw7TqZFRDgg2WMn20mlLTN3Wiw5BWyZTi5fKhU1OSnYecfBtmlNkUZzVDqp91Y3oJHHfKCCKNW0rRDaMZHAqWDjZCtSLCR0SPqsqalPPKba8fSFMT7SShf3AqnLBzxVv0/ExFNq5Lm60yMwUL+9ifiX14ygV2rH3A8jYD6dLepFAkOAJ3ngLpeMghhpQqjk+lZMB0QSCjq1pA7h61P8P6nlTDtv5q6cdPlsHkcCHaBDlEE2KqIyukQVVEUU3aEH9ISejXvj0XgxXmetC8Z8Zg/9gPH2CQrtlpE=</latexit>

!�
4

<latexit sha1_base64="8JD3EIyMOZ1UwaVA/54NLCNFGLU=">AAAB9XicdVBNS8NAEN3Ur1q/qh69LBbBU0nTFuut6MVjBVsLTVs222m6dDcJuxulhP4PLx4U8ep/8ea/cdNGUNEHA4/3ZpiZ50WcKW3bH1ZuZXVtfSO/Wdja3tndK+4fdFQYSwptGvJQdj2igLMA2pppDt1IAhEeh1tvepn6t3cgFQuDGz2LoC+IH7Axo0QbaeCGAnwyrA0S14f5sFiyy+cNu2E72C7bC6SkWq/WHVzJlBLK0BoW391RSGMBgaacKNWr2JHuJ0RqRjnMC26sICJ0SnzoGRoQAaqfLK6e4xOjjPA4lKYCjRfq94mECKVmwjOdguiJ+u2l4l9eL9bjRj9hQRRrCOhy0TjmWIc4jQCPmASq+cwQQiUzt2I6IZJQbYIqmBC+PsX/k45TrlTLznWt1LzI4sijI3SMTlEFnaEmukIt1EYUSfSAntCzdW89Wi/W67I1Z2Uzh+gHrLdPvcuSrQ==</latexit>

(a)
<latexit sha1_base64="sOjZUoNK33Nc8nqmGB8ygq4L+xA=">AAAB6nicbVDLSgNBEOyNrxhfUY9eBoMQL2E3CnoMevEY0TwgWULvZDYZMju7zMwKIeQTvHhQxKtf5M2/cZLsQRMLGoqqbrq7gkRwbVz328mtrW9sbuW3Czu7e/sHxcOjpo5TRVmDxiJW7QA1E1yyhuFGsHaiGEaBYK1gdDvzW09MaR7LRzNOmB/hQPKQUzRWeijjea9YcivuHGSVeBkpQYZ6r/jV7cc0jZg0VKDWHc9NjD9BZTgVbFroppolSEc4YB1LJUZM+5P5qVNyZpU+CWNlSxoyV39PTDDSehwFtjNCM9TL3kz8z+ukJrz2J1wmqWGSLhaFqSAmJrO/SZ8rRo0YW4JUcXsroUNUSI1Np2BD8JZfXiXNasW7qFTvL0u1myyOPJzAKZTBgyuowR3UoQEUBvAMr/DmCOfFeXc+Fq05J5s5hj9wPn8AifmNTg==</latexit>

(b)
<latexit sha1_base64="7tVg+AhPeiaMnY5qvG8kDXGmdb0=">AAAB6nicbVDLSgNBEOyNrxhfUY9eBoMQL2E3CnoMevEY0TwgWcLsZDYZMju7zPQKIeQTvHhQxKtf5M2/cZLsQRMLGoqqbrq7gkQKg6777eTW1jc2t/LbhZ3dvf2D4uFR08SpZrzBYhnrdkANl0LxBgqUvJ1oTqNA8lYwup35rSeujYjVI44T7kd0oEQoGEUrPZSD816x5FbcOcgq8TJSggz1XvGr249ZGnGFTFJjOp6boD+hGgWTfFropoYnlI3ogHcsVTTixp/MT52SM6v0SRhrWwrJXP09MaGRMeMosJ0RxaFZ9mbif14nxfDanwiVpMgVWywKU0kwJrO/SV9ozlCOLaFMC3srYUOqKUObTsGG4C2/vEqa1Yp3UaneX5ZqN1kceTiBUyiDB1dQgzuoQwMYDOAZXuHNkc6L8+58LFpzTjZzDH/gfP4Ai36NTw==</latexit>

(c)
<latexit sha1_base64="umaC7xGr7wMcJYdnZRQjIMmSLkc=">AAAB6nicbVDLSgNBEOyNrxhfUY9eBoMQL2E3CnoMevEY0TwgWcLspDcZMju7zMwKIeQTvHhQxKtf5M2/cZLsQRMLGoqqbrq7gkRwbVz328mtrW9sbuW3Czu7e/sHxcOjpo5TxbDBYhGrdkA1Ci6xYbgR2E4U0igQ2ApGtzO/9YRK81g+mnGCfkQHkoecUWOlhzI77xVLbsWdg6wSLyMlyFDvFb+6/ZilEUrDBNW647mJ8SdUGc4ETgvdVGNC2YgOsGOppBFqfzI/dUrOrNInYaxsSUPm6u+JCY20HkeB7YyoGeplbyb+53VSE177Ey6T1KBki0VhKoiJyexv0ucKmRFjSyhT3N5K2JAqyoxNp2BD8JZfXiXNasW7qFTvL0u1myyOPJzAKZTBgyuowR3UoQEMBvAMr/DmCOfFeXc+Fq05J5s5hj9wPn8AjQONUA==</latexit>

!
4

<latexit sha1_base64="51pV9zWc3y6Ch2Wf77dWXYQsKTw=">AAAB83icbVDLSgNBEJyNrxhfUY9eBoPgKezGgB6DXjxGMDGQXcPspDcZMo9lZlYIIb/hxYMiXv0Zb/6Nk2QPmljQUFR1090Vp5wZ6/vfXmFtfWNzq7hd2tnd2z8oHx61jco0hRZVXOlOTAxwJqFlmeXQSTUQEXN4iEc3M//hCbRhSt7bcQqRIAPJEkaJdVIYKgED0qs/hhx65Ypf9efAqyTISQXlaPbKX2Ff0UyAtJQTY7qBn9poQrRllMO0FGYGUkJHZABdRyURYKLJ/OYpPnNKHydKu5IWz9XfExMijBmL2HUKYodm2ZuJ/3ndzCZX0YTJNLMg6WJRknFsFZ4FgPtMA7V87AihmrlbMR0STah1MZVcCMHyy6ukXasGF9XaXb3SuM7jKKITdIrOUYAuUQPdoiZqIYpS9Ixe0ZuXeS/eu/exaC14+cwx+gPv8we4LJF5</latexit>

!2 = !
2 = !�

2
<latexit sha1_base64="Q6tBlRTKGIGDb1q/UnP+g6/YYpg=">AAACC3icdVC7SgNBFJ2Nrxhfq5Y2Q4JgtewmgZhCCNpYRjAPSGKYndzdDJl9MDMrhJDexl+xsVDE1h+w82+cJBuIogcunDnnXube48acSWXbX0ZmbX1jcyu7ndvZ3ds/MA+PmjJKBIUGjXgk2i6RwFkIDcUUh3YsgAQuh5Y7upr5rXsQkkXhrRrH0AuIHzKPUaK01Dfz3SgAn/SLF0ty1+Ww8vChbxZsq1ouVcsOti17jhkpVZySg51UKaAU9b752R1ENAkgVJQTKTuOHavehAjFKIdprptIiAkdER86moYkANmbzG+Z4lOtDLAXCV2hwnN1dWJCAinHgas7A6KG8rc3E//yOonyznsTFsaJgpAuPvISjlWEZ8HgARNAFR9rQqhgeldMh0QQqnR8OR3C8lL8P2kWLadkFW/KhdplGkcWnaA8OkMOqqAaukZ11EAUPaAn9IJejUfj2Xgz3hetGSOdOUY/YHx8A1eNmp0=</latexit>

!1 = !
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<latexit sha1_base64="S6tWuPrrVYr0I61+JPBWi0rkyQ0=">AAACC3icdVC7SgNBFJ2Nrxhfq5Y2Q4JgFXaTQEwhBG0sI5gHJOsyO7lJhsw+mJkVwpLexl+xsVDE1h+w82+czQOi6IELZ865l7n3eBFnUlnWl5FZW9/Y3Mpu53Z29/YPzMOjlgxjQaFJQx6KjkckcBZAUzHFoRMJIL7Hoe2Nr1K/fQ9CsjC4VZMIHJ8MAzZglCgtuWa+F/owJK59sSR3PQ4rjyG4ZsEq1irlWsXGVtGaISXlql22sb1QCmiBhmt+9vohjX0IFOVEyq5tRcpJiFCMcpjmerGEiNAxGUJX04D4IJ1kdssUn2qljweh0BUoPFNXJxLiSznxPd3pEzWSv71U/Mvrxmpw7iQsiGIFAZ1/NIg5ViFOg8F9JoAqPtGEUMH0rpiOiCBU6fhyOoTlpfh/0ioV7XKxdFMp1C8XcWTRCcqjM2SjKqqja9RATUTRA3pCL+jVeDSejTfjfd6aMRYzx+gHjI9vUtKamg==</latexit>
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<latexit sha1_base64="UbJTGmjNiPp+RIN/JT0y6hOV474=">AAAB8XicbVDLTgJBEOz1ifhCPXqZSEw8kV000SPRi0dM5BFhJb3DABNmZzczsyZk4S+8eNAYr/6NN//GAfagYCWdVKq6090VxIJr47rfzsrq2vrGZm4rv72zu7dfODis6yhRlNVoJCLVDFAzwSWrGW4Ea8aKYRgI1giGN1O/8cSU5pG8N6OY+SH2Je9xisZKD+M2iniA48dyp1B0S+4MZJl4GSlChmqn8NXuRjQJmTRUoNYtz42Nn6IynAo2ybcTzWKkQ+yzlqUSQ6b9dHbxhJxapUt6kbIlDZmpvydSDLUehYHtDNEM9KI3Ff/zWonpXfkpl3FimKTzRb1EEBOR6fukyxWjRowsQaq4vZXQASqkxoaUtyF4iy8vk3q55J2XyncXxcp1FkcOjuEEzsCDS6jALVShBhQkPMMrvDnaeXHenY9564qTzRzBHzifP3+4kMw=</latexit>

Figure 2: (a) Fidelities of photon-subtracted
squeezed vacuum states |p-ssvs(r)〉 with squeez-
ing parameter r ∈ R with the Fock state |1〉. (b)
Fidelities of cat states |cat2(α)〉 with amplitude
α ∈ C with the Fock state |2〉. (c) Fidelities of
compass states |cat4(α)〉 with amplitude α ∈ C
with the Fock state |4〉. The dashed red lines
delimit the intervals of parameter values where
our witnesses from Table 1 can be used to detect
Wigner negativity of the corresponding state, i.e.,
when the fidelity (blue curve) is above the wit-
ness upper bound (red line). When it is below the
witness lower bound (black line), we are guaran-
teed that the witness (here |4〉〈4|) cannot be used
to detect Wigner negativity of the state. In all
cases, the height difference when the blue curve is
above the red line directly provides a lower bound
on the distance between the corresponding state
and the set of states having a positive Wigner
function.

the displacement amplitude α detects its nega-
tivity [32]. In practice, simpler witnesses may
suffice to detect negativity, and the choice of wit-
ness will ultimately depend on the experimental
state at hand. Hereafter we discuss the heuristics
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D̂(α)(a1|1〉〈1|+ a2|2〉〈2|+ a3|3〉〈3|)D̂†(α)

Figure 3: Lower bounds on the violation δa,α =
Tr(Ω̂a,α ρ3,η) − ωa for a lossy 3-photon Fock
state ρ3,η = η3 |3〉〈3|+ 3η2(1− η) |2〉〈2|+ 3η(1−
η)2 |1〉〈1|+(1−η)3 |0〉〈0| for a = (a1, a2, a3) with
the loss parameter η. Precomputed bounds on
threshold values for witnesses of the form Ω̂a =
a1 |1〉〈1|+a2 |2〉〈2|+a3 |3〉〈3| can be found in Ap-
pendix I. We use these values to find the witness
Ω̂a,α giving the maximum lower bound δ≤a,α =
Tr(Ω̂a,α ρ3,η) − ω≥a on the violation δa,α, for dif-
ferent values of the loss parameter η. These lower
bounds are represented in red. In blue is the max-
imal violation that can be detected using the wit-
nesses Ω̂(1,0,1),α = D̂(α)(|1〉〈1|+|3〉〈3|)D̂†(α) [32].
In violet is the maximal violation that can be de-
tected using the more naive witness Ω̂(0,0,1),α =
D(α) |3〉〈3|D†(α). Note that ρ3,η has a non-
negative Wigner function for η ≥ 0.5.

for picking a good witness, with the theoretical
example of the lossy 3-photon Fock state:

ρ3,η := (1− η)3 |3〉〈3|+ 3η(1− η)2 |2〉〈2|
+ 3η2(1− η) |1〉〈1|+ η3 |0〉〈0| ,

(18)

where 0 ≤ η ≤ 1 is the loss parameter. Setting
η = 0 gives ρ3,η = |3〉〈3| while setting η = 1
gives ρ3,η = |0〉〈0|. This state has a non-negative
Wigner function for η ≥ 1

2 . The fidelities of ρ3,η
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with displaced Fock states D̂(α) |l〉 are given by:

F (ρ3,η, D̂(α) |l〉)
= (1− η)3| 〈3|D̂(α)|l〉 |2

+ 3η(1− η)2| 〈2|D̂(α)|l〉 |2

+ 3η2(1− η)| 〈1|D̂(α)|l〉 |2

+ η3| 〈0|D̂(α)|l〉 |2.

(19)

where the coefficients of the displacement opera-
tor in Fock basis are given in Eq. (3). In an exper-
imental scenario, the state would be unknown and
these fidelities should be estimated using samples
from a homodyne or heterodyne detection of the
state translated by α, and estimating the fideli-
ties with Fock states [32, 44].

Following the heuristic detailed in the previ-
ous section, we have determined good Wigner
negativity witnesses for 50 values of the loss pa-
rameter η between 0 and 0.5 as follows: for each
value η, we have computed numerically the val-
ues of the fidelities in Eq. (19) for l = 1, 2, 3, and
for displacement parameters α = q/10 + ip/10
for all q, p ∈ J0, 10K. Using these values, we
have computed the expectation value of the wit-
nesses Ω̂a,α for multiple choices of a = (a1, a2, a3)
with maxi ai = 1. We have used the corre-
sponding precomputed bounds ω≥a on the thresh-
old values of Ω̂a,α in Appendix I to determine
the witness leading to the maximal lower bound
δ≤a,α := Tr(Ω̂a,α ρ3,η)−ω≥a on the violation δa,α =
Tr(Ω̂a,α ρ3,η)− ωa over the choice of (a, α).

We have represented these violations for each
value of the loss parameter η in Fig. 3. For all
values of η, we find that the optimal displace-
ment parameter is α = 0. On the other hand,
we find different optimal choices of a for dif-
ferent values of η. To illustrate the usefulness
of the optimisation over the choice of witnesses
parametrised by (a, α), we have also represented
the violations obtained when using the witnesses
Ω̂(1,0,1),α = D̂(α)(|1〉〈1| + |3〉〈3|)D̂†(α) from [32]
for all values of η. In that setting, the violations
obtained quantify how hard it is to detect the
Wigner negativity of the state: a larger viola-
tion implies that a less precise estimate of the
witness expectation value is needed to witness
Wigner negativity. In particular, we obtain that
our optimised witnesses always provide a greater
violation to detect negativity than the previous
witnesses which will result in an easier experi-
mental detection. We also represented the vio-

lation obtained when using the more naive wit-
nesses Ω̂(0,0,1),α = D̂(α) |3〉〈3| D̂†(α) and we see
the it is only useful when the loss parameter is
smaller than 0.25, while the optimised witnesses
may detect negativity of the state ρ3,η up to
η = 0.5—when the Wigner functions becomes
non-negative—provided the estimates of the fi-
delities are precise enough.

Overall, this procedure only amounts to a sim-
ple classical post-processing of samples from ho-
modyne or heterodyne detection and yields a
good witness for detecting Wigner negativity.

4.3 Numerical implementation

Here we discuss numerical implementations of the
semidefinite programs (SDPm,≤a ) and (SDPm,≥a ).
All codes are available here [53].

We implemented the semidefinite programs
with Python through the interface provided by
PICOS [57]. We first used the solver Mosek
[58] to solve these problems but, while the size
of the semidefinite programs remains relatively
low for small values of n and m, binomial terms
grow rapidly and numerical precision issues arise
quickly (usually for m = 12, n ≤ m). The lin-
ear constraints involving Qij in the semidefinite
programs come from a polynomial equality (see
Lemma 3). While polynomial equalities are usu-
ally written in the canonical basis, a first trick is
to express them in a different basis—for instance
the basis (1, X1! ,

X2

2! , . . . )—to counterbalance the
binomial terms.

However, this may not be sufficient to probe
larger values of m. Instead, we used the solver
SDPA-GMP [59, 60] which allows arbitrary pre-
cision arithmetic. While much slower, this solver
is dedicated to solve problems requiring a lot of
precision. Because our problems remain rather
small, time efficiency is not an issue and this
solver is particularly well-suited. All problems
were initially solved on a regular laptop as warn-
ing flags on optimality were raised before the
problems were too large. A high-performance
computer2—handling floating point arithmetic
more accurately—was later used to compute fur-
ther ranks in the hierarchy.

Using the semidefinite programs (SDPm,≥a ) and
(SDPm,≤a ) for values of m up to around 30 and

2DELL PowerEdge R440, 384 Gb RAM, Intel Xeon
Silver 4216 processor, 64 threads from LIP6.
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a = (0, 0, . . . , 0, 1) (where the size n of the vec-
tor a is ranging from 1 to 10), we have obtained
upper and lower bounds for the threshold values
of Wigner negativity witnesses corresponding to
fidelities with Fock states from 1 to 10, reported
in Table 1.

We also computed upper and lower bounds on
the threshold values of witnesses of the form:

Ω̂(a1,a2,a3) =
3∑

k=1
ak |k〉〈k| , (20)

where ∀i ∈ {1, 2, 3}, 0 ≤ ai ≤ 1 and maxi ai =
1. We focused on these particular witnesses for
experimental considerations as it is challenging
to obtain fidelities with higher Fock states. We
fix one coefficient equal to 1 and vary each other
ai from 0 to 1 with a step of 0.1. The resulting
bounds on the threshold values can be found in
appendix I.

We now turn to the mathematical proofs of
our results, i.e., that the threshold values in
Eq. (8) can be upper bounded and lower bounded
by the optimal values of the converging hierar-
chies of semidefinite programs (SDPm,≥a )m≥n and
(SDPm,≤a )m≥n, respectively.

The following section is rather technical as we
dive into infinite-dimensional optimisation tech-
niques to prove the convergence of the two hier-
archies of semidefinite programs. Some readers
may want to skip directly to section 6.

5 Infinite-dimensional optimisation

In this section we use infinite-dimensional opti-
misation techniques: (i) to phrase the computa-
tion of the witness threshold value introduced in
Eq. (8) as an infinite-dimensional linear program
in section 5.3, (ii) to derive two hierarchies of
finite-dimensional semidefinite programs that up-
per bound and lower bound the threshold value in
section 5.4, and (iii) to show that these sequences
of upper and lower bounds both converge to the
threshold value in section 5.5 (see Fig. 4). Given
the technicalities of the proofs above, we sketch
them in section 5.1 before detailing them in the
following sections.

For clarity, we treat the case where the wit-
nesses are given by the fidelity with a single Fock
state, corresponding to the case where one entry
of the vector a is equal to 1 and all the other

0

1

ωm,≤n

ωn

ωm,≥n (SDPm,≥
n ) (D-SDPm,≥

n )

(LPn) (D-LPn)

(SDPm,≤
n ) (D-SDPm,≤

n )

Theorem 3
==

Theorem 6
==

Theorem 2
==

Theorem 4ym→∞
xm→∞

Theorem 5

Theorem 4ym→∞
xm→∞

Theorem 5

Figure 4: Hierarchies of semidefinite relaxations
and restrictions converging to the linear program
(LPn), together with their dual programs. The
upper index m denotes the level of the relaxation
or restriction. On the left are the associated op-
timal values. The equal sign denotes strong du-
ality, i.e., equality of optimal values, and the ar-
rows denote convergence of the corresponding se-
quences of optimal values.

entries are 0. The generalisation to linear combi-
nations of fidelities with Fock states is straight-
forward by linearity.

A linear program is an optimisation problem
where variables are linearly constrained [61]. This
can be expressed as:

sup
x∈K

f(x), (21)

for some linear real-valued function f and some
set K ⊂ E where E is the optimisation space
which has the structure of a locally convex topo-
logical vector space and K is specified by a set of
linear constraints.

An element x ∈ E which belongs to K, i.e.,
which satisfies all the linear constraints, is called
a feasible plan or feasible solution, and strictly
feasible solution when it strictly satisfies the con-
straints. The set of feasible plans is called the
feasible set. If the supremum in Eq. (21) is at-
tained, a feasible plan that reaches it is called an
optimal plan or optimal solution.

5.1 Sketch of the proofs

This section aims at giving an overview of the
rather technical proofs that follow. Our reasoning
can be split into the following steps:
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Obtaining an infinite linear program and its dual

• We exploit the phase-space rotational invari-
ance of Fock states in Lemma 2 to express
the computation of threshold values Eq. (8)
on states that are diagonal in the Fock basis.

• This provides a maximisation problem which
can be rephrased as an infinite-dimensional
linear program (LPn) on a space of functions.

• By duality, we recast this as an optimisation
problem on measures which is given by the
dual infinite-dimensional linear program (D-
LPn).

Hierarchy of relaxations

See upper part of figure 4.

• We relax the program (LPn): instead of ask-
ing for a positive function, we require that
this function has a positive inner product
with positive polynomials of fixed degree m.
This degree fixes a level within a hierarchy
of relaxations. These constraints can be cast
as a positive semidefinite constraint and we
thus obtain a hierarchy of semidefinite pro-
grams (see (SDPm,≥n )).

• For each level m, we derive the dual pro-
gram (D-SDPm,≥n ) and show that strong du-
ality holds in Theorem 3 by finding a strictly
feasible solution of (SDPm,≥n ).

• We prove the convergence of the hierarchy of
semidefinite relaxations towards (D-LPn) in
Theorem 4 by first showing that the feasible
set of (SDPm,≥n ) is compact. Then, we per-
form a diagonal extraction on a sequence of
optimal solutions of (SDPm,≥n ) and we finally
show that this provides a feasible solution for
(LPn).

Convergence of hierarchy of restrictions

See bottom part of figure 4.

• We restrict the program (LPn): instead of
searching for a positive function, we look
for a positive polynomial of fixed degree m.
Again, this degree fixes a level within a hi-
erarchy of restrictions. Using the fact that
univariate positive polynomials are sum-of-
squares, we obtain a hierarchy of semidefi-
nite programs (see (SDPm,≤n )).

• For each level m, we derive the dual pro-
gram (D-SDPm,≤n ) and show that strong du-
ality holds in Theorem 2 by finding a strictly
feasible solution of (SDPm,≤n ).

• We prove the convergence of the hierarchy
in Theorem 5 by first showing that the fea-
sible set of (D-SDPm,≤n ) is compact. This
is nontrivial since it requires exhibiting an
analytical feasible solution. Then, we per-
form a diagonal extraction on a sequence of
optimal solutions of (D-SDPm,≤n ). A techni-
cality arises as it does not necessarily pro-
vide a feasible solution of (D-LPn). We thus
extend the program to a larger feasible set
(the space of tempered distributions over R+
rather than L2′(R+)), obtaining the program
(D-LPSn). We then show that a diagonal ex-
traction provides a feasible solution of (D-
LPSn). Since (D-LPSn) is itself a relaxation of
(D-LPn), weak duality inequalities, together
with the strong duality beween (SDPm,≤n )
and (D-SDPm,≤n ) allow us to conclude the
proof.

5.2 Function spaces
We now review some function spaces which ap-
pear in the following sections, together with a
few notations.

Hereafter, the half line of non-negative real
numbers is denoted R+. The space of real square-
integrable functions over R+ is denoted L2(R+)
and is equipped with the usual scalar product:

〈f, g〉 =
∫
R+
f(x)g(x)dx, (22)

for f, g ∈ L2(R+). This space is isomorphic to
the space of square-summable real sequences l2,
by considering the expansion in a countable ba-
sis. Such a basis is given, e.g., by the Laguerre
functions [62], modified here by a (−1)k prefactor
to correspond to Fock state Wigner functions:

Lk(x) := (−1)kLk(x)e−
x
2 , (23)

for all k ∈ N and all x ∈ R+, where Lk(x) =∑k
l=0

(−1)l
l!
(k
l

)
xl is the kth Laguerre polynomial.

These functions form an orthonormal basis: for
all p, q ∈ N, 〈Lp,Lq〉 = δpq, where δpq is the Kro-
necker symbol.

The space L2(R+) is also isomorphic to its dual
space L2′(R+) via the Radon–Nikodym theorem

Accepted in Quantum 2021-05-31, click title to verify. Published under CC-BY 4.0. 12



[63]: elements of L2′(R+) can be identified by the
Lebesgue measure on R+ times the corresponding
function in L2(R+).

We write S(R+) the space of Schwartz func-
tions over R+, i.e., the space of C∞ functions
that go to 0 at infinity faster than any inverse
polynomial, as do their derivatives. S ′(R+) is its
dual space, the space of tempered distributions
over R+. We denote the space of rapidly de-
creasing real sequences by S(N) (sequences that
go to 0 at infinity faster than any inverse poly-
nomial), together with its dual space of slowly
increasing real sequences S ′(N) (sequences that
are upper bounded by a polynomial). The spaces
S(R+) and S(N) are isomorphic: any Schwartz
function over R+ can be expanded uniquely in
the basis of Laguerre functions with a rapidly de-
creasing sequence of coefficients. Similarly, the
spaces S ′(R+) and S ′(N) are also isomorphic:
any tempered distribution over R+ can be writ-
ten uniquely as a formal series of Laguerre func-
tions with a slowly increasing sequence of coeffi-
cients [64]. We extend the definition of the dual-
ity 〈–, –〉 in Eq. (22) to these spaces.

In order to denote non-negative elements of
these spaces, we will use the notations L2

+(R+),
L2

+
′(R+), S+(R+) and S ′+(R+). A distribution

µ in L2
+
′(R+) (resp. in S ′+(R+)) satisfies: ∀f ∈

L2
+(R+) (resp. ∀f ∈ S+(R+)), 〈µ, f〉 ≥ 0.
For all m ∈ N, we define the following space of

truncated series of Laguerre functions over R+:

Rm(R+) := spanR{Lk}0≤k≤m, (24)

which is equal to the set of real polynomials over
R+ of degree less or equal to m multiplied by the
function x 7→ e−

x
2 . We denote by Rm,+(R+) its

subset of non-negative elements.
For all s ∈ RN, we define the associated formal

series of Laguerre functions:

fs :=
∑
k≥0

skLk, (25)

with the (formal) relation:

sk = 〈fs,Lk〉 , (26)

for all k ∈ N. We refer to s as the sequence of La-
guerre moments of fs. We extend this definition
to finite sequences by completing these sequences
with zeros. For m ∈ N, we also define the matrix

As (thus omitting the dependence in m) by

(As)0≤i,j≤m :=


l∑

k=0
sk
( l
k

)
l! ifi+ j = 2l,

0 otherwise.
(27)

As can be seen as the Laguerre moment matrix
of the measure fs. In what follows, we use stan-
dard techniques relating to the Stieltjes moment
problem [65], which seeks conditions for a real se-
quence ν = (νk)k∈N ∈ RN to be the sequence of
moments

∫
R+
xkdν(x) of a non-negative distribu-

tion ν over R+. We adapt these techniques to
the basis of Laguerre functions, rather than the
canonical basis. In particular, we make use of the
following result:

Theorem 1. Let µ = (µk)k∈N ∈ RN. The se-
quence µ is the sequence of Laguerre moments∫
R+
Lk(x)dµ(x) of a non-negative distribution µ

supported on R+ if and only if

∀m ∈ N,∀g ∈ Rm,+(R+), 〈fµ, g〉 ≥ 0. (28)

We give a proof in Appendix A for this result,
which is based on the classical Riesz–Haviland
theorem [66, 67].

5.3 Linear program
In this section, we phrase the computation of
the witness threshold value introduced in Eq. (8)
as an infinite-dimensional linear program, in the
case where one entry of the vector a is equal to 1
and all the other entries are 0, the generalisation
being straightforward by linearity.

Formally, we fix hereafter n ∈ N∗ and we look
for the witnesses threshold value ωn defined as

ωn := sup
ρ∈D(H)
Wρ≥0

〈n|ρ|n〉 . (29)

This is the maximal values such that for all states
ρ ∈ D(H):

〈n|ρ|n〉 > ωn ⇒ ∃α ∈ C, Wρ(α) < 0. (30)

Let C(H) be the set of states that are invariant
under phase-space rotations:

C(H) :={σ∈D(H) such that:

∀ϕ ∈ [0, 2π], eiϕn̂σe−iϕn̂=σ},
(31)

where n̂ = â†â is the number operator. The wit-
nesses corresponding to the fidelity with a single
Fock state feature a rotational symmetry in phase
space, which we exploit in the following lemma.
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Lemma 2. The threshold value in Eq. (29) can
be expressed as

ωn = sup
σ∈C(H)
Wσ≥0

〈n|σ|n〉 . (32)

Proof. Let ρ ∈ D(H). We start by applying a
random dephasing to the state ρ:

σ =
∫ 2π

0

dϕ
2π eiϕn̂ρe−iϕn̂ ∈ C(H). (33)

The random dephasing does not change the fi-
delity with any Fock state because of the rota-
tional symmetry in phase space of the latter, i.e.,

∀n ∈ N, 〈n|σ|n〉 = 〈n|ρ|n〉 . (34)

Moreover, it can only decrease the maximum neg-
ativity of the Wigner function: for all α ∈ C,

Wσ(α) =
∫ 2π

0

dϕ
2πWeiϕn̂ρe−iϕn̂(α)

=
∫ 2π

0

dϕ
2πWρ(αeiϕ)

≥ min
ϕ∈[0,2π]

Wρ(αeiϕ)

≥ min
β∈C

Wρ(β),

(35)

and taking the minimum over all α ∈ C then
gives

min
α∈C

Wσ(α) ≥ min
β∈C

Wρ(β). (36)

In particular, applying a random dephasing to
a Wigner positive state yields a Wigner positive
mixtures of Fock states, which is invariant un-
der phase-space rotations. Hence, we can restrict
without loss of generality to states that are invari-
ant under phase-space rotations when looking for
the maximum fidelity of Wigner positive states
with a given Fock state |n〉.

Lemma 2 ensures that the supremum in Eq. (29)
can be computed over states that have a rota-
tional symmetry in phase space. Such states σ
can be expanded diagonally in the Fock basis:

σ =
∞∑
k=0

Fk |k〉〈k| , (37)

with
∑
k Fk = 1 and 0 ≤ Fk ≤ 1 for all k ∈ N.

By linearity of the Wigner function:

∀α ∈ C, Wσ(α) =
∑
k

FkWk(α), (38)

where Wk is the Wigner function of the kth Fock
state [20]:

∀α ∈ C, Wk(α) = 2
π
Lk(4|α|2), (39)

with Lk the kth Laguerre function, defined
in Eq. (23). As noted before, Fock states
are invariant under phase-space rotations: their
Wigner function only depends on the amplitude
of the phase-space point considered. We fix x =
4|α|2 ∈ R+ hereafter.

With Lemma 2, the computation of the thresh-
old value for the witness ωn can thus be expressed
as the following infinite-dimensional linear pro-
gram:

Find (Fk)k∈N ∈ `2

maximising Fn
subject to

∑
k

Fk = 1

∀k ∈ N, Fk ≥ 0

∀x ∈ R+,
∑
k

FkLk(x) ≥ 0.

(LPn)

The first constraint ensures unit trace of the cor-
responding state σ, the second one ensures that
its fidelity with each Fock state is non-negative,
and the last one ensures that its Wigner function
Wσ is non-negative. Note that ωn > 0 for all
n ∈ N∗, by considering a mixture of |0〉 and |n〉
with the vacuum component close enough to 1.

We refer the interested reader to Appendix B
where this program is expressed in the canonical
form of infinite-dimensional linear programs [61]
and its dual is derived. This dual linear program
reads:

Find y ∈ R and µ ∈ L2′(R+)
minimising y
subject to

∀k 6= n ∈ N, y ≥
∫
R+
Lkdµ

y ≥ 1 +
∫
R+
Lndµ

∀f ∈ L2
+(R+), 〈µ, f〉 ≥ 0.

(D-LPn)

Weak duality of linear programming ensures that
the optimal value ωn of (LPn) is upper bounded
by the optimal value of (D-LPn). Hence, a pos-
sible way of solving the optimisation (LPn) is to
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exhibit a feasible solution for (LPn) and a feasible
solution for (D-LPn) that have the same value.

For n = 1, choosing (Fk)k∈N = (1
2 ,

1
2 , 0, 0, . . . )

gives a feasible solution for (LP1) with the value
1
2 , while choosing (y, µ) = (1

2 ,
1
2δ(x)), where δ is

the Dirac delta function3 over R+, gives a feasible
solution for (D-LP1) with the value 1

2 . This shows
that ω1 = 1

2 .
Similarly, for n = 2, choosing (Fk)k∈N =

(1
2 , 0,

1
2 , 0, 0, . . . ) gives a feasible solution

for (LP2) with the value 1
2 , while choosing

(y, µ) = (1
2 ,

e
2δ(x − 2)) gives a feasible solution

for (D-LP2), up to a conjecture4, with the value
1
2 . This shows that ω2 = 1

2 .
While this approach is sensible for small val-

ues of n, finding optimal analytical solutions for
higher values of n seems highly nontrivial. More-
over, the infinite number of variables prevents us
from performing the optimisation (LPn) numer-
ically. A natural workaround is to find finite-
dimensional relaxations or restrictions of the orig-
inal problem—thus providing upper and lower
bounds for the optimal value ωn, respectively.
This is the approach we follow in the next sec-
tion.

5.4 Hierarchies of semidefinite programs
Semidefinite programming is a convex optimisa-
tion technique in the cone of positive semidefi-
nite matrices. It comes with a duality theory: if
a primal semidefinite program is a maximisation
problem, then one may deduce a dual minimisa-
tion problem which is again a semidefinite pro-
gram. Like linear programs, these programs sat-
isfy a weak duality condition: the optimal value
of the primal problem is upper bounded by the
optimal value of the dual program. The difference
between the optimal values is called the duality
gap. When there is no duality gap, we say that
there is strong duality between the programs.

5.4.1 Preliminaries

In this section, we introduce preliminary techni-
cal lemmas and we refer the reader to Appendix C

3Technically δ /∈ L2′(R+), but the result holds by con-
sidering a sequence of functions converging to a Dirac
delta.

4We checked numerically the corresponding constraints
|Lk(2)| ≤ 1 for k up to 103 and, considering asymptotic
behaviors, we conjecture that these hold for all k ≥ 0.

for their proofs.
We recall the following standard result, which

comes from the fact that any univariate polyno-
mial non-negative over R can be written as a sum
of squares:

Lemma 3 ([68]). Let p ∈ N and let P be a
univariate polynomial of degree 2p. Let X =
(1, x, . . . , xp) be the vector of monomials. Then,
P is non-negative over R if and only if there ex-
ists a real (p + 1) × (p + 1) positive semidefinite
matrix Q such that for all x ∈ R,

P (x) = XTQX. (40)

From this lemma we deduce the following charac-
terisation of non-negative polynomials over R+:

Lemma 4. Non-negative polynomials on R+ can
be written as sums of polynomials of the form∑p
l=0 x

l∑
i+j=2l yiyj, where p ∈ N and yi ∈ R,

for all 0 ≤ i ≤ p.

Note that the characterisation in Lemma 4 differs
from that of Stieltjes [65], which expresses non-
negative polynomials over R+ as x 7→ A1(x) +
xA2(x), where A1 and A2 are sums of squares.
This slightly slows down the numerical resolution,
which does not matter given the size of the pro-
grams considered. At the same time, this allows
us to obtain more compact expressions for the
semidefinite programs.

We use the characterisation of Lemma 4 to ob-
tain the following result: for s ∈ RN, the fact that
the series fs defined in Eq. (25) has non-negative
scalar product with non-negative truncated La-
guerre series up to degree m can be expressed
as a positive semidefinite constraint involving the
matrix As defined in Eq. (27). Formally:

Lemma 5. Let m ≥ n and let s ∈ RN. The
following propositions are equivalent:

(i) ∀g ∈ Rm,+(R+), 〈fs, g〉 ≥ 0,

(ii) As � 0.

Using these results, we derive hierarchies of
semidefinite relaxations and restrictions for the
infinite-dimensional linear program (LPn) in the
following sections.
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5.4.2 Semidefinite relaxations

One way to obtain a relaxation of (LPn) is to
relax the constraint:

∀x ∈ R+, fF (x) =
∑
k

FkLk(x) ≥ 0. (41)

Instead, one may impose the weaker constraint:

∀g ∈ Rm,+(R+), 〈fF , g〉 ≥ 0, (42)

for some fixed m ≥ n. By Lemma 5, this con-
straint may in turn be expressed as a positive
semidefinite constraint on the (m+ 1)× (m+ 1)
matrix AF defined in Eq. (27).

Each choice of m thus leads to a different
semidefinite program, whose optimal value gets
closer to ωn as m increases (since the con-
straint (42) gets stronger when m increases).
Moreover, when replacing the constraint (41) by
the constraint (42) in (LPn), for l > m the vari-
ables Fl do not appear in the matrix AF , and
are constrained only by

∑
k Fk = 1 and Fl ≥ 0.

Since m ≥ n and the optimal value is Fn, we
may thus set Fl = 0 for l > m without loss
of generality. This gives a hierarchy of finite-
dimensional semidefinite relaxations for (LPn),
and the semidefinite relaxation of orderm is given
by:

Find A ∈ Symm+1 and F ∈ Rm+1

maximising Fn
subject to

∑m
k=0 Fk = 1
∀k ≤ m, Fk ≥ 0

∀l ≤ m,∀i+ j = 2l, Aij =
l∑

k=0
Fk
( l
k

)
l!

∀l ∈ J1,mK,∀i+ j = 2l − 1, Aij = 0
A � 0.

(SDPm,≥n )

Let us denote its optimal value by ωm,≥n . The
sequence {ωm,≥n }m≥n is a decreasing sequence and
for all m ≥ n, we have ωn ≤ ωm,≥n .

For each m ≥ n, the program (SDPm,≥n ) has a
dual semidefinite program which is given by (see

Appendix D for a detailed derivation):

Find Q ∈ Symm+1,µ ∈ Rm+1 and y ∈ R
minimising y
subject to

y ≥ 1 + µn

∀k ≤ m, y ≥ µk

∀l ≤ m,
∑

i+j=2l
Qij =

m∑
k=l

(−1)k+l

l!
(k
l

)
µk

Q � 0.

(D-SDPm,≥n )

Note that the semidefinite program (SDPm,≥a )
presented in section 3 actually corresponds to this
dual semidefinite program (D-SDPm,≥n ). We show
in Theorem 3 that strong duality holds between
the primal and the dual versions of this semidefi-
nite program. In particular, numerical computa-
tions with either of these programs will yield the
same optimal value.

5.4.3 Semidefinite restrictions

A trivial way to obtain a restriction of (LPn) is
to impose Fl = 0 for l > m, for some m ≥ n.
What is less trivial is that this yields a finite-
dimensional semidefinite program. Indeed, the
constraint (41) becomes

∀x ∈ R+,
m∑
k=0

FkLk(x) ≥ 0, (43)

or equivalently:

∀x ∈ R,
m∑
k=0

(−1)kFkLk(x2) ≥ 0, (44)

where we used Eq. (23). By Lemma 3, writ-
ing X = (1, x, . . . , xm), this is equivalent to
the existence of a positive semidefinite matrix
Q = (Qij)0≤i,j≤m such that for all x ∈ R,

m∑
k=0

(−1)kFkLk(x2) = XTQX

=
m∑
l=0

xl
∑
i+j=l

Qij .

(45)

This is in turn equivalent to the linear con-
straints:

∀l ∈ J1,mK,
∑

i+j=2l−1
Qij = 0,

and

∀l ≤ m,
∑

i+j=2l
Qij = (−1)l

l!

m∑
k=l

(−1)k
(
k

l

)
Fk,

(46)
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by identifying the coefficients in front of each
monomial in Eq. (45).

Hence, the restriction of (LPn) obtained by im-
posing Fl = 0 for l > m, for a fixed m ≥ n, is a
semidefinite program given by:

Find Q ∈ Symm+1 and F ∈ Rm+1

maximising Fn
subject to

∑m
k=0 Fk = 1
∀k ≤ m, Fk ≥ 0
∀l ∈ J1,mK,

∑
i+j=2l−1

Qij = 0

∀l ≤ m,
∑

i+j=2l
Qij =

m∑
k=l

(−1)k+l

l!
(k
l

)
Fk

Q � 0.

(SDPm,≤n )

Let us denote its optimal value by ωm,≤n . Each
choice of m leads to a different semidefinite re-
striction of (LPn), whose optimal value gets closer
to ωn as m increases (since the constraint Fl = 0
for l > m gets weaker when m increases). The se-
quence {ωm,≤n }m≥n is thus an increasing sequence
and for all m ≥ n, we have ωm,≤n ≤ ωn.

For each m ≥ n, the program (SDPm,≤n ) has a
dual semidefinite program which is given by (see
Appendix D for a detailed derivation):

Find A ∈ Symm+1,µ ∈ Rm+1 and y ∈ R
minimising y
subject to

y ≥ 1 + µn

∀k ≤ m, y ≥ µk

∀l ≤ m,∀i+ j = 2l, Aij =
l∑

k=0
µk
( l
k

)
l!

A � 0.

(D-SDPm,≤n )

We show in Theorem 2 that strong duality holds
between the primal and the dual versions of this
semidefinite program.

5.4.4 Strong duality of semidefinite programs

We fix m ≥ n and we show that strong du-
ality holds both for the semidefinite restric-
tion (SDPm,≤n ) and the semidefinite relaxation
(SDPm,≥n ).

We first consider the semidefinite restrictions:

Theorem 2. Strong duality holds between the
programs (SDPm,≤n ) and (D-SDPm,≤n ).

Proof. We make use of Slater condition for
(finite-dimensional) semidefinite programs: strict
feasibility of (SDPm,≤n ) implies strong duality be-
tween (SDPm,≤n ) and (D-SDPm,≤n ).
In order to obtain a strictly feasible solu-

tion, we define Q := 1
2m+1−1Diagk=0,...,m( 1

k!) ∈
Symm+1 and F = (F0, . . . , Fm) ∈ Rm+1, where
for all k ∈ J0,mK, Fk := 1

2m+1−1
(m+1
k+1

)
. Then

Q � 0 and Fk > 0 for all k ∈ J0,mK. Moreover,
we have

m∑
k=0

Fk = 1
2m+1 − 1

m∑
k=0

(
m+ 1
k + 1

)

= 1
2m+1 − 1

(
m+1∑
k=0

(
m+ 1
k

)
− 1

)
= 1.

(47)

We also have∑i+j=2l−1Qij = 0 for all l ∈ J1,mK,
since Q is diagonal. Furthermore, for all l ≤ m,∑

i+j=2l
Qij = Qll = 1

2m+1 − 1
1
l! , (48)

and

(−1)l
l!

m∑
k=l

(−1)k
(
k

l

)
Fk

= 1
2m+1 − 1

1
l!

m∑
k=l

(−1)k−l
(
k

m

)(
m+ 1
k + 1

)

= 1
2m+1 − 1

1
l!

(
m

l

)
m−l∑
q=0

(−1)q m+ 1
q + l + 1

(
m− l
q

)

= 1
2m+1 − 1

1
l! ,

(49)

where we used [69, (1.41)] in the last line. There-
fore, (Q,F ) is a strictly feasible solution of
(SDPm,≤n ), which implies strong duality.

As a consequence of the proof of Theorem 2, we
also obtain strong duality for the semidefinite re-
laxations:

Theorem 3. Strong duality holds between the
programs (SDPm,≥n ) and (D-SDPm,≥n ).

Proof. The program (SDPm,≥n ) is a relaxation of
(LPn) and (SDPm,≤n ) is a restriction of (LPn), so
(SDPm,≥n ) is a relaxation of (SDPm,≤n ). Hence,
the strictly feasible solution of (SDPm,≤n ) derived
in the proof of Theorem 2 yields a strictly fea-
sible solution (A,F ) for (SDPm,≥n ): we set F =
(F0, . . . , Fm) ∈ Rm+1, where for all k ∈ J0,mK,
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Fk := 1
2m+1−1

(m+1
k+1

)
and A = AF ∈ Symm+1,

where AF is defined in Eq. (27).
With Slater condition, this shows again that

strong duality holds between the programs
(SDPm,≥n ) and (D-SDPm,≥n ).

5.5 Convergence of the hierarchies of semidef-
inite programs

From the previous sections, for m ≥ n the op-
timal values ωm,≥n and ωm,≤n of (SDPm,≥n ) and
(SDPm,≤n ) form decreasing and increasing se-
quences, respectively, which satisfy

0 ≤ ωm,≤n ≤ ωn ≤ ωm,≥n ≤ 1, (50)

where ωn is the optimal value of (LPn). These
sequences thus both converge, and the remaining
question is whether they converge to ωn. In this
section, we show that this is indeed the case, for
both sequences.

5.5.1 Convergence of the sequence of upper
bounds

Theorem 4. The decreasing sequence of opti-
mal values of (SDPm,≥n ) converges to the optimal
value of (LPn):

lim
m→+∞

ωm,≥n = ωn. (51)

In order to prove this theorem, we extract a
limit from a sequence of optimal solutions of
(SDPm,≥n ), for m ≥ n, and we show using Theo-
rem 1 that it provides a feasible solution of (LPn).

Proof. For all m ≥ n, the feasible set of
(SDPm,≥n ) is non-empty (consider, e.g., F =
(1, 0, 0, . . . , 0) ∈ Rm+1). Moreover, due to the
constraints ∑m

k=0 Fk = 1 and Fk ≥ 0 for all
k ≤ m, the feasible set of (SDPm,≥n ) is compact.
Hence, the program (SDPm,≥n ) has feasible opti-
mal solutions, for all m ≥ n, by diagonal extrac-
tion.
The matrix A in (SDPm,≥n ) is entirely fixed

by the choice of F . Let (Fm)m≥n be a se-
quence of optimal solutions of (SDPm,≥n ), for
m ≥ n. For each m ≥ n, we have by op-
timality that Fmn = ωm,≥n , and the sequence
(Fmn )m≥n converges. We complete each tuple
Fm = (Fm0 , Fm1 , . . . , Fmm ) ∈ Rm+1 with zeros to
obtain a sequence in RN, which we still denote
Fm = (Fm0 , Fm1 , . . . , Fmm , 0, 0, . . . ) ∈ RN.

Performing a diagonal extraction φ on the se-
quence of optimal solutions (Fm)m≥n, we ob-
tain a sequence of sequences (F φ(m))m≥n such
that each sequence (F φ(m)

k )m≥n converges when
m→ +∞, for all k ∈ N. Let Fk denote its limit,
for each k ∈ N. We write F = (Fk)k∈N ∈ RN the
sequence of limits.
For all m ≥ n, F φ(m)

k ≥ 0 for all k ∈ N and∑
k F

φ(m)
k = 1, so taking m → +∞ we obtain

Fk ≥ 0 for all k ∈ N, and ∑k Fk ≤ 1. Moreover,

Fn = lim
m→+∞

Fmn = lim
m→+∞

ωm,≥n . (52)

For all m ≥ n, we have ωm,≥n ≥ ωn, so Fn ≥
ωn > 0. In particular, ∑k Fk > 0, so without
loss of generality we may assume that ∑k Fk = 1
(otherwise we can always replace Fk by Fk∑

l
Fl
).

Let fF = ∑
k FkLk ∈ L2(R+). By construction

we have:

∀m ≥ n, ∀g ∈ Rm,+(R+), 〈fF , g〉 ≥ 0. (53)

Hence, by Theorem 1, F is the sequence of La-
guerre moments of a non-negative distribution
over R+ (the Lebesgue measure times the func-
tion fF ). In particular,

∀x ∈ R+, fF (x) =
∑
k

FkLk(x) ≥ 0. (54)

With the constraints Fk ≥ 0 for all k ∈ N, and∑
k Fk ≤ 1, this implies that F is a feasible solu-

tion of (LPn), and in particular Fn ≤ ωn, since
(LPn) is a maximisation problem. Since we al-
ready had Fn ≥ ωn we obtain with Eq. (52):

lim
m→+∞

ωm,≥n = ωn, (55)

which concludes the proof.

5.5.2 Convergence of the sequence of lower
bounds

Theorem 5. The increasing sequence of opti-
mal values of (SDPm,≤n ) converges to the optimal
value of (LPn):

lim
m→+∞

ωm,≤n = ωn. (56)

The proof is similar to that of Theorem 4 using
the dual programs: we attempt to construct a
feasible optimal solution of (D-LPn) by extract-
ing a limit from a sequence of optimal solutions
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of (D-SDPm,≤n ), for m ≥ n, in order to con-
clude using the strong duality between (SDPm,≤n )
and (D-SDPm,≤n ), which we proved in Theorem 2.
However, it turns out that (D-LPn) may not have
feasible optimal solutions in L2′(R+) (as antic-
ipated with the analytical optimal solutions for
n = 1 and n = 2 from section 5.3).

To deal with this issue, we extend the formu-
lation of (D-LPn) to a larger space where it has
feasible optimal solutions, namely the space of
tempered distributions S ′(R+). We thus intro-
duce the linear program over Schwartz space:

Find (Fk)k∈N ∈ S(N)
maximising Fn
subject to

∑
k

Fk = 1

∀k ∈ N, Fk ≥ 0

∀x ∈ R+,
∑
k

FkLk(x) ≥ 0,

(LPSn)

together with its dual linear program:

Find y ∈ R and µ ∈ S ′(R+)
minimising y
subject to

∀k 6= n ∈ N, y ≥
∫
R+
Lkdµ

y ≥ 1 +
∫
R+
Lndµ

∀f ∈ S+(R+), 〈µ, f〉 ≥ 0.

(D-LPSn)

Note that the semidefinite restrictions (SDPm,≤n )
of (LPn) are also restrictions of (LPSn) for allm ≥
n, while (LPSn) is itself a restriction of (LPn), and
(D-LPSn) is a relaxation of (D-LPn). We denote
by ωSn the optimal value of (LPSn) and by ω′Sn
the optimal value of (D-LPSn). Recall that the
optimal value of (LPn) is denoted ωn. We denote
by ω′n the optimal value of its dual program (D-
LPn). By weak duality of linear programming we
thus have

ωm,≤n ≤ ωSn ≤ ωn ≤ ω′n ≤ ω′Sn , (57)

for all m ≥ n.
Before proving Theorem 5, we introduce two in-

termediate technical results. The first one is a re-
formulation of (D-SDPm,≤n ) over Schwartz space:

Lemma 6. For all m ≥ n, the program
(D-SDPm,≤n ) is equivalent to the following pro-
gram:

Find y ∈ R and µ ∈ S ′(N)
minimising y
subject to
∀k 6= n ∈ N, y ≥ µk
y ≥ 1 + µn

∀g ∈ Rm,+(R+), 〈fµ, g〉 ≥ 0,

(D-SDPm,≤n )

where fµ = ∑
k µkLk.

This reformulation uses Stieltjes characterisation
of non-negative polynomials over R+ [65] and is
detailed in Appendix E.

The second result provides a nontrivial analyti-
cal solution to the primal program (SDPm,≤n ): let
us define F n = (Fnk )k∈N ∈ RN by
• if n is even:

Fnk :=


1

2n
(k
k
2

)(n−k
n−k

2

)
when k ≤ n, k even,

0 otherwise,
(58)

• if n is odd:

Fnk :=


1

2n
( n
bn2 c

)(b
n
2 c

b k2 c
)

2

(nk)
, when k ≤ n,

0 otherwise.
(59)

In both cases,

Fnn = 1
2n

(
n

bn2 c

)

≥ 1
n+ 1

(60)

where we used
(n
j

)
≤
( n
bn2 c
)
for all j ∈ J0, nK,

summed over j from 0 to n.

Lemma 7. For all m ≥ n, F n is a feasible solu-
tion of (SDPm,≤n ). Moreover, it is optimal when
m = n.

The proof of feasibility consists in checking that
the constraints of (SDPm,≤n ) are satisfied by F n.
To do so, we make use of Zeilberger’s algo-
rithm [70], a powerful algorithm for proving bino-
mial identities. The proof of optimality form = n
is obtained by deriving an analytical feasible solu-
tion of (D-SDPn,≤n ) with the same optimal value.
Note that the optimality of this solution does not
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play a role in the proof of convergence. We refer
to Appendix F for a detailed proof.

As a consequence, we obtain the following an-
alytical lower bound for the optimal value of
(LPn):

ωn ≥ ωn,≤n = 1
2n

(
n

bn2 c

)
∼

n→+∞

√
2
πn

, (61)

which is superseded by numerical bounds when
n ≥ 3 (see Table 1).

We now combine Lemma 6 and Lemma 7 to
prove Theorem 5.

Proof. The feasible set of (D-SDPm,≤n ) is non-
empty, by considering the null sequence, which
achieves value 1. Without loss of generality, we
add the constraint y ≤ 1 in (D-LPSn) and (D-
SDPm,≤n ).

Let m ≥ n and let (y,µ) ∈ R × S′(N) be
a feasible solution of (D-SDPm,≤n ) expressed in
the form given by Lemma 6. The constraint
〈fµ, x 7→ e−

x
2 〉 ≥ 0 implies µ0 ≥ 0 and thus y ≥ 0.

Without loss of generality, we may set µk = 0
for k > m, since these coefficients are only con-
strained by µk ≤ y ≤ 1. We also have µk ≤ 1 for
all k ∈ N.

By Lemma 7, F l is a feasible solution of
(SDPm,≤l ) for all l ≤ m, so in particular fF l =∑l
k=0 F

l
kLk ∈ Rm,+(R+). Hence, µ satisfies the

constraint 〈fµ, fF l〉 ≥ 0, which gives

l∑
k=0

µkF
l
k ≥ 0, (62)

for all l ≤ m. Thus we have, for all l ∈ J1,mK,

µl ≥ −
1
F ll

l−1∑
k=0

µkF
l
k

≥ − 1
F ll

l−1∑
k=0

F lk

= 1− 1
F ll

≥ −l,

(63)

where we used F ll > 0 in the first line, µk ≤ 1
and F lk ≥ 0 in the second line, ∑l

k=0 F
l
k = 1 in

the third line and Eq. (60) in the last line. With
µk ≤ 1, we obtain |µk| ≤ k for k ∈ N∗, and thus
|µk| ≤ k + 1 for all k ∈ N. Hence, the feasible
set of (D-SDPm,≤n ) is compact and the program

(D-SDPm,≤n ) has feasible optimal solutions for all
m ≥ n, by diagonal extraction.

Let (ym,µm)m≥n be a sequence of optimal so-
lutions of (D-SDPm,≤n ), for m ≥ n. By Theo-
rem 2, we have strong duality between the pro-
grams (SDPm,≤n ) and (D-SDPm,≤n ), so the opti-
mal value of (D-SDPm,≤n ) is given by ωm,≤n , for
all m ≥ n. By optimality ym = ωm,≤n , for all
m ≥ n, and the sequence (ym)m≥n converges.

Performing a diagonal extraction φ on the se-
quence (µm)m≥n, we obtain a sequence of se-
quences (µφ(m))m≥n such that each sequence
(µφ(m)
k )m≥n converges when m → +∞, for all

k ∈ N. Let µk denote its limit, for each k ∈ N.
We write µ = (µk)k∈N ∈ RN the sequence of lim-
its. We also write

y := lim
m→+∞

ym = lim
m→+∞

ωm,≤n . (64)

For all m ≥ n, we have ωφ(m),≤
n ≥ µ

φ(m)
k for all

k ∈ N and ωφ(m),≤
n ≥ 1 + µ

φ(m)
n , so taking m →

+∞ we obtain y ≥ µk for all k ∈ N and y ≥
1 + µn. By Eq. (57), we have ωm,≤n ≤ ωSn for all
m ≥ n, so y ≤ ωSn .

Moreover, |µφ(m)
k | ≤ k + 1 for all k ∈ N, so

taking m → +∞ we obtain |µk| ≤ k + 1 for all
k ∈ N, which implies that µ ∈ S ′(N) [64]. Let
fµ = ∑

k µkLk ∈ S ′(R+). We have

µk = 〈fµ,Lk〉 . (65)

By construction we also have:

∀m ≥ n, ∀g ∈ Rm,+(R+), 〈fµ, g〉 ≥ 0. (66)

By Theorem 1, this implies that the distribution
µ := fµ(x) ∈ S ′(R+) is non-negative, i.e.,

∀f ∈ S+(R+), 〈fµ, f〉 ≥ 0. (67)

With the constraints y ≥ µk for all k ∈ N and
y ≥ 1 + µn, this implies that (y, µ) is a feasible
solution of (D-LPSn), and in particular y ≥ ω′Sn ,
since (D-LPSn) is a minimisation problem. Since
y ≤ ωSn we obtain with Eq. (57) and Eq. (64):

lim
m→+∞

ωm,≤n = ωSn = ωn = ω′n = ω′Sn . (68)

As a direct corollary of the proof of Theorem 5,
we obtain the following strong duality result:
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Theorem 6. Strong duality holds between the
programs (LPSn) and (D-LPSn) and between the
programs (LPn) and (D-LPn).

For completeness, we give a different and more
direct proof of the strong duality between (LPn)
and (D-LPn) in Appendix G.

We have shown the convergence of the semidef-
inite hierarchies of upper and lower bounds
(SDPm,≥n )m≥n and (SDPm,≤n )m≥n towards the op-
timal value of (LPn). By linearity, these results
generalise straightforwardly to the case of wit-
nesses corresponding to linear combinations of fi-
delities with displaced Fock states:

lim
m→+∞

ωm,≤a = ωa = lim
m→+∞

ωm,≥a , (69)

for all n ∈ N∗ and all a ∈ [0, 1]n.

6 Witnessing multimode Wigner neg-
ativity
In this section we discuss the generalisation of our
Wigner negativity witnesses to the more challeng-
ing multimode setting. Hereafter, M denotes the
number of modes.

6.1 Multimode Wigner negativity witnesses
Using multi-index notations (see Appendix H.1),
the single-mode Wigner negativity witnesses de-
fined in Eq. (6) are naturally generalised to

Ω̂a,α :=
∑

1≤k≤n
akD̂(α) |k〉〈k| D̂†(α), (70)

for n = (n1, . . . , nM ) ∈ NM \ {0}, a =
(ak)1≤k≤n ∈ [0, 1]n1···nM , with maxk ak = 1, and
α ∈ CM . Similar to the single-mode case, these
POVM elements are weighted sums of multimode
displaced Fock states projectors, and their expec-
tation value for a quantum state ρ ∈ D(H⊗M ) is
given by

Tr(Ω̂a,αρ) =
∑

1≤k≤n
akF

(
D̂†(α)ρD̂(α), |k〉

)
(71)

where F is the fidelity. Unlike in the single-mode
case however, estimating this quantity with ho-
modyne or heterodyne detection by direct fidelity
estimation is no longer efficient when the num-
ber of modes becomes large. Instead, one may
use robust lower bounds on the multimode fi-
delity from [44] which can be obtained efficiently

with homodyne or heterodyne detection. A lower
bound on the estimated experimental multimode
fidelity will allow to detect Wigner negativity if
it is larger than an upper bound on the threshold
value associated to a given witness.

These lower bounds are obtained as follows:
given a target multimode Fock state |n〉 = |n1〉⊗
· · · ⊗ |nM 〉 and multiple copies of an M -mode
experimental state ρ, measure all single-mode
subsystems of ρ and perform fidelity estimation
with each corresponding single-mode target Fock
state. That is, the samples obtained from the
detection of the ith mode of ρ are used for single-
mode fidelity estimation with the Fock state |ni〉.
Let F1, . . . , FM be the single-mode fidelity esti-
mates obtained and let F̃ (ρ, |n〉) := 1−∑M

i=1(1−
Fi). Then [44],

1−M(1−F (ρ, |n〉)) ≤ F̃ (ρ, |n〉) ≤ F (ρ, |n〉). (72)

In particular, F̃ provides a good estimate of the
multimode fidelity F whenever F is not too small:
for instance, when the fidelity is equal to 0.5 the
equation above yields 0.3 < F̃ ≤ 0.5, and the
bound gets tighter as the fidelity increases.

The same procedure is followed in the case of
target displaced Fock states, with classical trans-
lations of the samples in order to account for the
displacement parameters.

To each witness Ω̂a,α is associated its threshold
value:

ωa := sup
ρ∈D(H⊗M )
Wρ≥0

Tr
(
Ω̂a,α ρ

)
. (73)

With Eq. (72), if the value of the bound F̃ ob-
tained experimentally is greater than ωa, then the
state ρ has a negative Wigner function.

With the same arguments as in the single-mode
case, the multimode Wigner negativity witnesses
in Eq. (70) form a complete family and retain
the interpretation from Lemma 1: the violation
of the threshold value provides a lower bound on
the distance to the set of multimode states with
non-negative Wigner function. However, the lim-
ited robustness of the bound F̃ may affect the
performance of the witnesses in practical scenar-
ios, in particular for witnesses that are sums of
different projectors. Still, we show in section 6.3
the applicability of the method with a genuinely
multimode example.
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We first generalise the single-mode semidef-
inite programming approach for approximating
the threshold values to the multimode case.

6.2 Approximating the multimode threshold
values
By linearity, we restrict our analysis to the case
of Wigner negativity witnesses that are projectors
onto a single multimode Fock state |n〉, for n ∈
NM \ {0}. We thus consider the computation of

ωn = sup
ρ∈D(H⊗M )
Wρ≥0

〈n|ρ|n〉 . (74)

A similar reasoning to the single-mode case
shows that the computation of the corresponding
threshold value in Eq. (73) may be rephrased as
the following infinite-dimensional linear program:

Find (Fk)k∈NM ∈ `2

maximising Fn
subject to

∑
k

Fk = 1

∀k ∈ NM , Fk ≥ 0
∀x ∈ RM+ ,

∑
k

FkLk(x) ≥ 0,

(LPn)

where the optimisation is over square-summable
real sequences indexed by elements of NM . Its
dual linear program reads

Find y ∈ R and µ ∈ L2′(RM+ )
minimising y
subject to

∀k 6= n ∈ NM , y ≥
∫
RM+
Lkdµ

y ≥ 1 +
∫
RM+
Lndµ

∀f ∈ L2
+(RM+ ), 〈µ, f〉 ≥ 0.

(D-LPn)

In the single-mode case, we obtained hierarchies
of SDP relaxations and restrictions for (LPn) by
replacing constraints involving non-negative func-
tions by constraints involving non-negative poly-
nomials P of fixed degree. We then exploited
the existence of a sum-of-squares decomposition
for non-negative monovariate polynomials. In the
multimode setting, the polynomials involved are
multivariate, so that the set of non-negative poly-
nomials over R of a given degree may be strictly

larger than the set of sum-of-square polynomi-
als [68]. Instead, we replace directly constraints
involving non-negative functions over R+ by con-
straints involving non-negative polynomials P of
fixed degree such that x 7→ P (x2)5 has a sum-
of-squares decomposition, implying that the mul-
timode semidefinite relaxations and restrictions
are possibly looser than their single-mode coun-
terparts.

Moreover, the dimension of the semidefinite
programs increases exponentially with the level
of the hierarchy m, as the number of M -variate
monomials of degree less or equal to m is given
by
(M+m

m

)
. This implies that the semidefinite pro-

grams remain tractable only for a constant num-
ber of levels.

In spite of these observations, and following
similar steps to the single-mode case (see Ap-
pendix H.2), the SDP relaxations providing upper
bounds for the threshold value are given by

Find A = (Aij)|i|,|j|≤m ∈ Sym(M+m
m )

and F = (Fk)|k|≤m ∈ R(M+m
m )

maximising Fn
subject to

∑
|k|≤m Fk = 1
∀|k| ≤ m, Fk ≥ 0
∀|l| ≤ m,∀i+j=2l, Aij = ∑

k≤l
Fk
( l
k

)
l!

∀|r| ≤ 2m, r 6=2l,∀|l| ≤ m,∀i+j=r, Aij = 0
A � 0,

(SDPm,≥n )

for all m ≥ |n|. Similarly, the semidefinite re-
strictions providing lower bounds for the thresh-
old value are given by

Find Q = (Qij)|i|,|j|≤m ∈ Sym(M+m
m )

and F = (Fk)|k|≤m ∈ R(M+m
m )

maximising Fn
subject to

∑
|k|≤m Fk = 1
∀|k| ≤ m, Fk ≥ 0

∀|l| ≤ m,
∑
i+j=2lQij = ∑

k≥l
(−1)|k|+|l|

l!
(k
l

)
Fk

∀|r| ≤ 2m, r 6= 2l, ∀|l| ≤ m,∑i+j=r Qij = 0
Q � 0,

(SDPm,≤n )

5We write x2 in short for x21 = (x2
1, . . . , x

2
M ).
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for all m ≥ |n|. In these semidefinite programs,
the optimisations are over matrices and vectors
indexed by elements of Nm with sum of coeffi-
cients lower that m.

While our proof of convergence of the single-
mode hierarchy of upper bounds transfers easily
to the multimode setting, the proof of conver-
gence of the hierarchy of lower bounds requires
the analytical expression of feasible solutions for
each level of the hierarchy. We show how to con-
struct such solutions in the multimode case us-
ing products of single-mode feasible solutions—
this requires introducing an equivalent hierarchy
of restrictions, where constraints are expressed
on polynomials of M variables with the degree
in each individual variable being less or equal
to m, rather than on polynomials of degree m
(that is, constraints of the form k ≤ m where
m = (m, . . . ,m) ∈ NM rather than |k| ≤ m).
Along the way, we also prove strong duality of the
programs involved. We refer to Appendix H.3 for
the proofs.

Summarising our results, we find that the
semidefinite programs (SDPm,≥n ) and (SDPm,≤n )
respectively provide converging sequences of up-
per and lower bounds to the sought threshold
value ωn given by (LPn). We study a concrete
application in the next section.

6.3 Multimode example

To illustrate the usefulness of our Wigner nega-
tivity witnesses in the multimode setting, we con-
sider a lossy Fock state over two-modes:

ρ1,1,η := (1− η)2 |1〉〈1| ⊗ |1〉〈1|
+ η(1− η) |1〉〈1| ⊗ |0〉〈0|
+ η(1− η) |0〉〈0| ⊗ |1〉〈1|
+ η2 |0〉〈0| ⊗ |0〉〈0| ,

(75)

with loss parameter 0 ≤ η ≤ 1. Setting η = 0
gives ρ1,1,η = |1〉〈1| ⊗ |1〉〈1| while setting η = 1
gives ρ1,1,η = |0〉〈0| ⊗ |0〉〈0|. This state has a
non-negative Wigner function for η ≥ 1

2 .
We also consider the multimode Wigner nega-

tivity witness |1〉〈1| ⊗ |1〉〈1|, which is a projector
onto the Fock state |1〉 ⊗ |1〉. Solving numeri-
cally the corresponding hierarchy (SDPm,≤n ) up
to m = 3, we obtain the lower bound 0.266 and
solving the hierarchy (SDPm,≥n ) up tom = 10, we
obtain the upper bound 0.320.

F (⇢1,1,⌘, |1i ⌦ |1i)
<latexit sha1_base64="B5mcueF2E96SaFclcPZoEOF2yhI=">AAACFXicdVBNSyNBEO1xv2L2K+rRS2MQXAhDT5JNPIrC4jGCUSETQk+nkjT2dA/dNQthzJ/wsn/FiwdF9ip489/Yidlld1kfNLx6r4rqekmmpEPGHoOVV6/fvH1XWi2///Dx0+fK2vqJM7kV0BVGGXuWcAdKauiiRAVnmQWeJgpOk/ODuX/6HayTRh/jNIN+ysdajqTg6KVBpfZtJ7YTMyiiWlSLAfmsdhHFluuxgtigTMH9rr8MKlUW7rZbDfaVsrBVb7Yac8LqzTZr0ihkC1TJEp1B5SEeGpGnoFEo7lwvYhn2C25RCgWzcpw7yLg452Poeaq5X9cvFlfN6LZXhnRkrH8a6UL9c6LgqXPTNPGdKceJ+9ebi//zejmOdvuF1FmOoMXzolGuKBo6j4gOpQWBauoJF1b6v1Ix4ZYL9EGWfQi/LqUvk5N6GDXC+lGzure/jKNENskW2SERaZM9ckg6pEsEuSRX5IbcBj+C6+Au+PncuhIsZzbIXwjunwDb/Z6v</latexit>

Fidelity

F̃ (⇢1,1,⌘, |1i ⌦ |1i)
<latexit sha1_base64="hf2sw+MFuouUyb2Q01Wa+xnqo9s=">AAACJXicdVBdSxtBFJ211o9YbbSPvgwGQSEsu0njB/ggFaSPFowK2RBmJ3eTwdmZZeauENb8mb74V/rSh0oRfPKvOBuj2KIHBs49517u3BNnUlgMgntv5sPsx7n5hcXK0qfllc/V1bUzq3PDoc211OYiZhakUNBGgRIuMgMsjSWcx5dHpX9+BcYKrU5xlEE3ZQMlEsEZOqlXPYhQyD7Q460oZTiMkyIyQz3uFWE9rEeAbFy/DiPD1EBCpFGkYF/q7V61FviNYL8VNGngN1v7rZ2WI7vhTklCP5igRqY46VVvo77meQoKuWTWdsIgw27BDAouYVyJcgsZ45dsAB1HFXPrusXkyjHddEqfJtq4p5BO1NcTBUutHaWx6yxPsf97pfiW18kx2esWQmU5guJPi5JcUtS0jIz2hQGOcuQI40a4v1I+ZIZxdMFWXAjPl9L3yVnDD5t+48fX2uG3aRwLZJ1skC0Skl1ySL6TE9ImnPwkv8gfcuvdeL+9v97dU+uMN535Qv6B9/AIGJulrQ==</latexit>

⌘
<latexit sha1_base64="jpVdjwnRsHnjvYQzwTGHXHUPFLk=">AAAB63icbVBNS8NAEJ34WetX1aOXxSJ4KkkV9Fj04rGC/YA2lM120y7d3YTdiVBC/4IXD4p49Q9589+YtDlo64OBx3szzMwLYiksuu63s7a+sbm1Xdop7+7tHxxWjo7bNkoM4y0Wych0A2q5FJq3UKDk3dhwqgLJO8HkLvc7T9xYEelHnMbcV3SkRSgYxVzqc6SDStWtuXOQVeIVpAoFmoPKV38YsURxjUxSa3ueG6OfUoOCST4r9xPLY8omdMR7GdVUceun81tn5DxThiSMTFYayVz9PZFSZe1UBVmnoji2y14u/uf1Egxv/FToOEGu2WJRmEiCEckfJ0NhOEM5zQhlRmS3EjamhjLM4ilnIXjLL6+Sdr3mXdbqD1fVxm0RRwlO4QwuwINraMA9NKEFDMbwDK/w5ijnxXl3Phata04xcwJ/4Hz+AAowjjw=</latexit>

Figure 5: Witnessing Wigner negativity of the
lossy Fock state ρ1,1,η over two modes using the
witness |1〉〈1| ⊗ |1〉〈1|. The threshold value for
that witness is upper bounded by 0.320 and lower
bounded by 0.266. The dashed red line delimits
the interval of loss parameter values where the
witness can be used to detect Wigner negativity
of ρ1,1,η efficiently, i.e., when the robust bound
F̃ (ρ1,1,η, |1〉⊗|1〉) (blue curve) on the fidelity from
Eq. (77) is above the witness upper bound (red
line). When it is below the witness lower bound
(black line), we are guaranteed that the witness
cannot be used to detect Wigner negativity of
the state. The fidelity F (ρ1,1,η, |1〉 ⊗ |1〉) is also
depicted above (yellow curve). Note that ρ1,1,η
has a non-negative Wigner function for η ≥ 0.5.

A direct consequence of the numerical lower
bound is that tensor product states are not the
closest among Wigner positive states to tensor
product states with a negative Wigner function.
Indeed, the maximum achievable fidelity with the
state |1〉⊗ |1〉 using Wigner positive tensor prod-
uct states is equal to the square of the maxi-
mum achievable fidelity with the state |1〉 us-
ing single-mode Wigner positive states, that is
0.52 = 0.25 < 0.266.

We now use the upper bound to witness the
Wigner negativity of the state ρ1,1η (see Fig. 5).
The fidelity between ρ1,1,η and |1〉 ⊗ |1〉 is given
by F (ρ1,1,η, |1〉⊗|1〉) = (1−η)2, for all 0 ≤ η ≤ 1.
This fidelity is above the upper bound 0.320 on
the threshold value of the witness |1〉〈1| ⊗ |1〉〈1|
when η ≤ 0.434.

However, in practice one would not obtain a
precise estimate of the fidelity efficiently, but
rather a robust lower bound on the fidelity com-
puted from single-mode fidelities, which satisfies

Accepted in Quantum 2021-05-31, click title to verify. Published under CC-BY 4.0. 23



Eq. (72). In the worst case, the estimate obtained
is closer to 1− 2(1− F (ρ1,1,η, |1〉 ⊗ |1〉)) than to
F (ρ1,1,η, |1〉⊗ |1〉). When the value of this robust
lower bound is greater than the threshold value
of the witness, this implies that the state has a
negative Wigner function.

In the present case, the two single-mode re-
duced states of ρ1,1,η are the same, given by

Tr2(ρ1,1,η) = (1− η) |1〉〈1|+ η |0〉〈0| , (76)

so the single-mode fidelities with |1〉 are equal for
each mode and given by 1− η. Hence, the robust
lower bound on F (ρ1,1,η, |1〉 ⊗ |1〉) is given by

F̃ (ρ1,1,η, |1〉 ⊗ |1〉) = 1− 2η. (77)

It is above the upper bound 0.320 on the thresh-
old value of the witness |1〉〈1| ⊗ |1〉〈1| when η ≤
0.340.

This example highlights the use of efficient
and robust lower bounds on multimode fidelities
rather than fidelity estimates [44], in conjunction
with our family of multimode witnesses to de-
tect Wigner negativity of realistic experimental
states.

7 Conclusion and open problems
Characterising quantum properties of physical
systems is an important step in the development
of quantum technologies and negativity of the
Wigner function, a necessary resource for any
quantum computational speedup, is no exception.
In this work, we have derived a complete family
of Wigner negativity witnesses which provide an
operational quantification of Wigner negativity,
both in the single-mode and multimode settings.
In the context of quantum optical information
processing, the main application of our method
is in experimental scenarios, where it leads to ro-
bust and efficient certification of negativity of the
Wigner function. Witnesses of Wigner negativity
also provide witnesses of non-classicality although
they are no longer complete in this case.

What is more, our witnesses also delineate the
set of quantum states with positive Wigner func-
tion, and it would be interesting to understand
whether additional insights on this set can be ob-
tained using these witnesses.

The Wigner function has been extended to
the discrete-variable setting [71, 72], where it

has been been linked to contextuality [73–75],
a necessary resource for discrete-variable quan-
tum computing [76, 77]. A framework for treat-
ing contextuality and computing the amount of
contextuality in continuous-variable settings has
recently been developed [78]. As we obtained reli-
able Wigner negativity witnesses, it would be in-
teresting to investigate the link between Wigner
negativity and continuous-variable contextuality.

Hierarchies of semidefinite programs (in partic-
ular with non-commutative variables [79]) have
found many recent applications in quantum in-
formation theory. From an infinite-dimensional
linear program, we were able to use numerically
both a hierarchy of upper bounds and a hierar-
chy of lower bounds—thus obtaining a certificate
for the optimality of these bounds by looking
at their difference—whereas this only works in
specific cases for the Lasserre hierarchy of upper
bounds [35]. Can we find other interesting cases
where we can exploit both hierarchies? More-
over, we obtained an analytical sequence of lower
bounds for the threshold value of the program
(LPn). Can we also get an analytical sequence of
upper bounds? In particular, we anticipate that
Fock states |n〉 get further away from the set of
states having a positive Wigner function as n in-
creases and that ωn = O( 1√

n
) as n→ +∞.

Finally, using our multimode Wigner negativ-
ity witnesses for studying the interplay between
Wigner negativity and entanglement [52] is a very
interesting prospect which we leave for future
work.

Acknowledgments

U. Chabaud acknowledges stimulating discus-
sions with S. Gribling, T. Freiman and T. Vidick.
P.-E. Emeriau acknowledges interesting discus-
sions with A. Oustry, E. Galvão and R. Soares
Barbosa. We thank J. Eisert for his valuable com-
ments on a previous version of this work and P.
Paule for providing access to the Mathematica
package for implementing Zeilberger’s algorithm.
U. Chabaud acknowledges funding provided by
the Institute for Quantum Information and Mat-
ter, an NSF Physics Frontiers Center (NSF Grant
PHY-1733907). F. Grosshans acknowledges fund-
ing from the ANR through the ANR-17-CE24-
0035 VanQuTe project.

Accepted in Quantum 2021-05-31, click title to verify. Published under CC-BY 4.0. 24



References

[1] S. Lloyd and S. L. Braunstein, “Quantum
computation over continuous variables,” in
Quantum Information with Continuous
Variables, pp. 9–17. Springer, 1999.

[2] S. Yokoyama, R. Ukai, S. C. Armstrong,
C. Sornphiphatphong, T. Kaji, S. Suzuki,
J.-i. Yoshikawa, H. Yonezawa, N. C.
Menicucci, and A. Furusawa,
“Ultra-large-scale continuous-variable
cluster states multiplexed in the time
domain,” Nature Photonics 7, 982 (2013).

[3] U. Leonhardt, “Essential Quantum Optics,”.
Cambridge University Press, Cambridge,
UK, 1st ed., 2010.

[4] J. E. Moyal, “Quantum mechanics as a
statistical theory,” in Mathematical
Proceedings of the Cambridge Philosophical
Society, vol. 45, pp. 99–124, Cambridge
University Press. 1949.

[5] E. P. Wigner, “On the quantum correction
for thermodynamic equilibrium,” in Part I:
Physical Chemistry. Part II: Solid State
Physics, pp. 110–120. Springer, 1997.

[6] C. T. Lee, “Measure of the nonclassicality
of nonclassical states,” Physical Review A
44, R2775 (1991).

[7] G. Giedke and J. I. Cirac, “Characterization
of Gaussian operations and distillation of
Gaussian states,” Physical Review A 66,
032316 (2002).

[8] J. Eisert, S. Scheel, and M. B. Plenio,
“Distilling Gaussian states with Gaussian
operations is impossible,” Physical Review
Letters 89, 137903 (2002).

[9] J. Fiurášek, “Gaussian transformations and
distillation of entangled Gaussian states,”
Physical Review Letters 89, 137904 (2002).

[10] J. Niset, J. Fiurášek, and N. J. Cerf, “No-go
theorem for Gaussian quantum error
correction,” Physical Review Letters 102,
120501 (2009).

[11] S. Ghose and B. C. Sanders, “Non-Gaussian
ancilla states for continuous variable
quantum computation via Gaussian maps,”
Journal of Modern Optics 54, 855–869
(2007).

[12] S. D. Bartlett, B. C. Sanders, S. L.
Braunstein, and K. Nemoto, “Efficient
Classical Simulation of Continuous Variable

Quantum Information Processes,” Physical
Review Letters 88, 097904 (2002).

[13] U. Chabaud, G. Ferrini, F. Grosshans, and
D. Markham, “Classical simulation of
Gaussian quantum circuits with
non-Gaussian input states,”
arXiv:2010.14363.

[14] R. L. Hudson, “When is the Wigner
quasi-probability density non-negative?,”
Reports on Mathematical Physics 6,
249–252 (1974).

[15] F. Soto and P. Claverie, “When is the
Wigner function of multidimensional
systems nonnegative?,” Journal of
Mathematical Physics 24, 97–100 (1983).

[16] A. Mandilara, E. Karpov, and N. Cerf,
“Extending Hudson’s theorem to mixed
quantum states,” Physical Review A 79,
062302 (2009).

[17] R. Filip and L. Mišta Jr, “Detecting
quantum states with a positive Wigner
function beyond mixtures of Gaussian
states,” Physical Review Letters 106, 200401
(2011).

[18] K. C. Tan, S. Choi, and H. Jeong,
“Negativity of quasiprobability distributions
as a measure of nonclassicality,” Physical
review letters 124, 110404 (2020).

[19] U. Titulaer and R. Glauber, “Correlation
functions for coherent fields,” Physical
Review 140, B676 (1965).

[20] A. Kenfack and K. Życzkowski, “Negativity
of the Wigner function as an indicator of
non-classicality,” Journal of Optics B:
Quantum and Semiclassical Optics 6, 396
(2004).

[21] A. Mari and J. Eisert, “Positive Wigner
Functions Render Classical Simulation of
Quantum Computation Efficient,” Physical
Review Lett. 109, 230503 (2012).

[22] L. García-Álvarez, C. Calcluth, A. Ferraro,
and G. Ferrini, “Efficient simulatability of
continuous-variable circuits with large
Wigner negativity,” arXiv:2005.12026.

[23] J. Preskill, “Quantum Computing in the
NISQ era and beyond,” Quantum 2, 79
(2018).

[24] J. Eisert, D. Hangleiter, N. Walk, I. Roth,
D. Markham, R. Parekh, U. Chabaud, and
E. Kashefi, “Quantum certification and

Accepted in Quantum 2021-05-31, click title to verify. Published under CC-BY 4.0. 25

http://dx.doi.org/10.1007/978-94-015-1258-9_2
http://dx.doi.org/10.1007/978-94-015-1258-9_2
http://dx.doi.org/10.1007/978-94-015-1258-9_2
http://dx.doi.org/10.1038/nphoton.2013.287
http://dx.doi.org/10.1017/CBO9780511806117
http://dx.doi.org/10.1017/S0305004100000487
http://dx.doi.org/10.1017/S0305004100000487
http://dx.doi.org/10.1017/S0305004100000487
http://dx.doi.org/10.1007/978-3-642-59033-7_8
http://dx.doi.org/10.1007/978-3-642-59033-7_8
http://dx.doi.org/10.1007/978-3-642-59033-7_8
http://dx.doi.org/10.1103/PhysRevA.44.R2775
http://dx.doi.org/10.1103/PhysRevA.44.R2775
http://dx.doi.org/10.1103/PhysRevA.66.032316
http://dx.doi.org/10.1103/PhysRevA.66.032316
http://dx.doi.org/10.1103/PhysRevLett.89.137903
http://dx.doi.org/10.1103/PhysRevLett.89.137903
http://dx.doi.org/10.1103/PhysRevLett.89.137904
http://dx.doi.org/10.1103/PhysRevLett.102.120501
http://dx.doi.org/10.1103/PhysRevLett.102.120501
http://dx.doi.org/10.1080/09500340601101575
http://dx.doi.org/10.1080/09500340601101575
http://dx.doi.org/10.1103/PhysRevLett.88.097904
http://dx.doi.org/10.1103/PhysRevLett.88.097904
http://arxiv.org/abs/2010.14363
http://dx.doi.org/10.1016/0034-4877(74)90007-X
http://dx.doi.org/10.1016/0034-4877(74)90007-X
http://dx.doi.org/10.1063/1.525607
http://dx.doi.org/10.1063/1.525607
http://dx.doi.org/10.1103/PhysRevA.79.062302
http://dx.doi.org/10.1103/PhysRevA.79.062302
http://dx.doi.org/10.1103/PhysRevLett.106.200401
http://dx.doi.org/10.1103/PhysRevLett.106.200401
http://dx.doi.org/10.1103/PhysRevLett.124.110404
http://dx.doi.org/10.1103/PhysRevLett.124.110404
http://dx.doi.org/10.1103/PhysRev.140.B676
http://dx.doi.org/10.1103/PhysRev.140.B676
http://dx.doi.org/10.1088/1464-4266/6/10/003
http://dx.doi.org/10.1088/1464-4266/6/10/003
http://dx.doi.org/10.1088/1464-4266/6/10/003
http://dx.doi.org/10.1103/PhysRevLett.109.230503
http://dx.doi.org/10.1103/PhysRevLett.109.230503
http://arxiv.org/abs/2005.12026
http://dx.doi.org/10.22331/q-2018-08-06-79
http://dx.doi.org/10.22331/q-2018-08-06-79


benchmarking,” Nature Reviews Physics 2,
382–390 (2020).

[25] G. M. D’Ariano, M. G. Paris, and M. F.
Sacchi, “Quantum tomography,” Advances
in Imaging and Electron Physics 128,
206–309 (2003), arXiv:quant-ph/0302028.

[26] A. I. Lvovsky and M. G. Raymer,
“Continuous-variable optical quantum-state
tomography,” Reviews of Modern Physics
81, 299 (2009).

[27] U. Chabaud, T. Douce, F. Grosshans,
E. Kashefi, and D. Markham, “Building
Trust for Continuous Variable Quantum
States,” in 15th Conference on the Theory
of Quantum Computation, Communication
and Cryptography. 2020.

[28] B. M. Terhal, “A family of indecomposable
positive linear maps based on entangled
quantum states,” Linear Algebra and its
Applications 323, 61–73 (2001).

[29] M. Lewenstein, B. Kraus, J. I. Cirac, and
P. Horodecki, “Optimization of
entanglement witnesses,” Physical Review A
62, 052310 (2000).

[30] A. Mari, K. Kieling, B. M. Nielsen,
E. Polzik, and J. Eisert, “Directly
estimating nonclassicality,” Physical Review
Letters 106, 010403 (2011).

[31] T. Kiesel and W. Vogel, “Universal
nonclassicality witnesses for harmonic
oscillators,” Physical Review A 85, 062106
(2012).

[32] U. Chabaud, G. Roeland, M. Walschaers,
F. Grosshans, V. Parigi, D. Markham, and
N. Treps, “Certification of non-Gaussian
states with operational measurements,”
arXiv:2011.04320.

[33] J.-B. Lasserre, “Global optimization with
polynomials and the problem of moments,”
SIAM Journal on optimization 11, 796–817
(2001).

[34] P. A. Parrilo, Structured semidefinite
programs and semialgebraic geometry
methods in robustness and optimization.
PhD thesis, California Institute of
Technology, 2000.

[35] J. B. Lasserre, “A new look at
nonnegativity on closed sets and
polynomial optimization,” SIAM Journal
on Optimization 21, 864–885 (2011).

[36] M. A. Nielsen and I. L. Chuang, “Quantum

Computation and Quantum Information:
10th Anniversary Edition,”. Cambridge
University Press, New York, NY, USA,
10th ed., 2011.

[37] C. Weedbrook, S. Pirandola,
R. García-Patrón, N. J. Cerf, T. C. Ralph,
J. H. Shapiro, and S. Lloyd, “Gaussian
quantum information,” Reviews of Modern
Physics 84, 621 (2012).

[38] A. Wünsche, “Laguerre 2D-functions and
their application in quantum optics,”
Journal of Physics A: Mathematical and
General 31, 8267 (1998).

[39] A. Royer, “Wigner function as the
expectation value of a parity operator,”
Physical Review A 15, 449 (1977).

[40] K. Banaszek, C. Radzewicz,
K. Wódkiewicz, and J. Krasiński, “Direct
measurement of the Wigner function by
photon counting,” Physical Review A 60,
674 (1999).

[41] K. E. Cahill and R. J. Glauber, “Density
operators and quasiprobability
distributions,” Physical Review 177, 1882
(1969).

[42] K. Husimi, “Some formal properties of the
density matrix,” Proceedings of the
Physico-Mathematical Society of Japan. 3rd
Series 22, 264–314 (1940).

[43] T. Richter, “Determination of photon
statistics and density matrix from double
homodyne detection measurements,”
Journal of Modern Optics 45, 1735–1749
(1998).

[44] U. Chabaud, F. Grosshans, E. Kashefi, and
D. Markham, “Efficient verification of
Boson Sampling,” arXiv:2006.03520.

[45] A. Ferraro, S. Olivares, and M. G. Paris,
“Gaussian states in continuous variable
quantum information,”
arXiv:quant-ph/0503237.

[46] F. Albarelli, M. G. Genoni, M. G. Paris,
and A. Ferraro, “Resource theory of
quantum non-Gaussianity and Wigner
negativity,” Physical Review A 98, 052350
(2018).

[47] R. Takagi and Q. Zhuang, “Convex resource
theory of non-Gaussianity,” Physical Review
A 97, 062337 (2018).

[48] Q. Zhuang, P. W. Shor, and J. H. Shapiro,
“Resource theory of non-Gaussian

Accepted in Quantum 2021-05-31, click title to verify. Published under CC-BY 4.0. 26

http://dx.doi.org/10.1038/s42254-020-0186-4
http://dx.doi.org/10.1038/s42254-020-0186-4
http://arxiv.org/abs/quant-ph/0302028
http://dx.doi.org/10.1103/RevModPhys.81.299
http://dx.doi.org/10.1103/RevModPhys.81.299
http://dx.doi.org/10.4230/LIPIcs.TQC.2020.3
http://dx.doi.org/10.4230/LIPIcs.TQC.2020.3
http://dx.doi.org/10.4230/LIPIcs.TQC.2020.3
http://dx.doi.org/10.1016/S0024-3795(00)00251-2
http://dx.doi.org/10.1016/S0024-3795(00)00251-2
http://dx.doi.org/10.1103/PhysRevA.62.052310
http://dx.doi.org/10.1103/PhysRevA.62.052310
http://dx.doi.org/10.1103/physrevlett.106.010403
http://dx.doi.org/10.1103/physrevlett.106.010403
http://dx.doi.org/10.1103/PhysRevA.85.062106
http://dx.doi.org/10.1103/PhysRevA.85.062106
http://arxiv.org/abs/2011.04320
http://dx.doi.org/10.1137/S1052623400366802
http://dx.doi.org/10.1137/S1052623400366802
http://dx.doi.org/10.7907/2K6Y-CH43
http://dx.doi.org/10.7907/2K6Y-CH43
http://dx.doi.org/10.1137/100806990
http://dx.doi.org/10.1137/100806990
http://dx.doi.org/10.1017/CBO9780511976667
http://dx.doi.org/10.1017/CBO9780511976667
http://dx.doi.org/10.1103/RevModPhys.84.621
http://dx.doi.org/10.1103/RevModPhys.84.621
http://dx.doi.org/10.1088/0305-4470/31/40/017
http://dx.doi.org/10.1088/0305-4470/31/40/017
http://dx.doi.org/10.1103/PhysRevA.15.449
http://dx.doi.org/10.1103/PhysRevA.60.674
http://dx.doi.org/10.1103/PhysRevA.60.674
http://dx.doi.org/10.1103/PhysRev.177.1882
http://dx.doi.org/10.1103/PhysRev.177.1882
http://dx.doi.org/10.11429/ppmsj1919.22.4_264
http://dx.doi.org/10.11429/ppmsj1919.22.4_264
http://dx.doi.org/10.11429/ppmsj1919.22.4_264
http://dx.doi.org/10.1080/09500349808230666
http://dx.doi.org/10.1080/09500349808230666
http://arxiv.org/abs/2006.03520
http://arxiv.org/abs/quant-ph/0503237
http://dx.doi.org/10.1103/PhysRevA.98.052350
http://dx.doi.org/10.1103/PhysRevA.98.052350
http://dx.doi.org/10.1103/PhysRevA.97.062337
http://dx.doi.org/10.1103/PhysRevA.97.062337


operations,” Physical Review A 97, 052317
(2018).

[49] U. Chabaud, D. Markham, and
F. Grosshans, “Stellar representation of
non-Gaussian quantum states,” Physical
Review Letters 124, 063605 (2020).

[50] L. Vandenberghe and S. Boyd,
“Semidefinite programming,” SIAM review
38, 49–95 (1996).

[51] J. Fiurášek and M. Ježek, “Witnessing
negativity of Wigner function by estimating
fidelities of catlike states from homodyne
measurements,” Physical Review A 87,
062115 (2013).

[52] M. Walschaers, C. Fabre, V. Parigi, and
N. Treps, “Entanglement and Wigner
Function Negativity of Multimode
Non-Gaussian States,” Physical Review
Letters 119, 183601 (2017).

[53] U. Chabaud and P.-E. Emeriau,
“Zeilberger’s algorithm and Hierarchy of
semidefinite programs.” Software Heritage
repository swh:1:dir:d98f70e386783ef69
bf8c2ecafdb7b328b19b7ec containing the
numerical tools developed for this article.

[54] A. Ourjoumtsev, R. Tualle-Brouri,
J. Laurat, and P. Grangier, “Generating
optical Schrödinger kittens for quantum
information processing,” Science 312, 83–86
(2006).

[55] B. C. Sanders, “Entangled coherent states,”
Physical Review A 45, 6811 (1992).

[56] W. H. Zurek, “Sub-Planck structure in
phase space and its relevance for quantum
decoherence,” Nature 412, 712–717 (2001).

[57] G. Sagnol and M. Stahlberg, “Picos, a
python interface to conic optimization
solvers,” in Proceedings of the in 21st
International Symposium on Mathematical
Programming. 2012.

[58] M. ApS, MOSEK Optimizer API for
Python 9.2.36, 2019. https://docs.
mosek.com/9.2/pythonapi/index.html.

[59] M. Nakata, “A numerical evaluation of
highly accurate multiple-precision
arithmetic version of semidefinite
programming solver: SDPA-GMP,-QD
and-DD.,” in 2010 IEEE International
Symposium on Computer-Aided Control
System Design, pp. 29–34, IEEE. 2010.

[60] K. Fujisawa, M. Kojima, K. Nakata, and

M. Yamashita, SDPA (SemiDefinite
Programming Algorithm) User’s
Manual—Version 6.2. 0, 2002.

[61] A. Barvinok, “A course in convexity,”,
vol. 54 of Graduate Studies in Mathematics.
American Mathematical Society, 2002.

[62] G. Szegö, “Orthogonal Polynomials, revised
ed,” in American Mathematical Society
Colloquium Publications, vol. 23. 1959.

[63] O. Nikodym, “Sur une généralisation des
intégrales de M. J. Radon,” Fundamenta
Mathematicae 15, 131–179 (1930).

[64] M. Guillemot-Teissier, “Développements des
distributions en séries de fonctions
orthogonales. Séries de Legendre et de
Laguerre,” Annali della Scuola Normale
Superiore di Pisa-Classe di Scienze 25,
519–573 (1971).

[65] M. Reed and B. Simon, “II: Fourier
Analysis, Self-Adjointness,”, vol. 2.
Elsevier, 1975.

[66] M. Riesz, “Sur le problème des moments,
Troisième Note,” Ark. Mat. Fys 16, 1–52
(1923).

[67] E. Haviland, “On the momentum problem
for distribution functions in more than one
dimension. II,” American Journal of
Mathematics 58, 164–168 (1936).

[68] D. Hilbert, “Über die darstellung definiter
formen als summe von formenquadraten,”
Mathematische Annalen 32, 342–350 (1888).

[69] H. W. Gould, “Combinatorial Identities: A
standardized set of tables listing 500
binomial coefficient summations,”.
Morgantown, W Va, 1972.

[70] D. Zeilberger, “The method of creative
telescoping,” Journal of Symbolic
Computation 11, 195–204 (1991).

[71] U. Leonhardt, “Quantum-state tomography
and discrete Wigner function,” Physical
Review Letters 74, 4101 (1995).

[72] D. Gross, “Hudson’s theorem for
finite-dimensional quantum systems,”
Journal of mathematical physics 47, 122107
(2006).

[73] R. W. Spekkens, “Negativity and
contextuality are equivalent notions of
nonclassicality,” Physical Review Letters
101, 020401 (2008).

[74] N. Delfosse, C. Okay, J. Bermejo-Vega,
D. E. Browne, and R. Raussendorf,

Accepted in Quantum 2021-05-31, click title to verify. Published under CC-BY 4.0. 27

http://dx.doi.org/10.1103/PhysRevA.97.052317
http://dx.doi.org/10.1103/PhysRevA.97.052317
http://dx.doi.org/10.1103/PhysRevLett.124.063605
http://dx.doi.org/10.1103/PhysRevLett.124.063605
http://dx.doi.org/10.1137/1038003
http://dx.doi.org/10.1137/1038003
http://dx.doi.org/10.1103/PhysRevA.87.062115
http://dx.doi.org/10.1103/PhysRevA.87.062115
http://dx.doi.org/10.1103/PhysRevLett.119.183601
http://dx.doi.org/10.1103/PhysRevLett.119.183601
https://archive.softwareheritage.org/swh:1:dir:d98f70e386783ef69bf8c2ecafdb7b328b19b7ec/
https://archive.softwareheritage.org/swh:1:dir:d98f70e386783ef69bf8c2ecafdb7b328b19b7ec/
http://dx.doi.org/10.1126/science.1122858
http://dx.doi.org/10.1126/science.1122858
http://dx.doi.org/10.1103/PhysRevA.45.6811
http://dx.doi.org/10.1038/35089017
https://docs.mosek.com/9.2/pythonapi/index.html
https://docs.mosek.com/9.2/pythonapi/index.html
http://dx.doi.org/10.1090/gsm/054
http://dx.doi.org/10.1090/coll/023
http://dx.doi.org/10.1090/coll/023
http://dx.doi.org/10.4064/fm-15-1-131-179
http://dx.doi.org/10.4064/fm-15-1-131-179
http://dx.doi.org/10.2307/2371063
http://dx.doi.org/10.2307/2371063
http://dx.doi.org/10.1007/BF01443605
http://dx.doi.org/10.1016/S0747-7171(08)80044-2
http://dx.doi.org/10.1016/S0747-7171(08)80044-2
http://dx.doi.org/10.1103/PhysRevLett.74.4101
http://dx.doi.org/10.1103/PhysRevLett.74.4101
http://dx.doi.org/10.1063/1.2393152
http://dx.doi.org/10.1063/1.2393152
http://dx.doi.org/10.1103/PhysRevLett.101.020401
http://dx.doi.org/10.1103/PhysRevLett.101.020401


“Equivalence between contextuality and
negativity of the Wigner function for
qudits,” New Journal of Physics 19, 123024
(2017).

[75] R. Raussendorf, D. E. Browne, N. Delfosse,
C. Okay, and J. Bermejo-Vega,
“Contextuality and Wigner-function
negativity in qubit quantum computation,”
Physical Review A 95, 052334 (2017).

[76] M. Howard, J. Wallman, V. Veitch, and
J. Emerson, “Contextuality supplies the
‘magic’ for quantum computation,” Nature
510, 351 (2014).

[77] J. Bermejo-Vega, N. Delfosse, D. E.
Browne, C. Okay, and R. Raussendorf,
“Contextuality as a resource for models of
quantum computation with qubits,”
Physical Review Letters 119, 120505 (2017).

[78] R. S. Barbosa, T. Douce, P.-E. Emeriau,
E. Kashefi, and S. Mansfield,
“Continuous-variable nonlocality and

contextuality,” arXiv:1905.08267.

[79] M. Navascués, S. Pironio, and A. Acín, “A
convergent hierarchy of semidefinite
programs characterizing the set of quantum
correlations,” New Journal of Physics 10,
073013 (2008).

[80] R. E. Curto and L. A. Fialkow, “An
analogue of the Riesz–Haviland theorem for
the truncated moment problem,” Journal of
Functional Analysis 255, 2709–2731 (2008).

[81] D. Henrion and M. Korda, “Convex
computation of the region of attraction of
polynomial control systems,” IEEE
Transactions on Automatic Control 59,
297–312 (2014).

[82] J.-B. Lasserre, “Moments, positive
polynomials and their applications,” in
Series on Optimization and its Applications,
vol. 1. Imperial College Press, 2009.

Accepted in Quantum 2021-05-31, click title to verify. Published under CC-BY 4.0. 28

http://dx.doi.org/10.1088/1367-2630/aa8fe3
http://dx.doi.org/10.1088/1367-2630/aa8fe3
http://dx.doi.org/10.1103/PhysRevA.95.052334
http://dx.doi.org/10.1038/nature13460
http://dx.doi.org/10.1038/nature13460
http://dx.doi.org/10.1103/PhysRevLett.119.120505
http://arxiv.org/abs/1905.08267
http://dx.doi.org/10.1088/1367-2630/10/7/073013
http://dx.doi.org/10.1088/1367-2630/10/7/073013
http://dx.doi.org/10.1016/j.jfa.2008.09.003
http://dx.doi.org/10.1016/j.jfa.2008.09.003
http://dx.doi.org/10.1109/TAC.2013.2283095
http://dx.doi.org/10.1109/TAC.2013.2283095
http://dx.doi.org/10.1109/TAC.2013.2283095
http://dx.doi.org/10.1142/p665
http://dx.doi.org/10.1142/p665


A Riesz–Haviland theorem in Laguerre basis

Let ν = (νl)l∈N ∈ RN. Let us introduce the Riesz functional

Lν : R[x] −→ R

P (x) =
p∑

k=0
pkx

k 7−→
p∑

k=0
pkνk,

(78)

which maps real polynomials to real numbers. Let K be a closed subset of R. We say that Lν is K-
non-negative if Lν(P ) ≥ 0 for all P ∈ R[x] non-negative on K. We recall the classical Riesz–Haviland
theorem [66, 67] (see, e.g., [80] for a recent formulation):

Theorem 7 (Riesz–Haviland). The sequence ν = (νk)k∈N ∈ RN is the sequence of moments∫
K x

kdν(x) of a non-negative distribution ν supported on K if and only if Lν is K-non-negative.

We prove a modified version of this result in the basis of Laguerre functions. To that end, we introduce
the following change of basis:

Lemma 8. Let µ,ν ∈ RN. For all m ∈ N, the following conditions are equivalent:

(i) ∀k ∈ J0,mK, µk = ∑k
l=0 νl

(−1)k+l

l!
(k
l

)
,

(ii) ∀l ∈ J0,mK, νl = ∑l
k=0 µk

( l
k

)
l!.

As a direct consequence, we retrieve the formula:

xl =
l∑

k=0
(−1)k

(
l

k

)
l!Lk(x), (79)

for all l ∈ N and all x ∈ R+.

Proof. (i)⇒(ii): suppose that

∀k ∈ J0,mK, µk =
k∑
p=0

νp
(−1)k+p

p!

(
k

p

)
. (80)

Then, for all l ∈ J0,mK,

l∑
k=0

µk

(
l

k

)
l! =

l∑
k=0

k∑
p=0

νp
(−1)k+p

p!

(
k

p

)(
l

k

)
l!

=
l∑

p=0
νp
l!
p!

(
l

p

)
l∑

k=p
(−1)k−p

(
l − p
k − p

)

=
l∑

p=0
νp
l!
p!

(
l

p

) l−p∑
q=0

(−1)q
(
l − p
q

)
= νl,

(81)

where we used Eq. (80) in the first line and the binomial theorem in the last line which imposes l = p.
(ii)⇒(i): suppose that

∀l ∈ J0,mK, νl =
l∑

p=0
µp

(
l

p

)
l!. (82)
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Then, for all k ∈ J0,mK,
k∑
l=0

νl
(−1)k+l

l!

(
k

l

)
=

k∑
l=0

l∑
p=0

µp(−1)k+l
(
l

p

)(
k

l

)

=
k∑
p=0

µp(−1)k+p
(
k

p

)
k∑
l=p

(−1)l−p
(
k − p
l − p

)

=
k∑
p=0

µp(−1)k+p
(
k

p

) k−p∑
q=0

(−1)q
(
k − p
q

)
= µk,

(83)

where we used Eq. (82) in the first line and the binomial theorem in the last line which imposes k = p.

We may now prove the Riesz–Haviland theorem in Laguerre basis (Theorem 1 from the main text):

Theorem 1. Let µ = (µk)k∈N ∈ RN. The sequence µ is the sequence of Laguerre moments∫
R+
Lk(x)dµ(x) of a non-negative distribution µ supported on R+ if and only if

∀m ∈ N, ∀g ∈ Rm,+(R+), 〈fµ, g〉 ≥ 0. (84)

Proof. Let µ = (µk)k∈N ∈ RN, and suppose that the sequence µ is the sequence of Laguerre moments∫
R+
Lk(x)dµ(x) of a non-negative distribution µ supported on R+.

Let m ≥ 0 and let g = ∑m
k=0 gkLk ∈ Rm,+(R+). The distribution µ is non-negative, so 〈µ, g〉 ≥ 0.

Moreover,

〈fµ, g〉 =
m∑
k=0

µkgk

=
∫
R+

m∑
k=0

gkLkdµ

= 〈µ, g〉 .

(85)

Hence, for all m ∈ N and all g ∈ Rm,+(R+), 〈fµ, g〉 ≥ 0.
Conversely, let µ = (µk)k∈N ∈ RN, and suppose that for allm ∈ N and all g ∈ Rm,+(R+), 〈fµ, g〉 ≥ 0.

We define the sequence ν = (νl)l∈N ∈ RN by

νl :=
l∑

k=0
µk

(
l

k

)
l!, (86)

for all l ∈ N.
Let m ∈ N and let P (x) = ∑m

l=0 plx
l be a non-negative polynomial over R+. By Eq. (79), for all

x ∈ R+,

P (x) =
m∑
l=0

pl

l∑
k=0

(−1)k
(
l

k

)
l!Lk(x)

=
m∑
k=0

(−1)kLk(x)
(

m∑
l=k

pl

(
l

k

)
l!
)
.

(87)

Let gP (x) := P (x)e−x2 , for x ∈ R+. We have gP ∈ Rm,+(R+), so 〈fµ, gP 〉 ≥ 0. Moreover, with Eq. (87)

〈fµ, gP 〉 =
m∑
k=0

µk

(
m∑
l=k

pl

(
l

k

)
l!
)

=
m∑
l=0

(
l∑

k=0
µk

(
l

k

)
l!
)
pl

= Lν(P )

(88)
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where we used Eq. (86) and the definition of the Riesz functional from Eq. (78) in the last line. In
particular, Lν(P ) ≥ 0, and this holds for all non-negative polynomials P over R+. By the Riesz–
Haviland theorem (Theorem 7), this implies that ν is the sequence of moments of a non-negative
distribution ν supported on R+.

Furthermore, we have that for all k ∈ N:

µk =
k∑
l=0

νl
(−1)k+l

l!

(
k

l

)

=
k∑
l=0

(−1)k+l

l!

(
k

l

)∫
R+
xldν(x)

=
∫
R+

(−1)k
k∑
l=0

(−1)l
l!

(
k

l

)
xldν(x)

=
∫
R+

(−1)kLk(x)dν(x)

=
∫
R+
Lk(x)e

x
2 dν(x)

(89)

where we used Lemma 8 in the first line. Hence, µ is the sequence of Laguerre moments of the
distribution µ(x) := e

x
2 ν(x) supported on R+, which is non-negative since ν is non-negative.

B Theory for infinite-dimensional linear programs
This appendix is dedicated to expressing formally our linear program as presented in [61, IV–(6.1)]
so that readers unfamiliar with global optimisation may better understand why (LPn) is indeed an
infinite-dimensional linear program and how to derive its dual program. We recall our initial program
(LPn): 

sup
(Fk)k∈N∈RN

Fn

subject to
∑
k

Fk = 1

and ∀k ∈ N, Fk ≥ 0
and ∀x ∈ R+,

∑
k

FkLk(x) ≥ 0.

(LPn)

Let us introduce the spaces:

• E1 = `2 × L2(R+)6.

• F1 = `2 × L2(R+)7 the dual space of E1.

• E2 = R× L2(R+).

• F2 = R× L2(R+) the dual space of E2.

We also define the dualities 〈–, –〉1 : E1 × F1 −→ R and 〈–, –〉2 : E2 × F2 −→ R as follows:

∀e1 = ((uk), f) ∈ E1, ∀f1 = ((vk), µ) ∈ F1, 〈e1, f1〉1 :=
∑
k

ukvk +
∫
R+
fdµ,

∀e2 = (x, f) ∈ E2, ∀f2 = (y, µ) ∈ F2, 〈e2, f2〉2 := xy +
∫
R+
fdµ.

(90)

6Recall that via expansion on a basis of L2(R+), L2(R+) and `2 are isomomorphic and that the family of Laguerre
functions forms a basis of L2(R+).

7The spaces L2(R+) and L2′(R+) are isomomorphic by the Radon–Nikodym theorem. We associate a measure in the
dual of L2(R+) with the Lebesgue measure on R+ times the corresponding function in L2(R+).
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Let A : E1 −→ E2 be the following linear transformation:

∀e1 = ((uk), f) ∈ E1, A(e1) :=
(∑

k

uk, x ∈ R+ 7→ f(x)−
∑
k

ukLk(x)
)
, (91)

and A∗ : F2 −→ F1 be defined as:

∀f2 = (y, µ) ∈ F2, A∗(f2) :=
(

(y −
∫
R+
Lkdµ)k∈N, µ

)
. (92)

We can easily verify that A∗ is the dual transformation of A, i.e., ∀e1 ∈ E1,∀f2 ∈ F2 we have
〈A(e1), f2〉2 = 〈e1, A

∗(f2)〉1.
Recall that L2

+(R+) is the cone of non-negative functions in L2(R+) and `2+ the cone of sequences
in `2 with non-negative coefficients. We will optimise in the convex cones K1 = `2+ × L2

+(R+) ⊂ E1
and K2 = {0}. The dual cones are then respectively: K∗1 = {f1 ∈ F1 : ∀e1 ∈ K1, 〈e1, f1〉 ≥ 0} and
K∗2 = F2.

We can now rewrite the problem (LPn) as a standard linear program in convex cones. We choose
the vector function in the objective to be cn = ((δkn)k,0) ∈ F1 and we also set b = (1,0) ∈ E2 for the
constraints. The standard form of (LPn) in the sense of [61] can be written as follows:


sup
e1∈E1

〈e1, cn〉1

subject to A(e1) = b

and e1 ≥K1 0.

(LPn)

The standard form of the dual (D-LPn) of problem (LPn) can be expressed as follows:


inf
f2∈F2

〈b, f2〉2

subject to A∗(f2) ≥K∗1 cn,
(D-LPn)

which can be expanded as:



inf
y∈R

µ∈L2′(R+)

y

subject to ∀k ∈ N, y ≥
∫
R+
Lkdµ

and y ≥ 1 +
∫
R+
Lndµ

and ∀f ∈ L2
+(R+), 〈µ, f〉 =

∫
R+
fdµ ≥ 0.

(D-LPn)

Note that a similar derivation holds for the more general form where one uses a linear combination
of fidelities with Fock states. The displaced Fock states version can be obtained by classical post-
processing as detailed in section 2.2. For n ∈ N∗ and some vector a = (a1, a2, . . . , an) ∈ [0, 1]n, the
computation of:

ωa := sup
ρ∈D(H)
Wρ≥0

Tr
(
Ω̂a,0ρ

)
, (93)
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can be expressed as:

sup
(Fk)k∈N∈RN

n∑
k=1

akFk

subject to
∑
k

Fk = 1

and ∀k ∈ N, Fk ≥ 0
and ∀x ∈ R+,

∑
k

FkL(x) ≥ 0.

(LPa)

Its dual reads: 

inf
y∈R

µ∈L2′(R+)

y

subject to ∀k ≤ n ∈ N, y ≥ ak +
∫
R+
Lkdµ

and ∀k > n ∈ N, y ≥
∫
R+
Lkdµ

and ∀f ∈ L2
+(R+), 〈µ, f〉 =

∫
R+
fdµ ≥ 0.

(D-LPa)

C Proof of technical lemmas
In this section we prove the technical lemmas from section 5.4. For completeness, we include the proof
of Lemma 3 below:

Lemma 3 ([68]). Let p ∈ N and let P be a univariate polynomial of degree 2p. Let X = (1, x, . . . , xp)
be the vector of monomials. Then, P is non-negative over R if and only if there exists a sum of squares
decomposition for P , i.e., a real (p+1)×(p+1) positive semidefinite matrix Q such that for all x ∈ R,

P (x) = XTQX. (94)

Proof. If for all x ∈ R, P (x) = XTQX with X = (1, x, . . . , xp) for Q positive semidefinite, then P is
clearly non-negative over R.
Conversely, suppose the univariate polynomial P of degree 2p is non-negative over R. It can thus be

written as a sum of squares of polynomials of degree at most p (e.g., by considering the factorisation of
P and writing each term in the product as a sum of squares, given that its zeros on the real line have
even multiplicity and that each complex zero is associated to a conjugate zero with same multiplicity):
for all x ∈ R,

P (x) =
∑
i

S2
i (x), (95)

for some real polynomials Si of degree at most p. Then, for some vectors of coefficients si ∈ Rp+1 we
have

P (x) =
∑
i

(sTi X)2

=
∑
i

(XTsi)(sTi X)

= XT

(∑
i

sis
T
i

)
X.

(96)

Setting Q := ∑
i sis

T
i � 0 completes the proof.

We now turn to the proof of Lemma 4:
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Lemma 4. Non-negative polynomials on R+ can be written as sums of polynomials of the form∑p
l=0 x

l∑
i+j=2l yiyj, where p ∈ N and yi ∈ R, for all 0 ≤ i ≤ p.

Proof. Let P be a univariate polynomial of degree p which is non-negative on R+. Writing X =
(1, x, . . . , xp), the polynomial x 7→ P (x2) of degree 2p is non-negative on R, so by Lemma 3 there
exists a real positive semidefinite matrix Q = (Qij)0≤i,j≤p such that for all x ∈ R.

P (x2) = XTQX

=
2p∑
k=0

xk
∑
i+j=k

Qij

=
p∑
l=0

x2l ∑
i+j=2l

Qij ,

(97)

where the last line comes from the fact that x 7→ P (x2) has no monomial of odd degree. Hence, for
all x ∈ R+,

P (x) =
p∑
l=0

xl
∑

i+j=2l
Qij . (98)

Q is a real (p+ 1)× (p+ 1) positive semidefinite matrix, so via Cholesky decomposition

Q =
p∑

k=0
y(k)y(k)T , (99)

where y(k) ∈ Rp+1 for all k ∈ J0, pK. We finally obtain, for all x ∈ R+,

P (x) =
p∑
l=0

xl
∑

i+j=2l

p∑
k=0

(
y(k)y(k)T

)
ij

=
p∑

k=0

 p∑
l=0

xl
∑

i+j=2l
y

(k)
i y

(k)
j

 . (100)

We recall a few definitions from the main text. For s ∈ RN, we define the associated formal series of
Laguerre functions:

fs :=
∑
k≥0

skLk, (101)

where for all x ∈ R+, Lk(x) = (−1)kLk(x)e−x2 , with Lk(x) = ∑k
l=0

(−1)l
l!
(k
l

)
xl the kth Laguerre

polynomial. For m ∈ N, we also define the associated matrix As by

(As)0≤i,j≤m =
{∑l

k=0 sk
( l
k

)
l! when i+ j = 2l,

0 otherwise.
(102)

For all m ∈ N, the set of series of Laguerre functions over R+ truncated at m is denoted Rm(R+), and
Rm,+(R+) denotes its subset of non-negative elements.

Lemma 5. Let m ∈ N and let s ∈ RN. The following propositions are equivalent:

(i) ∀g ∈ Rm,+(R+), 〈fs, g〉 ≥ 0,

(ii) As � 0.
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Proof. By Lemma 4, any non-negative polynomial over R+ of degree less or equal tom can be expressed
as a sum of polynomials of the form ∑m

l=0 x
l∑

i+j=2l yiyj , where Y = (y0, . . . , ym) ∈ Rm+1. Hence,
any non-negative truncated Laguerre series (the elements of Rm,+(R+)) can be expressed as as sum
of terms of the form e−

x
2
∑m
l=0 x

l∑
i+j=2l yiyj . By linearity, it is sufficient to check that the scalar

products with these expressions are non-negative.
For all k ∈ N we have

sk =
∫
R+
Lk(x)fs(x)dx. (103)

Thus,
As � 0⇔ ∀Y ∈ Rm+1, Y TAsY ≥ 0

⇔ ∀Y ∈ Rm+1,
m∑

i,j=0
yiyj(As)ij ≥ 0

⇔ ∀Y ∈ Rm+1,
m∑
l=0

m∑
i+j=2l

yiyj

l∑
k=0

sk

(
l

k

)
l! ≥ 0

⇔ ∀Y ∈ Rm+1,

∫
R+

m∑
l=0

m∑
i+j=2l

yiyj

l∑
k=0

(
l

k

)
l!Lk(x)fs(x)dx ≥ 0

⇔ ∀Y ∈ Rm+1,

∫
R+

m∑
l=0

m∑
i+j=2l

yiyj

l∑
k=0

(−1)k
(
l

k

)
l!Lk(x)e−

x
2 fs(x)dx ≥ 0

⇔ ∀Y ∈ Rm+1,

∫
R+

e−x2 m∑
l=0

xl
m∑

i+j=2l
yiyj

 fs(x)dx ≥ 0

⇔ ∀Y ∈ Rm+1,

〈
fs, x 7→ e−

x
2

m∑
l=0

xl
m∑

i+j=2l
yiyj

〉
≥ 0

⇔ ∀g ∈ Rm,+(R+), 〈fs, g〉 ≥ 0,

(104)

where we used Eq. (103) in the fourth line and Eq. (79) in the sixth line.

D Dual semidefinite programs

In this section, we detail the derivation of the dual semidefinite programs (D-SDPm,≥n ) and (D-SDPm,≤n ).
The generalisations for (SDPm,≥a ) and (SDPm,≤a ) are straightforward.

A standard form for a semidefinite program is given by [50]:


sup

X∈SymN

Tr(CTX)

subject to ∀i ∈ J1,MK, Tr(B(i)X) = bi

and X � 0,

(SDP)

where M,N ∈ N, b = (b1, . . . , bM ) ∈ RM , C ∈ SymN , and B(i) ∈ SymN for all i ∈ J1,MK. Its dual
semidefinite program reads:


inf
y∈RM

bTy

subject to
M∑
i=1

yiB
(i) � C.

(D-SDP)
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D.1 Dual program for the semidefinite relaxations
We fix m ≥ n and we recall below the expression of (SDPm,≥n ):

sup
A∈Symm+1
F∈Rm+1

Fn

subject to
m∑
k=0

Fk = 1

and ∀k ≤ m, Fk ≥ 0

and ∀l ≤ m,∀i+ j = 2l, Aij =
l∑

k=0
Fk

(
l

k

)
l!

and ∀l ∈ J1,mK,∀i+ j = 2l − 1, Aij = 0
and A � 0.

(SDPm,≥n )

To put (SDPm,≥n ) in the standard form (SDP) we set N = 2× (m+ 1) and M = 1 + (m+ 1)2. For all
r ∈ N∗ and all i, j ∈ J1, rK, let E(i,j)

r be the r × r matrix whose (i, j) entry is 1 and all other entries
are 0. We set

X = Diagk=0,...,m(Fk)⊕A ∈ SymN ,

C = E
(n,n)
N = E

(n,n)
m+1 ⊕ 0m+1 ∈ SymN ,

b = (1, 0, 0, . . . , 0) ∈ RM ,

B(0) = 1m+1 ⊕ 0m+1 ∈ SymN ,

∀i, j ∈ J0,mK, B(i,j) =

Diagk=0,...,m

(
−
( l
k

)
l!
)
⊕
(

1
2E

(i,j)
m+1 + 1

2E
(j,i)
m+1

)
when i+ j = 2l,

0m+1 ⊕
(

1
2E

(i,j)
m+1 + 1

2E
(j,i)
m+1

)
otherwise,

(105)

with the convention
( l
k

)
= 0 when k > l. The matrix B(0) corresponds to the constraint

∑m
k=0 Fk = 1,

and we denote the corresponding dual variable y ∈ R. Similarly, the matrices B(i,j) correspond to the
(m+ 1)2 constraints defining the symmetric matrix A, and we denote the corresponding dual variables
Qij ∈ R, with Qij = Qji for all i, j ∈ J0,mK. We write Q = (Qij)0≤i,j≤m. The standard form (D-SDP)
of the dual program (D-SDPm,≥n ) thus reads:

inf
Q∈Symm+1

y∈R

y

subject to Diagk=0,...,m

y − m∑
l=0

∑
i+j=2l

Qij

(
l

k

)
l!

⊕ 1
2Q � E

(n,n)
m+1 ⊕ 0m+1.

(D-SDPm,≥n )

Due to the block-diagonal structure of the matrices involved, the positive semidefinite constraint above
is equivalent to the following constraints:

y ≥ 1 +
m∑
l=0

∑
i+j=2l

Qij

(
l

n

)
l!,

∀k ∈ J0,mK \ {n}, y ≥
m∑
l=0

∑
i+j=2l

Qij

(
l

k

)
l!,

Q � 0.

(106)

For k ∈ J0,mK, we define

µk :=
m∑
l=0

∑
i+j=2l

Qij

(
l

k

)
l! ∈ R. (107)
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We obtain the program:



inf
Q∈Symm+1
y,µ∈R×Rm+1

y

subject to y ≥ 1 + µn

and ∀k ∈ J0,mK \ {n}, y ≥ µk

and ∀k ∈ J0,mK, µk =
m∑
l=0

∑
i+j=2l

Qij

(
l

k

)
l!

and Q � 0.

(D-SDPm,≥n )

Finally, in order to obtain the form of (D-SDPm,≥n ) from the main text we prove the following result:

Lemma 9. Let u,v ∈ Rm+1. The following propositions are equivalent:

(i) ∀k ∈ J0,mK, uk = ∑m
l=0 vl

( l
k

)
l!,

(ii) ∀l ∈ J0,mK, vl = ∑m
k=l

(−1)l+k
l!

(k
l

)
uk.

Proof. The proof is similar to that of Lemma 8.
(i)⇒(ii): suppose that

∀k ∈ J0,mK, uk =
m∑
p=0

vl

(
p

k

)
p!. (108)

Then, for all l ∈ J0,mK,

(−1)l
l!

m∑
k=l

(−1)k
(
k

l

)
uk = (−1)l

l!

m∑
k=l

(−1)k
(
k

l

)
m∑
p=0

vp

(
p

k

)
p!

=
m∑
p=0

vp
p!
l!

m∑
k=l

(−1)k+l
(
p

k

)(
k

l

)

=
m∑
p=l

vp
p!
l!

p∑
k=l

(−1)k+l
(
p

k

)(
k

l

)

=
m∑
p=l

vp
p!
l!

p∑
k=l

(−1)k+l p!k!
k!(p− k)!l!(k − l)!

=
m∑
p=l

vp
p!
l!

(
p

l

) p−l∑
q=0

(−1)q
(
p− l
q

)
= vl,

(109)

where we used Eq. (108) in the first line, the fact that
(p
k

)
= 0 if k > p in the third line, q := k − l in

the fifth line, and the binomial theorem in the last line which imposes p = l.
(ii)⇒(i): suppose that

∀l ∈ J0,mK, vl = (−1)l
l!

m∑
p=l

(−1)p
(
p

l

)
up. (110)
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Then, for all k ∈ J0,mK,
m∑
l=0

vl

(
l

k

)
l! =

m∑
l=0

(−1)l
l!

m∑
p=l

(−1)p
(
p

l

)
up

(
l

k

)
l!

=
m∑
p=0

up(−1)p
p∑
l=0

(−1)l
(
p

l

)(
l

k

)

=
m∑
p=k

up(−1)p
p∑
l=k

(−1)l
(
p

l

)(
l

k

)

=
m∑
p=k

up(−1)p
p∑
l=k

(−1)l p!l!
l!(p− l)!k!(l − k)!

=
m∑
p=k

up(−1)p−k
(
p

k

) p−k∑
q=0

(−1)q
(
p− k
q

)
= uk,

(111)

where we used Eq. (110) in the first line, the fact that
( l
k

)
= 0 if k > l in the third line, q := l − k in

the fifth line, and the binomial theorem in the last line which imposes p = k.

Combining Lemma 9 for uk = µk and vl = ∑
i+j=2lQij for all k, l ∈ J0,mK with the previous expression

of (D-SDPm,≥n ) we finally obtain:

inf
Q∈Symm+1
y,µ∈R×Rm+1

y

subject to y ≥ 1 + µn

and ∀k ∈ J0,mK \ {n}, y ≥ µk

and ∀l ∈ J0,mK,
∑

i+j=2l
Qij = (−1)l

l!

m∑
k=l

(−1)k
(
k

l

)
µk

and Q � 0.

(D-SDPm,≥n )

Note that the constraint y ≥ 1 + µn implies the constraint y ≥ µn.

D.2 Dual program for the semidefinite restrictions
The derivation is analogous to that of the previous section. We fix m ≥ n and we recall below the
expression of (SDPm,≤n ):

sup
Q∈Symm+1
F∈Rm+1

Fn

subject to
m∑
k=0

Fk = 1

and ∀k ≤ m, Fk ≥ 0
and ∀l ∈ J1,mK,

∑
i+j=2l−1

Qij = 0

and ∀l ≤ m,
∑

i+j=2l
Qij = (−1)l

l!

m∑
k=l

(−1)k
(
k

l

)
Fk

and Q � 0.

(SDPm,≤n )

Accepted in Quantum 2021-05-31, click title to verify. Published under CC-BY 4.0. 38



To put (SDPm,≤n ) in the standard form (SDP) we set N = 2× (m+ 1) and M = 1 +m+ (m+ 1). For
all r ∈ N∗ and all i, j ∈ J1, rK, recall that E(i,j)

r denotes the r× r matrix whose (i, j) entry is 1 and all
other entries are 0. We set

X = Diagk=0,...,m(Fk)⊕Q ∈ SymN ,

C = E
(n,n)
N = E

(n,n)
m+1 ⊕ 0m+1 ∈ SymN ,

b = (1, 0, 0, . . . , 0) ∈ RM ,

B′
(0) = 1m+1 ⊕ 0m+1 ∈ SymN ,

∀l ∈ J1,mK, B′
(l) = 0m+1 ⊕

 ∑
i+j=2l−1

E
(i,j)
m+1

 ,
∀l ∈ J0,mK, B(l) = Diagk=0,...,m

(
−(−1)k+l

l!

(
k

l

))
⊕

 ∑
i+j=2l

E
(i,j)
m+1

 ,

(112)

with the convention
(k
l

)
= 0 when l > k. The matrix B′(0) corresponds to the constraint

∑m
k=0 Fk = 1

and we denote the corresponding dual variable y ∈ R. Similarly, the matrices B′(l) correspond to the
m constraints

∑
i+j=2l−1Qij = 0, and we denote the corresponding dual variables ν ′l ∈ R. Finally, the

matrices B(l) correspond to the m+ 1 constraints
∑
i+j=2lQij = (−1)l

l!
∑m
k=l(−1)k

(k
l

)
Fk, and we denote

the corresponding dual variables νl ∈ R.
The standard form (D-SDP) of the dual program (D-SDPm,≤n ) thus reads:

inf
ν,ν′∈Rm+1×Rm

y∈R

y

subject to Diagk=0,...,m

[
y −

k∑
l=0

νl
(−1)k+l

l!

(
k

l

)]

⊕

 m∑
l=0

∑
i+j=2l

νlE
(i,j)
m+1 +

m∑
l=1

∑
i+j=2l−1

ν ′lE
(i,j)
m+1

 � E(n,n)
m+1 ⊕ 0m+1.

(D-SDPm,≤n )

Due to the block-diagonal structure of the matrices involved, the positive semidefinite constraint above
is equivalent to the following constraints:

y ≥ 1 +
n∑
l=0

νl
(−1)n+l

l!

(
n

l

)
,

∀k ∈ J0,mK \ {n}, y ≥
k∑
l=0

νl
(−1)k+l

l!

(
k

l

)
, m∑

l=0

∑
i+j=2l

νlE
(i,j)
m+1 +

m∑
l=1

∑
i+j=2l−1

ν ′lE
(i,j)
m+1

 � 0.

(113)

Let us define A = (Aij)0≤i,j≤m by

A :=
m∑
l=0

∑
i+j=2l

νlE
(i,j)
m+1 +

m∑
l=1

∑
i+j=2l−1

ν ′lE
(i,j)
m+1, (114)

or equivalently

Aij =
{
νl when i+ j = 2l,
ν ′l when i+ j = 2l − 1,

(115)
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for all i, j ∈ J0,mK. For k ∈ J0,mK, we also define

µk :=
k∑
l=0

νl
(−1)k+l

l!

(
k

l

)
∈ R. (116)

By Lemma 8, the following conditions are equivalent:

(i) ∀k ∈ J0,mK, µk = ∑k
l=0 νl

(−1)k+l

l!
(k
l

)
,

(ii) ∀l ∈ J0,mK, νl = ∑l
k=0 µk

( l
k

)
l!.

With Eq. (115) we thus have

Aij =
l∑

k=0
µk

(
l

k

)
l! when i+ j = 2l, (117)

and we obtain the following expression for (D-SDPm,≤n ):

inf
A∈Symm+1
y,µ∈R×Rm+1

y

subject to y ≥ 1 + µn

and ∀k ∈ J0,mK \ {n}, y ≥ µk

and ∀l ≤ m,∀i+ j = 2l, Aij =
l∑

k=0
µk

(
l

k

)
l!

and A � 0.

(D-SDPm,≤n )

Note that the constraint y ≥ 1 + µn implies the constraint y ≥ µn.

E Proof of Lemma 6
In this section, we prove the following result:

Lemma 6. For all m ≥ n, the program (D-SDPm,≤n ) is equivalent to the following program:

inf
y∈R

µ∈S′(N)

y

subject to y ≥ 1 + µn

and ∀k 6= n ∈ N, y ≥ µk
and ∀g ∈ Rm,+(R+), 〈fµ, g〉 ≥ 0,

(D-SDPm,≤n )

where fµ = ∑
k µkLk.

Proof. We first obtain a reformulation of (SDPm,≤n ) and we derive its dual program. This reformulation
is obtained using Stieltjes characterisation of non-negative polynomials over R+ rather than Lemma 4:

Lemma 10 ([65]). Let m ∈ N and let P be a univariate polynomial of degree m. Let a1 =
⌊
m
2
⌋
and

a2 =
⌊
m−1

2

⌋
. For all q ∈ N, let Xq = (1, x, . . . , xq) be the vector of univariate monomials up to degree

q. Then, P is non-negative over R+ if and only if there exist sum of squares polynomials A1 and A2
of degree 2a1 and 2a2, respectively, such that P (x) = A1(x) + xA2(x) for all x ∈ R+ , or equivalently,
if and only if there exist real positive semidefinite matrices A1 and A2 of size (a1 + 1)× (a1 + 1) and
(a2 + 1)× (a2 + 1), respectively, such that for all x ∈ R+,

P (x) = XT
a1A1Xa1 + xXT

a2A2Xa2 . (118)
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By Lemma 10, the program (SDPm,≤n ), obtained by imposing Fk = 0 for k > m in (LPn), is equivalent
to the following program:



sup
A1,A2∈Syma1+1×Syma2+1

F∈Rm+1

Fn

subject to
m∑
k=0

Fk = 1

and ∀k ≤ m, Fk ≥ 0

and ∀l ≤ m, (−1)l
l!

m∑
k=l

(−1)k
(
k

l

)
Fk =

∑
i+j=l

0≤i,j≤a1

(A1)ij +
∑

i+j=l−1
0≤i,j≤a2

(A2)ij

and A1 � 0
and A2 � 0.

(SDPm,≤n )

To put (SDPm,≤n ) in the standard form (SDP) we setN = (m+1)+(a1+1)+(a2+1) andM = 1+(m+1).
For all r ∈ N∗ and all i, j ∈ J1, rK, recall that E(i,j)

r denotes the r × r matrix whose (i, j) entry is 1
and all other entries are 0. We set

X = Diagk=0,...,m(Fk)⊕A1 ⊕A2 ∈ SymN ,

C = E
(n,n)
N = E

(n,n)
m+1 ⊕ 0a1+1 ⊕ 0a2+1 ∈ SymN ,

b = (1, 0, 0, . . . , 0) ∈ RM ,

B(−1) = 1m+1 ⊕ 0a1+1 ⊕ 0a2+1 ∈ SymN ,

∀l ∈ J0,mK, B(l) = Diagk=0,...,m

(
−(−1)k+l

l!

(
k

l

))
⊕

 ∑
i+j=l

0≤i,j≤a1

E
(i,j)
a1+1

⊕
 ∑
i+j=l−1
0≤i,j≤a2

E
(i,j)
a2+1

 ,
(119)

with the convention
(k
l

)
= 0 when l > k. The matrix B(−1) corresponds to the constraint∑m

k=0 Fk = 1
and we denote the corresponding dual variable y ∈ R. Similarly, the matrices B(l) correspond to
the m + 1 other linear constraints, and we denote the corresponding dual variable ν ∈ Rm+1. The
standard form (D-SDP) of the dual program (D-SDPm,≤n ) thus reads:



inf
ν∈Rm+1
y∈R

y

subject to Diagk=0,...,m

[
y −

k∑
l=0

νl
(−1)k+l

l!

(
k

l

)]

⊕

 m∑
l=0

∑
i+j=l

0≤i,j≤a1

νlE
(i,j)
a1+1



⊕

 m∑
l=1

∑
i+j=l−1
0≤i,j≤a2

νlE
(i,j)
a2+1

 � E(n,n)
m+1 ⊕ 0a1 ⊕ 0a2 .

(D-SDPm,≤n )

Due to the block-diagonal structure of the matrices involved, the positive semidefinite constraint above
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is equivalent to the following constraints:

y ≥ 1 +
n∑
l=0

νl
(−1)n+l

l!

(
n

l

)
,

∀k ∈ J0,mK \ {n}, y ≥
k∑
l=0

νl
(−1)k+l

l!

(
k

l

)
,

m∑
l=0

∑
i+j=l

0≤i,j≤a1

νlE
(i,j)
a1+1 � 0

m∑
l=1

∑
i+j=l−1
0≤i,j≤a2

νlE
(i,j)
a2+1 � 0.

(120)

For k ∈ J0,mK, we define

µk :=
k∑
l=0

νl
(−1)k+l

l!

(
k

l

)
∈ R. (121)

By Lemma 8, the following conditions are equivalent:

(i) ∀k ∈ J0,mK, µk = ∑k
l=0 νl

(−1)k+l

l!
(k
l

)
,

(ii) ∀l ∈ J0,mK, νl = ∑l
k=0 µk

( l
k

)
l!.

We thus have

∀l ∈ J0,mK, νl =
l∑

k=0
µk

(
l

k

)
l! (122)

Let us introduce the moment matrices Mν ∈ Syma1+1 and M (1)
ν ∈ Syma2+1:

∀i, j ∈ J0, a1K, (Mν)i,j := νi+j , (123)
∀i, j ∈ J0, a2K, (M (1)

ν )ij := νi+j+1. (124)

The constraints (120) are equivalent to:

y ≥ 1 + µn,

∀k ∈ J0,mK \ {n}, y ≥ µl,
Mν � 0
M (1)
ν � 0.

(125)

We complete the vector µ with zeros to obtain an element of S ′(N). We have fµ = ∑
k µkLk ∈ S ′(R+).

We prove the following result, analogous to Lemma 5:

Lemma 11. The following propositions are equivalent:

(i) ∀g ∈ Rm,+(R+), 〈fµ, g〉 ≥ 0,

(ii) Mν � 0 and M (1)
ν � 0.

Proof. The proof is similar to that of Lemma 5: for all k ∈ N we have

µk =
∫
R+
Lk(x)fµ(x)dx. (126)
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Thus,
Mν � 0⇔ ∀Y ∈ Ra1+1, Y TMνY ≥ 0

⇔ ∀Y ∈ Ra1+1,
a1∑

i,j=0
yiyj(Mν)ij ≥ 0

⇔ ∀Y ∈ Ra1+1,
2a1∑
l=0

∑
i+j=l

yiyjνl ≥ 0

⇔ ∀Y ∈ Ra1+1,
2a1∑
l=0

∑
i+j=l

yiyj

l∑
k=0

µk

(
l

k

)
l! ≥ 0

⇔ ∀Y ∈ Ra1+1,

∫
R+

2a1∑
l=0

∑
i+j=l

yiyj

l∑
k=0

(
l

k

)
l!Lk(x)fµ(x)dx ≥ 0

⇔ ∀Y ∈ Ra1+1,

∫
R+

2a1∑
l=0

∑
i+j=l

yiyj

l∑
k=0

(−1)k
(
l

k

)
l!Lk(x)e−

x
2 fµ(x)dx ≥ 0

⇔ ∀Y ∈ Ra1+1,

∫
R+
e−

x
2

2a1∑
l=0

xl
∑
i+j=l

yiyjfµ(x)dx ≥ 0

⇔ ∀Y ∈ Ra1+1,

∫
R+
e−

x
2

(
a1∑
k=0

ykx
k

)2

fµ(x)dx ≥ 0

⇔ ∀Y ∈ Ra1+1,

〈
fµ, x 7→ e−

x
2

(
a1∑
k=0

ykx
k

)2〉
≥ 0,

(127)

where we used Eq. (123) in the third line, Eq. (122) in the fourth line, Eq. (126) in the fifth line
and Eq. (79) in the seventh line. Similarly,

M (1)
ν � 0⇔ ∀Y ∈ Ra2+1,

〈
fµ, x 7→ e−

x
2 x

(
a2∑
k=0

ykx
k

)2〉
≥ 0. (128)

Combining Eq. (127) and Eq. (128) with Lemma 10 we obtain

Mν � 0 and M (1)
ν � 0⇔ ∀g ∈ Rm,+(R+), 〈fµ, g〉 ≥ 0, (129)

by linearity.

Combining Lemma 11 with the constraints (125) finally yields:

inf
y∈R

µ∈S′(N)

y

subject to ∀k 6= n ∈ N, y ≥ µk
and y ≥ 1 + µn

and ∀g ∈ Rm,+(R+), 〈fµ, g〉 ≥ 0.

(D-SDPm,≤n )

F Proof of Lemma 7

We recall the definition of F n = (Fnk )k∈N ∈ RN:
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• if n is even:

Fnk :=


1

2n
(k
k
2

)(n−k
n−k

2

)
when k ≤ n, k even,

0 otherwise,
(130)

• if n is odd:

Fnk :=


1

2n
( n
bn2 c

)(b
n
2 c

b k2 c
)

2

(nk)
, when k ≤ n,

0 otherwise.
(131)

In both cases,

Fnn = 1
2n

(
n

bn2 c

)
. (132)

We extrapolated these analytical expressions from numerical values. Running (SDPm,≤n ) for several
values of n and m allowed us to deduce these sequences (we acknowledge here the great help from
oeis.org).

We start by showing two results, corresponding to n even and n odd, respectively, where we make use
of Zeilberger’s algorithm, a powerful algorithm for proving binomial identities [70]. Given a holonomic
function, this algorithm outputs a recurrence relation that it satisfies, thus reducing the proof of identity
between binomial expressions to the verification that the initialisation is correct. A Mathematica
notebook is available for the implementation of Zeilberger’s algorithm [53].

Lemma 12. For n ∈ N even:
n∑
k=0

(−1)kFnk Lk(x) =
n∑
l=0

xl
∑

i+j=2n−2l
pn−ipn−j , (133)

where:

pn−k :=


√

1
2nn!

(n
n
2

)
, when k = 0,

(−1) k2 2 k2 (k2 )!
(n

2
k
2

)2
pn, when 0 < k ≤ n, k even ,

0, otherwise.

(134)

The coefficients pn−k (and qn−k later on) were found by hand when looking for an analytical sum of
squares decomposition.

Proof. To prove the polynomial equality (133), we start by equating the coefficients in xl for l ∈ J0, nK
which gives:

(−1)l
l!

n∑
k=l

(−1)k
(
k

l

)
Fnk =

∑
i+j=2n−2l

pn−ipn−j

=
2n−2l∑
i=0

pn−ipn−(2n−2l−i)

=
n−l∑
i=0

pn−2ipn−(2n−2l−2i),

(135)

where we used pn−i = 0 for n − i < 0 in the second line. These are equalities between holonomic
functions of parameters n and l that are trivial for l > n.
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• For l ≤ n even, because Fnk = 0 for k odd, Eq. (135) becomes:
n
2∑

k= l
2

1
l!

(
2k
l

)
Fn2k =

n−l∑
i=0

pn−2ipn−(2n−2l−2i), (136)

that is, taking into account the parity of l = 2s and n = 2t,
t∑

k=s

1
(2s)!

(
2k
2s

)
F 2t

2k =
2t−2s∑
i=0

p2t−2ip2t−(4t−4s−2i). (137)

Inserting the expressions from Eq. (130) and Eq. (134), we thus have to check the identity:

t∑
k=s

1
22t(2s)!

(
2k
2s

)(
2k
k

)(
2t− 2k
t− k

)
=

2t−2s∑
i=0

i!(2t− 2s− i)!
22s(2t)!

(
2t
t

)(
t

i

)2(
t

2t− 2s− i

)2

, (138)

for all t ∈ N and all s ≤ t (with the convention
(k
j

)
= 0 for j > k). We ran Zeilberger’s algorithm

to show that the right-hand side and the left-hand side of Eq. (137) both satisfy the following
recurrence relation, for all s, t ∈ N:

2(t+1)2S(s, t)+(−2s2−4t2+4st+5s−11t−8)S(s, t+1)+(s−t−2)(2s−2t−3)S(s, t+2) = 0. (139)

It remains to check that the initialisation is correct. For all s ∈ N, this recurrence relation in t is
of order 2. Since the identities in Eq. (138) are trivial when l > n, i.e., s > t, we thus only need
to check Eq. (138) for (s, t) = (0, 0), (s, t) = (0, 1), and (s, t) = (1, 1), which is straightforward:
we obtain the values 1, 1 and 1

4 respectively, for both sides of Eq. (138).

• For l ≤ n odd, Eq. (135) becomes:

−
n
2∑

k= l+1
2

1
l!

(
2k
l

)
Fn2k =

n−l∑
i=0

pn−2ipn−(2n−2l−2i), (140)

that is, taking into account the parity of l = 2s+ 1 and n = 2t:

−
t∑

k=s+1

1
(2s+ 1)!

(
2k

2s+ 1

)
F 2t

2k =
2t−2s−1∑
i=0

p2t−2ip2t−(4t−4s−2i−2). (141)

Inserting the expressions from Eq. (130) and Eq. (134), we thus have to check the identity:
t∑

k=s+1

1
22t(2s+ 1)!

(
2k

2s+ 1

)(
2k
k

)(
2t− 2k
t− k

)

=
2t−2s−1∑
i=0

i!(2t− 2s− i− 1)!
22s+1(2t)!

(
2t
t

)(
t

i

)2(
t

2t− 2s− i− 1

)2

,

(142)

for all t ∈ N and all s ≤ t (with the convention
(k
j

)
= 0 for j > k). Likewise, we ran Zeilberger’s

algorithm to show that the right-hand side and the left-hand side of Eq. (141) both satisfy the
following recurrence relation, for all s, t ∈ N:

2(t+1)2S(s, t)+(−2s2−4t2+4st+3s−9t−6)S(s, t+1)+(s−t−1)(2s−2t−3)S(s, t+2) = 0. (143)

It remains to check that the initialisation is correct. For all s ∈ N, this recurrence relation in t is
of order 2. Since the identities in Eq. (142) are trivial when l > n, i.e., s ≥ t, we thus only need to
check Eq. (142) for (s, t) = (0, 1), which is straightforward: we obtain the value 1 for both sides
of Eq. (142).
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Lemma 13. For n ∈ N odd:
n∑
k=0

(−1)kFnk Lk(x) =
n∑
l=0

xl
∑

i+j=2l
qiqj (144)

where:

qn−k :=


√

1
2nn!

( n
bn2 c
)
, when k = 0,

(−1) k2 2 k2 (k2 )! n+1
n−k+1

(bn2 c
k
2

)2
qn, when 0 < k < n, k even,

0. otherwise.

(145)

Proof. Unlike the case where n is even, F n is non-zero for k ≤ n odd, and the expression of Fnk
depends on the parity of k. Thus we cannot use directly Eq. (131) in Zeilberger’s algorithm as we did
in the previous lemma, hence the development below in order to obtain expressions that the algorithm
can take as inputs. We fix n odd and l ≤ n.

We start by equating coefficents in xl in Eq. (144):

(−1)l
l!

n∑
k=l

(−1)k
(
k

l

)
Fnk =

∑
i+j=2n−2l

qn−iqn−j

=
n−l∑
i=0

qn−2iqn−(2n−2l−2i).

(146)

• For l even, writing l = 2s and n = 2t+ 1, the left-hand side of Eq. (146) becomes:

1
(2s)!

2t+1∑
k=2s

(−1)k
(
k

2s

)
F 2t+1
k

= 1
(2s)!

2t+1−2s∑
k=0

(−1)k
(
k + 2s

2s

)
F 2t+1
k+2s

= 1
(2s)!

t−s∑
k=0

((
2k + 2s

2s

)
F 2t+1

2k+2s −
(

2k + 2s+ 1
2s

)
F 2t+1

2k+2s+1

)

=
(2t+1

t

)
22t+1(2s)!

t−s∑
k=0

(2k+2s
2s

)( t
k+s
)2( 2t+1

2k+2s
) −

(2k+2s+1
2s

)( t
k+s
)2( 2t+1

2k+2s+1
)


= q2

2t+1
(2t+ 1)!

(2s)!

t−s∑
k=0

( t
k+s
)2(2k+2s

2s
)( 2t+1

2k+2s
) (

1− (2k + 2s+ 1)2

(2k + 1)(2t− 2s− 2k + 1)

)
.

(147)

With Eq. (145) and Eq. (146), we thus have to check the identity:

(2t+ 1)!
(2s)!

t−s∑
k=0

( t
k+s
)2(2k+2s

2s
)( 2t+1

2k+2s
) (

1− (2k + 2s+ 1)2

(2k + 1)(2t− 2s− 2k + 1)

)

=
2t+1−2s∑
i=0

q2t+1−2iq2t+1−(4t+2−4s−2i)
q2

2t+1

= −
2t+1−2s∑
i=0

22t−2s+1 (2t+ 2)2i!(2t+ 1− 2s− i)!
(2t− 2i+ 2)(4s+ 2i− 2t)

(
t

i

)2(
t

2t− 2s− i+ 1

)2

,

(148)
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for all t ∈ N and all s ≤ t (with the convention
(k
j

)
= 0 for j > k). Zeilberger’s algorithm certifies

that the right-hand side and the left-hand side of Eq. (148) both satisfy for all s, t ∈ N:

−32(t+ 2)3(t+ 1)2(t+ 3)S(s, t)
+ 4(t+ 3)(t+ 2)(2s2 + 4t2 − 4st− 7s+ 15t+ 14)S(s, t+ 1)
+ (−2s+ 2t+ 5)(s− t− 2)S(s, t+ 2) = 0.

(149)

It remains to check that the initialisation is correct. For all s ∈ N, this recurrence relation in t is
of order 2. Since the identities in Eq. (148) are trivial when l > n, i.e., s > t, we thus only need
to check Eq. (148) for (s, t) = (0, 0), (s, t) = (0, 1), and (s, t) = (1, 1), which is straightforward:
we obtain the values 0, 0 and −8 respectively, for both sides of Eq. (148).

• For l odd, writing l = 2s+ 1 and n = 2t+ 1, the left-hand side of Eq. (146) becomes:

−1
(2s+ 1)!

2t+1∑
k=2s+1

(−1)k
(

k

2s+ 1

)
F 2t+1
k

= −1
(2s+ 1)!

2t−2s∑
k=0

(−1)k+2s+1
(
k + 2s+ 1

2s+ 1

)
F 2t+1
k+2s+1

= 1
(2s+ 1)!

t−s∑
k=0

(
−
(

2k + 2s
2s+ 1

)
F 2t+1

2k+2s +
(

2k + 2s+ 1
2s+ 1

)
F 2t+1

2k+2s+1

)

= q2
2t+1

(2t+ 1)!
(2s+ 1)!

t−s∑
k=0

−(2k+2s
2s+1

)( t
k+s
)2( 2t+1

2k+2s
) +

(2k+2s+1
2s+1

)( t
k+s
)2( 2t+1

2k+2s+1
)


= q2

2t+1
(2t+ 1)!
(2s+ 1)!

t−s∑
k=0

(2k+2s
2s+1

)( t
k+s
)2( 2t+1

2k+2s
) (

−1 + (2k + 2s+ 1)2

2k(2t− 2k − 2s+ 1)

)
,

(150)

where we used that
(2k+2s

2s+1
)

= 0 for k = 0 in the third line. Note that when factorising we
introduced an indeterminate form in the last line that Zeilberger’s algorithm can resolve. This
is necessary since the algorithm cannot deal with differences of binomial terms. With Eq. (145)
and Eq. (146), we thus have to check the identity:

(2t+ 1)!
(2s+ 1)!

t−s∑
k=0

(2k+2s
2s+1

)( t
k+s
)2( 2t+1

2k+2s
) (

−1 + (2k + 2s+ 1)2

2k(2t− 2k − 2s+ 1)

)

=
2t−2s∑
i=0

q2t+1−2iq2t+1−(4t−4s−2i)
q2

2t+1

=
2t−2s∑
i=0

22t−2s (2t+ 2)2i!(2t− 2s− i)!
(2t− 2i+ 2)(4s+ 2i− 2t+ 2)

(
t

i

)2(
t

2t− 2s− i

)2

,

(151)

for all t ∈ N and all s ≤ t (with the convention
(k
j

)
= 0 for j > k). Zeilberger’s algorithm certifies

that both the right-hand side and the left-hand side of Eq. (151) satisfy for all s ≤ t:

−32(t+ 2)3(t+ 1)2(t+ 3)S(s, t)
+ 4(t+ 3)(t+ 2)(2s2 + 4t2 − 4st− 5s+ 13t+ 11)S(s, t+ 1)
+ (−2s+ 2t+ 3)(s− t− 2)S(s, t+ 2) = 0.

(152)

It remains to check that the initialisation is correct. For all s ∈ N, this recurrence relation in t is
of order 2. Since the identities in Eq. (151) are trivial when l > n, i.e., s > t, we thus only need
to check Eq. (151) for (s, t) = (0, 0), (s, t) = (0, 1), and (s, t) = (1, 1), which is straightforward:
we obtain the values 1, 16 and 1 respectively, for both sides of Eq. (151).
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Having derived these identities, we now recall the lemma from the main text we wish to prove:

Lemma 7. For all m ≥ n, F n is a feasible solution of (SDPm,≤n ). Moreover, it is optimal when
m = n.

Proof. The proof has three parts. In the first we focus on n even, and in the second on n odd. In the
last part, we exhibit a feasible solution of (D-SDPm,≤n ) for m = n with the same optimal value Fnn .

n even, m ≥ n: we check that F n defined in Eq. (130) satisfies all the constraints of (SDPm,≤n ).

• For all k ∈ N, Fnk ≥ 0.

• We have
∞∑
k=0

Fnk =
n∑
k=0
even

1
2n

(
k
k
2

)(
n− k
n−k

2

)

=
n
2∑

k=0

1
2n

(
2k
k

)(
n− 2k
n
2 − k

)
= 1,

(153)

where the last equality follows from [69, (3.90)].

• We have to show that x 7→ ∑n
k=0(−1)kFnk Lk(x2) is a positive function on R. Due to Lemma 3,

we aim to find a sum of squares decomposition for this polynomial. Guided by numerical results,
we look for a polynomial P (x) := ∑n

i=0 pix
i such that:

n∑
k=0

(−1)kFnk Lk(x2) = P 2(x2)

=
(

n∑
i=0

pix
2i
)2

=
n∑
l=0

 ∑
i+j=l

0≤i,j≤n

pipj

x2l,

(154)

and the sought coefficients are given by Lemma 12, which concludes the first part of the proof.

n odd, m ≥ n: similarly, we check that F n defined in Eq. (131) satisfies all the constraints of
(SDPm,≤n ).

• For all k ∈ N, Fnk ≥ 0.

• Writing n = 2t+ 1, from Eq. (131) we have

∀s ≤ t, F 2t+1
2s = 1

22t+2

(
1− s

t+ 1

)(2s
s

)(
2t+ 2− 2s
t+ 1− s

)

∀s ∈ J1, t+ 1K, F 2t+1
2s−1 = 1

22t+2
s

t+ 1

(
2s
s

)(
2t+ 2− 2s
t+ 1− s

)
.

(155)

In particular, for all s ≤ t we have

F 2t+1
2s−1 + F 2t+1

2s = F 2t+2
2s , (156)
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where F 2t+2
2s is defined in Eq. (130). Since F 2t+2

2s+1 = 0 for all s ≤ t, and Fnk = 0 for all k > n, we
have:

∞∑
k=0

Fnk =
∞∑
k=0

Fn+1
k

= 1,
(157)

where we used Eq. (153).

• We have to show that x 7→ ∑n
k=0(−1)kFnk Lk(x2) is a positive function on R. Due to Lemma 3,

we aim to find a sum of squares decomposition for this polynomial. Guided by numerical results,
we look for a polynomial Q(x) := ∑n

i=0 qix
i such that:

n∑
k=0

(−1)kFnk Lk(x2) = Q2(x2)

=
(

n∑
i=0

qix
2i
)2

=
n∑
l=0

 ∑
i+j=l

0≤i,j≤n

qiqj

x2l,

(158)

and the sought coefficients are given by Lemma 13, which concludes the second part of the proof.

We thus obtained a feasible solution of (LPn) for all n ∈ N∗, which is feasible for (SDPm,≤n ) for all
m ≥ n.

Optimality for m = n: we now find an analytical solution of the dual (D-SDPn,≤n ) with the same
optimal value as the primal (SDPn,≤n ), by finding a Cholesky decomposition for the matrix appearing
in the dual program (D-SDPm,≤n ) for m = n. The coefficients of the Cholesky decomposition are given
by the triangular matrix L with coefficients:

∀j ≤ i, l2i,2j = 2ii!
(
i

j

)

∀j ≤ i, l2i+1,2j+1 = 2i+1/2 (i+ 1)!√
j + 1

(
i

j

)
lnn = 0
lij = 0 otherwise.

(159)

Once again, these analytical expressions were extrapolated from numerical values. Then, A = LLT is
a positive semidefinite matrix given by:

Aij =
min(i,j)∑
k=0

likljk. (160)

Now lij is non-zero only when i and j have the same parity, so for all k ∈ J0,min(i, j)K, i and j must
have the same parity than k for likljk to be non-zero.
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• Suppose i = 2i′, j = 2j′, i′ ≤ j′ and (i′, j′) 6= (n, n). Furthermore let l = i+j
2 .

Aij =
i∑

k=0
k even

l2i′,kl2j′,k′

=
i′∑
k=0

2i′i′!
(
i′

k

)
2j′j′!

(
j′

k

)

= 2li′!(l − i′)!
i′∑
k=0

(
i′

k

)(
l − i′

k

)
= 2ll!.

(161)

• Suppose i = 2i′ + 1, j = 2j′ + 1, i′ ≤ j′ and (i′, j′) 6= (n, n). Furthermore let l = i+j
2 .

Aij =
i∑

k=0
k odd

l2i′+1,kl2j′+1,k

=
i′∑
k=0

2i′+1/2 (i′ + 1)!√
k + 1

(
i′

k

)
2j′+1/2 (j′ + 1)!√

k + 1

(
j′

k

)

= 2li′!(l − i′)!
i′∑
k=0

(
i′ + 1
k + 1

)(
l − i′ − 1

k

)
= 2ll!.

(162)

• Suppose n = 2t:

Ann =
t∑

k=0
l22t,2k

= 22t(t!)2
t−1∑
k=0

(
t

k

)2

= 2n(t!)2
((

2t
t

)
− 1

)

= 2nn!

1−
(
n⌊
n
2
⌋)−1

 .

(163)

• Suppose n = 2t+ 1:

Ann =
t∑

k=0
k odd

l22t+1,k

= 22t+1(t+ 1)!2
t−1∑
k=0

1
k + 1

(
t

k

)2

= 2nt!(t+ 1)!
t−1∑
k=0

(
t+ 1
k + 1

)(
t

k

)

= 2nt!(t+ 1)!
((

2t+ 1
t

)
− 1

)

= 2nn!

1−
(
n⌊
n
2
⌋)−1

 .

(164)
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In both cases, A is indeed constructed as:

(Aµ)i,j =
{∑l

k=0 µk
( l
k

)
l! when i+ j = 2l,

0 otherwise,
(165)

for µ = (Fnn , Fnn , . . . , Fnn , 1 − Fnn ) with Fnn = 1
2n
( n
bn2 c

)
, and this provides a feasible solution of

(D-SDPm,≤n ) for m = n, with value Fnn . This shows the optimality of F n for (SDPn,≤n ) (and the
fact that strong duality holds between the programs (SDPn,≤n ) and (D-SDPn,≤n ), which we already
knew from Theorem 2).

For (D-SDPm,≤n ), we see numerically that the optimal solution is the same as for (D-SDPn,≤n ), for a
few values of m greater than n. However, this is no longer the case for higher values, for example when
n = 3 and m = 10.

G Strong duality between (LPn) and (D-LPn)
Theorem 6 shows that the optimal values of (LPn) and (D-LPn) are equal, i.e., that we have strong
duality between those programs both when they are expressed in the search space L2(R+) and S(R+).

In this section we give another proof of strong duality between these linear programs as usually done
in the literature of infinite-dimensional optimisation [81, 82], when they are expressed in the search
space L2(R+).

Note that this result itself is not enough to provide the convergence of our hierarchy of semidefinite
programs, hence the need for another proof technique: strong duality directly results from the fact the
feasible set of (LPn) is closed when it is expressed over the search space L2(R+).

We use notations from Appendix D. From [61, IV–(7.2)], there is no duality gap between (LPn) and
(D-LPn) if there is a primal feasible plan and the cone:

K =
{(
A(e1), 〈e1, c〉1

)
: e1 ∈ K1

}
=
{(∑

k

uk, x ∈ R+ 7→ f(x)−
∑
k

ukLk(x), Fn
)

: ((uk), f) ∈ K1
} (166)

is closed in E2 ⊕ R (for the weak topology).

Proof. The null sequence provides a feasible plan for the primal problem.
Next, we consider a sequence (e1j)j = (((ujk)k)j8, (fj)j) ∈ KN

1 = `2(N) × L2
+(R+)N and we want to

show that the accumulation point (b, g, a) = limj→∞(A(e1j), 〈e1j , c〉1) belongs to K where a, b ∈ R and
g ∈ L2(R+).

For all j ∈ N, (ujk)k ∈ `2 and for all k ∈ N, ujk is bounded. Thus, for all k ∈ N, the sequence (ujk)j
is bounded and via diagonal extraction there exists φ : N → N strictly increasing such that (ujk)φ(j)
converges. We denote ũk its limit. Since `2 is closed, the sequence (ũk)k belongs to `2 and we have
b = ∑

k ũk and a = ũn.
Now fj −

∑
k u

j
kLk −→ g so that fj −→ g +∑

k ũkLk ∈ L2
+(R+) since L2

+(R+) is closed. Thus, for
ẽ1 = ((ũk)k, g +∑

k ũkLk) ∈ K1, (b, g, a) = (A(ẽ1), 〈ẽ1, c〉1) and (b, g, a) ∈ K.

H Multimode case
In this section, we provide the technical background for proving the convergence of the hierarchies of
semidefinite programs in the multimode setting. The results obtained are summarised in Fig. 6.

8Because we are dealing with a sequence of sequences, we use the upper index to refer to the embracing sequence.
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H.1 Multimode notations and definitions
We use bold math for multi-index notations. The main advantage of these notations is that the proofs
of most technical results are easily extended to the multimode setting by replacing standard notations
by multi-index notations.

Let M denote the number of modes. We consider M copies H⊗M of a separable Hilbert space
H. We denote the corresponding multimode orthonormal Fock basis by {|n〉}n∈NM . For all α =
(α1, . . . , αM ) ∈ CM , k = (k1, . . . , kM ) ∈ NM , n = (n1, . . . , nM ) ∈ NM and m ∈ N, we introduce the
notations:

0 = (0, . . . , 0) ∈ NM

1 = (1, . . . , 1) ∈ NM

m1 = (m, . . . ,m)
mk = (mk1, . . . ,mkM )

πk =
M∏
i=1

(ki + 1)

D̂(α) = D̂(α1)⊗ · · · ⊗ D̂(αM )
|k〉 = |k1〉 ⊗ · · · ⊗ |kM 〉
〈k| = 〈k1| ⊗ · · · ⊗ 〈kM |

k ≤ n ⇔ ki ≤ ni ∀i = 1, . . . ,M
Lk(α) = Lk1(α1) · · ·LkM (αM )
Lk(α) = Lk1(α1) · · · LkM (αM )
|k| = k1 + · · ·+ kM

αk = αk1
1 · · ·α

kM
M

k! = k1! · · · km!(
n

k

)
=
(
n1
k1

)
· · ·
(
nM
kM

)
k + n = (k1 + n1, . . . , kM + nM )

eα = eα1 · · · eαM .

(167)

A multivariate polynomial of degree p ∈ N may then be written in the compact form P (x) =∑
|l|≤p plx

l, where the sum is over all the tuples l ∈ NM such that |l| ≤ m, also known as the weak
compositions of the integer m. There are

(M+m
m

)
such tuples. In what follows, we will also consider

sums over all the tuples l ∈ NM such that l ≤ k, for k = (k1, . . . , kM ) ∈ NM . There are πk such tuples.
In particular, for all x ∈ RM+ and all k ∈ NM ,

Lk(x) =
∑
l≤k

(−1)|l|
l!

(
k

l

)
xl and xk =

∑
l≤k

(−1)|l|
(
k

l

)
k!Ll(x). (168)

We extend a few definitions from the single-mode case.
For s = (sk)k∈NM ∈ RNM , we define the associated formal series of multivariate Laguerre functions:

fs :=
∑
k

skLk, (169)

where s is the so-called sequence of Laguerre moments of fs. For m ∈ N, we also define the associated(M+m
m

)
×
(M+m

m

)
matrix As by

(As)i,j =
{∑

k≤l sk
( l
k

)
l! when i+ j = 2l,

0 otherwise,
(170)
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where i, j ∈ NM with |i| ≤ m and |j| ≤ m.
The multimode Laguerre functions (Lk)k∈NM form an orthonormal basis of the space L2(RM+ ) of

real square-integrable functions over RM+ equipped with the usual scalar product:

〈f, g〉 =
∫
RM+

f(x)g(x)dx, (171)

for f, g ∈ L2(RM+ ). We denote by L2
+(RM+ ) its subset of non-negative elements. The space L2(RM+ ) is

isomorphic to its dual space L2′(RM+ ): elements of L2′(RM+ ) can be identified by the Lebesgue measure
on RM+ times the corresponding function in L2(RM+ ).

Moreover, the elements of the space S(RM+ ) of Schwartz functions over RM+ , i.e., the space of C∞

functions that go to 0 at infinity faster than any inverse polynomial, as do their derivatives, can be
written as series of Laguerre functions with a sequence indexed by NM of rapidly decreasing coefficients
(which go to 0 at infinity faster than any inverse M -variate polynomial). Its dual space S ′(RM+ ) of
tempered distributions over RM+ is characterised as the space of formal series of Laguerre functions
with a slowly increasing sequence indexed by NM of coefficients (sequences that are upper bounded by
an M -variate polynomial) [64]. We also extend the definition of the duality 〈–, –〉 in Eq. (171) to these
spaces.

For all m ∈ N, the set of series of Laguerre functions over RM+ truncated at m is denoted Rm(RM+ ).
This is the set of M -variate polynomials P (x) = ∑

|k|≤m pkx
k of degree at most m multiplied by the

function x 7→ e−
x
2 . Let Rm,+(RM+ ) denotes its subset of non-negative elements where the polynomial

P is such that x 7→ P (x2) has a sum-of-squares decomposition.
Similarly, for m ∈ NM , the set of truncated series of Laguerre functions over RM+ with monomials

smaller than m is denoted Rm(RM+ ). This is the set of M -variate polynomials P (x) = ∑
k≤m pkx

k,
multiplied by the function x 7→ e−

x
2 . Let Rm,+(RM+ ) denotes its subset of non-negative elements where

the polynomial P is such that x 7→ P (x2) has a sum-of-squares decomposition.
We recall here the expressions of the linear program (LPn) and its dual (D-LPn):

sup
(Fk)

k∈NM∈RNM
Fn

subject to
∑
k

Fk = 1

and ∀k ∈ NM , Fk ≥ 0
and ∀x ∈ RM+ ,

∑
k

FkLk(x) ≥ 0,

(LPn)

where the optimisation is over real sequences indexed by elements of NM . Its dual linear program reads

inf
y∈R

µ∈L2′(RM+ )

y

subject to ∀k 6= n ∈ NM , y ≥
∫
RM+
Lkdµ

and y ≥ 1 +
∫
RM+
Lndµ

and ∀f ∈ L2
+(RM+ ), 〈µ, f〉 ≥ 0.

(D-LPn)

H.2 Multimode semidefinite programs
Hereafter, we state without proofs the technical results used to derive the semidefinite programs in
section 6 and their dual programs. It is a straightforward exercise to obtain the proofs from their
single-mode version by using multi-index notations.
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0

1

ωm1,≤
n

ωn

ωm1,≥
n (SDPm1,≥

n ) (D-SDPm1,≥
n )

(LPn) (D-LPn)

(SDPm1,≤
n ) (D-SDPm1,≤

n )

Theorem 11
==

Theorem 13
==

Theorem 10
==

Theorem 9ym→∞
xm→∞

Theorem 12

Theorem 9ym→∞
xm→∞

Theorem 12

Figure 6: Multimode hierarchies of semidefinite relaxations and restrictions converging to the linear
program (LPn), together with their dual programs. The upper index m denotes the level of the
relaxation or restriction. On the left are the associated optimal values. The equal sign denotes strong
duality, i.e., equality of optimal values, and the arrows denote convergence of the corresponding
sequences of optimal values. The hierarchies (SDPm,≥n ) and (SDPm,≤n ) in the main text are different
from the ones appearing in the figure, but equivalent by Lemma 17.

There are two natural ways to obtain relaxations and restrictions by replacing constraints on
non-negative functions by constraints on non-negative polynomials: either by considering poly-
nomials P (x) = ∑

|k|≤m pkx
k of degree at most m for m ∈ N, or by considering polynomials

P (x) = ∑
k≤m pkx

k with monomials smaller than m for m ∈ NM . Note that when M = 1 these
two are the equivalent.

All the results below containing conditions of the form |k| ≤ m for m ∈ N are also valid when
replaced by conditions of the form k ≤ m for m = (m1, . . . ,mM ) ∈ NM , with the same proofs, by
replacing

(M+m
m

)
by πm = ∏M

i=1(mi + 1).

Lemma 14 (Equivalent of Lemma 3). Let p ∈ N and let P be a multivariate polynomial of degree 2p.
Let X = (xk)|k|≤p be the vector of monomials. Then, P has a sum-of-squares decomposition if and
only if there exists a real

(M+p
p

)
×
(M+p

p

)
positive semidefinite matrix Q such that for all x ∈ RM ,

P (x) = XTQX. (172)

Lemma 15 (Generalisation of Lemma 4). Let P be a non-negative polynomial over RM+ such that
x 7→ P (x2) has a sum-of-squares decomposition. Then, P can be written as a sum of polynomials of
the form

∑
|l|≤p x

l∑
i+j=2l yiyj for p ∈ N and yi ∈ R for all i ∈ NM such that |i| ≤ p.

Lemma 16 (Generalisation of Lemma 5). Let m ∈ N and let s = (sk)k∈NM ∈ RNM . The following
propositions are equivalent:

(i) ∀g ∈ Rm,+(RM+ ), 〈fs, g〉 ≥ 0,

(ii) As � 0.
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Using Lemma 16 we obtain the semidefinite relaxations:

sup
A∈Sym(M+m

m )
F∈R(M+m

m )

Fn

subject to
∑
|k|≤m

Fk = 1

and ∀|k| ≤ m, Fk ≥ 0

and ∀|l| ≤ m,∀i+ j = 2l, Aij =
∑
k≤l

Fk

(
l

k

)
l!

and ∀|r| ≤ 2m, r 6=2l, ∀|l| ≤ m,∀i+ j = r, Aij = 0
and A � 0.

(SDPm,≥n )

for all m ≥ |n|. We denote its optimal value by ωm,≥n . The corresponding dual programs are given by:

inf
Q∈Sym(M+m

m )
y∈R,µ∈R(M+m

m )

y

subject to y ≥ 1 + µn

and ∀|k| ≤ m,k 6= n, y ≥ µk

and ∀|l| ≤ m,
∑

i+j=2l
Qij =

∑
k≥l

(−1)|k|+|l|
l!

(
k

l

)
µk

and Q � 0,

(D-SDPm,≥n )

for all m ≥ |n|. Similarly, using Lemma 14 we obtain the semidefinite restrictions:

sup
Q∈Sym(M+m

m )
F∈R(M+m

m )

Fn

subject to
∑
|k|≤m

Fk = 1

and ∀|k| ≤ m, Fk ≥ 0

and ∀|l| ≤ m,
∑

i+j=2l
Qij =

∑
k≥l

(−1)|k|+|l|
l!

(
k

l

)
Fk

and ∀|r| ≤ 2m, r 6= 2l, ∀|l| ≤ m,
∑
i+j=r

Qij = 0

and Q � 0,

(SDPm,≤n )

for all m ≥ |n|. We denote its optimal value by ωm,≤n . The corresponding dual programs are given by:

inf
A∈Sym(M+m

m )
y,µ∈R×R(M+m

m )

y

subject to y ≥ 1 + µn

and ∀|k| ≤ m,k 6= n, y ≥ µk

and ∀|l| ≤ m,∀i+ j = 2l, Aij =
∑
k≤l

µk

(
l

k

)
l!

and A � 0,

(D-SDPm,≤n )
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for all m ≥ |n|. Like in the single-mode case, note that without loss of generality the condition y ≤ 1,
and thus µk ≤ 1 for all k, can be added to the optimisation, since setting A = 0, y = 1 and µ = 0
gives a feasible solution with objective value 1.

These are the relaxations and restrictions of (LPn) obtained by considering polynomials of degree
less or equal to m, where the optimisation is over matrices and vectors indexed by elements of Nm with
sum of coefficients lower that m. Alternatively, we may also consider the relaxations and restrictions
obtained by considering polynomials with monomials smaller than m ∈ NM , where the optimisation
is over matrices and vectors indexed by elements of Nm lower that m. Recalling the notation πm =∏M
i=1(mi + 1), the corresponding semidefinite relaxations are given by



sup
A∈Symπm
F∈Rπm

Fn

subject to
∑
k≤m

Fk = 1

and ∀k ≤m, Fk ≥ 0

and ∀l ≤m,∀i+ j = 2l, Aij =
∑
k≤l

Fk

(
l

k

)
l!

and ∀r ≤ 2m, r 6=2l,∀l ≤m,∀i+ j = r, Aij = 0
and A � 0.

(SDPm,≥
n )

for all m ≥ n. We denote its optimal value by ωm,≥
n . The corresponding dual programs are given by:



inf
Q∈Symπm
y,µ∈R×Rπm

y

subject to y ≥ 1 + µn

and ∀k ≤m,k 6= n, y ≥ µk

and ∀l ≤m,
∑

i+j=2l
Qij =

∑
k≥l

(−1)|k|+|l|
l!

(
k

l

)
µk

and Q � 0,

(D-SDPm,≥
n )

for all m ≥ n. Similarly, the semidefinite restrictions are given by:



sup
Q∈Symπm
F∈Rπm

Fn

subject to
∑
k≤m

Fk = 1

and ∀k ≤m, Fk ≥ 0

and ∀l ≤m,
∑

i+j=2l
Qij =

∑
k≥l

(−1)|k|+|l|
l!

(
k

l

)
Fk

and ∀r ≤ 2m, r 6= 2l, ∀l ≤m,
∑
i+j=r

Qij = 0

and Q � 0,

(SDPm,≤
n )

Accepted in Quantum 2021-05-31, click title to verify. Published under CC-BY 4.0. 56



for all m ≥ n. We denote its optimal value by ωm,≤
n . The corresponding dual programs are given by:



inf
A∈Symπm
y,µ∈R×Rπm

y

subject to y ≥ 1 + µn

and ∀k ≤m,k 6= n, y ≥ µk

and ∀l ≤m,∀i+ j = 2l, Aij =
∑
k≤l

µk

(
l

k

)
l!

and A � 0,

(D-SDPm,≤
n )

for all m ≥ n.

The programs (SDPm,≥n ) and (SDPm,≤n ) respectively provide hierarchies of relaxations and restric-
tions of (LPn), since the set of M -variate polynomials of degree m is included in the set of M -variate
polynomials of degree m + 1. On the other hand, there is no natural ordering in NM of the relax-
ations (SDPm,≥

n ) or the restrictions (SDPm,≤
n ) (consider for instance m = (2, 1) and m′ = (1, 2)). In

order to obtain proper hierarchies of semidefinite programs, we thus consider the subset of these pro-
grams where the tuplem is of the form m1 = (m, . . . ,m) ∈ NM , for m ∈ N. We have πm1 = (m+1)M ,
and the relaxations are then given by



sup
A∈Sym(m+1)M

F∈R(m+1)M

Fn

subject to
∑
k≤m1

Fk = 1

and ∀k ≤ m1, Fk ≥ 0

and ∀l ≤ m1, ∀i+ j = 2l, Aij =
∑
k≤l

Fk

(
l

k

)
l!

and ∀r ≤ 2m1, r 6=2l, ∀l ≤ m1,∀i+ j = r, Aij = 0
and A � 0.

(SDPm1,≥
n )

for m ≥ maxi ni. We denote its optimal value by ωm1,≥
n . The corresponding dual programs are given

by:



inf
Q∈Sym(m+1)M

y,µ∈R×R(m+1)M

y

subject to y ≥ 1 + µn

and ∀k ≤ m1,k 6= n, y ≥ µk

and ∀l ≤ m1,
∑

i+j=2l
Qij =

∑
k≥l

(−1)|k|+|l|
l!

(
k

l

)
µk

and Q � 0,

(D-SDPm1,≥
n )
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for m ≥ maxi ni. Similarly, the restrictions are given by:

sup
Q∈Sym(m+1)M

F∈R(m+1)M

Fn

subject to
∑
k≤m1

Fk = 1

and ∀k ≤ m1, Fk ≥ 0

and ∀l ≤ m1,
∑

i+j=2l
Qij =

∑
k≥l

(−1)|k|+|l|
l!

(
k

l

)
Fk

and ∀r ≤ 2m1, r 6= 2l, ∀l ≤ m1,
∑
i+j=r

Qij = 0

and Q � 0,

(SDPm1,≤
n )

for m ≥ maxi ni. We denote its optimal value by ωm1,≤
n . The corresponding dual programs are given

by: 

inf
A∈Sym(m+1)M

y,µ∈R×R(m+1)M

y

subject to y ≥ 1 + µn

and ∀k ≤ m1,k 6= n, y ≥ µk

and ∀l ≤ m1, ∀i+ j = 2l, Aij =
∑
k≤l

µk

(
l

k

)
l!

and A � 0,

(D-SDPm1,≤
n )

for m ≥ maxi ni.
The programs (SDPm1,≥

n ) and (SDPm1,≤
n ) are the relaxations and restrictions of (LPn) obtained

by considering polynomials of individual degree in each variable less or equal to m. These programs
respectively provide hierarchies of relaxations and restrictions of (LPn), since the set of M -variate
polynomials with monomials lower than m1 is included in the set of M -variate polynomials with
monomials lower than (m+ 1)1.

Note that these hierarchies of programs obtained by setting m of the form m1 capture the be-
haviour of all bounds that can be obtained from the more general family of programs indexed by
m = (m1, . . . ,mM ), since m ≤ (maximi)1, i.e., the bound obtained by considering the program
indexed by (maximi)1 supersedes the bound obtained by considering the program indexed by m.
Formally, for all m = (m1, . . . ,mM ) ∈ NM ,

ωm,≥
n ≥ ω(maximi)1,≥

n and ωm,≤
n ≤ ω(maximi)1,≤

n . (173)

Finally, we show that both ways of defining the hierarchies are equivalent:

Lemma 17. For all m ∈ N,
ωm,≥n ≥ ωm1,≥

n ≥ ωMm,≥
n , (174)

and
ωm,≤n ≤ ωm1,≤

n ≤ ωMm,≤
n . (175)

Proof. For all k ∈ NM and all m ∈ N we have

|k| ≤ m ⇒ k ≤ m1 = (m, . . . ,m) ⇒ |k| ≤Mm. (176)
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We thus obtain the corresponding inclusions between sets of M -variate polynomials: (i) M -variate
polynomials of degree less or equal tom have all their monomials lower thanm1, and (ii) allM -variate
polynomials with monomials lower than m1 have degree less or equal to Mm. Hence,

Rm,+(RM+ )
(i)
⊂ Rm1,+(RM+ )

(ii)
⊂ RMm,+(RM+ ). (177)

In particular, (SDPm,≥n ) is a relaxation of (SDPm1,≥
n ) which is itself a relaxation of (SDPMm,≥

n ), and
(SDPm,≤n ) is a restriction of (SDPm1,≤

n ) which is itself a restriction of (SDPMm,≤
n ).

This result implies that the two versions of the hierarchies of relaxations are interleaved (Eq. (174)), and
that the two versions of the hierarchies of restrictions are also interleaved (Eq. (175)). As such, for any
bound obtained with one version of the hierarchy at some fixed level, a better bound can be obtained
with the other version at some other level. While this means that the hierarchies are equivalent, note
that in practice it may be simpler to solve numerically the version where the parameter space is smaller.

H.3 Convergence of the multimode hierarchies
For n = (n1, . . . , nM ) ∈ NM , the sequences (ωm,≥n )m≥|n| and (ωm1,≥

n )m≥maxi ni (resp. (ωm,≤n )m≥|n| and
(ωm1,≤
n )m≥maxi ni) are decreasing (resp. increasing) sequences, lower bounded (resp. upper bounded)

by ωn. Hence, these sequences are converging.
We show in what follows that (ωm1,≥

n )m≥maxi ni (resp. (ωm1,≤
n )m≥maxi ni) converges to ωn. By

Lemma 17, this implies that the sequence (ωMm,≥
n )m≥maxi ni (resp. (ωMm,≤

n )m≥maxi ni) also converges
to ωn. Since this is a subsequence of the converging sequence (ωm,≥n )m≥|n| (resp. (ωm,≤n )m≥|n|), it
implies that the sequence (ωm,≥n )m≥|n| (resp. (ωm,≤n )m≥|n|) also converges to ωn.

With similar proofs to the single-mode case using multi-index notations, we obtain the following
result:

Theorem 8 (Generalisation of Theorem 1). Let µ = (µk)k∈NM ∈ RNM . Then, µ is the sequence of
Laguerre moments

∫
RM+
Lk(x)dµ(x) of a non-negative distribution µ supported on RM+ if and only if

∀m ∈ N,∀g ∈ Rm,+(RM+ ), 〈fµ, g〉 ≥ 0.

The proof of this theorem is identical to the univariate case, with the use of Riesz–Haviland theorem
over RM+ [67] rather than R+.

With Eq. (177), the proof of convergence of the multimode hierarchy of upper bounds is then obtained
directly from its single-mode counterpart using multi-index notations:

Theorem 9 (Generalisation of Theorem 4). The decreasing sequence of optimal values ωm1,≥
n

of (SDPm1,≥
n ) converges to the optimal value ωn of (LPn):

lim
m→+∞

ωm1,≥
n = ωn. (178)

With Lemma 17, we also obtain
lim

m→+∞
ωm,≥n = ωn. (179)

On the other hand, the proof of convergence of the single-mode hierarchy of lower bounds crucially
exploits analytical feasible solutions of the programs (SDPm,≤n ) in order to obtain two results:

• Strong duality between programs (SDPm,≤n ) and (D-SDPm,≤n ) (Theorem 2).

• The fact that the feasible set of (D-SDPm,≤n ) is compact with coefficients bounded independently
of m (Eq. (63)).

In what follows, we generalise these two results to the multimode setting by obtaining multimode
analytical feasible solutions from products of single-mode ones.
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Lemma 18. For m,n ∈ N with m ≥ n, let Q(m,n) ∈ Symm+1 and F (m,n) = (Fk(m,n))k ∈ Rm+1

be feasible solutions of (SDPm,≤n ). Let m = (m1, . . . ,mM ) ∈ NM and n = (n1, . . . , nM ) ∈ NM with
m ≥ n. Let Q := Q(m1, n1) ⊗ · · · ⊗ Q(mM , nM ) ∈ Symπm and F = (Fk)k≤m ∈ Rπm, where for
all k = (k1, . . . , kM ) ≤ m, Fk := ∏M

i=1 Fki(mi, ni). Then, (Q,F ) is a feasible solution of (SDPm,≤
n ).

Moreover, if (Q(mi, ni),F (mi, ni)) is strictly feasible for all i = 1, . . . ,M then (Q,F ) is a strictly
feasible solution of (SDPm,≤

n ).

Proof. With the notations of the Lemma, we show the feasibility of (Q,F ) (resp. strict feasibility).
We have Q � 0, Fk ≥ 0 (resp. Q � 0, Fk > 0) for all k ≤ m, and Qij = ∏M

p=1Qipjp(mp, np) for all
i = (i1, . . . , iM ) ≤m and j = (j1, . . . , jM ) ≤m. Hence, for all r = (r1, . . . , rM ) ≤ 2m,

∑
i+j=r

Qij =
∑

i1+j1=r1,...,iM+jM=rM

M∏
p=1

Qipjp(mp, np)

=
M∏
p=1

∑
ip+jp=rp

Qipjp(mp, np).
(180)

In particular, if r 6= 2l for all l ≤ m, then at least one coefficient rp is odd, and the corresponding
sum gives 0 since (Q(mp, np),F (mp, np)) is feasible for (SDPmp,≤np ). In that case, ∑i+j=r Qij = 0.
Otherwise, for all l = (l1, . . . , lM ) ≤m,

∑
i+j=2l

Qij =
M∏
p=1

∑
ip+jp=2lp

Qipjp(mp, np)

=
M∏
p=1

∑
kp≥lp

(−1)kp+lp

lp!

(
kp
lp

)
Fkp(mp, np)

=
∑

l1≤k1≤m1,...,lM≤kM≤mM

M∏
p=1

(−1)kp+lp

lp!

(
kp
lp

)
Fkp(mp, np)

=
∑
k≥l

(−1)|k|+|l|
l!

(
k

l

)
Fk,

(181)

where we used the feasibility of (Q(mp, np),F (mp, np)) in the second line. Finally,

∑
k≤m

Fk =
∑

k1≤m1,...,kM≤mM

M∏
i=1

Fki(mi, ni)

=
M∏
i=1

mi∑
ki=0

Fki(mi, ni)

= 1,

(182)

since ∑m
k=0 Fk(m,n) = 1 for all m,n ∈ N with m ≥ n. This shows that (Q,F ) is a feasible solution

of (SDPm,≤
n ) (resp. strictly feasible).

A direct consequence of this construction is the following result:

Theorem 10 (Generalisation of Theorem 2). Strong duality holds between the programs (SDPm,≤
n )

and (D-SDPm,≤
n ).

Proof. The proof of Theorem 2 gives a strictly feasible solution (Q(m,n),F (m,n)) of (SDPm,≤n ) for
all m ≥ n. By Lemma 18, the program (SDPm,≤

n ) thus has a strictly feasible solution, for all m ≥ n.
By Slater condition, this implies that strong duality holds between the programs (SDPm,≤

n ) and
(D-SDPm,≤

n ).
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In particular, strong duality holds between the programs (SDPm1,≤
n ) and (D-SDPm1,≤

n ). Note that the
multimode generalisation of Theorem 3 is a direct consequence of Theorem 10:

Theorem 11 (Generalisation of Theorem 3). Strong duality holds between the programs (SDPm,≥
n )

and (D-SDPm,≥
n ).

Proof. the strictly feasible solution of (SDPm,≤
n ) derived in the proof of Theorem 10 yields a strictly

feasible solution for (SDPm,≥
n ). With Slater condition, this shows again that strong duality holds

between the programs (SDPm,≥
n ) and (D-SDPm,≥

n ).

In particular, strong duality holds between the programs (SDPm1,≥
n ) and (D-SDPm1,≥

n ).
We recall the following definition from the main text: for all n ∈ N, F n = (Fnk )k∈N ∈ RN where
• if n is even:

Fnk :=


1

2n
(k
k
2

)(n−k
n−k

2

)
when k ≤ n, k even,

0 otherwise,
(183)

• if n is odd:

Fnk :=


1

2n
( n
bn2 c

)(b
n
2 c

b k2 c
)

2

(nk)
, when k ≤ n,

0 otherwise.
(184)

Let us define, for all n = (n1, . . . , nM ) ∈ Nm, Fn = (Fnk )k∈NM ∈ RNM where

Fnk :=
{∏M

i=1 F
ni
ki

when k ≤ n,
0 otherwise.

(185)

By (60), for all n ∈ N, Fnn ≥ 1
n+1 , so for all n = (n1, . . . , nM ) ∈ NM ,

Fnn ≥
1
πn
. (186)

Like in the single-mode case, the program (SDPm,≤
n ) is equivalent to

sup
F∈Rπm

Fn

subject to
∑
k≤m

Fk = 1

and ∀k ≤m, Fk ≥ 0
and

∑
k≤m

FkLk ∈ Rm,+(RM+ ),

(SDPm,≤
n )

with the dual program given by

inf
y,µ∈R×Rπm

y

subject to y ≥ 1 + µn

and ∀k ≤m,k 6= n, y ≥ µk

and ∀g ∈ Rm,+(RM+ ),
〈∑
k≤m

µkLk, g
〉
≥ 0,

(D-SDPm,≤
n )

for all m ≥ n. Moreover, adding the condition µk ≤ 1 for all k ≤ m does not change the optimal
value of the program. We enforce this condition in what follows. With Lemma 7 and Lemma 18, we
thus obtain the following result:
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Lemma 19 (Generalisation of Lemma 7). For all m ≥ n, Fm (defined in Eq. (185)) is a feasible
solution of (SDPm,≤

n ).

In particular, for allm ∈ NM ,
∑
k≤m Fmk Lk ∈ Rm,+(RM+ ). Form,n ∈ NM withm ≥ n, let µ ∈ Rπm

be a feasible solution of (D-SDPm,≤
n ). Then, for all l ≤m〈∑

k≤m
µkLk,

∑
k≤l

F lkLk

〉
≥ 0, (187)

so that ∑
k≤l

µkF
l
k ≥ 0. (188)

Hence, for all l ≥m,

µl ≥ −
1
F ll

∑
k≤l
k 6=l

µkF
l
k

≥ − 1
F ll

∑
k≤l
k 6=l

F lk

= 1− 1
F ll

≥ 1− πl,

(189)

where we used F ll > 0 in the first line, µk ≤ 1 and F lk ≥ 0 in the second line,
∑
k≤l F

l
k = 1 in the third

line, and Eq. (186) in the last line.
With these additional results, the proof of convergence of the multimode hierarchy of lower bounds

(SDPm1,≤
n ) is then obtained directly from its single-mode counterpart using multi-index notations:

Theorem 12 (Generalisation of Theorem 5). The increasing sequence of optimal values ωm1,≤
n of

(SDPm1,≤
n ) converges to the optimal value ωn of (LPn):

lim
m→+∞

ωm1,≤
n = ωn. (190)

With Lemma 17, we also obtain
lim

m→+∞
ωm,≤n = ωn. (191)

Like in the single-mode case, this result implies strong duality between the linear programs:

Theorem 13 (Generalisation of Theorem 6). Strong duality holds between the programs (LPn) and
(D-LPn).

I Bounds on threshold values of several witness for n = 3
Below, we provide tables of numerical upper bounds and lower bounds obtained on the threshold values
for witnesses of the form:

Ω̂(a1,a2,a3) = a1 |1〉〈1|+ a2 |2〉〈2|+ a3 |3〉〈3| (192)

where ∀i ∈ {1, 2, 3}, 0 ≤ ai ≤ 1 and maxi ai = 1. We focused on these particular witnesses for
experimental considerations as it is challenging to obtain fidelities with higher Fock states. We vary
each ai from 0 to 1 with a step of 0.1.
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a1 a2 a3 ω≤a ω≥a a1 a2 a3 ω≤a ω≥a a1 a2 a3 ω≤a ω≥a

1.0 0.0 0.0 0.500 0.529 1.0 0.3 0.8 0.589 0.590 1.0 0.7 0.5 0.705 0.715
1.0 0.0 0.1 0.500 0.529 1.0 0.3 0.9 0.606 0.610 1.0 0.7 0.6 0.718 0.720
1.0 0.0 0.2 0.500 0.529 1.0 0.3 1.0 0.626 0.633 1.0 0.7 0.7 0.735 0.738
1.0 0.0 0.3 0.500 0.529 1.0 0.4 0.0 0.610 0.615 1.0 0.7 0.8 0.754 0.758
1.0 0.0 0.4 0.500 0.529 1.0 0.4 0.1 0.610 0.615 1.0 0.7 0.9 0.774 0.781
1.0 0.0 0.5 0.500 0.528 1.0 0.4 0.2 0.610 0.615 1.0 0.7 1.0 0.795 0.805
1.0 0.0 0.6 0.500 0.529 1.0 0.4 0.3 0.610 0.615 1.0 0.8 0.0 0.739 0.751
1.0 0.0 0.7 0.500 0.529 1.0 0.4 0.4 0.610 0.615 1.0 0.8 0.1 0.739 0.751
1.0 0.0 0.8 0.500 0.529 1.0 0.4 0.5 0.610 0.615 1.0 0.8 0.2 0.739 0.751
1.0 0.0 0.9 0.500 0.530 1.0 0.4 0.6 0.610 0.615 1.0 0.8 0.3 0.739 0.751
1.0 0.0 1.0 0.500 0.563 1.0 0.4 0.7 0.614 0.615 1.0 0.8 0.4 0.739 0.751
1.0 0.1 0.0 0.526 0.529 1.0 0.4 0.8 0.629 0.631 1.0 0.8 0.5 0.742 0.751
1.0 0.1 0.1 0.526 0.529 1.0 0.4 0.9 0.648 0.653 1.0 0.8 0.6 0.759 0.761
1.0 0.1 0.2 0.526 0.529 1.0 0.4 1.0 0.669 0.677 1.0 0.8 0.7 0.777 0.780
1.0 0.1 0.3 0.526 0.529 1.0 0.5 0.0 0.640 0.649 1.0 0.8 0.8 0.796 0.801
1.0 0.1 0.4 0.526 0.529 1.0 0.5 0.1 0.640 0.649 1.0 0.8 0.9 0.816 0.824
1.0 0.1 0.5 0.526 0.529 1.0 0.5 0.2 0.640 0.649 1.0 0.8 1.0 0.837 0.848
1.0 0.1 0.6 0.526 0.529 1.0 0.5 0.3 0.640 0.649 1.0 0.9 0.0 0.773 0.790
1.0 0.1 0.7 0.526 0.529 1.0 0.5 0.4 0.640 0.649 1.0 0.9 0.1 0.773 0.790
1.0 0.1 0.8 0.526 0.529 1.0 0.5 0.5 0.640 0.649 1.0 0.9 0.2 0.773 0.790
1.0 0.1 0.9 0.526 0.528 1.0 0.5 0.6 0.640 0.649 1.0 0.9 0.3 0.773 0.790
1.0 0.1 1.0 0.542 0.563 1.0 0.5 0.7 0.654 0.655 1.0 0.9 0.4 0.773 0.790
1.0 0.2 0.0 0.552 0.555 1.0 0.5 0.8 0.671 0.673 1.0 0.9 0.5 0.783 0.790
1.0 0.2 0.1 0.552 0.555 1.0 0.5 0.9 0.690 0.696 1.0 0.9 0.6 0.800 0.803
1.0 0.2 0.2 0.552 0.555 1.0 0.5 1.0 0.711 0.719 1.0 0.9 0.7 0.818 0.822
1.0 0.2 0.3 0.552 0.555 1.0 0.6 0.0 0.672 0.682 1.0 0.9 0.8 0.838 0.844
1.0 0.2 0.4 0.552 0.555 1.0 0.6 0.1 0.672 0.682 1.0 0.9 0.9 0.858 0.867
1.0 0.2 0.5 0.552 0.555 1.0 0.6 0.2 0.672 0.682 1.0 0.9 1.0 0.879 0.891
1.0 0.2 0.6 0.552 0.555 1.0 0.6 0.3 0.672 0.683 1.0 1.0 0.0 0.809 0.830
1.0 0.2 0.7 0.552 0.555 1.0 0.6 0.4 0.672 0.682 1.0 1.0 0.1 0.809 0.830
1.0 0.2 0.8 0.552 0.555 1.0 0.6 0.5 0.672 0.682 1.0 1.0 0.2 0.809 0.830
1.0 0.2 0.9 0.565 0.567 1.0 0.6 0.6 0.678 0.682 1.0 1.0 0.3 0.809 0.830
1.0 0.2 1.0 0.584 0.594 1.0 0.6 0.7 0.694 0.696 1.0 1.0 0.4 0.809 0.830
1.0 0.3 0.0 0.581 0.585 1.0 0.6 0.8 0.712 0.716 1.0 1.0 0.5 0.824 0.830
1.0 0.3 0.1 0.581 0.585 1.0 0.6 0.9 0.732 0.739 1.0 1.0 0.6 0.841 0.845
1.0 0.3 0.2 0.581 0.584 1.0 0.6 1.0 0.753 0.762 1.0 1.0 0.7 0.860 0.865
1.0 0.3 0.3 0.581 0.584 1.0 0.7 0.0 0.705 0.716 1.0 1.0 0.8 0.879 0.887
1.0 0.3 0.4 0.581 0.584 1.0 0.7 0.1 0.705 0.715 1.0 1.0 0.9 0.900 0.910
1.0 0.3 0.5 0.581 0.584 1.0 0.7 0.2 0.705 0.715 1.0 1.0 1.0 0.922 0.934
1.0 0.3 0.6 0.581 0.584 1.0 0.7 0.3 0.705 0.715
1.0 0.3 0.7 0.581 0.584 1.0 0.7 0.4 0.705 0.715

Table 2: Upper and lower bounds on the threshold values of witnesses of the form Ω̂(1,a2,a3).
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a1 a2 a3 ω≤a ω≥a a1 a2 a3 ω≤a ω≥a a1 a2 a3 ω≤a ω≥a

0.0 1.0 0.0 0.500 0.546 0.3 1.0 0.4 0.594 0.603 0.6 1.0 0.8 0.767 0.779
0.0 1.0 0.1 0.500 0.551 0.3 1.0 0.5 0.617 0.629 0.6 1.0 0.9 0.792 0.806
0.0 1.0 0.2 0.500 0.546 0.3 1.0 0.6 0.642 0.655 0.6 1.0 1.0 0.817 0.849
0.0 1.0 0.3 0.500 0.546 0.3 1.0 0.7 0.667 0.683 0.7 1.0 0.0 0.680 0.701
0.0 1.0 0.4 0.517 0.546 0.3 1.0 0.8 0.693 0.712 0.7 1.0 0.1 0.680 0.702
0.0 1.0 0.5 0.543 0.559 0.3 1.0 0.9 0.719 0.741 0.7 1.0 0.2 0.680 0.702
0.0 1.0 0.6 0.569 0.588 0.3 1.0 1.0 0.747 0.789 0.7 1.0 0.3 0.691 0.702
0.0 1.0 0.7 0.597 0.618 0.4 1.0 0.0 0.570 0.603 0.7 1.0 0.4 0.710 0.714
0.0 1.0 0.8 0.625 0.650 0.4 1.0 0.1 0.570 0.600 0.7 1.0 0.5 0.729 0.735
0.0 1.0 0.9 0.654 0.682 0.4 1.0 0.2 0.579 0.603 0.7 1.0 0.6 0.750 0.759
0.0 1.0 1.0 0.683 0.740 0.4 1.0 0.3 0.600 0.607 0.7 1.0 0.7 0.772 0.782
0.1 1.0 0.0 0.505 0.551 0.4 1.0 0.4 0.622 0.631 0.7 1.0 0.8 0.794 0.806
0.1 1.0 0.1 0.505 0.551 0.4 1.0 0.5 0.644 0.653 0.7 1.0 0.9 0.817 0.830
0.1 1.0 0.2 0.505 0.551 0.4 1.0 0.6 0.667 0.679 0.7 1.0 1.0 0.842 0.870
0.1 1.0 0.3 0.517 0.551 0.4 1.0 0.7 0.692 0.705 0.8 1.0 0.0 0.722 0.744
0.1 1.0 0.4 0.542 0.556 0.4 1.0 0.8 0.717 0.733 0.8 1.0 0.1 0.722 0.744
0.1 1.0 0.5 0.567 0.583 0.4 1.0 0.9 0.743 0.763 0.8 1.0 0.2 0.722 0.744
0.1 1.0 0.6 0.593 0.610 0.4 1.0 1.0 0.769 0.813 0.8 1.0 0.3 0.724 0.744
0.1 1.0 0.7 0.619 0.641 0.5 1.0 0.0 0.604 0.632 0.8 1.0 0.4 0.741 0.745
0.1 1.0 0.8 0.647 0.671 0.5 1.0 0.1 0.604 0.638 0.8 1.0 0.5 0.760 0.764
0.1 1.0 0.9 0.675 0.701 0.5 1.0 0.2 0.610 0.632 0.8 1.0 0.6 0.779 0.786
0.1 1.0 1.0 0.704 0.750 0.5 1.0 0.3 0.629 0.635 0.8 1.0 0.7 0.800 0.809
0.2 1.0 0.0 0.519 0.556 0.5 1.0 0.4 0.650 0.658 0.8 1.0 0.8 0.822 0.832
0.2 1.0 0.1 0.519 0.556 0.5 1.0 0.5 0.672 0.681 0.8 1.0 0.9 0.844 0.857
0.2 1.0 0.2 0.522 0.556 0.5 1.0 0.6 0.694 0.705 0.8 1.0 1.0 0.867 0.891
0.2 1.0 0.3 0.544 0.556 0.5 1.0 0.7 0.717 0.729 0.9 1.0 0.0 0.765 0.787
0.2 1.0 0.4 0.567 0.578 0.5 1.0 0.8 0.742 0.756 0.9 1.0 0.1 0.765 0.787
0.2 1.0 0.5 0.592 0.605 0.5 1.0 0.9 0.767 0.784 0.9 1.0 0.2 0.765 0.787
0.2 1.0 0.6 0.617 0.633 0.5 1.0 1.0 0.793 0.831 0.9 1.0 0.3 0.765 0.787
0.2 1.0 0.7 0.643 0.660 0.6 1.0 0.0 0.641 0.665 0.9 1.0 0.4 0.774 0.787
0.2 1.0 0.8 0.669 0.690 0.6 1.0 0.1 0.641 0.665 0.9 1.0 0.5 0.791 0.795
0.2 1.0 0.9 0.697 0.722 0.6 1.0 0.2 0.641 0.665 0.9 1.0 0.6 0.810 0.815
0.2 1.0 1.0 0.725 0.770 0.6 1.0 0.3 0.660 0.665 0.9 1.0 0.7 0.829 0.836
0.3 1.0 0.0 0.542 0.575 0.6 1.0 0.4 0.679 0.685 0.9 1.0 0.8 0.850 0.860
0.3 1.0 0.1 0.542 0.575 0.6 1.0 0.5 0.700 0.708 0.9 1.0 0.9 0.872 0.883
0.3 1.0 0.2 0.550 0.575 0.6 1.0 0.6 0.722 0.732 0.9 1.0 1.0 0.894 0.913
0.3 1.0 0.3 0.572 0.580 0.6 1.0 0.7 0.744 0.756

Table 3: Upper and lower bounds on the threshold values of witnesses of the form Ω̂(a1,1,a3).
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a1 a2 a3 ω≤a ω≥a a1 a2 a3 ω≤a ω≥a a1 a2 a3 ω≤a ω≥a

0.0 0.0 1.0 0.377 0.428 0.3 0.4 1.0 0.529 0.547 0.6 0.8 1.0 0.734 0.752
0.0 0.1 1.0 0.401 0.437 0.3 0.5 1.0 0.561 0.583 0.6 0.9 1.0 0.775 0.793
0.0 0.2 1.0 0.429 0.452 0.3 0.6 1.0 0.594 0.621 0.7 0.0 1.0 0.463 0.521
0.0 0.3 1.0 0.458 0.474 0.3 0.7 1.0 0.628 0.657 0.7 0.1 1.0 0.490 0.522
0.0 0.4 1.0 0.488 0.510 0.3 0.8 1.0 0.667 0.694 0.7 0.2 1.0 0.521 0.542
0.0 0.5 1.0 0.519 0.533 0.3 0.9 1.0 0.707 0.733 0.7 0.3 1.0 0.555 0.580
0.0 0.6 1.0 0.550 0.572 0.4 0.0 1.0 0.426 0.480 0.7 0.4 1.0 0.594 0.615
0.0 0.7 1.0 0.583 0.605 0.4 0.1 1.0 0.451 0.485 0.7 0.5 1.0 0.635 0.653
0.0 0.8 1.0 0.616 0.642 0.4 0.2 1.0 0.480 0.501 0.7 0.6 1.0 0.676 0.692
0.0 0.9 1.0 0.649 0.678 0.4 0.3 1.0 0.511 0.528 0.7 0.7 1.0 0.717 0.733
0.1 0.0 1.0 0.390 0.440 0.4 0.4 1.0 0.543 0.567 0.7 0.8 1.0 0.758 0.774
0.1 0.1 1.0 0.414 0.448 0.4 0.5 1.0 0.576 0.602 0.7 0.9 1.0 0.800 0.815
0.1 0.2 1.0 0.441 0.464 0.4 0.6 1.0 0.610 0.637 0.8 0.0 1.0 0.475 0.535
0.1 0.3 1.0 0.471 0.486 0.4 0.7 1.0 0.649 0.674 0.8 0.1 1.0 0.504 0.535
0.1 0.4 1.0 0.501 0.519 0.4 0.8 1.0 0.689 0.713 0.8 0.2 1.0 0.537 0.562
0.1 0.5 1.0 0.532 0.549 0.4 0.9 1.0 0.729 0.752 0.8 0.3 1.0 0.576 0.597
0.1 0.6 1.0 0.565 0.588 0.5 0.0 1.0 0.439 0.494 0.8 0.4 1.0 0.617 0.633
0.1 0.7 1.0 0.597 0.623 0.5 0.1 1.0 0.464 0.497 0.8 0.5 1.0 0.658 0.672
0.1 0.8 1.0 0.631 0.659 0.5 0.2 1.0 0.494 0.513 0.8 0.6 1.0 0.700 0.713
0.1 0.9 1.0 0.665 0.696 0.5 0.3 1.0 0.525 0.544 0.8 0.7 1.0 0.742 0.754
0.2 0.0 1.0 0.402 0.453 0.5 0.4 1.0 0.558 0.583 0.8 0.8 1.0 0.784 0.808
0.2 0.1 1.0 0.426 0.460 0.5 0.5 1.0 0.592 0.617 0.8 0.9 1.0 0.825 0.849
0.2 0.2 1.0 0.454 0.476 0.5 0.6 1.0 0.631 0.655 0.9 0.0 1.0 0.488 0.549
0.2 0.3 1.0 0.484 0.499 0.5 0.7 1.0 0.671 0.693 0.9 0.1 1.0 0.518 0.549
0.2 0.4 1.0 0.515 0.530 0.5 0.8 1.0 0.711 0.732 0.9 0.2 1.0 0.559 0.578
0.2 0.5 1.0 0.547 0.570 0.5 0.9 1.0 0.752 0.773 0.9 0.3 1.0 0.600 0.613
0.2 0.6 1.0 0.579 0.604 0.6 0.0 1.0 0.451 0.506 0.9 0.4 1.0 0.642 0.652
0.2 0.7 1.0 0.613 0.640 0.6 0.1 1.0 0.477 0.509 0.9 0.5 1.0 0.684 0.693
0.2 0.8 1.0 0.646 0.676 0.6 0.2 1.0 0.507 0.527 0.9 0.6 1.0 0.726 0.736
0.2 0.9 1.0 0.685 0.714 0.6 0.3 1.0 0.540 0.564 0.9 0.7 1.0 0.768 0.779
0.3 0.0 1.0 0.414 0.466 0.6 0.4 1.0 0.573 0.598 0.9 0.8 1.0 0.810 0.821
0.3 0.1 1.0 0.439 0.505 0.6 0.5 1.0 0.613 0.635 0.9 0.9 1.0 0.852 0.866
0.3 0.2 1.0 0.467 0.488 0.6 0.6 1.0 0.653 0.673
0.3 0.3 1.0 0.497 0.513 0.6 0.7 1.0 0.693 0.712

Table 4: Upper and lower bounds on the threshold values of witnesses of the form Ω̂(a1,a2,1).
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