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ABSTRACT. In this paper, an efficient encryption technique is proposed, 

especially for JPEG2000 compatible images. The technique uses a multi-

layer neural network to generate a pseudo-random sequence for transform-

ing wavelet subbands into cipher subbands. The neural network generator 

takes 64 bit key as a startup seed with additional 64 bit key for initial 

weights and biases. At each layer, output is calculated by several iterations 

to increase the complexity of the pseudorandom sequence generation. In or-

der to examine effectiveness of this approach, various tests including corre-

lation, histogram, key space etc. are conducted on test images, and the re-

sults demonstrate the robustness of the proposed approach. 

Keywords: JPEG2000 compatible cipher; neural network based random se-

quence; block cipher; encryption 

INTRODUCTION 

In multimedia communication and data storage, security and protection of data is essential 

to fulfil vendor rights and client requirements. This may require encryption of image data as 

an alternative to other approaches. Recently, a great deal of concern has been raised regarding 

the security of the image transmitted or stored over public channels, and a lot of research 

works are being reported in this field. For example, the author (Lian, 2007) investigates neu-

ral network properties to propose low-cost authentication for images or videos. The author 

claims that the approach has the embedded ability to detect whether the data is modified mali-

ciously. The author finally discusses open issues in this field like: which property of neural 

networks to be exploited for data protection; which neural network models are suitable for 

data protection; and learning ability of neural networks, etc. In another work (Munukur,  

Gnanam, 2009), the authors aim to use neural network in the receiver for the purpose of de-

cryption. The authors use back propagation algorithm in the receiver to train it with a 12-bit 

cipher text as an input, and 8-bit plain text being the target output. The approach also intro-

duces some impurity in the plain text at the transmitter to misguide any eavesdropper. How-

ever, this addition of impurity in the plaintext requires a pre-determined key. The authors 

(Lian, 2009) propose a neural network that is composed of a chaotic neuron layer and a linear 

neuron layer. The network is used to construct a block cipher that encrypts the plaintext into a 

cipher text using a key. The objective set in the work is to construct a chaotic neural network 

(CNN) based block cipher with good computing security. The block cipher involves two pro-

cesses: diffusion process implemented by chaotic neuron layer and confusion process imple-

mented by a linear neuron layer. These processes are iterated a number of times to improve 

the encryption strength. 

The Chaos has also been investigated in combination with neural networks. The authors 

(Lian, 2011) exploit neural network structure to process many media contents in the parallel 
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manner. The idea used is to construct an encryption/decryption scheme that uses chaos and 

neural networks. The scheme combines encryption and watermarking together. The encryp-

tion part uses random sequences generated from chaos system with the help of an encryption 

key. This key is then used to encrypt media contents with a neural network structure. Howev-

er, there is apparent disadvantage in this scheme that more sub-keys need to be transmitted to 

the receiver. Similarly, the work in (Joshi, et al, 2012) aims at secure image transmission us-

ing randomness in encryption algorithm, thereby creating more confusion to obtain the origi-

nal data. The security of the original cipher has been enhanced by addition of impurities to 

misguide the cryptanalyst. Since the encryption process is one way function, the artificial 

neural networks are claimed to be best suited for this purpose as they possess features like 

high security, no distortion and its ability to perform for nonlinear input-output characteris-

tics, Thus, the need for key exchange is also eliminated, which is otherwise a perquisite for 

most of the algorithms used today. In another research (Bigdeli, et al, 2012), the authors pro-

pose an image encryption/decryption algorithm based on chaotic neural network. The em-

ployed network comprises two 3-neuron layers: chaotic neuron layer (CNL) and permutation 

neuron layer (PNL). The authors use a 160-bit-long authentication code to generate initial 

conditions and the parameters of both layers. In this approach, the overall process is repeated 

several times to make it more robust and complex. The proposed method uses two more keys 

where a slight mismatch in one of them results in a severely decrypted image. In another 

work, the same authors (Bigdeli, et al, 2012) propose an encryption method that is based on a 

new hybrid chaos-based encryption algorithm. The algorithm carries permutation–diffusion 

architecture, where chaotic control parameters are used for permutation. A logistic map is 

used to generate these chaotic control parameters for the permutation stage. Next, in the diffu-

sion stage, another chaotic logistic map with different initial conditions and parameters is 

used to generate the initial conditions for a hyper-chaotic Hopfield neural network to generate 

a key stream for image homogenization of the shuffled image. For further reading, the reader 

may refer to (Memon, 2006 and 2014). As a summary, many research works have appeared in 

literature to address encryption of data before transmission. The concern that is still being 

investigated is the robustness in presence of malicious attack, as well as compatibility with 

current transmission standards. 

In this research, neural network structures are examined in combination with wavelet 

transform for image encryption and decryption. The motivation behind use of wavelets is that 

current image transmission and storage is mostly preferred using JPEG2000, which is a new 

standard for image transmission and coding. This is motivated by the fact that the JPEG2000 

is better at compressing images (up to 20 per cent plus), and that it can allow an image to be 

retained without any distortion or loss (Nguyen, and Marpe, 2014). The paper is structured as 

follows. In the next section, proposed approach is presented that describes key parts of the 

solution. Section 3 analyzes the performance of the approach with regard to key space, histo-

gram, correlation coefficient and 0/1 balancedness test. In section 4, conclusions are present-

ed. 

PROPOSED APPROACH 

In this section, we present the approach. Consider plain image p(x, y) of size NxN. The 

first step in JPEG2000 is to apply n-level wavelet transform to the image. For purpose of sim-

plicity, assume that n=2. This means that wavelet transform will produce 4 frequency sub-

bands of the image, where each is of quarter-size. Thus, this variable n can also play a role to 

create an ambiguity about how many subbands have to undergo encryption stage. In this pa-

per, the approach is not to apply encryption on these subbands directly; rather these subbands 

undergo bit plane decomposition to generate eight (8) binary images for each subband. De-

pending upon need, a set of these binary images is transformed into encrypted bit plane imag-
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es. If desired, these subbands can undergo next step of the JPEG2000 encoder, or otherwise 

inverse wavelet transform can be applied to generate encrypted image. The set of binary im-

ages for encryption is another variable to introduce ambiguity. The proposed approach is 

shown in Figure 1, where CT stands for chaotic transformation involving a pseudo-random 

based sequence generated by 8-4-2-1 chaotic neural network. This is simply an XOR opera-

tion between random sequence and the subband image pixels. In the following paragraph, this 

is further discussed. 

An 8-4-2-1 neural network, as shown in Figure 2, is used to generate pseudo-random se-

quence. The objective behind this architecture is to introduce non-linearity in the generating a 

sequence, besides a 64-bit input key i.e., A= [A1, A2, A3, ……, A64] is applied at the input 

layer such that 8-bits enter at each node of the layer. The output of this layer may be written 

as: 

𝐵 = 𝑓𝑛0(𝐴𝑤𝑜 + 𝐴𝑜, 𝐾0)                                                                                 (1) 

where w0 is the matrix of size 8x8 i.e., w0=[w0,0, w0,1 w0,2 w0,3 w0,4 w0,5 w0,6 w0,7; w1,0,………; 

w7,7], A is the input vector, the bias is A0 = [a0, a1, a2, a3, a4, a5, a6, a7], K0 is the control param-

eter [k0, k1, k2, ……, k7] and n0 is random number generated by key generator in the range 1≤ n0 

≤10. The function f  is the transfer function based on piecewise linear chaotic map (PWLCM) 

(S. El Assad, et al, 2008) and is given by: 

𝑥(𝑛) = 𝑓(𝑥(𝑛 − 1)) =

{
 
 

 
 

𝑥(𝑛 − 1)

𝑘
             𝑖𝑓 𝑥(𝑛 − 1) ∈  [0, 𝑘[

𝑥(𝑛 − 1) − 𝑘

0.5 − 𝑘
      𝑖𝑓 𝑥(𝑛 − 1) ∈ [𝑘, 0.5[

𝑓(1 − 𝑥(𝑛 − 1))   𝑖𝑓 𝑥(𝑛 − 1) ∈  [0.5, 1]

 

where  k ε [0, 0.5[ and x(n) ε [0, 1]. x(0) and k are used as secret keys. For a dynamical system 

to generate highest lyapunov exponent,  k is typically chosen to be 0.5.  

Similarly, the output of each layer becomes input to the next layer, apart from becoming 

input to that neuron itself. Continuing in the same fashion, the output of remaining layers is 

calculated as follows: 

𝐶 = 𝑓𝑛1(𝐵𝑤1 + 𝐵𝑜, 𝐾1)                                                                                             (2) 
𝐷 = 𝑓𝑛2(𝐶𝑤2 + 𝐶𝑜, 𝐾2)                                                                                             (3) 
𝑂 = 𝑓𝑛3(𝐷𝑤3 + 𝐷𝑜, 𝐾3)                                                                                             (4) 

where the matrices w1, w2, w3 have sizes equivalent to 4x8, 2x4 and 1x2; B0, C0, D0 with 

sizes 4x1, 2x1, and 1x1; K1, K2, K3 with sizes 4x1, 2x1, and 1x1, respectively. During itera-

tions at each layer, the control parameters are also adjusted using respective layer outputs in 

such a way that respective range lies in [0.4, 0.6], for example K0=0.2xB+0.4 to get chaotic 

behavior.  Like n0, the values of n1, n2, and n3 are obtained through key generated. Once the 

value of output is obtained between 0 and 1, then this value is normalized in the range 0-255. 

In order to enforce randomness, this normalized value is then compared with a threshold of 

127 to take 0 or 1 in the sequence.  

Key Generator: Many chaotic key generators exist but the one used in this research in-

volves 1-D cubic map (Djellit Ilhem and Kara Amel, 2006). It takes 64-bit random key, calcu-

lates initial conditions based on its 16-bit component and returns values of the map using 

iterations. The states of the cubic map are written as (Gao, T., and Chen, Z, 2008): 

𝑦(𝑛 + 1) = 𝜆𝑦(𝑛)(1 − 𝑦(𝑛). 𝑦(𝑛))                                                                          (5) 
where 𝜆  is typically set at 2.59 as a control parameter, and state of equation is satisfied by 0 ≤ 

y(n) ≤1. 
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Figure 1. Proposed Approach 

PERFORMANCE ANALYSIS 

In this section, different measurement and tests are described that demonstrate the effec-

tiveness of the proposed approach:Key space: The key space of the proposed scheme can be 

derived from two parts: neural network key generator, and n-level wavelet signal decomposi-

tion. There are two keys used: one is the 64-bit seed to neural network and another is the 64-

bit to calculate initial conditions. The number of bits needed for a typical n-level transform 

does not exceed 3, and that how many of the bit planes have been encrypted is also the same. 

Thus, the key space for this encryption is above 128. 
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Figure 2.  Generation of N-bit pseudorandom sequence for Chaos 

0/1 Balancedness Test: In (Golomb, 1982), Golomb stated that the noise like sequence should 

look like an equality distribution, which means that the generated chaotic sequence should 
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have equal number of 1’s and 0’s. In order to judge the proposed approach, a number of tests 

were run on the generator to produce the sequences of different length. These lengths were 

estimated to be 65536 (based on wavelet subband of size 256x256), 16384 (based on wavelet 

subband of size 128x128), 4096 (based on wavelet subband of size 64x64), and 1024 (based on 

wavelet subband of size 32x32). The results are shown in Table 1 and Figure 3, where it is clear 

that the numbers are quite close to 50%. 

Table 1. Equality distribution within the chaotic sequence 
 

 

 

 

 

 

 

 

 
Figure 3. Percentage distribution of 1’s in the sequence 

Histogram Analysis: Generally, histogram of an image depicts pixel distribution density 

against intensity level. In order to test suitability of the proposed approach, 512x512 “Cam-

era-man” image was deployed. The results are shown in Figure 4, where it can be clearly seen 

that histogram of the encrypted image is fairly uniform with statistical properties to those of 

the white noise. To investigate it further, standard deviations were also calculated and were 

found out to be 14.315 and 14.168 respectively, which is lower than in (Bigdeli, N., et al, 

2012). 

Correlation coefficient: This is a statistical parameter to measure quality of a good encryp-

tion. Theoretically, the autocorrelation function from the generated sequence should be a 

noise like impulse at the origin. For purposes of experimental analysis, this function was plot-

ted using equations 1-5, and is shown in Figure 5, where good autocorrelation function can be 

seen clearly. The maximum value outside origin was observed to be 0.00215. In Table 2 is 

shown the correlation coefficient rxy of batch of (xi, yi, for i=1, 2, 3….N) pairs of gray values 

of two adjacent pixels in various encrypted images. The correlation coefficient was calculated 

using the following equation (S. El Assad, et al, 2008): 

𝑟𝑥𝑦 =
𝑐𝑜𝑣(𝑥, 𝑦)

√𝑑(𝑥) √𝑑(𝑦)
 ;   𝑑(𝑥) =  

1

𝑁
∑(𝑥𝑖 −

1

𝑁
∑𝑥𝑖

𝑁

𝑖=1

)

2𝑁

𝑖=1

                                  (6)  

where cov (x, y) stands for covariance between two pixels x and y. It is clear that pixels have been 

completely decorrelated due to encryption. 

Sequence length Count of 1’s Percentage 

1024 515 50.29 

4096 2055 50.17 

16384 8206 50.08 

65536 32775 50.01 
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Figure 4. Histogram Analysis of proposed approach 

 
Figure 5. Correlation Function of the Sequence 

Table 2. Correlation Coefficients of the original and encrypted images 

 

CONCLUSIONS 

A JPEG2000 compatible block cipher was proposed in this paper with random key gener-

ated through 8-4-2-1 neural network, where hidden layers compute the output using repeated 

calculations in a cyclic manner to make it robust with increased complexity. During perfor-

mance analysis, it was demonstrated that key space is more than 128. It should be clarified 

here that the key space can be extended up to 256 bits by adjusting neural network infrastruc-

ture. Furthermore, it was also demonstrated using 0/1balanceness, histogram and correlation 

analyses that the proposed encryption has robust performance. 
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