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I. EXTENDED ABSTRACT

Sparse Matrix-Vector multiplication (SpMV) is an essential
kernel for parallel numerical applications. SpMV displays
sparse and irregular data accesses, which complicate its vector-
ization. Such difficulties make SpMV to frequently experiment
non-optimal results when run on long vector ISAs exploiting
SIMD parallelism. In this context, the development of new op-
timizations becomes fundamental to enable high performance
SpMV executions on emerging long vector architectures. In our
work, we improve the state-of-the-art SELL-C-o sparse matrix
format by proposing several new optimizations for SpMV.
We target aggressive long vector architectures like the NEC
Vector Engine. By combining several optimizations, we obtain
an average 12% improvement over SELL-C-o considering a
heterogeneous set of 24 matrices. Our optimizations boost
performance in long vector architectures since they expose a
high degree of SIMD parallelism.

A. Background

Many different approaches have been proposed to effi-
ciently store sparse matrices and efficiently run SpMV. One
of the most common approaches, Compressed Sparse-Row
(CSR), efficiently stores sparse matrices and enables sim-
ple stride-1 memory access patterns on A and y. However,
accesses on x are highly irregular. Other approaches aim
to mitigate the drawbacks of CSR by enlarging its storage
requirements to increase the locality on x. SELL-C-o [1] and
ELLPACK Sparse Block [2] make use of row sorting and
column blocking to improve both storage requirements and
locality on x. Our work demonstrates that, although some
of these approaches are very good abstractions to represent
and manipulate sparse matrices, there are many unexploited
opportunities to improve their performance on long vector
architectures. For that, we implement, evaluate, and discuss
the performance impact of several SpMV optimizations on the
VE.

B. Optimizations

We revisit and adapt some optimizations previously pro-
posed in the literature extending them with new approaches
targeting long vector architectures.
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In detail, we explore: i) the adequate sorting strategy
based on the trade-off between performance and preprocessing
overhead as the o parameter increases; ii) the use of task-
based parallelism and the impact of the task granularity in
the scaling performance of SELL-C-o; and iii) the impact of
column blocking in matrices to improve locality on vector z.

In addition, our proposals to accelerate SpMV on long
vector architectures are: i) the use of cache allocation to
improve the reuse of x and deprioritization of store depen-
dencies; ii) divergence flow control adapting the length of
vector operations to avoid loading and computing zero-padded
elements; iii) enabling loop unrolling in SELL-C-o using
partial loop fusion; iv) efficient computation of gather and
scatter addresses with special instructions.

TABLE I: Optimizations applied on each of the implementa-
tions evaluated in our work.

SELLCS SELLCS SELLCS SELLCS

Optimization SELLCS DFC US-DFC US8-NC U8-NC-DFC
Sorting strategies . . . ° °
Task-Based ° . . . °
Parallelism

Column Blocking

Cache Allocation & . .
Store relaxation pol.

Divergent Flow Con- ) ° .
trol

Loop unrolling . ° .
Efficient . . . ) .
gather/scatter address

computation

C. Results

The test-bench for our experiments is the NEC Vector
Engine 10B. Figure 1 shows GFLOP/s performance results
for a wide set of matrices. We evaluate six different imple-
mentations of the SpMV kernel: NLC, SELLCS, SELLCS-
DFC, SELLCS-US-DFC, SELLCS-US-NC and SELLCS-US-
NC-DFC. The NLC category represents results obtained with
the math library developed by NEC which is particularly
tailored for the VE.

The improvements added by the three main optimizations
visualized vary across the different matrices, as its effective-
ness depends on specific matrix layout characteristics like size,
sparsity or shape.
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Fig. 1: Performance comparison of NLC vs our SELL-C-o implementations for regular matrices.

In short, we can draw the following insight from Figure 1.
The cache allocation and store relaxation policies obtain
improvements ranging between 5% to 12%, in two thirds
of the matrices, when using SELLCS-US8-NC-DFC compared
to SELLCS-US-DFC. Moreover, unrolling by 8 slices yields,
in general, gives benefits ranging from 1% to 15%, with a
favorable trend for bigger matrices. In the particular case of
nlpkkt240 it brings a 51% performance increase. Finally, to
understand the impact of the DFC optimization, we compare
the performance of SELLCS with SELLCS-DFC. These two
implementations only differ in the use of the DFC optimiza-
tion. Only the second one includes it. On average, the overall
performance gains of adapting each vector length instruction
to the optimal size are almost negligible. However, it has a
large impact in some scenarios. For example, when considering
webbase-1M, which represents a website connectivity matrix
and has a very low non-zero element density, SELLCS-DFC
is 50% faster than SELLCS.

We obtain in average 90.3 GFLOPs across all matrices
by enabling all optimizations, which constitutes a significant
improvement of ~12% and ~17% compared to the baseline
SELL-C-o and NEC math library implementations, respec-
tively. The significant performance increase that we obtain over
the NEC proprietary software, which is specially tailored to
SX-Aurora VE, demonstrates the relevance of our optimiza-
tions in long vector architectures.

D. Conclusion

In this work, we developed an implementation of SpMV
for the SX-Aurora long vector architecture shows very com-
petitive performance results which mostly overtake the highly
optimized proprietary vendor implementation found in the
NEC Library Collection. Additionally, we explore a set of
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optimizations targeting long-vector accelerators, and provide
insight on how to exploit them in similar platforms.
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