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Abstract. An exphicil two=step, second order rational methed for the numencal solution of first arder mitial value
problems is muroduced i this paper. Exasting rational suuttistep methods requred the computations of higher derivatives
fram a given iitail value problem. However. the new two-step rational method does not require any computation of these
higher dermvatives, and thus save up seme computational cost. Numernical tesulis showed that the new rational multistep
method and existing rational multistep method are found 1o have comparable aecuracy v solving st order mital value
problems.
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INTRODUCTION

Conventional numerical methods for initial value problems (IVPs) of the form
Vo () vla) = o (1)

that have been widely used nowadays are those from the class of lincar multistep methods and the class of hincar
Runge-Kurta methods. Besides methods from these two classes. there ave other options such as the predictor-
carrector methods, hybrid methods and extrapolation methods. On the other hand. unconventional methods for the
problems m (1) are special numerical methods that are developed w solve certain types of IVPs, such as TVPs with
oscillatory solutions or [VPs whaose solutions possess singularitics, where in most of the time. conventional methods
will perform poorly. Unconventional methods might possess same outstanding teatures that could never be achteved
by conventional methods. These features include achieving higher order of numerical accuracy with less
computational cost. stronger stability properties and xo on.

In this paper. we talked about vnconventional methods that are based on rational functions. or better known as
rational methods i the fiterature review. Numerical intcgration formulae based on rational functions were
introduced by Fambert and Shaw | 1], where these methods were originally used to solve problem (1) whose solution
possesses singular point. However, eventually, rescarchers stacied to discover the potential of rational methods in
solving even more general initial value problems such as non-suff problems. stll problems and problems whose
solutions are known to be periadie. For execllent survey and various perspectives. see Lambert and Shaw |1
Lambert [2]. Luke ct al. |3]. Fatanla [4, 5. van Nickerk |7, &]. tkhile |8, 9. 10], Ramos [T, Okosun and Ademiluyi
[12.13) Teh etal. |14, 13]. Yaacob etal. [16]. Teh [ 17], Teh and Yaacob {18, 19].

Many rational methads presented in and alier van Nickerk 6], required the computations of higher derivatives of

" a

(1) such as ", 3" and so on. Reviews showed that rational method which required this kind ol computatons is
most likely derived through the matching of its Taylor series and solving a system of simultancous cquations o
obtain the unknown parameter(s). Rational methods which derived iy this way could be generalized casily.
However, there is another way (o derive rational methods, which is through the climination of the undetermined
parameler(s). Such echnique was applied in Lambert and Shaw [T Lambert | 2]. Luke et al. [3] and Fawnla [H]. By
using this technique. it is possible w derive rational method without derivatives higher than the first order, with
carcful choice of rational approximant and number of interpolation points. Therefore, computational cost is cheaper
for such rational method because it does not require the computational of ¢extra derivatives. On the other hand.
generalizations for rational methods derived through elimination ol undetermined parameters are usually unwicldy
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to state |1, 4]0 This situation causes difficultics for theoretical analyses such as consisteney, stability and
convergenee, to be done tna generatized manner,

In this paper. we wish Lo propose another aliemative to derive rational method which does nat require the
computations of extra derivatives. On adopting the idea of Wu and Xia |20], we can approvimate higher order
derrvatives i a rationad method with their corresponding backward diflerence quotient. Henee. the resulling rationad
methad will not contain any derivative higher than the [irst order. Tn the next section. we present how this alternative
technique changes an existing one-step rational method Lo a two-step rational method. After that. we discuss the
local truncation crror o’ this (wo-step rational method. Finally, some tests are carried out in order to verify the
validity of the new twvo-step ratianal method.

DERIVATION OF THE TWO-STEP RATIONAL METHOD VIA BACKWARD
DIFFERENCE QUOTIENT

Consider the folfowing one-step rational method given by

=y i+ - {2)

_ /’,V ’1’» .

where v, and y,, are approximations (e the theoretical solations v{x,) and y{~, ). We note ihat 1] is the

approximation of the problem (1) while the approximated 37 can be obtained by diflerentiating the problem (1)

e,

v{x,). v =0 (x,) and v = v (x)) by the Jocalizing assumption that no previous

L n \

We may also assame that 3,

truncation errors have been made. The one=step rational method in (2) is a second order method and found to be A-
stable when solving the Dablquist’s test problem given by

Re(A) <. h

¥=ar v{a):

The rational method 1o (2) is the most common rational method Tound i the Fterature. 1t was requently reported in
[ambert and Shaw | L], Lambert | 2], van Niekerk 6. 7{. ikhile {8. 9] and Ramos | EH.
Axwe can see [rom formula (2). 1t possesses a second order derivative e, v Incorder o avoid the caleulation

af the seeond order derivative in (23, we approximate 37 with hackward diflerence quotient given by {20}

,\;”('\‘U ) = ‘;:‘

Note that y,_ and 37, are the approximations of the exact solution and problem (1) at the point x_ . On

o=l

substituting equation (3) into formula (2). we obtain the following rational method

(6)




Formula (6) is now a two-step explicit rational method due to the preseace of the expressions v and y, . We

rewrite formula (6) as [ollows

{7)

LOCAL TRUNCATION ERROR

Por the case to investigate the twa-step explicit rational method in formula (7), we associate a difference operator
L defined by

\‘(.r):hij = (1(\ w20y = (v s ) -y (e /1))><(2_1*'(.\’+ h)(}‘(‘.\' s Y= ( )}— !7(}1/"(.\' + )= )))
Iy (xs !1)()"(.\‘+/1]rf_v'(x)]

(R}

where y{x} is an arbitrary function. continuously ditferentiable along a finite integration interval. Lxpanding
p{xr 2 (e Ay and Vi {x+ ) as Taylor series and collecting terms in (8) give the following results:

/.E\'(,\ IR “ =B (*_}"(,\")3"’ (x)+ )*'(.\'): \(\)) + ()(/1‘), (9

‘The Jocal truneation error at x, . ol formula (7) 1s delined 10 be the expression /Ty(.xﬂ):/zj eiven hy cquation (9),
where v(x, ) is the theoretical solution of problem (1) at a point x, . Thus, the local truncation ervor of formula (7)

denoted by the symbol L1 is then
VR (—y’_y? ) ) ot). (10

where 3 j‘r’(x!;) and 7 = v"(x,} by the localizing assumption. From cquation {10}, we immediately vealized
that the two-step rational method is a second order method. We nate that the original method in (2) is also a second
order method. Henee. we observed that order of covsistency is retained even after the substitution of the backward
difference quotient,

NUMERICAL EXPERIMENTS AND COMPARISONS

In this scetion. some test problems are used to verity the validity of the new two-step rational tormula shown in

cquation (7). We present the maxinmum relative errors over the integration mterval given by max {I)(\ - H

AR ' °
vwhere N is the number of integration steps. We note that 4\’(,\',,) and », are the thearetical solution and numericat
solution of a test problem at point v, . The numerical results generated by tormuala (7) are compared with the
pumerical results abtained from the two-step second arder rational method RMMI1(2.2) of Yaacob ct al. | 16] given
by

(1D
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Finally. we choose the modified Puler method given by |21

I
Vv

<

R /{./'

1 P |
X, + ~2' oy, + 2 hf (\),H 12y

as the starting method for the two-step formulac i (7) and (11).

Prodfem I (Ramos { ]
() =-1003() 9907 p(0) -0, xe[0.d]
The theorctical solution is given by v(x)=33/34(e™ — ™).

TABLE (D). Maximum absolute errors with respect to number ol mteeration steps. N (Problem 1)

,’Y wlf(n'mul;l 7) Formula (1D B
{28 8O1614(-102) 7 RI45(-02)
236 S23HEA(-02) 1 78169(-02)

Probicar 2 (Yaakub and 'vans |22

V)= 101 (x) #100p(0) = 0. (0) = LOL ' (0) = -2, x e [0.1]
‘The theoretical solution is given by y{x) = 0.00™ v e L Prodlen 2 can also be wrillen as a system i,

vi{x)y= 2 (x) 0 (0) =100 v [()_1]:
v () = =003 () =101y, (x). 1 (0) = =2 x 2 [0,

The theoretical solutions of this system are given by b, (x} =y () = 0017 077

—
[
—
il
—
“
~—
|

TABLE (2). Maximum ahsolute crrors with respeet to number of itegration steps, & (Problem 2)

N Favmula (7) Formula (1)
128 ERRNRIIEIA] 4.43877(-03)
256 3 I8R (-3 1.O1548(-03)

Problem 3 (Ramos [T

V(¥)=1e(x) L (0)=1ye [(L]]
Probiens 3 1s a problem whose solution possesses singularity. The theoretical solution is “1‘(.\") = Idll(.\' F 7/1) I'rom
the iheoretical solution, we have noticed (hat the solution becomes unhounded in (he neighbourhood of the

singularity at x - z/4 = 0.783398 1633067448 .

TABLE (3). Maximum absolute errors with respect to number of 1ategration sweps. N (Prohfem 3)

N Formula (7) Formula (11)
16 i 2 53654(+02) 6 526 10(+00)
32 42033409y O3 460+
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CONCLUSIONS

[ this paper. a two-step explicit rational method without the requirement of higher derivative was introduced.
This two-step rational method was developed by replacing the second order derivative of formula (2) by its
backward difference quotient shown in equation (3). Analysis showed that the new two-step rational method and its
original counterpart in formula (2) possessed second order of consistency.

Results from Table [ and Table 2 showed that the new two-step rational method tn formula (7) and (he
RMMU2.2) in (11) were found to have comparable accuracy in solving Prablem 1 and Problem 2. However,
formula (7) was not suitable to solve problem whose solution pessesses singularity. as indicated by the results
shown in Table 3. We bave notilied this defeet and i is probably due o the existence of the hackward dilterence
quotient in the method itself. Perhaps (uwre studics may look into the possibility to redesign rational methods which
incorporate the backward dilference quotient during (he process of derivation, rather than replacing higher
derivatives with the quotients at the output methods. By doing so. it is possible (o overcome the aforementioned
defect.
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