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Abstract 

An experimental study on kinematics and turbulent structures in surf-zone break-

ing waves has been carried out in laboratory wave flumes. Particle Image Ve-

locimetry (PIV) was used as a measurement technique to obtain the full field, 

instantaneous velocity throughout the breaking process. The experiments were 

performed on a single plunging breaker, a train of weak plunging breakers and 

a train of spilling breakers; all of which were generated on a 1/13 plane sloping 

beach. Measurements were carried out in a way which would allow mean flow 

and turbulent characteristics to be determined. The PIV velocity data were post-

processed by means of an ensemble average (for the single plunging breaker) and 

a phase average (for the trains of breakers). The spatial distributions of mean 

velocity, mean vorticity and turbulent intensity, for each type of breaking wave, 

are presented. The results obtained from the single plunging breaker experiments 

are also compared to those predicted by a numerical model based on a Navier-

Stokes solver. Furthermore, turbulent kinetic energy transportation is examined, 

based on the k-equation. The turbulent advection and production are calculated 

directly from the PIV data while the turbulent diffusion and dissipation are esti-

mated. By this means the turbulent transport process for different types of the 

surf-zone breaker is investigated. The influence of wave and turbulence charac-

teristics on successive waves is also determined. Comparisons are made with the 

results of other researchers; some of which were carried out with different optical 

measuring techniques. 
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Chapter 1 

Introduction 

People do not go to the beach on their holidays only to enjoy sun arid sand; sea 

waves are also another important factor that attracts them. Many enjoy riding 

on the waves using a surfboard, white others only want to watch and listen to 

the waves when they break. Transformation of the waves on the beach includes 

wave steepening, overturning (in some cases), breaking and trapping the air which 

can be seen as foamy water riding along the surface towards the shore (see fig-

ure 1.1). This wave transformation can hardly fail to attract people, especially 

- - - 	-- 	- -... 

Figure 1.1: A natural surf-zone breaking wave with entrained air bubbles along 
the surface. Photograph taken by the author frorn the pier at Santamnonica beach, 

California (September 1999). 



Chapter 1 - Introduction 

coastal scientists. However, it is not only these phenomena that interest them. 

For years, coastal engineers have been interested in the influence and impact of 

breaking waves on coastal structures. Sediment transport and erosion or deposi-

tion of a coastline are also of important environmental concern. Fluid dynam.icists 

have been trying to solve the problems of wave dynamics throughout the breaking 

process. Several analytical approaches have been applied to the flow but these 

break down when the waves become steep and therefore cannot be usd to study 

breaking. As a result, numerical approaches must be employed and several of 

these have successfully used the fact that the flow is essentially irrotational up 

until breaking. After breaking the flow becomes more complex due to the genera-

tion of vorticity and turbulence. Consequently, new numerical methods have been 

developed to study the dynamics of surf-zone waves throughout the breaking pro-

cess. However, to solve the equations of turbulent flow, some flow characteristics 

and/or conditions are required. These details are normally approximated from 

experimental results. In fact, experiments have been the principle investigation 

technique used to study surf-zone breaking waves. The experimental approach 

not only acts as a guide to the development of numerical models; it also provides 

an immediate picture of the flow in reality. The present study shows how to 

achieve this. 

1.1 Aim of Thesis 

Most of the early experimental studies on breaking waves were carried out qual-

itatively [4, 56]. The only quantitative measurements that could be done was 

to study the variation of the free-surface profile by using simple wave gauges 

[73, 751. This all changed about two decades ago when non-intrusive optical 

techniques became available and as a result quantitative measurements of wave 

2 



Chapter 1 - introduction 

kinematics could then be carried out comprehensively. 

The most common optical technique that has been used to measure the fluid 

velocity at a fixed point is Laser Doppler Anemometry (LDA) [14, 54, 63, 78]. 

Although this technique provides a high sampling rate, it has the disadvantage 

that simultaneous spatial distributions of velocity can not be obtained. A tech-

nique that can overcome this disadvantage is the Particle Image Velocity (Ply) 

technique. The PIV technique provides full-field velocity vector maps and con-

sequently, in recent years, it has been widely used to study breaking wave kine-

matics [8, 9, 35, 57, 60, 68]. However, all of these PlY applications present only 

instantaneous velocity information. 

This thesis is concerned with investigating the kinematics of, and the turbu-

lence transport in, surf-zone breaking waves. 

Chang & Liu [8] and Haydon et al. [36] were among the first researchers 

who used PlY to study turbulence under breaking waves. However, Chang & 

Liu [8] investigated intermediate (constant) depth breaking waves rather than 

surf-zone breaking waves. Haydon et al. [36] studied turbulence under both deep-

water and surf-zone breaking waves but they used a rather different technique 

(when compared to the standard method) to extract turbulent quantities from 

the PlY data. This will be explained in more detail in the literature review (see 

section 2.6). 

A study of the turbulence transport processes in surf zone breaking waves was 

made by Ting & Kirby [79, 80]. They employed the LDA technique to measure 

velocities under spilling and plunging breakers. They then used the results to 

examine turbulence production, advection, dissipation and diffusion using the 

transport equation for the turbulent kinetic energy (the k-equation). However, 

due to the above mentioned shortcomings of LDA, only a limited number of points 
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Chapter 1 - Introduction 

were used, and so the large number of spatial derivatives in the k-equation could 

not be calculated directly. Instead, these spatial derivatives were estimated from 

an empirical formula. 

In the present study the PIV technique is employed and therefore these spatial 

derivatives can be calculated directly from the data. 

Another interesting aspect of the study of breaking waves is the comparison 

between experimental and numerical results. This kind of comparison has been 

made in the past but, to the author's knowledge, none of the previous studies 

have: (i) matched experimental and numerical conditions exactly; (ii) compared 

full flow fields and (iii) compared the flow after breaking. 

All of the above discussion provides the motivation for, and aims of, the 

present study. That is, the aims of this thesis are to employ the PIV technique 

to quantitatively investigate 

• mean velocity and vorticity fields 

• turbulence structures and 

• turbulence transport mechanisms, 

under surf-zone breaking waves. An additional aim is to perform a comparison 

with numerical results which satisfies the above three numbered criteria. 

Very recently (during the time this thesis was written up), Chang & Liu [10] 

also attempted to investigate turbulence transport mechanisms using PIV. How-

ever, as before they studied breakers generated over a horizontal bottom in water 

of intermediate depth, rather than over a beach. Furthermore, Chang & Liu [10] 

did not compare their PIV results against numerically predicted results, as is 

done here. Having said that, the method used by Chang & Liu [10] is similar to 

that used by Ting & Kirby [79, 80], and that used here. It is therefore worthwhile 
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to compare the results obtained from the three studies. 

1.2 Experimental Methodology 

The experiments were carried out in two laboratory wave flumes, one at the 

Fluid Dynamics Group, University of Edinburgh (UEDIN) and the other at the 

Department of Hydrodynamics and Water Resources (ISVA), Technical Univer-

sity of Denmark. The experiments done at the latter place were part of the 

EU sponsored Marine Science and Technology (MAST-Ill) programme: Surf and 

Swash Zone Mechanics (SASME) project. The comparison between experimental 

results and numerical results was also part of this project. For this comparison, 

only the experiments undertaken at IJEDIN were used. 

At UEDIN, the experiments were performed on a single plunging breaker. 

Due to the limited length of the flume, trains of shallow-water regular waves could 

not be properly generated. These experiments were carried out in order to try to 

understand the initial breaking kinematics and the turbulence structures during 

and after breaking. The measurements were compared with the results found by 

a numerical model based on a Navier-Stokes solver. The model was developed by 

Dr. Erik Christensen [12] at DHI Water and Environment, Denmark. 

At ISVA, the train of breaking waves experiments were carried out. Weak 

plunging breakers and spilling breakers were generated. These experiments were 

carried out to study the wave kinematics and turbulence characteristics in a more 

realistic situation. The influence of these turbulence parameters between wave 

cycles was also investigated. 

The measurement of wave kinematics at both institutes was carried out by 

means of the PIV technique. The technique was developed at UEDIN and a 

complete system was taken over to ISVA. Different types of PIV systems were 
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used at the two institutes. However, they were based on the same principles and 

were both suitable for water wave studies. 

1.3 Thesis Outline 

The outline of the rest of this thesis is given as follows. 

Chapter 2 gives a review of the general knowledge of surf-zone breaking waves. 

The process of wave deformation and breaking into different types of breaker is 

explained. A physical description of breaking-wave dynamics and turbulence 

generation is given. Finally in chapter 2, the experimental studies related to 

breaking waves, both in deep-water and in surf-zone regions, are reviewed. The 

purpose of this is to give a picture of the advances in optical measuring techniques 

applied to the breaking wave research, particularly in the past ten years. 

In chapter 3, the Particle Image Velocimetry technique used in the present 

study is described in detail. An outline of the technique is first given followed 

by a more detailed explanation of the apparatus used and the procedures of the 

method. The accuracy of the PIV approach, as applied to water wave studies, is 

assessed at the end of chapter 3. 

Chapter 4 describes the experimental facilities used at UEDIN and ISVA. 

Details of the wave flumes, wave generation and beach construction are given. 

The structure and operation of the wave gauges, which are used to measure the 

free-surface elevation, is also explained. Chapter 4 ends with a summary of all 

the wave parameters used in this study.. 

Chapter 5 deals with two aspects of the post-processing of PIV data. Firstly, 

the methods of "spurious"-vector elimination and interpolation are explained. 

Secondly, the procedures for extracting vorticity, and mean and turbulent quan-

tities from the PIV data are given. The method of using PIV data to calculate 
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each term of the k-equation is then discussed. Therefore, this chapter explains 

how the first three aims of this thesis are achieved. That is, it shows how the 

P1V data can be used to investigate the above quantities in surf-zone breaking 

waves. 

In chapters 6 and 7, the results from the two sets of experiments are presented 

and discussed. These are the results from the single breaking wave experiments 

(done at UEDIN) and the trains of breaking waves experiments (done at ISVA), 

respectively. In each of these two chapters, the experimental set-up is first de-

scribed, including the problems that occurred during the experiments. Then, 

the maps of mean velocity, isovelocity, vorticity and turbulent intensity are dis-

played and discussed. Finally, the turbulence transport of each breaker type is 

investigated. 

In chapter 8, the results obtained from the single breaking wave (UEDIN) 

experiments are compared against the results predicted by a numerical model. 

After a brief explanation of the (hybrid) numerical model and the input condi-

tions, comparisons are made between free-surface elevations, velocity fields and 

velocity-magnitude contours. 

Finally, in chapter 9 the main findings of the study are summarised and sug-

gestions for further work are made. 
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Chapter 2 

Surf-Zone Breaking Waves 

Many coastal researchers have devoted much of their research to studying break-

ing waves in the surf zone. The behaviour of such waves has been investigated 

theoretically, numerically and experimentally over the last few decades. This 

chapter will give a review of the research in relation to the physical processes and 

dynamics of surf-zone breaking waves. The chapter will then go on to dicuss the 

turbulent structures induced by such waves and the related experimental studies, 

specifically the progress on optical measuring techniques that have been applied 

to the study of breaking waves during the past ten years. 

2.1 Wave Deformation 

When a wave starts to travel onto a beach the effect of the bottom begins to 

appear. The influence of the bottom causes the wave profile to deform and 

become asymmetric. As the water depth decreases, the wave becomes slower, 

shorter and its height increases. This is known as the shoaling effect. However, 

the wave cannot continue like this. Instead, as the wave moves into progressively 

shallower water it becomes unstable, the wave crest starts to topple and finally 

the wave breaks. 

Once the wave breaks, it will normally trap and mix air into the water body 
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Outer Surf-Zone 	 Inner Surf-Zone 	 Run-up Zone 

(Transition Zone) 	 (Swash Zone) 

Figure 2.1: The transformation of a wave in different regions of the surf zone, 
following Svendsen et al. [75]. 

along the surface. This however, depends on the type and dynamics of the par-

ticular breaker as will be explained in section 2.3. Such a process produces air 

bubbles which then propagate with the wave front as a bore. The surf zone is 

the area along the coastline that contains these shoaling and breaking processes 

of waves. Svendsen et a?. [75] split the surf zone into three different regions asso-

ciated with the process of breaking, as shown in figure 2.1. The outer surf-zone 

is where there is a rapid deformatioh of the wave shape. It starts from the break-

ing point and takes place over a horizontal distance in winch complicated wave 

patterns occur above the wave trough. This region ends where the wave starts to 

form a propagating bore. It is also called the transition zone. The inner surf-zone 

contains a slower rate of wave deformation and a quasi-steady wave profile. The 

entrained-air, or the bore-like wave front, appears mostly in this region, hence it 

is also termed the bore region. As the bore-like wave approaches the shoreline, 

above the still water level, it continues to travel onto the beach until it reaches the 

maximum point before travelling back as the backwash. This motion is termed 

the swash. The region which contains this rushing up and down water motion is 

called the run-up zone or the swash zone. 

2.2 Wave Breaking Criteria 

Wave breaking is known as a sudden, violent transition from irrotational to rota- 

tional motion which then generates a complex flow structure and hence a turbu- 
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lent flow field. A wave breaks when it reaches a critical state. There are different 

proposed conditions for a wave to break. Generally, breaking is defined to start 

where the front of the wave becomes vertical. However, this vertical wave front 

does not appear in every type of breaking wave. Another possible condition for 

wave breaking is that breaking will occur when the horizontal velocity of the wa-

ter at the wave crest exceeds the wave speed. The recent work done by Chang 

& Liu [9] supports this condition. They carried out laboratory experiments and 

found that the fluid particle velocity at the tip of the overturning wave crest 

reached 1.68 times the phase velocity. Moreover, they also found that the over-

turning wave crest enters the water surface at the front with an acceleration of 

1.1 times that of gravity. 

A useful parameter that can be used to determine whether waves break or 

not is that demonstrated by Munk & Wimbush [53], and later discussed by 

Peregrine [56] and Battjes [5, 6]. This criterion parameter consists of the beach 

slope a and the deep-water wave steepness of the incident (periodic) wave a0w 2 /g. 

Here a 0  is the deep-water amplitude of the wave and w is the incident wave fre-

quency. Munk & Wimbush derived the parameter as a0w 2 /ga2  , with the criterion 

value of 1 for wave breaking. They obtain this parameter by taking the ratio of 

the water acceleration downslope (a0 w 2 /a) to the downslope component of grav-

itational acceleration (ag). 

Another proposed criterion for wave-breaking is that a surf-zone breaking wave 

will occur when the ratio of the wave height to the local water depth (Ho/hb) is 

0.78 (determined by McCowan [49] in 1894 while Fredsøe & Deigaard [26] have 

given the ratio to be 0.8). This ratio was in fact estimated for mild slopes. If the 

slope is greater than about 1:40 the ratio will increase [16]. There also seems to 

be agreement that the breaking point should refer to the point where the ratio 
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between wave height and water depth is maximum. Svendsen & Buhr-Hansen [73] 

performed laboratory experiments which show that plunging-type breaking occurs 

when this ratio is maximum. 

Before giving further explanation of the wave-breaking regimes, it is worth-

while to present, here, the definitions of some basic wave terminology that appear 

in this chapter and elsewhere in this thesis. Referring to figure 2.2, L is the wave 

length and H is the local wave height, which is the distance between wave crest 

and wave trough. The local (or mean) water depth is termed Ii, which is the 

distance from the bottom to the mean water level (MWL). On the other hand, 

the still water depth, d, is the distance from the bottom to the still water level 

(SWL). The mean water level separates equal areas between that under the wave 

crest and that above the wave trough [74]. The MWL can be the same as the 

SWL, such as in small waves where linear theory can be applied, but in shoal-

ing waves this is not necessarily true. ij is the free-surface elevation, which is 

measured from the SWL. The subscript b indicates the value at breaking point. 

The determination of the breaking point has already been analysed and will be 

mentioned more in the next section. Finally, 0 is an angle between the beach and 

the horizontal bottom. 

L 	I 	
Breaking 

Figure 2.2: A diagram of some basic wave terminology and their definitions. 
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2.3 Breaking Wave Classification 

Breaking waves can appear in different forms depending on the wave steepness and 

beach slope. Breakers are generally classified into four types: spilling, plunging, 

collapsing and surging. This classification has been the accepted way of distin-

guishing between breaker types in experiments for many years. There are many 

published papers and textbooks that have given a clear definition of each breaker 

type (see Fredsøe & Deigaard [26], Calvin [27], Sawaragi [66] and Svendsen & 

Jonsson [74]). A summary of all breaker type definitions is given in table 2.1. 

Breaker Type Definition 
Spilling breakers occur when the wave crest 
becomes unstable at the top and spills 
down the front face of the wave generat- 
ing foamy "white" water. The air bubbles 
slide down the front and travel with the 

Spilling breaker 
wave. 	A small-scale curling crest is also 
observed before the air-bubbles begin. 
Plunging breakers occur when the wave 
crest curls over the front face. 	The over- 
turning jet then normally entraps air as 

C-  

it falls onto the base at the front of the 
wave . 	Following this, there is usually a 

Plunging breaker sequence of splashes which then develops 
into a propagating bore. 
Collapsing breakers occur in the lower part 
of the front face instead of at the crest. 
Bubbles and foamy water are formed and 
slide up the beach without a splash-up. 

Collapsing breaker This is an intermediate type of breaking, 
between plunging and surging. 
Surging breakers occur when the wave crest 
remains unbroken but the foot of the front 
face rushes up the beach causing the wave 

Surging breaker crest to decrease and disappear. There is 
a minor breaking in this type. 

Table 2.1: Breaker types and their definitions. 

12 
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The classification of breaker types can be done visually from the physical 

appearance of the breakers. The first attempt to classify breaker types from 

laboratory observations was made by Calvin [27] in 1968 (he also gave the defi-

nition of a collapsing breaker). Calvin gave the classifying parameters in terms 

of the beach slope (m) and the wave steepness (wave height to wave length ra-

tio), which can be either the deep-water wave steepness HO /L O  or the breaker 

steepness II/gT 2 . Note that the subscript o indicates deep-water value. As de-

fined in the previous section, the subscript b indicates the value at the breaking 

point. Here the breaking point was defined to be the location where the bore-

like shape began to appear at the crest for the spilling breaker, or where the 

wave front was vertical for the plunging breaker, or where the water reverses for 

the surging breaker. The classifying parameters which Calvin proposed are the 

deep-water wave steepness HO /L O , the offshore parameter kI/ (L 0 rn2 ) and the 

inshore parameter H6 / (gmT 2 ). Transition values for these parameters are shown 

in table 2.2. The results are based on laboratory experiments on beach slopes of 

1/5, 1/10 and 1/20. It was observed that the inshore parameter seems to classify 

the breaker type better than the offshore parameter. 

Parameter Surge-Plunge Plunge-Spill 
H0 1L 0  (slope 1/10) 0.0015 0.05 
H0 /L 0  (slope 1/20)  0.01 
Offshore H0 1 (L 0rn2 ) 0.090 4.80 
Inshore 14/ (gmT 2 ) 0.003 0.068 

Table 2.2: Transition values between breaker types for the deep-water steepness, 
the offshore parameter and the inshore parameter (from Calvin [27]). 

These breaker classifying parameters were later re-analysed by Battjes [5], 

in 1974, and he renamed them as the surf similarity parameters. Calvin's off-

shore parameter was then re-written in the form of the deep-water surf similar-

ity parameter C. = tan f3//(H0/L 0 ) and the inshore parameter was replaced by 
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the breaker surf similarity parameter eb = tan/3//çth7Lo), which then gives 1  

Spilling breaker: 
	 or 0.4>5b 

Plunging breaker: 
	

0.5<e0< 3 . 3  or 0.4<eb<2.0 

Surging or Collapsing breaker: 
	

e0 > 3.3 or 	Eb > 2.0. 

To summarise, spilling, plunging, collapsing and surging breakers occur in that 

order for decreasing wave steepness and/or increasing beach slope. 

Battjes's surf similarity parameters have been widely used to classify breaker 

types [14, 70, 781. Table 2.3 shows a comparison of the wave steepnesses, the 

surf similarity parameters and the breaker type for different experiments includ-

ing those parameters used in the present study. It can be seen that the rela-

tionship between the surf similarity parameters and the breaker type can vary 

between experiments. However, most of the relations agree with those proposed 

by Battjes [5]. This shows that the surf similarity parameters can be used as a 

standard criterion to classify the breaker type. 

Work done by slope H3/L0 ° type 
Stive [70] 1/40 0.032 0.140 0.036 0.132 spilling 
Cox ci al. [14] 1/35 0.023 0.190 spilling 
Ting & Kirby [78] 1/35 0.020 0.202 spilling 
Nadaoka ci at. [54] 1/20 0.041 0.248 spilling 
present study 1/13 0.047 0.354 0.054 0.331 spilling 
Stive [70] 1/40 0.010 0.250 0.016 0.198 plunging 
present study 1/13 0.028 0.461 0.053 0.333 plunging 
Ting & Kirby [78] 1/35 0.0023 0.596  plunging 

Table 2.3: Comparison of wave steepnesses, surf similarity parameters and 
breaker tpe for different experiments. 

As a result of much comprehensive research on spilling and plunging breakers 

during the past two decades, it may be possible to say that the physical processes 

and dynamics of such breaking waves are now very well understood. However, 

'Note that the beach slope in is now written as tan/3. 
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the turbulent structures generated under them is still an ongoing and interesting 

research topic. 

The following section will give a detailed explanation of the physical dynamics 

of waves during breaking. The discussion will concentrate on spilling and plunging 

breakers as these are the types which occur most frequently on natural beaches. 

Spilling and plunging breakers are also the most commonly generated breakers 

in laboratory wave flumes. These are the types of breakers that are studied in 

this thesis. Attention will also be paid to the turbulence generated during the 

breaking process but it will be focused more in section 2.5. 

2.4 Physical Dynamics during Breaking 

Wave breaking in the outer surf-zone was the most interesting subject for coastal 

researchers over the past twenty years. This was due to the fact that it contains 

a violent transformation of the wave shape as well as other dramatic phenomena 

that can be observed on natural beaches. 

The definition of each breaker type was introduced in the previous section. 

Although the plunger's initial state of breaking is more obvious than that of the 

spiller, they both actually contain a similar process of breaking. Wave breaking 

starts at the vertical front of the wave, the crest then curls up and overturns 

as a jet falling into the water in front. This phenomenon occurs in both types 

of breaker but it is observed to be at a very much smaller scale in the spilling 

type. After the jet impacts the front of the wave, at the plunge point, there 

is a splashing up of water which then forms another jet and the subsequent 

jet-splash cycles are regenerated. Figure 2.3 shows the overturning of the jet 

in a plunging breaker. (This photograph was taken on the beach in front of the 

conference centre where the author was attending the 3rd International workshop 
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Figure 2.3: The overturning of the jet in a plunging breaker on a natural beach. 
A smaller wave is also breaking in the foreground as a spiller. 

on PIV in Santa Barbara, California, September 1999.) The overturning of the 

plunging jet is obvious as well as the splash up of water after the impact of the 

jet. Interestingly, there is also a small wave breaking as a spiller closer to the 

shoreline at the same time as the bigger plunger is breaking behind it. This shows 

the irregularity of waves on a natural beach. 

Very good introductions to the features of these processes can be found in 

several review papers of the 1980's, such as Peregrine [56] in 1983 and Battjes [6] 

in 1988. These reviews are often referenced by many of the recent papers and 

they are aimed towards obtaining an understanding of the dynamics of surf-zone 

breaking waves. 

Peregrine [56] gives a review of the dynamical processes of breaking waves, 

with special emphasis on wave steepening, overturning and splashing. He reveals 
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the important features of the wave face prior to the overturning motion. These 

features include the fact that, in the crest region, the water-particle velocities 

exceed the wave velocity. This is the well known criterion for wave breaking. 

Another interesting feature is that water in a thin region on the front of the wave 

accelerates faster than gravity. This is thought to be necessary to project forward 

the overturning jet. 

rebounding 	 some rebounding 	 penetration and 

some penetration 	 pushing up of another jet 

Figure 2.4: Three possibilities of splash-up mechanisms suggested by 
Peregrine [56] 

Peregrine suggested three possible models for the splash-up mechanism which 

occurs at the plunge point (that is, where the overturning jet touches or impacts 

onto the water surface in front). Figure 2.4 shows these three models. These 

mechanisms at the plunge point were later studied and described qualitatively by 

Basco [4] in 1985. He observed that once the overturning jet penetrated into the 

frontal trough air was trapped and bubbles as well as vortex motion were formed. 

This vortex motion is called the plunger vortex. The impact of the jet causes the 

water surface to splash up and then fall forwards to form a surface roller (see 

figure 2.5 and the sketch in figure 2.6). It has been shown that the fluid in the 

surface roller moves with a velocity equal to the wave celerity [701. Basco has 

given an interesting hypothesis; according to his observations the plunger vortex 

translates horizontally and generates a secondary wave disturbance similar to 

that generated by a piston-type wavemaker. This is why a secondary wave crest 

is sometimes observed. 

There have been experimental investigations performed in the aerated region 
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Figure 2.5: A surface roller and plunger vortex are forming after the splash at 
the plunge point. Photograph courtesy of Peter Tuffy and David Skyner. 

in the upper part of breaking waves. The results were found to support the 

phenomena during the breaking process that are described above. These exper-

imental studies include Jansen [39] in 1986 and recently Lin & Hwung [44] in 

1992. Boili sLudies iupioyed ultraviolet light to illuminatc fluorescent tracer 

particles which were fed into the air-bubble region. This was found to be the 

most efficient way of reducing the light reflection from the bubbles on the images. 

By studying the photographic and video images from both experiments the se-

quence of jet-splash motions in both plunging and spilling breakers was revealed. 

A number of jet-splash cycles was found for plunging breakers and an even larger 

number was found in spilling breakers [39]. Furthermore, the sequence of these 

motions was found to be reproduced in each individual wave (in a regular wave 

train). These motions seem to continue into the inner surf-zone as well. However, 

the subsequent jet-splash and vortex formations decrease rapidly in strength due 

to dissipation and transfer of wave energy to the turbulent motion in the air-

bubble field [44]. In Jansen's [39] results, smooth trajectories of the particles 

inside the jet-splash motions suggested so-called coherent motions in the flow. 

This was, however, determined in the absence of significant turbulence. In Lin & 

Hwung's [44] results, the main mechanism that drives the motion in the bubble 

zone was found to be the vortex system that was generated from the jet-splash 
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cycles. Vortex-stretching was also found to occur due to the interaction between 

the jets, the vortices and the effect of the rising buoyant bubbles. The vortices 

finally collapse under the influence of the backwash. 

The process of jet-splash motions, surface roller generation and plunger vor-

tex formation can be found in both plunging and spilling breakers. The only 

differences are the rates and scales. In the plunging breaker the plunger vortex is 

stronger than in the spilling breaker, whose front face is dominated by the surface 

roller (whitecap or foamy water) generated after the smaller scale overturning jet 

has impacted. The production of turbulence in both breakers comes from the 

same sources. The strong shear at the toe beneath the surface roller and at the 

border of the rotating plunger vortex are thought to be the primary sources of 

turbulence generation in the outer surf zone [4] (see figure 2.6). Again, the tur-

bulence generated in the different types of breaker and in different places differs 

in terms of the rates and the scales. 

plunger vortex 	surface roller 

.oe 

turbulence generation zones 

Figure 2.6: A sketch of the plunger vortex and the surface roller being formed 
at the plunge point, following Basco [4]. 

After the surface roller is generated on the steep front face, it proceeds shore-

wards into the inner surf-zone and transforms into a turbulent bore. This motion 

was reviewed by Battjes [6]. Once the surface roller is formed it generates another 

falling jet and hence another plunger vortex with the same direction of rotation 
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as the previous one but with a smaller size. These large-scale organised vortic-

ities finally decrease in strength and degenerate into small-scale and disordered 

vortices until finally they turn into turbulent motion. At this stage, the breaking 

wave (both spilling and plunging) is treated as a turbulent bore. The beginning 

of the inner surf-zone is where this turbulent bore starts to form. 

2.5 Surf-Zone Breaker-Generated Turbulence 

Turbulence under breaking waves emerges when the vortices degenerate into 

smaller scales and become disordered. The high intensity of turbulence is as-

sociated with the loss of wave energy during breaking. 

As mentioned in the previous section, the strong shear at the toe of the sur-

face roller and at the border of the plunger vortex are treated as the sources of 

turbulence. Jansen [39] and Lin & Hwung [44] both show a series of plunger 

vortices (see figure 2.7) generated from the sequence of jet-splash motions men-

tioned earlier. These vortices have the same direction of rotation (clockwise 

direction of propagation 

Figure 2.7: A series of plunger vortices generated from jet-splash motions. 

and with horizontal rotational axes) but the later generated vortices are weaker 

and smaller. This sequence of horizontal vortices is also observed by Nadaoka 

et al. [54]. They called them the horizontal eddies. They also postulated that 

another vortex system develops after the wave-breaking front has passed. These 

vortices, however, have their rotational axes inclining relative to the vertical di- 
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Figure 2.8: The structure of large-scale eddies under breaking waves as observed 
by Nadaoka et al. [54]. 

rection (see figure 2.8). They are termed as the obliquely descending eddies and 

they cause the three dimensional flow. The author suggests that these eddies are 

developed from the rising of air bubbles, observed by Lin & Hwung [44], which 

were previously trapped in the plunger vortices (horizontal eddies). 

These organised horizontal eddies gradually reduce in strength and scale while 

they are proceeding shorewards into the inner surf-zone and they are generally 

located close to the water surface. They-finally become disordered and so small in 

size that they can be treated as turbulence. The intensity of this turbulence then 

decreases gradually due to spreading and dissipation until it slowly dissipates into 

heat. 

Turbulence in the surf zone can be split into different regions as suggested 

by Fredsøe & Deigaard [26]. Each region is dominated by distinct turbulence 

characteristics. The first region is the area near the surface roller where there 

is very intense production of turbulence due to the strong shear between water 

in the surface roller and water in the main flow. This region is treated as the 

source of the turbulence. The second region is the area where the turbulence 

remaining from the production zone spreads downwards and gradually dissipates 

until a new wave front breaks and produces another batch of intense turbulence. 

21 



Chapter 2 	Surf-Zone Breaking Waves 
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Figure 2.9: A schematic diagram showing different regions of turbulence gen-
erated under a breaking wave (adapted from Fredsøe & Deigaard [26] and 

Svendsen [72]). 

Svendsen [72] illustrated the process of the spreading of the turbulence towards 

the bottom in the inner surf zone. This is shown in figure 2.9 together with a 

schematic diagram of the different turbulence regions. The final region is where 

the turbulence is influenced by the bed, including the wave boundary layer. In this 

region turbulence is generated by the shear stress in the oscillating wave boundary 

layer. It has been argued that the externally generated turbulence (e.g. turbu-

lence generated from near the surface roller) and the shear-generated turbulence 

from the wave boundary layer are statistically independent [26]. However, little 

information is available on the variation of the turbulence and the effect of the 

interaction between the turbulence generated from the two sources. 

The process of turbulence production, spreading and dissipation occurs in each 

individual cycle of wave breaking. In some cases the turbulence dissipates before 

a new breaking-wave produces new turbulence, while in other cases a significant 

level of turbulence from the previous wave remains and even interacts with the 

new turbulence. 
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2.6 A Review of Optical Studies on Breaking 
Waves 

This section follows closely a review paper written by the author and Professor 

Created at the University of Edinburgh (see Created & Emarat [321). This paper 

describes different optical techniques and their practical applications to wave and 

current interaction, breaking waves, internal waves, wave boundary layers and the 

motion of bed sediments. However, only the breaking wave part is adapted (and 

rewritten) here. This part illustrates recent advances in experimental techniques 

and tools applied to gain more knowledge of such complicated waves. 

Particular attention is given to laboratory experiments that have been Un-

dertaken in the last ten years. Among the techniques used, the point measuring 

method of Laser Doppler Anemometry (LDA; sometimes referred to as Laser 

Doppler Velocimetry (LDV)) and the whole field approach known as Particle 

Image Velocimetry (PIV) are applied to most of the measurements. The next 

chapter is devoted to giving a detailed description of PIV which is the technique 

that is used for the present experimental study. Explanation of the LDA technique 

will not be given here because it is beyond the scope of this thesis. Reader who 

are interested in this technique can consult other references, such as Durst [18] 

and Watraswicz & Rudd [83] for the basic principles and some applications, and 

Goldstein [28] (see chapter 4 by R. J. Adrian) for a more recent review on the 

technical theory. 

2.6.1 Deep-Water Breaking Waves 

Over the past decade, there are a number of researchers who have focused their 

studies on wave breaking, particularly in deep water. These include the compre- 

hensive and detailed laboratory observations carried out by Rapp & Melville [63], 
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whose experiments employed the laser-Doppler anemometry technique. Recently, 

particle image velocimetry has shown itself to be a preferable technique, as can be 

seen in Haydon ci al. [36], Skyner [68], Perlin ci al. [57] and Chang & Liu [8, 91. 

One of the first attempts to study the turbulent structures under broken waves 

using velocity flow fields obtained from PlY measurements was that of Hayden 

et al. [36], in 1996. The PlY system they used was similar to the system developed 

and reviewed in 1992 by Created et al. [33] but with additional improvements to 

the image shifting technique [1, 52]. By placing a mirror that rotates about a 

vertical axis in front of the camera, a large dynamic range of velocity in turbulent 

flow can be obtained. Instead of photographic film, a CCD (Charge Coupled 

Device) camera was employed to capture a sequence of flow images after breaking. 

The camera was moved to different positions in order to cover the full region of 

broken wave turbulence and vorticity. 

The PlY results of Hayden et al. [36] only showed vorticity information for 

a period long enough after the initial breaking in order to avoid air bubble in-

fluences. From observations, vorticity was concentrated soon after breaking and 

was seen to get weaker as it moved down to deeper regions. They also used PIV 

data to extract the mean and turbulent flow components by a method of local-

averaging. This is a different method from the common theoretical methods of 

moving-averaging and phase-averaging which are generally applied to the data 

recorded by LDA. This is due to the fact that their PlY system could not provide 

high frequency velocity records owing to the limitation of the camera capture 

rate and frame grabbing memory (the use of phase-averaging with PlY data was 

developed later; see Emarat & Created [22] and chapter 5 of this thesis). Hayden 

ci al. [36] applied the local-averaging technique to the PlY data by using nearby 

velocities to calculate an average at each point and then subtracted this averaged 
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value from the original velocity to obtain the turbulent component. The size of 

the averaging area was determined from spectral information measured by wave 

gauges (see the detailed description in Haydon [35]). The results from using this 

averaging method were then used to determine turbulence characteristics such as 

its intensity and energy profile. It was shown that in deep-water broken waves 

there is a strong decay of the turbulence level with depth. 

One of the disadvantages of using LDA to measure kinematics in breaking 

waves is that such a technique cannot easily be applied in the region beneath 

the breaking crest. To overcome this, recent researchers prefer to use the PIV 

measurement technique which can yield simultaneous velocity measurement over 

a wide region of the flow including the breaking crest. Such measurements can 

he seen, for example, in Skyner [68], Perlin et al. [57] and Chaug & Liu [9]. 

In 1996, Skyner [68] used PIV to study the internal kinematics of a particular 

deep-water, plunging breaker, especially in the plunging tip. Later the exper-

imental results were carefully compared with the results from a time-stepping 

numerical model based on the Boundary-Integral Method. The waves were first 

generated numerically and then replicated in the physical wave flume by matching 

wave gauge records to numerical predicted wave amplitude time-series. Numer-

ical predictions for the internal kinematics were found to be in good agreement 

with the Ply measurements. Although there were some discrepancies at the ver-

tical front of the water surface, which is a region of very high acceleration, they 

were within the limits of experimental error. 

That same year, Perlin et al. [57] reported results on deep-water plunging 

breakers using three different experimental techniques including nonintrusive 

surface elevation measurement, PIV and Particle Tracking Velocimetnj (PTV; 

see [62]). Their results concentrated on the wave crest region. The main finding 
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was that there are parasitic capillaries generated on the lower front face of the 

plunger when the front face becomes approximately vertical and the jet devel-

ops. The PTV and PTV experiments gave agreeing results. These results show 

that there was insignificant vorticity on the leeside of the wave which suggested 

that the flow was irrotational prior to breaking. Perlin et al. [57] concluded that 

potential flow theory is valid outside the surface boundary layer. 

Another attempt to measure kinematics in the breaking crest was recently 

performed by Chang & Liu [9] in 1998. In their experiments the particle velocities 

and accelerations in the overturning jet of a plunging wave were measured for the 

first time, as claimed, as well as the vertical component of vorticity on a horizontal 

plane behind a broken wave. The PIV technique they used employed a pulsed 

laser system which was set on top of the tank in order to project a vertical light 

sheet into the flow. An image shifter was placed in front of the CCD camera. To 

measure the velocity and the acceleration in the overturning jet, fluorescent dye 

was mixed in with the water. The camera was then set at 45° to the normal of the 

vertical plane, in order to avoid blocking of the light sheet by the water surface 

near the tank wall. This then required a correction procedure in the analysis 

process to eliminate the effects of angled images. 

The PI'V data revealed that the fluid particle velocity at the overturning jet 

reaches 1.68 times the phase velocity which, they claimed, was in the range pre-

dicted by numerical methods (this is also referred to in section 2.2 when explaining 

the wave breaking criteria). Moreover, Chang & Liu [9] also used the PIV data 

to calculate fluid particle acceleration around the tip of the jet and found that it 

was almost 1.1 times the gravitational acceleration. 

By setting the camera on top of the tank and directing the laser from the side 

to produce a horizontal light sheet, Chang & Liu [9] were able to measure the 
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vertical component of vorticity after the wave had broken and the air bubbles 

had passed the test section to avoid erroneous data. Using the PlY velocity data, 

vorticity distributions can be calculated directly. It was shown that the vortices 

are random in number and location. This generation of vertical vortices after 

wave breaking supports the presence of the obliquely descending eddies studied by 

Nadaoka et al. [541, which will be explained in the following subsection (also some 

of their findings were already mentioned in the previous section). Furthermore, 

Chang & Liu [9] showed that there was a non-zero transverse component of mean 

velocity which suggests a three-dimensional flow structure during the breaking 

process. 

2.6.2 Surf-Zone Breaking Waves 

Most of the early laboratory studies of breaking waves in the surf zone employed 

the laser-Doppler velocimetry technique, notably Nadaoka et al. [54], Pedersen 

et al. [55] and Ting & Kirby [78, 79, 80]. 

One of the comprehensive studies of surf-zone breaking waves was carried out 

by Nadaoka ci al. [541. This study was aimed at investigating the structure of the 

turbulent flow field in a spilling breaker. Nadaoka ci al. investigated the intrinsic 

characteristics of large-scale eddies under breaking waves by means of a fibre-optic 

LDA system as well as several flow visualisation techniques. In their velocity 

measurements, a two-component fibre-optic laser Doppler velocimeter, operating 

in the backscattered fringe mode (FLY), was developed. The horizontal and 

vertical velocity components could be measured simultaneously with two-colour 

laser beams. Their FLY system has the advantage that it is not affected much by 

entrained air bubbles, hence it can be applied to the region above the trough level 

of the waves. Bragg cells were used to shift the frequencies to solve the ambiguity 

in the particle direction. The data derived from the measurements was used to 
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obtain the phase averages of velocity components and turbulence intensities. 

Nadaoka et al. [54] paid special attention to the deformation structure in the 

air bubble region around the wave crest. This was observed from photographs 

on a movie film taken by a cinecamera. By close examination of sequential 

photographs, Nadaoka ci al. postulated that around the wave crest there are 

two dimensional dominant eddies with their axes parallel to the crest line (the 

so-called horizontal eddies). Then there is a quick transformation from the two-

dimensional eddy structure at the wave front to the oblique eddy structure behind 

the wave crest which stretches obliquely downwards to almost reach the bottom 

(this structure was then termed the "obliquely descending eddies", see figure 2.8). 

Nadaoka ci al. [54] also investigated the LagrangiaTi behaviour of the  wa-

ter particles both in and under the air bubble region. To visualise the particle 

movements, particle tracking techniques were carried out with different kinds of 

particles in different regions of interest. They observed that there was a regular 

orbital motion of particles in the region around the wave crest under the air bub-

bles. On the other hand, near the water surface there was a shoreward movement 

with relatively high speed, and at mid-depths the water particles show orbital 

motion combined with the undertow (offshore flow). Nadaoka ci al's most im-

portant findings, however, related to the obliquely descending eddies which are 

of direct relevance to the sediment transport mechanism. 

To validate the visualisation study results, Nadaoka ci al. [54] used the laser-

Doppler velocimetry technique to measure velocity components and then post-

processed the data to get flow characteristics such as phase-averaged velocity 

field, Reynolds stress, shear-strain rate, vorticity and turbulence information. 

The measurements revealed the responsibility of large-scale eddies for the gener-

ation of Reynolds stress in the upper layers of the water. Nadaoka ci al. used a 
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rather different method of extracting the fluctuating components from their ve-

locity records. They considered that the velocity field consists of irrotational and 

rotational components and by separating them they could examine several effects 

of breaking wave vorticity dynamics associated with the large-scale eddies. it was 

shown that the generation of the mean rotational component causes considerable 

increase in mass and momentum transport. 

Another important turbulence characteristic in breaking waves is the turbu-

lent length scale. It is an important characteristic because it is useful in determin-

ing other parameters such as the eddy viscosity and the turbulent diffusion rate. 

Pedersen et al. [55] are among those investigators who made an effort to measure 

the turbulent length scales under breaking waves. The experimental technique 

they used incorporated two laser Doppler anemometers in order to make a spatial 

correlation between two vertical turbulent velocity components recorded simul-

taneously at different positions. This was achieved by setting up one laser at a 

fixed position above the sloping bottom while the other, set at the opposite side 

of the wave flume, was moved vertically with varying distance relative to the first 

one. The signals recorded from the two LDAs were ensemble averaged to extract 

the turbulent components from the instantaneous velocities. From these turbu-

lent components the spatial correlation coefficient between two signals could be 

determined and therefore the integral length scale. It was found that close to the 

bed the length scale increases linearly away from the bottom and in the upper 

regions it remains constant due to the vanishing influence of the bottom. 

In Ting & Kirby [78], undertow and turbulence in laboratory surf-zone break-

ers were investigated. They obtained velocity measurements in different types of 

breakers on a uniformly sloping beach by using a two-component fibre-optic laser-

Doppler anemometer. The system was a backscatter one with four laser beams. 
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There is a slight disadvantage with this system in that only one velocity compo-

nent can be measured at a time. Different components were obtained by running 

the same experiment twice. Moreover, because LDA can measure velocities at 

just one point, to gain a complete velocity field the measurement probe had to be 

moved to successive points across the flow field while the same experiment was 

repeated. This was done by mounting the LDA fibre-optic probe on a carriage 

which slid along the top of the tank while the probe was submerged in the water 

throughout the experiment. Another problem that occurred when trying to use 

LDA to measure velocity above the trough level in breaking waves was that the 

air bubbles caused the signal to "drop-out". Ting & Kirby solved this problem by 

producing a lock detector signal to distinguish between a valid Doppler signal and 

noise. They also checked Doppler signals by using the measured water surface 

level as a validation criterion that will discard the signal if the probe was above 

or at the water surface. 

Through further study, Ting & Kirby also used the same measurement tech-

niques to investigate, in more details, the turbulence characteristics in a strong 

plunging breaker [79] and in a spilling breaker [80]. Unlike Nadaoka et al. [54], 

Ting & Kirby [78, 79, 80] extracted the turbulent velocity fluctuations by phase-

averaging the velocity signal over many successive waves and then subtracting 

the phase-averaged velocity from the original velocity signal. They then analysed 

the correlation between the mean (or wave-induced) flow and the turbulence in 

both the spilling and the plunging breakers to infer the different mechanisms for 

sediment transport between the different breakers. It was found that in spilling 

breakers the correlations are seawards and dominated by the undertow current 

which then becomes the main factor for the cross-shore sediment transport in the 

offshore direction. On the other hand, in plunging breakers the correlations are 
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shorewards and dominated by the orbital wave motion. This suggests that the 

net transport of turbulent kinetic energy is onshore and so is the movement of 

suspended sediment. The other interesting result was that the turbulent kinetic 

energy under the spilling breaker dissipated slowly and not before a new breaker 

arrived, whereas in the plunging breaker the dissipation appeared quickly, within 

one wave cycle between the breakers. These results show the important funda-

mental difference in the dynamics of turbulence between different types of breaker 

in the surf zone. 

Although point measuring techniques such as laser Doppler anemornetry have 

produced useful results in experimental investigations, they do not provide the 

spatial structures of the flow that could be used to determine vorticity and energy 

dissipation which are the important characteristics in breaking waves. Hence, in 

recent years, several investigators have carried out laboratory experiments on 

surf-zone breaking waves using imaging techniques, especially PIV, to produce 

full field instantaneous flow information. These experiments include those of Lin 

8z Rockwell [45], Dabiri & Gharib [151, Quinn [60] and Emarat & Created [22]. 

Most of them focused on a spilling breaking wave, as it is the most commonly 

occurring breaker. 

Lin & Rockwell [45] investigated the initial and intermediate stages of the 

breaking. In particular, they studied the distributions of velocity and vorticity 

relative to the distortions of the free surface during these stages of breaking. They 

generated their spilling breaker by accelerating the fluid above a hydrofoil which 

was located some distance beneath the free surface. The breaker they generated 

was quasi-steady as it showed unsteadiness about the equilibrium state of the 

breaker. It was suggested by Svendseu & Putrevu [76] that the velocities close 

to the free surface under hydrofoil-generated breakers resemble those in a deep- 
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water breaking wave. Additionally, the velocities are quite different from those 

in a surf-zone breaker when looking at the flow further down from the surface. 

The form of hydrofoil-generated breakers is controlled by the Fronde number. 

By changing the Froude number the breaker can be changed from a small-scale 

capillary pattern to a large-scale separated region beneath a distorted free sur-

face. The capillary pattern is formed along the wave crest at the initial stage of 

development of a spilling breaker. The fully evolved breaker occurs when there 

is an abrupt change in the slope of the surface along with a sudden increase in 

elevation. This revealed a separation of the flow beneath the curved free surface. 

Lin & Rockwell [45] investigated the evolution of these characteristics: from 

the onset of the capillary pattern to the fully evolved breaking wave, by using a 

high-image-density PIV technique. 

In their Ply experiments, Lin & Rockwell [45] employed a high-speed scan-

ning laser system to generate pulsed sheets across the flow field of interest. The 

laser they used was a very high intensity Argon-Ion laser which illuminated each 

particle with full intensity in order to optimise the image acquisition. Six images 

of each of the seeding particles were recorded on to photographic film. The direc-

tional ambiguity of the particle velocities was solved by using an image shifting 

system. The image shifting system used a rotating mirror placed in front of the 

camera lens to impose a bias vertical velocity. A single frame crosscorrelation 

technique, described by Meinhart et cii. [50], was used to determine the velocity 

vector in each interrogation area. In addition, to supplement the PIV, a high-

resolution video camera was used to record a large number of multiple images of 

the wave patterns. This allowed the capillary wave patterns to be related to the 

flow structure beneath it. 

By employing these visualisation techniques, the velocity and vorticity pat- 
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terns relative to the distortions of the free surface, at different stages of breaking, 

were revealed (see figure 5 and 6 in the paper). Lin & Rockwell [45] suggested 

that the sharp free-surface curvature plays an important role as the source of the 

vorticity. It was shown that there exists a concentration of vorticity beneath the 

troughs of the capillary patterns. Once the breaker is fully evolved, the large-scale 

vorticity concentrations are formed by flow separation from the sharp curvature 

of the free surface. This separation region is expected to resemble the dividing 

streamline between the surface roller and the fluid body beneath it in a breaking 

wave [76]. 

A similar investigation of the vorticity generation within a spilling breaker has 

recently been investigated by Dabiri & Gharib [15]. Their purpose was to search 

in more detail for the origins of the source of vorticity in a spilling breaking wave. 

Instead of using a hydrofoil (as in Lin & Rockwell [45]), Dabiri & Gharib used a 

honeycomb and a mesh screen placed in front of the test section. When the fluid 

passes through this honeycomb/screen section the free-surface elevation decreases 

due to the drop in pressure and as a result the fluid accelerates. This accelerated 

fluid then cause the free-surface to rise again sharply and a spilling breaker is 

formed. Similar to Lin & Rockwell's experiment [45], the breaker height and 

wave pattern can be controlled by changing the the Reynolds number and the 

Frou.de number. 

To view the wave phenomenon through the breaking process, the shadowgraph 

technique along with a Digital Particle Image Velocirnetry (DPIV) system was 

used. One image of each seeding particle was captured in each exposure allowing 

cross correlation to be possible to determine the particle displacements. Dabiri 

& Gharib [15] also developed a technique to deal with free-surface reflections in 

the image analysis stage. By replacing the intensity by a constant value above 
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and at the free surface, the area below the free surface can be separated and used 

to generate the accurate velocity and vorticity data over the different positions 

and types of wave. Dabiri & Gharib concluded from their results that in the 

honeycomb/screen-generated spilling breaker, the source of vorticity is due to the 

deceleration of the free-surface, just prior to breaking, rather than the sharp free-

surface curvature as concluded by Lin and Rockwell [45]. They suggested further 

that this free-surface deceleration also generates a sharp slip velocity which grows 

into a shear layer, convecting the vorticity downstream and injecting the vorticity 

into the fluid from the free surface. Moreover, the experimental results indicate 

that the spilling breaker can be modelled by a shallow water hydraulic jump. 

Very recent PIV experiments on laboratory surf-zone breaking waves were 

reported in Quinn [60] and Emarat & Created [22]. Quinn [60] used PIV to 

study the hydrodynamics of wave breaking on mildly sloping beaches as well 

as on the profiled beaches. The Boussinesq- and Serre-type models were used 

to predict the depth-averaged horizontal velocity and compared with PIV data. 

The predictions agree quite well with the measured values especially near the bed 

but it was over-estimated in the crest region. PIV velocity data was also used to 

calculate the radiation stress, mean energy flux and mean momentum flux. 

The paper by Emarat & Created [22] describes the experimental study carried 

out as part of this thesis. Consequently, it will not be reviewed in detail. The 

main thing to be pointed out here is that these last two papers [22, 60] show the 

capability of PIV in obtaining detailed velocities under surf-zone breaking waves. 

However, this measuring technique suffers from the problem introduced by the 

aeration of the water during breaking which limits the region of measurement. 
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2.7 Summary of Chapter 2 

This chapter reviews the general knowledge of surf-zone breaking waves, in par-

ticular the process by which breaking waves develop and deform. The criteria to 

determine whether, and where, a wave will break as well as to classify different 

types of breakers were presented. The definition of each of the breaking wave 

types: spilling, plunging, collapsing and surging, was given. 

The physical dynamics during breaking was discussed in detail. it was shown 

that the physical process from initial to after breaking of spilling breakers is sim-

ilar to that of plunging breakers. Only the smaller scale vortices and turbulence 

structures in spilling breakers are different. Turbulence generated by surf-zone 

breaking waves during and after breaking was explained. The process and regions 

of turbulent production, spreading and dissipation were pointed out. 

Finally, the last section contains a literature review on optical techniques 

involved in measuring breaking waves kinematics, both in deep-water regions and 

surf-zone regions. The review was focused on the experimental studies that have 

been carried out in the past decade in order to illustrate the recent advances on 

optical measurements. Emphasis was placed on the use of the full-field measuring 

technique: Particle Image Velocimetry (Ply), together with the point measuring 

technique: Laser Doppler Anemometry (LDA). The discussion of their advantages 

and disadvantages when applied to breaking waves experiments was also given. 
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Particle Image Velocimetry 

This chapter contains a description of Particle Image Velocimetry (Ply), a whole 

field experimental technique used to obtain velocity measurements. In this study 

it is used to investigate the kinematics of, and turbulence generated by, breaking 

waves in the surf zone. The principles, methodology, analysis methods and the 

accuracy of the technique are given. 

3.1 Introduction 

With the advent of the laser in the 1960's, it has been possible to develop non-

intrusive measurement techniques using sophisticated optical and electronic in-

struments. Ply is one such technique applied to experimental fluid mechanics 

for the measurement of whole velocity fields. It is a relatively new technique 

introduced with its own name in the early 1980's after it was developed from the 

earlier technique of Laser Speckle Photography [58]. During the last two decades, 

the technique has undergone rapid development and is used extensively now in re-

search ranging from water wave studies, including offshore and coastal dynamics, 

to aerodynamic and acoustic studies. As a result, there are a very large number 

of publications relating to the subject. Background theory can be found in the 

review paper by Adrian [2]. Other good introductions can be found in the form 
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of journal papers [3, 42, 84, 86], conference papers [30, 33], course notes [20], and 

even textbooks, some having been published very recently (see Raffel et al. [62] 

and Stanislas ci al. [69]). A review of the application of the technique to the 

study of wave kinematics outside the current investigation, such as wave and 

current interaction, internal waves, wave boundary layers and the motion of bed 

sediment, can be found in the review paper by Created & Einarat [32]. Since 

PIV is now well documented a detailed description of the technique in its en-

tirety is not given here, rather it is detailed as is relevant to its application in the 

current investigation. Details of the PIV set-up for each experiment are given in 

sections 6.1 and 7.1. A brief outline of the technique is given with further details 

in the following sections. 

3.2 Outline of the Technique 

PIV is a quantitative form of photographic flow visualisation. In principle it is 

a technique that is used to measure the velocity of tracer particles which follow 

the flow faithfully. To achieve this, the flow is seeded with small particles and 

illuminated with a two-dimensional sheet of laser light. The illuminated flow 

region is then photographed from the side by either conventional wet-film based 

camera or the digital camera. 

After the images are captured they are then analysed to generate a quan-

titative map of 2-D velocity vectors. The velocity is obtained by a simple de-

termination. That is, the velocity is a ratio of the particle displacement to the 

time taken for the particle to travel this distance. The image analysis procedure 

mainly consists of determining the particle displacements. It can be done by 

dividing a whole image into small areas known as the interrogation areas. Each 

single interrogation area, after being analysed using a correlation technique with 
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Figure 3.1: Two main steps in achieving a PIV velocity vector map. 

the knowledge of magnification and time scales, gives a local average velocity 

vector. A whole map of the velocity vectors is composed of these interrogations. 

The velocity vector map may be further processed to give maps of parameters 

such as vorticity, kinetic energy and shear rate. 

Although there are now a number of companies that manufacture commer-

cial systems, the current investigation has made use of an "in-house" system ini-

tially developed within the Fluid Dynamics Group at the University of Edinburgh 

(LTEDIN) in the late 1980's by Gray [29] and Skyner [67]. At that time the con-

ventional system, including wet photography and the Young's fringe analysis 

technique, was still used. Since then the system has been gradually developed 

and used by many research students and staff in the group [19, 52, 59, 60, 82]. 

The system is nowadays dominated by the digital techniques throughout the im-

age capture and analysis procedures [17, 23, 35]. It is often referred to as Digital 

Particle Image Velocimetry (DPIV) and is used throughout this study. 

PIV can be broadly sectioned into two main categories, image acquisition 
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(which includes illuminating, seeding and capturing the flow) and image analy-

sis, as shown in Figure 3.1. Full details of the individual components of these 

categories are now given. 

3.3 Image Acquisition 

The image acquisition procedure employs practically all of the hardware used in 

PIV measurements. It consists of the laser light source, the method of generating 

the light sheet, the seeding material, the camera, lenses and other sundry optics 

used. The apparatus adopted for this water wave study is based on the principles 

suggested by [20], [33] and [61]. The exception is the digital camera which has just 

been used and developed within the Fluids Group in the last 4-5 years [17, 351. 

These items are now explained in more detail, beginning with the illumination 

system. 

3.3.1 Illumination System 

The two most appropriate methods for illuminating the relatively large areas in 

coastal engineering experiments are pulsed and scanning beam systems. Pulsed 

lasers are used to generate short bursts of laser light and is most suitable for rela-

tively high speed flows, greater than 10 ms -) or so. In the laboratory wave flume, 

the scanning beam method lends itself more naturally to the lower velocity water 

waves (a few metres per second) and the relatively large measurement areas. The 

scanning beam method adopted here was initially developed by Gray et al. [31]. 

Light Sheet Generation for the Scanning Beam System 

In the scanning beam illumination method, a continuous wave (CW) laser is used 

An Argon-Ion CW laser (manufactured by Spectra Physics) is used throughout 

this study which gives powers of up to 15W. It produces light in the blue-green 
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Figure 3.2: Scanning beam illumination system. 

wavelength range (457-514 nm). Green light (488 nm) is used here with a power 

of 8-10W. A diagram of the scanning beam illumination system is shown in 

figure 3.2. The whole system, excluding the laser, is installed in a so called 

scanning beam box. The box is made from 8 mm thick black Aluminium sheets 

which serve to hold all the equipment in fixed positions and also to provide 

protection from hazardous high power laser reflections. The equipment inside the 

box includes a beani steering mirror, a beam collimating lens system, a rotating 

octagonal mirror and a parabolic mirror. The parabolic mirror is composed of 

silver-coated perspex strip attached onto a 20 mm thick Aluminium plate which 

is cut into a parabolic curve. 

Entering from one side and at the bottom of the scanning beam box, the 

directed laser beam is deflected off a rotating octagonal mirror and the static 

parabolic mirror is employed to collimate the beam into the flow as a two-

dimensional pseudo-sheet of light. rFlIis method gives a relatively even illumi-

nation intensity over a large area which is suitable for experiments in a water 
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wave tank [31]. The extent of the laser light sheet depends on the size of the 

parabolic mirror. At UEDIN the light sheet is normally 1 m wide and approxi-

mately 1.5-2.0 mm thick. The light sheet is usually produced from below a wave 

tank entering vertically upwards into the flow in the middle of the tank. Side 

illumination can be used if the tank has an opaque bottom. 

Illumination Interval & Exposure Time 

The rotating mirror can be adjusted very accurately to give rotational speeds in 

the range 12-250 revolutions per second. The beam is then reflected by the rotat-

ing mirror onto the parabolic mirror and into the flow as a light sheet with a scan 

period of 0.5-10 ms. Each seeding particle within the flow region is illuminated 

for a very short period of time and is then re-illuminated upon the following scan 

of the beam. Thus the scan period determines the interval between exposures and 

is an important factor for accurate particle velocity determination. The interval 

should be set to allow the largest displacement of particle images (corresponding 

to the largest velocities) to be within the resolvable range chosen for the analysis 

system [33]. It is also important that the large majority of particles remain within 

the illuminated plane during the scan interval, otherwise excessively large errors 

due to particle drop-out are introduced into the analysis process. 

3.3.2 Seeding Particles 

PR' relies on the fact that the fluid medium is seeded with tracer particles. It 

is the motion of these tracers that is measured, not the fluid motion itself. it 

is therefore crucial that the seeding particle used should be small enough to 

follow the flow faithfully yet big enough to scatter the laser light effectively. A 

comprehensive and detailed study on tracer particles and seeding for PIV can be 

found in Melling [51]. 
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Conifer pollen was found to be the most suitable seeding particle and has been 

used preferentially in the water wave studies at UEDIN. Its mean diameter is in 

the range 50-70 im and its density is very close to that of water when wet which 

renders it close to neutrally buoyant. It has a very small tendency to rise giving 

an error of about 0.025% to the measured velocities [61]. 

An alternative option for water wave studies is to seed the flow with silver 

coated hollow glass spheres. In the experiments performed at DEDIN, these 

particles with an average diameter of approximately 40 irn were chosen. The 

scattered light intensity is higher than that from pollen and hence glass spheres 

are more suitable when the distance between the camera and the illumination 

plane needs to be increased. Additionally, if experiments with a long duration 

are performed, pollen tends to coagulate and degrade and therefore glass spheres 

are more suitable in this case as they have neither of these drawbacks. 

After making the decision as to which particle is going to be used to seed 

the flow, the seeding density needs to be determined. The optimum seeding 

density for PIV should give the resulting image in a way that each interrogation 

area contains about 3-6 images of each particle (for autocorrelation analysis) and 

about 10 different particles [20]. The illumination interval and camera exposure 

time also play an important part in achieving the optimum seeding density. 

3.3.3 CCD Cameras & Lens 

Advances in the technology of scientific digital cameras have improved PIV into 

a relatively fast and robust technique. In fact, real-time commercial systems 

are available which produce vector maps of a measurement region. Regardless of 

whether a system is real time or not, most commercial PIV systems employ Charge 

Coupled Device (CCD) cameras for image capture. Wet-film photography may 

be used when single shot high resolution velocity maps are required to capture a 
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Specification Kodak Megaplus ES 1.0/SC 
(used at UEDIN) 

Pulnix TM-9701 
(used at ISVA) 

Array Size 1008(H) x 1018(V) pixels 768(H) x 484(V) pixels 
Pixel Size 9.0 x 9.0 pm 11.6 x 13.3 pm 

Array Type Non-interlace Full-frame interline transfer 

Scanning progressive scan progressive scan 
Frame Rate 15 fps 30 fps 

Frame-Grabber OCTJLUS-F/64 board DT3157 board 
(CORECO INC.) (DATA TRANSLATION®) 

used with a PC under used with a Pentium based 
Windows 3 . 11TM PC under Windows NT TM 

Table 3.1: Specification of the cameras and the corresponding frame-grabbers 
used in this study. (See [62] for a detailed explanation of the array types and the 
scanning of CCD sensors.) 

single event in fine detail. 

Before CCD cameras were introduced to the Edinburgh PIV system by 

Hayden [35], wet-film based cameras were used extensively [19, 29, 52, 60, 67, 82]. 

However digital cameras have important advantages over the traditional wet film 

in terms of image capture, storage and analysis. The main advantage is the evi-

dent time efficiency of the digital technique over wet-film and optical correlations. 

Furthermore, digitally stored images do not degrade with time as is the case with 

wet-film images. Finally, it is also easier to optimise the experimental set-up 

using the digital camera. 

A CCD camera typically consists of semi-conductor sensor arrays. Each indi-

vidual sensor element is called a pixel and a large number of pixels are arranged 

in a rectangular array giving a CCD array. A detailed description of the different 

types of CCD sensors and their application to PIV can be found in Dewhirst [17] 

and Raffel et al. [62]. 

Table 3.1 shows the specification of the cameras and the corresponding frame-

grabbers used in this study. The reasons for using different types of cameras are 

mainly due to the progress in development and the availability of the cameras for 
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the PIV system. 

While the two-CCD array PIV system was still under the development process, 

the Kodak Megaplus ES 1.0/SC (single channel mode) camera was used in the 

experiments done at UEDIN. The software used with this camera was developed 

by Thomas Haydon [35]. It allows the contiguous acquisition of up to 30 images 

at a time, storing them in the frame grabber memory. These stored images can 

then be transferred onto hard disc. Because of its high resolution but low frame 

rate, the camera was used to capture single frames of multiple exposed particle 

images. A timing diagram for PIV recording using this CCD camera is given in 

figure 3.3(a). It was used along with the image shifting system in order to remove 

the ambiguity of the particle directions which occurs during the autocorrelation 

analysis process. This is explained in section 3.5. 

Kodak Megaplus ES 1.0/SC 

Event/Trigger  

Camera 
	 Exp 

—1At 

Laser light pulses 

First image 	 Second image 

Pulnix TM-9701 (2-CCD Array) 

Event/Trigger 	
EX y 1 

Camera #1 	 U 

Camera #2 	 Li 	LI 

'C Laser light pulses 

First image pair 	 Second image pair 

Figure 3.3: Timing diagrams for PTV recordings using (a) Kodak Megaplus ES 
1.0/SC and (b) Pulnix TM-9701 (2-C('D Array). "Exp" is the exposure time of 
the camera and it is the time between illuminations. 

El 
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Camera Body __________ 

Camera Body cc 

-50/50 Beam Splitter 

Lens 

Figure 3.4: Two-CCD array system [17]. 

In order to avoid errors introduced from using the image shifter (see sec-

tion 3.5) the two-CCD camera system was used for the experiments carried out 

at ISVA. This system is based on using two CCD arrays, each of which captures 

a frame of single exposed particle images. A pair of frames (one from each CCD) 

can be captured at the different times separated by a very short duration (it, see 

figure 3.3(b)). This method allows a relatively large dynamic range of velocities 

to be measured, including zero and near-zero velocities, using crosscorrelation 

analysis. Consequently, there is no need to use image shifting with this system. 

The two-CCD system composes of two Pulnix TM-9701 cameras. It was devel-

oped by Tim Dewhirst [17]. Both cameras can capture images at the same spatial 

coordinate in the flow, using an unpolarised 50/50 beam splitter placed before the 

arrays as shown in figure 3.4. A detailed description of this two-camera system 

can be found in [17]. 

The frame grabber (DT3157) software used with the two-camera system was 

developed by Thomas Hayden and John Cosgrove at UEDIN. Each frame grabber 

board is installed in a separate computer. With this system a pair of images can 

be captured with separations (it) as small as jts [17]. Furthermore, a sequence 

of contiguous images can be captured into computer memory (RAM) and these 

can later be transferred to hard disc or compact disc. Both CCD array types 

have a dynamic range of 8 bits or 0-255 grey levels (0 is black and 255 is white). 

45 



Chapter 3 - Particle Image Velocimetry 

Lens 

The choice of lens and aperture are important aspects governing the quality of 

the PIV images. It is essential that the images of the individual particles are 

sharp in order to obtain high quality PlY records. To achieve this, a relatively 

large aperture (small f-number') lens must be used. This has the advantage of 

maximising the amount of light collected on the CCD arrays. However, it has the 

effect of giving a poor depth of field making focusing less easy. This problem may 

be overcome by increasing the distance between the camera and the laser sheet 

but the light intensity must also be increased. A high quality flat-field lens is 

needed when using the large aperture in order to minimise the image distortions 

due to lens aberration. A summary of lens, aperture and other parameters used 

with each camera are shown in table 3.2. 

Parameter\Used with Kodak Megaplus ES 1.0/SC Pulnix TM-9701 
(2-CCD_Array) 

Lens 50 mm Micro-Nikkor 55 mm Micro-Nikkor 

Aperture (f-Number) f/2.8 (max.) f/2.8 (max.) 
Camera distance 1.90 m (approx.) 1.30 in (approx.) 

Laser power 8-10 W 10 W 
Light sheet width 1.0 m 0.5 in 

Table 3.2: Lens and other parameters using with the corresponding cameras in 
this study. 

3.3.4 Image Calibrations 

One of the particular problems in optical studies using a flume is the distortion 

caused by refractive index changes. The effects become more significant if the 

laser light sheet is far from the flume wall. A correction for this effect must then 

be applied. In practice, a regular white plastic grid is carefully placed in the water 

at the position where the light sheet is transmitted. The image of the grid is then 

'f-number is defined as the ratio of focal length to aperture diameter. 

riff  
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taken with the image capture system that is used for the NV recordings. This 

procedure is useful for obtaining the magnification which is necessary for velocity 

determination. Moreover, the grid image is also used to align the camera so that 

it is horizontal and perpendicular to the light sheet. It is then essential that 

calibration (or grid) images are taken prior to commencing PIV measurements 

whenever the camera position is changed. 

In the two-CCD array system the two arrays can become misaligned due to 

handling and transit of the camera. The first step in dealing with this misalign-

ment is to try to correct it by using adjustment screws attached to the arrays. 

To do this a picture of a grid is taken simultaneously by the two arrays. The 

resultant images are then examined for misalignment and adjustments are made 

accordingly. This process is repeated until, by eye, the alignment is considered 

satisfactory. However, there will still be an error and the next step in dealing 

with this is as follows. A sheet of A4-paper "sprayed" with black dots is printed 

out [13] 2  A picture of this sheet is then taken simultaneously by the two arrays. 

The two resulting images are then crosscorrelated to produce a vector field which 

represents the misalignment. Following this, a linear least-squares fit was used to 

produce a function which describes the vector at each interrogation location. Fi-

nally, this function is used at the main analysis stage to remove the misalignment 

(see [17] for more details of this process). 

3.4 Image Analysis 

Velocities are obtained by correlating the displacements of particle images in the 

raw image frames. To achieve this, the whole image frame is divided into small, 

normally square, interrogation areas. Each interrogation area can be analysed 

'This can be done using simple graphics software on a computer. 
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by performing a 2-D spatial correlation. It is important that the flow is ap-

proximately uniform within each of these areas. That is, the velocity gradients 

should be fairly low (< 3-5%) [84]. The effect of these velocity gradients will be 

explained in section 3.6. 

Throughout these experiments, the PIV analysis is carried out purely digitally 

using the analysis software developed by Tim Dewhirst [171. This software is 

called "EdPIV" and it is run on a Unix based PC. 

3.4.1 Autocorrelation 

If a Ply image is taken as a single frame of multiply exposed particle images, 

then the autocorrelation analysis technique is used to extract the displacement 

information. The most basic routine for this method is to correlate each interro-

gation area with itself. If the intensity distribution function' in an Interrogation 

Area (IA) is represented by I(x, y), the autocorrelation function A(x, y) is of the 

form 

A(x, 	
= I IA I(x', y')I(x' - x, Y, - y)dx'dy'. 	 (3.1) 

Because the images are recorded digitally onto pixel arrays, A(x, y) is calculated 

from the discrete summation: 

A(x, y) = 	I(x', y')I(x' - x, - y)Sx'Ay', 	(3.2) 

where N x N is the size of the interrogation area in pixels. Normally, 

64 x 64 pixels, or 32 x 32 pixels, is used depending on the particle density and 

the image resolution. 

It is, however, less time consuming if the computational process is carried out 

by employing a Fourier Transform (FT). According to the correlation theorem or 

'The intensity of an individual particle is best, described by a Gaussian-like profile [86]. 
I(r, y) used here represents the image intensity field of the whole interrogation area. 
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Figure 3.5: The autocorrelation analysis process for a single frame/double or 
multiple exposure recordings. A(x, y) is the autocorrelation plane. 

the Wien er-Khintchinetheorem, the FT of equation (3.1) gives 

FT{A(x, y)} = FT{I(x, y)}FT*{I(x, y)}, 	 (3.3) 

where * denotes the complex conjugate. The autocorrelation function can now 

be written as 

A(x,y) = FT -1  {FT{I(x,y)} 2 }, 	 (3.4) 

where FT-1  denotes the inverse Fourier Transform. The form of an A(x, y) plane 

is shown in figure 3.5, along with the autocorrelation analysis process. 

Nowadays the autocorrelation analysis technique is usually carried out totally 

digitally but in the past it was done partially optically. In the UEDIN conven-

tional system, a developed PIV negative is probed, at each interrogation area, 

by a low power laser beam (normally a He-Ne beam of 1mW). The light is then 

diffracted by the series of particle images and a Young's fringe pattern is produced 

behind a lens. This is the result of the first FT. The intensity distribution of this 

pattern is recorded digitally on a CCD array. The inverse FT is then carried 

out numerically to reveal the autocorrelation plane. With the current system, 
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all of the Fourier Transform calculations are done numerically by using a 2-D 

Fast Fourier Transform (FFT) algorithm and as a result the correlation plane is 

produced much faster. 

The autocorrel.ation plane contains the main and tallest peak at the centre, 

secondary peaks placed around this tallest peak and small peaks which appear 

randomly in the plane (see figure 3.5). The central peak (or self-correlation peak) 

is formed from the correlation of the particle images with themselves, therefore 

its value is the highest and positioned at the centre (giving zero displacement). 

The secondary peaks located symmetrically around the central peak are "mirror 

peaks" of each other. These signal peaks (or correlation peaks) are the result of 

the correlation between images of the same particle at different positions. The 

small random peaks represent the unwanted noise which results from random 

correlations: between different particle images, particle images that are moving 

off the interrogation area and particle images that are disappearing out of the 

illumination plane. 

The signal peaks are of the most interest because their positions give the re-

quired displacement. There can be more than two signal peaks depending on 

the number of times that the particles were exposed. By performing peak detec-

tion the signal peaks can be found, and from their positions the displacement 

and the resulting velocity vector can be obtained. However, if it is not known 

which particle image appears first in the interrogation area, it is difficult to tell 

which one of the signal-peak pair is the right one. Consequently, the well known 

problem of the 180-degree ambiguity in the particle direction emerges. In addi-

tion, if the particle velocity is zero or near-zero, the exposed images overlap and 

the analysis fails. These problems can be overcome by incorporating the image 

shifting method during the image capture procedure which will be explained in 
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Figure 3.6: The crosscorrelation analysis process for double frame/single expo-
sure recordings. C(x, y) is the crosscorrelation plane. 

section 3.5. 

3.4.2 Crosseorrelation 

When PIV images are taken as double frames of single exposed particle images, 

crosscorrelation analysis is used. A pair of image frames are divided into small 

interrogation areas with the same size. The interrogation area of the first frame 

is then crosscorrelated with the corresponding interrogation area of the second 

frame to extract the displacement information. 

The crosscorrelation function is derived in the same way as the autocorrelation 

function, and is written as 

C(x, y) = FT- ' {FT{I(x, y)}FT*{I(x, y)}}, 	 (3.5) 

where I(x,y) and 1'(x, y) are the intensity distribution functions in the interro-

gation area of the first frame and the second frame, respectively. The flow-chart 

in figure 3.6 explains the crosscorrelation analysis process which also shows the 

form of the C(x,y) plane. 
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Because there is only one image of the individual particles on each frame, 

the correlation between them gives only one signal peak on the crosscorrelation 

plane. There is also random background noise but its level is lower than that in 

the autocorrelation plane. This is because there are typically a smaller number of 

the particle images in a crosscorrelation interrogation area and there is also less 

possibility of overlapping images. The signal to noise ratio (SIN) can be used as 

a factor to determine whether the resulting correlation is meaningful. That is, 

the higher the SIN ratio, the better the result is. This is one of the reasons why 

cross correlation is the preferable analysis technique in PTV. In addition, since 

there is only one correlation peak, the directional ambiguity problem is automat-

ically resolved and so there is no need to employ image shifting. Furthermore, a 

large dynamic range of zero and near-zero velocities up to high speed flows can 

be measured using the crosscorrelation analysis technique. 

3.5 Image Shifting 

To resolve the problem of the directional ambiguity as well as the small and zero 

velocities in the autocorrelation analysis technique, the image shifting method is 

applied during the image capture process. The method was first introduced by 

Adrian [1]. The system used here was developed by Morrison [52] and has been 

extensively used [19, 35, 82] before the crosscorrelation system was developed at 

UEDIN. 

In principle, the directioiial ambiguity will not be a problem if the first and the 

second or subsequent particle images can be identified [1]. It is, however, more 

useful if the image capture can be done in such a way that the resulting frame 

contains particle images that are moving in the same direction. Image shifting 

can help to achieve this. By rotating a flat mirror about its central vertical axis in 
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Figure 3.7: Set-up of the image shifting system (plan view). 

front of, and at 45°, to the camera during exposure (see figure 3.7), the subsequent 

images of each particle are shifted horizontally with respect to the previous image. 

For the set-up shown in figure 3.7, the imposed shifting velocity points towards 

the right and therefore positive horizontal direction. If this shifting velocity is 

much greater than the most negative horizontal particle velocity then all the 

particles in the resultant image will have positive horizontal velocity which is not 

close to zero. This resolves all the problems mentioned above. 

The shifting velocity depends on the angular velocity of the mirror and the 

distance between the mirror and the measurement zone. The required angular 

velocity is used as input for the computer which controls the turntable. This 

computer also sends the signal to trigger the camera when the mirror is at 45°. 

The shifting velocity can be simply determined by capturing an image of still 

water seeded with particles. The same experimental set-up is then used to perform 

the PlY measurements of the actual experiments. After the measurements have 

been taken, autocorrelation analysis. is carried out with the knowledge of the 

shifting direction. At each interrogation position the resulting velocity vector is 
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composed of the actual particle velocity and the shifting velocity. The shifting 

velocity calibration map is then removed from the PIV records, revealing the 

actual flow. 

3.5.1 Errors in Image Shifting 

A disadvantage of using image shifting in a PlY system is that the associated 

apparatus is difficult to set up and use. However, a more important disadvantage 

of image shifting is that it introduces errors. 

Random errors occur when the turntable, mirror or the camera vibrate. The 

angular velocity of the turntable may also vary during exposure. By using a high 

quality turntable, carefully constructed and set up, those errors can be minimised 

_:l__ -- - 
nc

--3,  
alIu uauc giigiuie. 

Systematic errors include the variation of the shifting velocity across the 

frame, the flatness of the mirror and the angle of the mirror during exposure. 

The errors due to the latter two sources can again be reduced to a minimum by 

using a very high quality mirror, which is carefully set up and accurately aligned. 

Of most importance, however, is the systematic error of the non-constant shift-

ing velocity across the field. Due to image distortion effects, the rotating mirror 

image shifting system gives a greater shift at the edges of the CCD array than at 

the centre. The error is increased if the camera to measurement zone distance is 

decreased. This effect was demonstrated by Morrison [52], who showed that the 

horizontal shift speed may vary across the measurement zone by up to 10%. The 

same effect was also shown by Haydon [35]. In that study, Haydon corrected the 

horizontal and vertical velocities by using a quadratic fit and a linear fit to the 

data, respectively. 

In this study, the error due to the distortion in image shifting was corrected by 

performing ensemble averaging of a number of still-water shift-velocity calibration 
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maps. The camera to measurement zone distance was also kept fairly large so 

as to reduce the effect of this error. The averaged shifting velocity was then 

subtracted from the recorded PIV maps. This technique was previously used by 

Earnshaw [19]. 

3.6 Accuracy of PIV 

Error analysis of the PIV technique has been an interesting and important subject 

for a number of researchers. It is essential to show whether or not the measured 

velocities are accurate and reliable. For water wave studies, the accuracy of, 

and the errors found in, the velocity measurements made using Ply have been 

discussed by Gray [29] and Quinn et al. [61]. Their discussions were aimed towards 

the accuracy of the conventional technique, where wet-film photography and the 

optical autocorrelation analysis were employed. It was found that such a system 

gave an error in the measured velocities of up to a few percent in extreme cases. 

In the work of Keane & Adrian [40, 41] an attempt was made to minimise the 

errors in autocorrelation analysis when double and multiple pulsed PIV systems 

were used. Recent research [17, 38, 84] has been aimed at the accuracy of the 

DPIV technique, where the key errors have been suggested to stem from the 

digital analysis process and especially from the peak detection algorithm. 

A brief discussion of the main errors relevant to the PIV technique used in this 

study is given here. Since the technique consists of two main steps, namely image 

acquisition and image analysis, the errors due to these steps will be dealt with 

separately. Particular problems associated with the measurement of velocity fields 

under breaking waves will be considered in the individual experiment chapters 

(chapters 6 and 7). 

55 



Chapter 3 - Particle Image Velocimetry 

3.6.1 Errors Introduced during Image Acquisition 

The errors inherent is this step of the P1V are mainly due to the characteristics 

of the optical recording system. These errors can be divided into the two classes 

of systematic and random errors [61], as shown in table 3.3. The effects of the 

systematic errors remain constant between measurements. Most of the errors can 

be minimised by using high quality equipment and setting it up with great care. 

Systematic Errors Random Errors 

• 	light sheet intensity and flatness • 	illumination interval 
• 	seeding buoyancy • 	light sheet thickness 
• 	geometric distortion of camera lens • 	random 	distribution 	of 	seeding 

particles 
• 	refractive index changes between • 	focus and alignment of camera 

water-glass-air interface 
• 	out-of-plane velocity components 	J • 	magnification measurement 	I 

Table 3.3: Systematic and random errors introduced during image acquisition. 

A few problems arise when using the scanning beam system to illuminate the 

flow. The illumination intensity is not perfectly constant [31] but this effect is 

rather minimal. There is light loss due to reflection at every optical component 

in the beam path as well as due to light absorption by the seeded water. By 

using a high powered laser, blocking out the external light and cleaning the tank 

regularly, a high contrast image of bright particles on a dark background can be 

achieved. 

The laser light sheet may not be perfectly flat due to small deformations 

in the reflecting parabolic mirror. Typically, the flatness of the light sheet is 

within +3 mm, and for a light sheet of around 2 mm thick this gives a random 

magnification error of about 0.1% [61]. 

Another problem which stems from using the scanning beam method is the 

small uncertainty in the illumination interval. This is due to the fact that particles 
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in different regions are not illuminated at precisely the same instant of time. 

However, if the interrogation areas are much smaller than the total width of the 

light sheet, this error is very small [31]. 

It has been pointed out that the choice of seeding particles is crucial. They 

need to precisely follow the flow and scatter the light well. Conifer pollen and 

silver coated hollow glass spheres were adopted in this study, where the first one 

has a small tendency to rise and the latter has a slight tendency to sink. In 

addition to these systematic errors, random errors occur due to the fact that 

the seeding particles are distributed randomly throughout the water. That is, 

the continuous flow field is represented by a random sample of points across the 

measurement region [2]. 

The resulting PIV images may appear curved, especially at the edges. This is 

caused by refractive index changes. Fortunately however, this problem is almost 

counter balanced by the distortion due to lens aberration, which has the opposite 

effect [29]. Nevertheless, it is still necessary to check the total distortion from the 

image of a grid, to see whether the effect is negligible. 

Because the PIV used here is a two-dimensional technique, the out-of-plane 

velocity components cannot be measured and, moreover, this can result in sig-

nificant errors. It is suggested that because the experiments were carried out in 

a 2-D wave flume, the out-of-plane component is minimal [61]. However, when 

measurements are made of the turbulent flow field under breaking waves, this 

conclusion cannot be made. The effect of this error is minimised when the cam-

era shutter is only opened for a very short time, so that the flow does not change 

significantly during exposure. 

Misalignment of the camera causes problems with focusing and magnification 

and result in poor image quality. This then gives errors in the measured velocities. 
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These errors can be reduced to a minimum by patiently and accurately setting 

up the camera. This philosophy is also applied to the rest of the apparatus. 

3.6.2 Errors Introduced during Image Analysis 

The most important thing to be considered during the analysis process is the 

accuracy of the particle displacement measured from the correlation plane. The 

quality or resolution of particle images recorded by a CCD camera plays a major 

part in the accuracy of particle displacements. The main source of error is the 

uncertainty in the detection of the correlation peak, which is influenced by the 

following: 

• particle image size 

• seeding concentration /particle image density 

• velocity gradients. 

With the current DPIV system, the position of the correlation peak can be 

measured to sub-pixel accuracy. There are three well known possible routines 

for calculating the sub-pixel particle displacements [17, 62]. They are referred 

to as three-point estimators and they are the centroiding or centre-of-mass peak 

fit, the parabolic peak fit and the Gaussian peak fit. Because it is the best 

performing and most frequently implemented approach, the Gaussian peak fit 

is used in this study to detect the correlation peak. This good performance is 

based on the fact that the particle images are well approximated by a Gaussian 

intensity distribution and so the resulting correlation peak will also have the same 

distribution profile. These three-point estimators, however, give the best results 

when the correlation peak is relatively narrow. If the fitted peak does not agree 

with the actual correlation peak, a bias error can occur. 
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The form and size of the correlation peak is dependent on the diameter of 

the particle images. If the particle images are too small, there is not sufficient 

information in the correlation peak compared to that of the noise. If the particle 

images are too large, the correlation peak becomes wide, and so an uncertainty in 

the peak detection is introduced. There has been much work done on improving 

the displacement estimation [17, 62, 84]. It has been shown that for 32 x 32 pixel 

crosscorrelation, the optimum particle image should be approximately 2 pixels in 

diameter, in order to achieve the minimum error [84]. 

The seeding density should not be too high because this causes particle images 

to overlap and distorts the peaks in the correlation plane. This will then intro-

duce the bias error in the peak detection. On the other hand, very low seeding 

densities are also unsuitable as there are generally not enough particle images to 

achieve an acceptable signal to noise ratio. The optimum particle image density 

is recommended to be around 10-15 particle pairs per interrogation area for auto-

correlation analysis [41, 61]. For crosscorrelation analysis it is suggested that the 

number of particle images should be greater than 7 in an interrogation area [42]. 

Although the camera exposure is chosen to be a very short period of time, so 

that the flow is constant, in water waves it is hard to avoid regions of high ac-

celeration or vorticity within the flow. As a result, the individual particle images 

are irregularly spaced, introducing displacement gradients or velocity gradients 

in some interrogation areas. This effect causes the correlation peak to be spread 

over a wider area and reduces the peak height so that the random error in the 

peak displacement is increased. In addition to this, a bias error also occurs. This 

is because smaller displacements are measured more than larger displacements, 

due to the loss of faster moving particles between exposures. Keane & Adrian [41] 

reported that for high peak detection probabilities, the velocity variation should 
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be less than 5% across the whole interrogation area. This however is also de-

pendent on the in-plane and out-of-plane displacements, which should be less 

than one quarter of the interrogation area width and the light sheet thickness, 

respectively. For breaking wave measurements, Quinn et al. [61] estimated that 

the random error, relative to the maximum velocity, can be as much as 3.0% for 

the extreme displacement gradient of 0.05. 

There are a number of ways to remove the bias errors caused by the above ef-

fects (see further details in [17], [38] and [62]). In this study the method known as 

re-interrogation is applied during the analysis. This method involves performing 

the correlation at each interrogation location twice. In practice, the first correla-

tion is made as normal. However, before performing the second correlation, the 

interrogation area of the second image is moved by the integer number of pixels 

closest to the displacement known from the first correlation. This means that the 

largest displacement in the second correlation should be +0.5 pixels. It was found 

by Westerweel et al. [85] (with a 32 x 32 pixel interrogation area and a 2 pixel 

particle image size) that if the particle displacement is less than 0.5 pixels, the 

rms (root mean square) error is very small. Therefore, with the re-interrogation 

method explained above, the bias effects are reduced and the S/N ratio is also 

increased. 

3.7 Summary of Chapter 3 

This chapter explains the full-field 2-D velocity measurement technique known 

as Particle Image Velocimetry (Ply). The principles and methodology of the 

technique were given. The current system applied to this study is a totally digital 

technique. That is, the image capture is carried out by using a CCD camera and 

the image analysis is performed computationally. All of the instruments involved 
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in the current PIV system were described. The inherent errors in PIV due to 

several effects and the techniques to minimise these errors were discussed. It 

was pointed out that PIV can give accurate and reliable results if care is taken 

throughout the processes of experimental set-up, image acquisition and image 

analysis. 
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Chapter 4 

Experimental Facilities 

This chapter contains the description of experimental facilities including the wave 

flumes, wave generation and the beach construction. In addition to the velocity 

measurements, the free-surface elevations have been recorded using wave gauges. 

The structures and operation of these devices are explained. Finally, all the test 

parameters used in the experiments are summarised. 

4.1 Flumes & Wave Generation 

It has already been introduced in the first chapter that the experiments were con-

ducted in two different flumes. The experiments using a single plunging breaker 

were carried out in a short wave flume at the Fluid Dynamics Group, University 

of Edinburgh (UEDIN). The experiments using a train of breaking waves were 

carried out in a large wave flume at the Department of Hydrodynamics and Water 

Resources (ISVA), Technical University of Denmark. The details of wave flume 

and wave generation at each place are now given. 

4.1.1 UEDIN Wave Flume 

At The University of Edinburgh, the wave flume used is known locally as the 

"Green tank". It is 9.75 m in length, 0.40 m in width, 1.00 m in height and the 
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Figure 4.1: A schematic diagram of the wave flume at UEDIN. 

working water depth is 0.75 m. The supporting frame of the flume is steel. The 

base and side walls of the flume are of 25 mm thick glass in order to allow optical 

access for flow visualisation. Figure 4.1 shows a schematic diagram of this wave 

flume urithout the beach set-up. A wavemaker is located at one end of the flume 

and the settling chamber is at the opposite end. The flume has three sections, 

each 3.25 in in length, and the experiments were conducted in the middle section 

where the initial breaking occurred. 

The flume is designed not only for the study of water waves, but currents also. 

These can he generated by pumping the water into the flume at the base of the 

wavemaker end and out at the chamber end. More information about current 

generation as well as the detailed flume construction can he found in Skyner [67] 

who designed and built the flume. 

Wave Generation at UEDIN 

The wavernaker installed in the Green tank is the hinged-paddle (or a flap) 

type, which also acts as an active wave absorber. The paddle and its control-

ling software were made by Edinburgh Designs Ltd, developed from a design of 

Prof. Stephen Salter in the Department of Mechanical Engineering, University of 

Edinburgh. There are force and velocity transducers built within the wavemakcr 
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so that reflections can be sensed and absorbed by the paddle whilst waves are 

being generated. A variety of wave spectra can be produced. 

The wave paddle is controlled, through an interface box, by a PC. In addition 

to sending the drive signal to the paddle, the wavemaker controller can also output 

signals to trigger other devices, such as cameras, as well as sample signals from 

external devices such as wave gauges and position transducers. The software 

used to perform the present experiments was version 3.61 of Ocean compiler, 

developed by Rogers & Bolton-King [65]. 

With the existence of the beach in a wave flume of such limited length, it is 

very difficult to generate breaking waves from a train of regular waves. Conse-

quently in this study, a single plunging breaker was generated by superimposing 

a number of wave fronts and focusing them to break at the desired time and 

position in the flume. However, it transpired that the actual breaking position 

and time were not exactly what had been programmed into the wavemaker con-

troller. This was due to shoaling of the wave as it travelled up the beach; the 

wave generation software and paddle controller are designed to focus waves in a 

constant water depth over the whole flume and do not account for the effect of 

shoaling on breaking position. The breaking point was then determined from the 

free-surface profiles measured by wave gauges. It is determined as a point where 

wave height to water depth ratio H/d is maximum (see section 2.2). 

A detailed explanation of the generation of focused waves in the Green tank 

is given as follows. The free surface displacement q at position x and time I can 

be described by 

17(x, I) =a cos(kx - 2ft + 	 ( 4.1) 

with 

= 2irf 
	

(4.2) 
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and 

WTI = gk tanh(kh). 	 (4.3) 

Here a,, is the amplitude of the nth frequency component, 0,, is the corresponding 

phase and /i. is the undisturbed water depth. Equation (4.3) is a well known 

dispersion relation for the gravity water waves, it relates the wave number k 

with the radian frequency w,,. 

In the user program, the wave amplitude and frequency range are speci-

fled [65]. The controlling software for the paddle has a built-in function that 

creates multiple wave fronts by distributing the wave amplitude across the fre-

quency range, modified by a slope factor (see figure 4.2). 

The amplitude a for a front it in the wave is specified as: 

afbe 	
(i + 

s(.f - fmean)\ = 
.fmax - fmin \ 	frnax - fmin ) 

(4.4) 

where 

a = 	total amplitude (given amplitude), 

fmin = 	minimum frequency, 

fmax = 	maximum frequency, 
= 	slope factor in range [-1,1], 

fmean = 	(f,nin + fmax) /2, 	 - 
fbase = 	the base frequency determined by the 

frequency of the wavemaker and 
= 	frequency corresponding to front it. 

The next step is to focus all the wave fronts at the desired position and time 

in the flume. This is done by setting the start phases of all the fronts in a wave 

group so that they will have equal phase at a particular time and location. The 

start phase of each front is set to the value of: 

kx& - 27rft& + ç,, = 27rm 	(rn = 0, ±1, +2,...), 	(4.5) 

where xb and tb are position and time of the focused event respectively. Then the 
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free surface displacement from equation (4.1) becomes: 

i(x, t) = E a cos [k (x - x o ) - 2fTh  (t - t0)]. 	 (4.6) 

By specifying x, and to in the software function, i.e. equation (4.6), the 

paddle can be controlled to generate a focused wave. The type of focused wave 

is dependent on the size of the specified amplitude. By gradually increasing this, 

the wave produced can vary from a non-breaking steep wave, through spilling 

breaker, to a violent, plunging breaker. In this study, a single plunging breaker 

was chosen. The input parameters for the wave generation functions are shown 

in table 4.1 and its spectrum is shown in figure 4.2. 

Parameters Chosen Values 

amplitude a 0.08 m 
minimum frequency fmjn 0.4375 Hz 
maximum frequency fmax 1.3750 Hz 
slope factor s -0.70 
focused position Xb 4.20 m 
focused time 4 15.00 sec 

Table 4.1: Wave parameters for producing a single plunging breaker in the 
UEDIN wave flume. Note that in the controlling program, x = 0 is at the paddle 
pivot. 

4.1.2 ISVA Wave Flume 

Since the wave flume at UEDIN is (a) limited in length and (b) not suitable for 

shallow-water wave generation, a different, larger scale of wave flume was required 

for experiments using a train of breaking waves. Therefore PIV experiments were 

performed at ISVA in a flume 28 m in length, 0.60 in in width and 0.80 m in 

height, the flume being made by Armfleld of England. The actual depth of water 

in the flume for the experiments was 0.51 m. Figure 4.3 is a photograph of the 

ISVA wave flume, taken before the PIV apparatus was installed, and its schematic 
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Figure 4.2: Wave spectrum for producing a single plunging breaker in the 
UEDIN wave flume. 

diagram is shown in figure 4.4. The side walls of the flume are made of thick 

glass and supported by a steel frame, similar to the flume at UEDIN. However, 

the base of the ISVA flume is opaque and consequently the illumination for PIV 

was introduced through a side wall of the flume. Further details of the P1'! set-up 

will be given in section 7.1. 

The flume consists of three main sections: the wavemaker section at one 

end, the middle section (0.60 in x 28.0 m) which is used for flow visualisation 

experiments and the reservoir section at the other end. The middle section is 

connected to the reservoir by a large diameter pipe under the laboratory floor, 

not only for the purpose of current generation, but also to minimise the filling 

time for such a large flume. As can be seen in figure 4.4, a breakwater and sand 

bank in front of the reservoir were in place throughout the present experiment. 

They were used in other experiments performed prior to this study and were not 

removed before the beach was set up. Thus, to prevent the fine sand particles 
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Figure 4.3: A photograph of the ISVA wave flume. A piston-type wavemaker is 
located at the far end (on the left hand side of the picture, unseen). 
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Figure 4.4: A schematic diagram of the ISVA wave flume. 

mixed in the reservoir coming into the test section, the connection was closed 

and the flume was instead filled with tap water. This was a very time-consuming 

procedure but it was the best solution to prevent particulate contamination of 

the test section. 
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Wave Generation at ISVA 

A piston-type wavemaker was used in the 15 1/A flume. It is driven in the hori-

zontal direction in figure 4.4 by two hydraulic pistons, an electrical servo system 

being used to control the movement with a maximum stroke of ±0.30 m within 

a two second period. The motion control signal is generated from a PC with a 

built-in digital to analog converter. The PC contains a program that can calculate 

a number of wave types: sinusoidal movement of the piston, regular waves (based 

on 2nd order cnoidal or Stokes theory), or irregular waves (based on a first-order 

Biesel transfer function). The program was written by Eskholm et al [24]. 

In this experiment, a train of regular waves based on the 2nd-order Stokes 

theory was generated in the flume. As the waves travel up the beach, the defor-

mation and shoaling effects occur before the waves break. If the shallow-water 

waves were produced by a simple sinusoidal motion of the piston wave generator, 

an almost unavoidable free second harmonic wave would normally appear. This 

secondary wave is suggested as a smaller and slower wave that travels down the 

flume and superimposes on the main wave [7, 27]. It causes the generated waves 

to become irregular in form. In such case, the surface elevation can be written 

in terms of the superposition of a second order Stokes' wave and a free second 

harmonic wave: 

tj(x, t) = a 1  cos(wt —kx) + a 2  cos 2(wt - kx) + a22  cos(2wt - k 22 x + a22 ), (4.7) 

where w is the wave frequency and is related to the wave number Ic by the dis- 

persion relations: 

= gktanh(kh) 	 (4.8) 

and 

(2w) 2  = gk22  tanh(k22h). 	 (4.9) 
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On the right hand side of equation (4.7), the first two terms are a 2nd order 

Stokes wave and the last term represents a free second harmonic wave, a 22  is the 

phase angle between the main wave and the free second harmonic wave at the 

generator. The period of the free second harmonic wave was approximately half 

of the main wave period. 

In order to reduce the unwanted free second harmonic wave, but leaving the 

waves of constant form, a non-sinusoidal motion was introduced to the piston 

wave generator instead of a simple sinusoidal motion. The translation of the 

piston is written as 

= e 1  sin(wt) + e22  sin(2wt + $22), 	 (4.10) 

where e is the amplitude of the piston translation and $22  is the phase angle 

between the two components of the piston motion. 

This method was introduced by Buhr Hansen & Svendsen [7] (see also 

Svendsen & Buhr Hansen [73]). It is found to be an efficient way to generate 

the waves of constant form which can minimise the effect of the free second har-

monic wave down to 2% of the main wave height. 

The basic wave parameters that need to be given as input to the controlling 

programme are wave height (H), water depth (h), wave period (T) and wave 

length (L). Then the command signal is computed based on the 2nd order Stokes 

theory taking into account the need to reduce the free second harmonic wave. 

The wave parameters chosen in this experiment are shown in table 4.2 includ-

ing the resulting 2nd order Stokes wave height (H2 ) and free second harmonic 

Breaking wave type H (m) h (In) T (s) I L (in) H2 1H H22 /H2  
Weak plunging 0.105 0.51 1.20 2.06 0.1132 0.3319 
Spilling 0.105 0.51 1.08 1.73 0.1156 0.3928 

Table 4.2: Wave parameters used in the ISVA wave flume and the corresponding 
breaker types. 
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wave height (H22 ), relative to the main wave height (H) and H2 , respectively. 

Two types of breaking wave are generated on the beach depending on the initial 

wave steepness. Figure 4.5 shows the resulting measured free surface elevations 

and their Fourier Transforms of the two generated waves at the same x position 

over the horizontal bed. Figure 4.5(a) and (b) correspond to a train of weak 

plunging breakers and figure 4.5(c) and (d), to a train of spilling breakers. It can 

be seen that the records show the constant form of the waves with almost no free 

second harmonic components. 
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Figure 4.5: Free-surface elevations measured over the horizontal bed (at 12.45 m 
from the piston wavemaker) in the ISVA wave flume; the records show waves of 
constant form. (a) is a record of a wave train before breaking as plunging breakers; 
its Fourier Transform is shown in (b) and (c) is a record of a wave train before 
breaking as spilling breakers; its Fourier Transform is shown in (d). 
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4.2 Beach Construction 

The experiments carried out at UEDIN and ISVA employed an artificial beach 

fitted into the flume to represent a surf-zone region. In both cases, the beach slope 

was 1/13. This was agreed for comparison with a numerical model [121. This is 

relatively steep but was preferred in order to reduce the amount of computational 

points and time steps needed in the numerical model [11]. Although the beaches 

used at both institutions had the same slope, their construction was different due 

to the different flume and wave scales. 

4.2.1 UEDIN Beach 

At UEDIN a smooth impermeable beach, made from 8.5 mm thick perspex plates, 

was fitted into the flume as shown in figure 4.6. Another reason to use a 1/13 

slope was that reasonable depths could be maintained at the breaking point, 

within the limited flume length available. Note that there is a sudden change of 

slope in the beach at the end of the first bay in figure 4.6(a). Due to the paddle 

wavemaker it is necessary to keep the water depth at 0.75 m at the paddle. It is 

impossible to install a 1/13 slope beach and achieve this in the Green tank due 

to its limited length. Consequently, two separate slopes were used. The steeper 

section of beach (a "ramp") is a wooden plate which would normally be laid 

horizontally above the sump, for deep-water wave experiments. 

Using perspex plates for the beach allows the laser illumination to enter the 

measurement zone through the bottom of the flume. It was adapted from the 

method of Quinn [60] who used very thin transparent plastic to cover a small gap 

between two thick plastic beaches running longitudinally along the sides of the 

Green tank. It was found that after running many waves over such a beach type, 

the thin plastic started to flap up and down under wave motion until it detached 

72 



Chapter 4 	Experimental Facilities 

Adjusting Handle 

Wave Paddle 	
Adjustable Support - 

Pcrspcx 

Rarn 1/13 3e~ach I 

Sump for 	1 	(a) Side View Recirculate Current 

Wave Paddle 	 1BeamSups 	Adjustable Support \  

Ramp Perspex Beach 	0 F_ I — 

rrt tichtpn 	 Adiustini, Handle 

against the tank walls 

(1,) Plan View 

Figure 4.6: UEDIN wave flume when fitted with the beach; side view is shown 
in (a) and plan view is shown in (h). 

from the beach. Because the beach used here was going to be constant in shape 

and slope throughout the experiments, a more-robust, solid-perspex beach was a 

suitable choice for the job. The installation of this beach is very similar to that of 

Quinn's plane sloping beach, and detailed information on the support structures 

and their installation can be found in [60]. A brief description is given here. 

Three perspex plates were used, the overall length being about 6 m. They 

were screwed directly onto the fibre-glass "I" beam supports. In the plan view, 

the I-beams were set at about 0.15 m apart, leaving a gap between them for the 

PIV illumination. The I-beams were supported by three main supports, two of 

which can he tightened against the tank walls (see figure 4.6(b)). One of these 

supports was located at the toe of the 1/13 beach and the other at the mid-point 
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of the beach. The top of the beach, at the chamber end of the tank, was attached 

to a support resting on top of the tank. This was used to adjust the height of 

that end of the beach to achieve the correct slope. 

4.2.2 ISVA Beach 

The beach at ISVA was installed with its toe at 13.32 m from the rest position of 

the piston wavemaker. Due to the large scale of the flume and the larger waves, 

the beach need to he relatively robust. It was built up from two different kinds 

of material. In the test section. where PIV measurements were conducted, the 

beach was made from 15 mm thick perspex plates. The rest of the beach was 

made from concrete. 

(a) Side View of the Flume 

Perspex 

Side View of the Beach  
OZZ M Z 

L-Beani Support 

[-Beam Supports 
Plan View of the Beach 

Figure 4.7: (a) ISVA wave flume when fitted with the beach. (h) side view and 
(c) plan view of the perspex beach attached to the concrete beaches. 

Figure 4.7 shows the structure of the beaches when fitted into the flume. The 

perspex plates and the I-beam supports were prepared at IJEDIN and taken over 

to ISVA, together with all PIV equipment. The concrete sections were prepared 

and fitted into the flume by technical staff at ISVA. Due to the size of the cargo 
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Beams in 
the Pits 

Figure 4.8: Cross-section of the beach in the ISVA wave flume: (top) the three-
dimensional look of the concrete section and (bottom) the attachment between 
the perspex plate, the 1-beams and the concrete section. 

area of the vehicle used to transport the equipment, the perspex beach could 

not be made as one long section. Instead it was fabricated in 2 sections, one of 

which was about 2 m long and the other, about 1 m long. The process of perspex 

beach construction is similar to that done for the beach at UEDIN. Two pairs of 

1-beams were used, each pair being joined using Aluminium webbing plates and 

bolting them through, to create 2 longer beams. The perspex plates were then 

screwed directly onto the I-beam supports. The completed beach was now ready 

to fit between the concrete sections. The test section end of each of the concrete 

sections contains two "pits" for the I-beams to fit in and be bolted in place, see 

figure 4.8. To stop the I-beams from moving under the wave motion, Aluminium 

right-angled brackets were used to fasten the I-beams onto the wooden plate 

attached to the front of the concrete. 
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4.3 Wave Gauges 

Wave gauges were used to measure the free-surface elevation from the still water 

level. These measurements were carried out in addition to the PIV measure-

ments at both institutions. At IJEDIN, the free-surface measurements are useful 

in testing the repeatability of the waves from one focused event to the next. Ad-

ditionally, the record of free-surface displacement can be used to determine the 

breaking point, wave length and crest speed of each breaker. 

The wave gauges used at both places have similar structures and functions. 

They consist of two parallel steel rods partly-immersed vertically in the flume. 

The operation of the gauges is based on conductivity, i.e. the signal from the rods 

depends on their submerged distance in the water and some other variable factors; 

the salinity and temperature of the water. In the well-controlled, laboratory 

wave flume conditions, these unwanted parameters can be kept fairly constant. 

A sinusoidal signal carrier is supplied to the gauges, the returned signal basically 

then depends on the submersion. The signal is then amplified to produce an 

analog +5 Volt output. The gauges at IJEDIN were recorded at 16 Hz by the 

wavemaker controller at the same time as a wave is being generated. The data 

were then transferred onto a PC. At ISVA, the gauges were sampled at 66.67 Hz. 

The sample rates of the ISVA wave gauges can be easily adjusted by a controlling 

PC which is connected to the signal amplifier. 

The data recorded from the wave gauges are initially units of volts. In order 

to convert into a physical length unit, a calibration procedure needs to be carried 

out. This can be achieved, when the water is still, by sampling the gauge at 

different submersion distances. As conductivity is linearly proportion to the sub-

mersion (with constant salinity and temperature) the calibration graph should be 

a straight line, as shown for example in figure 4.9. By using linear regression with 
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Figure 4.9: Calibration lines for the wave gauges. 

a least-square fit method, the conversion from voltage to physical length unit can 

be done. 

Camera-Trigger Signal Generator 

At ISVA it was not possible to generate signals from the wavemaker to trigger 

the camera at the desired wave phases. Thus, a specially-designed wave gauge 

was constructed and positioned on top of the flume. It was made by Jørgen 

Christensen, a member of the technical staff at ISVA. 

A simple wave-trigger consisting of two steel rods similar to those in a normal 

wave gauge, spaced 10 mm apart, was used as a trigger source. It was positioned 

in the flume such that each wave crest just touched the tip of the rods. In air, the 

resistance between them is infinite, but when a water wave crest travels past, it 

0.10 
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shorts the electrodes. This was used to trigger a TTL pulse for 100 milliseconds, 

every time a wave crest travels past the rods, this in turn being used to trigger 

the camera. By locating this signal-generating wave gauge at different positions 

along the wave flume, covering one wave length, different phases of each wave 

cycle can be captured (see also section 7.1). 

4.4 Summary of Test Parameters 

Here, a summary of all the test parameters used in this study is given, the method 

of wave generation having been explained in section 4.1. These parameters are 

shown in table 4.3. 

For the single plunging breaker experiments, the starting wave height at the 

paddle H. = 0.08 m steepening up to the height at breaking point Hb  = 0.154 m. 

Because a single breaking wave was generated from the superposition of many 

wave fronts, the central frequency that represents the breaking wave needs to be 

determined. This can be found from the wave spectrum such as that shown in 

figure 4.2. The central wave frequency can be calculated from the spectrum using 

the following weighing method: 

N 

L 
= n1 	 (4.11) 

N 

fl1 

where fi = fmin and fN = fmax (see equation 4.4). The central frequency is 

then used as the characteristic frequency of a generated single breaker. The 

corresponding characteristic wave period was then calculated as T, = 1/ft and the 

characteristic wave length as L 0  = g/27rf02  using a linear deep-water wave theory. 

Their values are shown in table 4.3. A wave breaks as a plunger over the beach at 

1.66 m from the toe of the 1/13 slope and at the water depth 4 of 0.228 m. The 
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Test 4(m) Ho (m) 14(m) L o  (m) T(s) o Breaker 
type 

xb(m) 4(m) C&(MIS) 

UBDIN 0.080 0.154 2.87 1.36 0.461 plunger 1.66 0.228 1.60 

ISVA 0.510 0.084 0.105 2.25 1.20 0398 weak 5.33 0.100 1.22 
plunger 

ISVA 0.510 0.086 0.098 1.82 1.08 0.354 spilling 5.28 0.104 1.21 

Table 4.3: Summary of all the test parameters used in this study. C=crest speed, 
H=wave height, L=wave length, T=wave period, e=surf similarity parameter, 
x=horizontal position and d=still water depth. The subscripts o, h, b and the 
superscript * denote the deep-water parameter, horizontal bed section, breaking 
point and characteristic parameter respectively. 

breaking type corresponds to a deep-water surf similarity parameter e0 of 0.461 

which was just below the classified range proposed by Calvin [27] and Battjes [] 

(see section 2.3). The speed of the wave crest at breaking, Gb, was 1.60 ms', 

which is about 1.07 times the phase velocity. The crest speed was estimated by 

using two wave gauges recording the same wave at different positions within the 

breaking region. 

For the ISVA experiments, two types of breakers: weak-plunging and spilling, 

were generated from the regular wave trains. The water depth was kept at 0.51 m 

throughout the experiments for both waves. The main wave parameters (H, L 

and T) of both breakers have been chosen after much trial and error of wave 

generation. The waves used in the experiments were those that broke over the 

perspex section of beach. Ply experiments were also carried out for the case of 

strong plunging breakers. Unfortunately, over nearly the whole wave period, the 

images contained a large amount of air bubbles generated during breaking. It 

is not possible to analyse the images where this exists and it was decided not 

to present the experiments for this wave here. As a result, the wave parameters 

of the weak plungers used here were close to that of the spilling breakers so 

as to avoid the large quantity of the bubbles. The differences in their physical 
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appearances at initial breaking, however, enables the waves to be categorised into 

two different types. 

The deep-water wave length shown in table 4.3 of both breakers at ISVA 

were estimated by linear deep-water wave theory. The surf similarity parameters 

can then be calculated. Such a parameter for the weak plunger is smaller than 

the classified value of Battjes's [5]. It falls in the spilling breaker type, but the 

wave is labelled as a plunging breaker here judged by its appearance. The deep-

water wave height was approximately equal to the wave height in the horizontal 

bed section. This is because the water depth to wave length ratio, d/L, in the 

horizontal bed section falls into the intermediate-depth regime [74] The crest 

speed of both breaking waves were again estimated from the free surface profiles 

recorded using two wave gauges positioned at different locations. The crest speeds 

in table 4.3 of the weak plunger and the spilling breaker are 1.23 and 1.20 times 

their respective phase velocities. 

4.5 Summary of Chapter 4 

This chapter describes the experimental facilities used at two institutes. Ex-

periments were carried out in two scales of laboratory wave flume, one at The 

University of Edinburgh (UEDIN) and the other at ISVA, Technical University 

of Denmark. Details of the wave flumes, wave generation and beach construc-

tion were given. In the UEDIN short wave flume, the single plunging breakers 

were generated by the hinged-paddle wavemaker which controls the multiple wave 

fronts to be focused at the desired position and time. In the ISVA large scale 

wave flume, the trains of regular waves were controlled by a non-sinusoidal trans-

lation of the piston-type wavemaker. The weak plunging and spilling breakers 

were generated. The beaches used in both wave flumes had the same slope of 
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1/13 and were made from the solid perspex plates so that the laser light sheet 

can be transmitted through. 

Another measurement done apart from the PIV is that of the free-surface 

elevation. Such values are measured by using the wave gauges. The wave gauge 

structure and operation were explained along with the calibration method. These 

measurements are of important in calculating the crest speed of waves and also 

providing the information of the wave repeatability, wave length and breaking 

point. Finally, the summary of all the wave parameters used in this study was 

shown in the last section. 
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Experimental Data Analysis 

The main objective of this study is to gain knowledge of wave and turbulence 

characteristics under surf-zone breaking waves from PIV measurements. This 

chapter deals with the post-processing of PIV data and explains the method 

of extracting wave and turbulent quantities from instantaneous velocity vector 

fields. Before the data can be analysed to provide those quantities, it needs to be 

validated. The following section describes the validation method used. 

5.1 PIV Data Validation 

After the image analysis, explained in chapter 3, the output data contains two-

dimensional instantaneous velocity on a regular grid in the flow field. Each data 

file contains velocity information in 5-column ascii form (x, z, u, in, S/N), where 

x and z are the horizontal and vertical coordinates, respectively, u and in are 

the instantaneous velocity components in the x and z direction, respectively, and 

S/N is the signal to noise ratio. 

If poor correlations occur, due to several effects explained in chapter 3, then 

"spurious" vectors or "outliers" can appear on a velocity map. These vectors 

are considered invalid and should be eliminated from the map before further data 

processing is done. The outliers can normally be quite readily detected visually on 
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a displayed map by comparing their magnitude and direction with their nearest 

neighbours. Figure 5.1 shows an example of the raw data for an instantaneous 

flow field under a weak plunger. Some of the spurious vectors can be seen clearly, 

especially along the edge of the field near the free-surface. 
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Figure 5.1: Raw velocity vector map of an instantaneous flow field under a weak 
plunging breaker. Some incorrect vectors can be observed. 

It is a time-consuming task to detect and remove incorrect vectors manually, 

especially when there are a very large number of PIV images such as in the 

present experiments. In order to avoid this, an automatic validation algorithm 

for detecting incorrect data on a raw flow field was required. 

The validation algorithm used in this study was developed by David Hann [34]. 

It was written in C and run under a Unix based PC. The algorithm not only de-

tects the incorrect vectors, but removes and replaces them with new vectors that 

are generated from an interpolation algorithm. These algorithms are explained 

below. 
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Validation Algorithm 

The validation method applied to raw PIV data is based on the median filtering 

technique. At each (x, z) position on the flow field, the program will find a median 

values of the u and to components over a number of neighbours, the size being 

specified by the user. Here, a 3 x 3 or 5 x 5 grid size with eight or twenty-

four nearest neighbours, respectively, was selected. The median value is taken 

as the central value of the sorted order of these neighbours with respect to the 

magnitude of their u and w components. The velocity vector at position (x, z) is 

then considered invalid and removed if the absolute difference between its value 

and the median is above a specified threshold, that is 

u(median) 	ui(x,y) I > 6iires, 	 (5.1) 

where u i  is the i-component of the velocity vector. The threshold Cch res h can be 

determined experimentally from the flow and varied until the incorrect vectors 

are removed. 

Interpolation Algorithm 

After the incorrect vectors have been removed by the median filtering method, the 

PIV data will contain gaps. This incomplete data field is not suitable for further 

data-processing algorithms, such as calculating the vorticity or other gradient 

quantities. As a consequence, the gaps need to be filled using interpolation. The 

interpolation used here is based on a smoothing algorithm. That is the missing 

data is estimated using a weighted average of the surrounding data with the 

Gaussian window technique. 

At the (x, z) position on the flow field, the program will replace the velocity 
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components with the smoothed values: 

10 	10 
o(tn, n)u(x + max, z + naz) 

,n=-10n=-10 	 2 
10 	10 
E E a(m, ii) 

M=-10 n=-lG 

where 
m2  +n2)\ 	

(5.3) a(rn,n)=exp 	
2( 	

p 
in which ax and àz are the distance between the grids on the vector map along 

the x and z direction respectively. In the present case ax = az. c is a smoothing 

factor specified by the user which is best set in the range 1.0-2.0, although it can 

take any value [34]. 
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Figure 5.2: Velocity vector map of the instantaneous flow field under a weak 
plunging breaker first shown in figure 5.1., after validation and interpolation. 

Figure 5.2 shows a result after using the validation and interpolation algo-

rithms on the velocity vector map shown in figure 5.1. It can be seen that, all 

the incorrect vectors are removed and replaced by new ones which seem to agree 
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well with the surrounding vectors. When the interpolation routine is applied to 

vectors at the edges, such as along the free surface, the number of points in the 

summation in equation (5.2) will be reduced since the velocity is not measured 

at points outside the edges. 

This technique is used, not only to fill in missing vectors, but also to smooth 

the whole flow field. This is useful to reduce the noise which affects the experi-

mental data [62]. However, in order to prevent small scale turbulence from being 

smoothed away, a smoothing factor c = 1.0 is considered sufficient. 

5.2 Estimation of Wave & Turbulent 
Quantities 

Once PIV data is validated, it is ready to be used to extract flow information. 

This section explains the procedure for obtaining wave and turbulent quantities 

from the validated PIV data, in order to detect structures in the flow. 

5.2.1 Vorticity 

Vorticity is one of the important features of the flow. Vorticity maps can be used 

as a flow-visualisation tool in addition to the most commonly and easily presented 

tool: velocity field plots. In this study, vorticity is useful for considering the 

coherent structure and the rotational flow under breaking waves. Additionally, 

vorticity magnitudes and dynamics can, perhaps, suggest the pattern of sediment 

transport. 

The vorticity cL of a fluid motion is defined as the curl of the velocity vector 

= (n,v,w) [81]. In the case of a two-dimensional PIV velocity map, only one 

component of vorticity, which is along the y-axis (normal to the light sheet), can 
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be determined: 

Ow 	Ott 	 (5.4) w = -  --  --. 
y Dx 	Liz 

Vorticity at each grid point on a PIV map is calculated using a C-program 

written by the author. The differentiation operator was based on the method used 

by Earnshaw [19]. The program fits a 4th order polynomial to the velocity at the 

calculating point and its four nearest neighbours. The velocity gradients are then 

calculated from the fitted polynomial functions and hence the y-component of 

the vorticity, according to equation (5.4), can be estimated. This differentiation 

method is also applied to determine other differential quantities which are dis-

cussed in section 5.2.3. It was suggested that this method provides better results 

L11 other differentiation schemes, such as those based on finite differences [62]. 

5.2.2 Mean Flow & Turbulence Characteristics 

In order to investigate turbulent structures under the surf-zone breaking waves, 

the PIV data needs to be analysed in a statistical way. This requires many 

measurements of each situation. The procedure for obtaining these records is 

explained in sections 6.1 and 7.1. The method for extracting mean flow and 

turbulence parameters from the PIV data is described here. 

Mean Velocity 

There are several methods for calculating the average value of the measured 

velocities. Each averaging method can only be carried out if certain conditions are 

satisfied [37]. Here the ensemble-average and phase-average method are applied 

to the PIV velocity maps. 

For the UEDIN experiments on single-plunging breakers the same experiment 

was repeated 20 times. The mean velocity at a fixed point (x, z) and time i was 
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calculated by an ensemble average: 

N 

(u(x,z,t)) = 	(n)  (x,z,t), 	 (5.5) 
n1 

where the symbol () indicates averaging operator, u" is the i-component of the 

instantaneous velocity measured from the nth experiment and N is the number 

of repeated experiments, in this case N = 20. 

For the ISVA experiments on trains of weak plunging and spilling breakers 

where PIll data were taken at the same phase of each wave cycle, the mean 

velocity at a fixed point (x, z) and phase wt can be calculated by means of a 

phase average: 

u (x, z, w(t ± 	nfl), 	 (5.6)11  

where w is the wave angular frequency and T is the wave period. N is the number 

of wave cycles, here 60 cycles of the wave were measured. 

Turbulence Characteristics 

To yield information on turbulence characteristics such as turbulent intensities or 

turbulent kinetic energy, the turbulent fluctuation need to be separated from the 

mean flow. This can be done by subtracting the averaged value from the original 

instantaneous velocity: 

U t = u - 
	 (5.7) 

Thus the averaged value, (u1), is treated as the wave component which is repeated 

from wave to wave and u is the turbulent (fluctuating) velocity component. 

Since the PIll technique used here can only measure two velocity components, 

the turbulent intensity is defined, following Chang & Liu [10], as 

J=(u'u'+w/ w /
)

1/2 , 
	 (5.8) 
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where it '  and w' are the turbulent fluctuations in the x and z directions, respec-

tively. 

Another important turbulent quantity is the turbulent kinetic energy, k. By 

definition /c is 

k = (k') = (uu), 	 (5.9) 

where k' is the turbulent kinetic-energy fluctuation and summation over the re-

peated index is assumed. However, as for the determination of the turbulent 

intensity, only the x and z components of the velocity were measured. /c is there-

fore approximated as 

1.33  
k 	(U

lu/ + w'w')  

This approximation was obtained by Svendsen [72] under the assumption that 

the turbulence under breaking waves resembles that in a plane wake. It has 

previously been used by several researchers [10, 79, 80]. 

5.2.3 Turbulent Kinetic Energy Transportation 

There has been little application of the turbulence theory in the studies of break-

ing waves in the surf zone. Only the qualitative features of turbulent flows and 

their effects on surf-zone dynamics are understood from the early studies (see 

sections 2.4 and 2.5). It has only recently been possible to carry out quantita-

tive studies using complicated non-intrusive measuring instruments, such as LDA 

and Ply. Some researchers studied turbulence transport in a systematic manner, 

for example Chang & Liu [10] and Ting & Kirby [79, 80]. They examined the 

distribution of the turbulence in time and space. 

Chang & Liu [10] also used Ply, as in the present study, to investigate the 

turbulent structure, however, their study was of spilling breakers in an interme-

diate water depth with a horizontal bed. Although Ting & Kirby [79, 80] also 
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conducted the experiments on surf-zone breaking waves similar to the present 

study, they used the LDA technique. It is worthwhile to note here again that 

this study is aimed towards the understanding of turbulent structures under surf-

zone breaking waves using the PIV technique. The motivation for this aim is 

provided from the above studies. The technique for investigating the turbulence 

and its transport process is carried out following Chang & Liu [10] and Ting & 

Kirby [79, 80] for comparison purposes. 

The distribution of turbulent kinetic energy is described by the energy trans-

port equation (the k-equation) [77] as 

8k 	8k 
+ (uj )--- = —(uu'j )S - 2v(s € sj) 

5 
+ (Vu ' ) - 2v(usi))  

(rate of change - advection = production dissipation + diffusion) 

where p' is the pressure fluctuation, p is' the fluid density and ii is the kinematic 

viscosity. Sj and sj  are the mean rate of strain and the fluctuating rate of strain, 

respectively. They are defined by 

	

1 ( 8(u) 	Du)"1 	 1 (8u 	Du\ 
+ 

0x 	8x1 
' 	= 	

Dxi 

The terms in equation (5.11) are identified as follows: 

. The two terms on the left hand side are the local rate of change and the 

advective transport of k. The advection is affected by the mean flow. 

• The first term on the right hand side describes the production of the turbu-

lent kinetic energy when the Reynolds stresses, —(UV ), are working against 

the mean flow gradient. It represents the exchange of the energy between 

the mean flow and turbulence. 

c!J. 
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• The second term on the right hand side represents the energy dissipation 

when viscous stresses perform deformation work against the fluctuating 

strain rate. This term is treated as a drain of energy [77]. The turbulent 

energy is transferred through a cascade process, where large eddies break 

down into smaller scales, and eventually dissipate as heat. 

• The last long term on the right hand side is the net diffusive transport of the 

turbulent kinetic energy. It consists of the pressure diffusion transport due 

to pressure-gradient work, the turbulent diffusion transport by turbulent 

velocity fluctuation and the viscous diffusion transport by viscous stresses. 

The last diffusion term is usually much smaller than the other diffusion 

terms {26]. 

It is perhaps reasonable to assume' that the mean flow is two-dimensional 

when the measurements are taken at the vertical plane along the centreline of 

the 2-D wave flume [10]. As a consequence, the mean velocity (v) (normal to 

the light sheet) and ( Q/D y) terms vanish. For a large Reynolds number, the 

viscous diffusion term is very small compared to the other diffusion terms and 

can be neglected. If the viscous dissipation term is written as c, the k-equation 

now reads 

advection, —A 

- 	

+ 
production, P 

(uF2) 	- (u'w') 	
+ 	- (Wa) a(W) 	

dissipation

49X 

- (-(k'u') + -(k'w')) - 2(_(u'P') + 	(w'P')). 	(5.13) 

	

turbulent diffusion, 1, 	 pressure diffusion, .7,, 

'This assumption is not absolutely correct when three-dimensional flow occurs after a wave 
has broken, as observed by many researchers [9, 35, 54]. However, to apply the k-equation to 
the 2-D PIV data, this assumption is used here. 
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The simplified transport equation can be written as 

ak 	 (5J4) 

where A, 2, J and € represent the advection, production, diffusive transport and 

dissipation, respectively. The diffusive transport term J is the sum of Jt  and J,. 

Note that Chang & Liu [10] excluded the normal-stress production terms (the 

first and last terms of P in equation (5.13)). 

Considering equation (5.13), every term except J  and € can be calculated 

directly from the PIV measurements. Since the pressure field is not measured, 

the diffusive transport term, 3, needs to be approximated. Chang & Liu [10] sug-

gested two approaches for the approximation: (i) J. can be neglected if J << J; 

or (ii) 5 can he calculated by using a gradient-diffusion hypothesis which says 

that the diffusion flux of k is assumed proportional to the gradient of k: 

Ok 

P 
- C —(up') + (k'u)) = 

" 
(5.15) 

where k  is an empirical diffusion constant ( 1.0; see Rodi [64]). v t  is the eddy 

viscosity and is proportional to a velocity scale and a length scale of the large 

eddies: 

(5.16) 

in which £ is the turbulent length scale. Svendsen [72] suggested that for a 

breaking wave £ is about 0.2-0.3 times the water depth h. Measurements done 

by Pedersen et al. [55] also confirm this range for the length scale. Ting & 

Kirby [80], however, suggested that £ is in the range 0.lh to 0.2h. In this study 

£ = 0.2h is used. Consequently, the diffusion term can be calculated: 

5 = -- (iv'i#.) + -
( ?- (i/it). 	 (5.17) 

Using the above approximations, each term in equation (5.14), except c, can 

now be calculated from the PIV velocity maps. If the local rate of change of 
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turbulent kinetic energy (8.k/0t) can be calculated, then the dissipation, 6, can 

be estimated from the transport equation. However, because the PIV system 

used in these experiments could not provide a high enough frequency record, it is 

difficult to calculate a reasonable value for ôk/8t. Consequently, the dissipation 

is estimated from the two approximation approaches shown below. 

€ can be approximated using the classical turbulent model [64, 721: 

CD  
= 	

jc3/'2, 	 (5.18) 

where CD is an empirical constant and is equal to 0.09. 

€ can be measured directly from the horizontal velocity fluctuations using 

the isotropic theory of turbulence: 

au, \2  /\ 
€ = 2v(sj j 	= 115v I 	) 	. 	 (5.19) 

( \ 
Ox,, 

/ 

This model is based on the fact that the dissipation takes place at the 

smallest-scale eddies, whose turbulent structure tends to be isotropic [64, 

77]. This approximation was also used by Ting and Kirby [79]. 

With the above techniques for post-processing the PIV data, the turbulence 

transport process can be examined. 

5.2.4 Computing Programs 

It has been shown that PIV data can not only be used to present velocity vector 

fields but it can also be extracted to provide other wave and turbulent quantities. 

The computation of those quantities was carried out using C programs which 

run on a UNIX based machine. Some of the calculations need additional UNIX 

scripts. All of the computing programs for the data analysis described in sec-

tion 5.2.1 to section 5.2.3 were written by the author. As already mentioned, the 
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differentiation scheme, based on a 4th order polynomial fit, was developed from 

a code originally written by Earnshaw [19]. It is used to calculate the differential 

quantities that appear in the vorticity formula (equation (5.4)), the turbulent en-

ergy transport equation (equation (5.13)), the diffusion transport approximation 

(equation (5.17)) and the dissipation approximation (equation (5.19)). 

5.3 Summary of Chapter 5 

This chapter describes the post-processing of experimental data. Before the PIV 

data can be analysed to extract flow information, it needs to be validated. The 

validation method based on the median filtering technique was explained. After 

the incorrect vectors have been removed by this technique, they were replaced by 

new values which are determined by interpolation. It was shown that the smooth-

ing algorithm with the Gaussian window technique can be used to interpolate the 

missing vectors. 

After validation, wave and turbulent quantities can now be estimated from the 

PIV data. The procedures for obtaining those quantities were given. Vorticity 

and other differential quantities can be calculated using a 4th order polynomial 

fit. Ensemble-average and phase-average techniques are applied to experimental 

data in order to extract the information about the mean flow and its fluctuations. 

Finally, the turbulent kinetic energy transportation is examined by using the en-

ergy equation. Each term, except the diffusion and dissipation, in the k-equation 

can be calculated directly from the PIV data. The diffusion can be estimated by 

employing the gradient-diffusion hypothesis and the dissipation is approximated 

by the models. 



Chapter 6 

Single Breaking Wave 
Experiments 

In this and the next chapter the experiments carried out at UEDIN and ISVA 

are described respectively. Results from those experiments are also presented and 

discussed. The explanation of the experimental set-ups, contained in these two 

chapters, concentrates mainly on the Ply systems and measurement procedures. 

All of the facilities used at both institutes (which include: the wave flumes; wave 

generation; beach construction and wave gauges), along with a summary of the 

test parameters, have already been described in chapter 4. Detailed description 

of the individual equipment used in the PIV systems can be found in chapter 3. 

However, some descriptions of the experimental facilities and equipment may be 

repeated in certain situations in order to provide clear explanation. 

6.1 Experimental Set-up 

The single breaking wave experiments were carried out in the Green tank (9.75 m) 

at UEDIN. A single wave (group) was generated by a paddle-type wavemaker and 

broke as a plunger over a 1/13 beach. The PlY set-up can be seen in figure 6.1. 

The scanning beam system was set beneath the glass-bottomed flume so that a 

laser light sheet, about 1 in wide, could be reflected vertically upwards into the 
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Figure 6.1: The PIV set-up for the experiments carried out at UEDIN. 

flow along the centreline of the flume. An Argon-Ion CW laser was used with its 

output power set to 8 W. For safety reason the laser was kept in another room 

away from the measurement area. The beam was then covered and directed along 

the laboratory floor until it was exposed as the light sheet in the flume by the 

scanning beam system. A beam stopper was placed on top of the flume. The 

back wall of the flume (opposite to the side where the camera was set up) was 

covered with black paper in order to reduce reflection as well as to enhance the 

sharpness of the images. 

Silver-coated hollow glass spheres were used as the seeding particles. Four 

images of each of the particles were recorded by the CCD camera (a Kodak 

Megaplus ES 1.0/SC). To resolve the ambiguity in the particle directions, an 

image shifting system was employed. The image shifter was activated and the 

camera was triggered by a signal sent from an interface box that was used to 

control the wavemaker. By this means an image could he taken at a desired 

phase. Due to the time delay of the image-shifting device, only two frames per 

96 



Chapter 6 - Single Breaking Wave Experiments 

second could be captured. The autocorrelation technique was used to analyse the 

Ply images. With the knowledge of the image magnification, exposure time and 

shifting velocity, a velocity vector in each interrogation area (64 x 64 pixels, or 

around 10 >< 10 mm) could be determined. 

The PIV measurements were conducted in the middle section of the flume 

and were taken at 3 positions, as shown in figure 6.2. These positions cover 

the breaking point and the transition zone. The breaking point, xb = 1.656 m, 

was where the wave height to water depth ratio was maximum. Note that the 

reference point (x = 0, z = 0) was at the free surface above the toe of the 1/13 

slope. This reference was also applied to the experimental system in the TSVA 

wave flume. 

In total, 40 phases of the wave were recorded (at each position) with 0.25 s 

time interval between each phase. The first phase was taken at 11.375 s after 

the wavernaker was activated, corresponding to the time when the wave broke. 

The experiments were repeated 20 times, thus a total of 2400 PIV images were 

taken. Each image contained approximately 900 velocity vectors but once the 

region above the free surface, the region below the beach and the region of air 

bubbles were excluded, the images contained only around half that number. 

With the above PI'V recording procedure, the mean and fluctuating velocity 

components at different phases throughout the breaking process of the plunger 

Z 
Tank Tmk Support 

Covers = 0.864m 

Figure 6.2: Ply measurements taken at 3 positions within the middle section 
of the UEDIN wave flume. 
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could be obtained using an ensemble-averaging technique, as explained in sec-

tion 5.2.2. 

6.1.1 Problems with the Experiments 

Apart from the problems which occurred during the PTV measurements and anal-

ysis, as explained in section 3.6, other problems also occurred during the experi-

mental set-up and execution. The problems that occurred in the single plunging 

breaker experiments were mainly due to air bubbles and wave repeatability. These 

are explained in the following. 

Air Bubbles 

Air bubble generation and entrainment are some of the most important features of 

breaking waves, especially in plunging and spilling breakers. Unfortunately, these 

phenomena cannot be studied using the current PIV measurement technique. 

This is because the air bubbles scatter the light sheet and produce bright patches 

on the PIV image. This then results in an error during the image analysis stage, 

due to the fact that individual particles in those patches cannot be detected. As 

a consequence, the velocity in the aerated region cannot be measured. However, 

if the air bubbles are small enough (close to the size of the seeding particles), the 

velocity in that region can be measured. It needs to be noted that these velocities 

represent the kinematics of the air bubbles, not that of the water particles. 

Other problems occurred when air bubbles and seeding particles collected 

under the perspex beach. These air bubbles were not generated from the break-

ing wave but were produced when the tank was filled up. If these air bubbles 

and seeding particles moved into the beam path then the light sheet could be 

refracted/reflected and its intensity reduced. However, it was easy enough to 

resolve these problems. Since the beach was made up from three perspex plates, 
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they were fitted one after another, while the tank was being filled up. Once one 

section of perspex plate was fitted, the air bubbles under it were removed by 

wiping them out with a metre stick and then the next section was fitted. This 

procedure was repeated until, more or less, all of the air bubbles were removed 

and every perspex section was fitted in place. Furthermore, every time the tank 

was emptied and refilled, the tank walls and the perspex plates were cleaned 

thoroughly to remove old seeding particles. 

Wave Repeatability 

In order to apply the ensemble-averaging method to the PlY data it was essential 

that the waves were repeatable. Additionally, because PlY images were taken at 

different positions along the beach and these images were to be joined together, 

the waves in different experiments were required to be identical. Although images 

were taken at the same time for each experiment, there could be some occasions 

when the images appeared different. The unrepeatability of the waves was caused 

Figure 6.3: Two PlY images of the. plunging breaker taken at the same posi- 
tion and time ((t - 	= 0.184) but from different experiments. The chosen 
horizontal line and its intersection with the free-surface are shown in both images. 
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by wave reflection. To test the repeatability of the single plunging breakers, the 

x-position of the intersection between the free-surface in front of the overturning 

jet and a chosen horizontal line, for each of the 20 experiments, was compared. 

Figure 6.3 shows the most extreme case of discrepancy between the PIV images. 

These two images were taken at the same position and exactly the same time 

but from different experiments. The standard deviation of the location described 

above was found to be 0.008 m, which is small when compared to the field of view 

of the images (r.s  0.32 m). It was also reported by Quinn a al. [61] that with 

similar experiments on waves on beaches and using the same wave flume and 

wavemaker, the maximum horizontal velocity component in waves of identical 

phase differed by only 1.5%. According to these results and the examination 

of individual images, the repeatability of the single plunging breaker in these 

experiments was reasonably acceptable. This indicates good absorption of the 

reflected waves by the wavernaker. 

6.2 Results & Discussion 

Results from the single plunging breaker experiments are presented in this section. 

The following four subsections (section 6.2.1 to section 6.2.4) display the results 

in the form of maps of wave and turbulent quantities: mean velocity, isovelocity, 

mean vorticity and turbulent intensity. The investigation of turbulence transport 

will be given in section 6.2.5 

All the maps of each quantity are arranged so that all the positions are dis-

played for each phase. For example, figure 6.4 shows the mean velocity maps at 

four phases (four rows) and at each phase three positions (three columns) are 

- 	displayed. The plots of the same quantity for the next four phases are then con- 

tinued in the next figure (figure 6.5).. It is considered unnecessary to present the 
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maps for all 40 phases, therefore a sequence of 8 phases, beginning at breaking 

(t - = 0, with an interval of 0.184, is displayed for each quantity. An 

exception to the above rule is for the isovelocity contours where only the first 4 

phases are displayed. 

In every map, the horizontal coordinate ((x - xb)/hb) is the distance from the 

breaking point normalised by the undisturbed water depth at breaking and the 

vertical coordinate (z/hb) is the distance from the still water level (SWL), which 

runs positively upwards (see a diagram in figure 6.2), normalised by the same 

value. The beach and free-surface lines are also drawn in each map. In some 

cases, such as in figure 6.4(b), (c) and (d), the aerated regions are indicated, 

most of which do not contain any velocity vectors. This form of displaying the 

results is also used in the next chapter. 

6.2.1 Velocity Vector Maps 

A typical method to present the PIV data is by using a vector plot, it gives an 

immediate picture of the internal kinematics of the flow. A sequence of ensemble 

averaged velocity fields under the plunging breaker is shown in figure 6.4 and 

continues in figure 6.5. The velocity in these plots is normalised by C where C is 

the speed of the wave crest at breaking (160 cm/s). The reference vector, shown 

at the corner of the map, is 0.5C. 

Figure 6.4(a) shows the mean velocity fields at the time of breaking where 

the wave front is vertical. The wave crest is out of the measurement region, in 

position i. However, it can be seen that there is a strong forward movement 

under the crest region. There the horizontal velocity magnitude is greater than 

0.5C and gradually decreases in the deeper region towards the beach. A backwash 

movement can be seen in position 3. This interacts with the incoming breaker 

causing the "stagnation" of the horizontal velocity under the wave trough which 
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Figure 6.4: Mean velocity of the plunging breaker at (t-16)/T = (a) 0, (b) 0.184, 
(c) 0.368 and (d) 0.551. 
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can be seen in position 2. Lin & Hwung [44] called this a "dividing region" and 

suggested that this may cause the formation of a sand bar near the breaking point 

on a sandy bed. 

Figure 6.4(b) is the phase at which the overturning jet has impacted the 

water surface at the front. The region just under the crest can now be seen in 

position 2. The horizontal velocity magnitude there is around 100 cm/s which is 

about 0.63G. This result can be seen more clearly with the isovelocity contour 

plots shown later. There is a downward movement at the leeside of the wave, in 

position 1, and the flow on the far left begins to reverse. The stagnation of the 

horizontal velocity under the trough can also be observed in position 3. 

In the third phase ((t - tb)/T = 0.368, in figure 6.4(c)) the overturning jet has 

passed the measurement region and has left the generated air bubbles behind. 

This aerated region is indicated in position 3. Although there is an appearance 

of the air bubbles, an attempt to measure the velocity was made. Therefore, 

it should be noted that the signal to noise ratios of the measured velocities in 

that region is very low. However, the measured velocity and the vorticity (shown 

later) give quite useful results because they supply supporting evidence that the 

plunger vortex is generated from the overturning jet. The larger scale of the - 

positive horizontal velocities ( 0.4G) can be seen in the aerated region which 

are different from those ( 0.16G) just outside it. The backward movement can 

now be observed in positions 1 and 2. 

By phase 4 ((t - 	= 0.551, in figure 6.4(d)) the backward movement 

within position 1 and 2 is fully developed and the flow in position 3 begins to 

reverse. The rotational flow can be seen under the free surface in position 3. 

This is thought to be affected by the plunger vortex generated in the previous 

phase. This effect should be more obvious in the vorticity contour plot. The 
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flow continues to move backwards (see figure 6.5(e) and (f)) until the next small-

amplitude wave arrives as seen in position 1 of figure 6.5(g). This wave is a 

member of the generated wave group and does not break. The new forward 

movement (of smaller scale than that in the plunging breaker) then begins and 

again interacts with the backwash. 

6.2.2 Isovelocity Contours 

It is known that flow under breaking waves is initially irrotational. That is, the 

flow is potential prior to breaking. It is possible to use PIV data to study the 

transition from potential flow to rotational flow. A convenient way to visualise 

this is through plots of isovelocity contours. If thc contours of the two veloc-

ity components are perpendicular at a point then the flow is irrotational there 

(assuming two-dimensional flow). This can be shown as follows. 

isoline of w 

of u 

Figure 6.6: The perpendicular of two isolines. 

An isovelocity contour (sometimes referred to as isolirtc) is the curve that is 

drawn through the positions which have equal value of the velocity component. 

Consider a point P, as shown in figure 6.6. Suppose the isoline of u is perpendic-

ular to the isoliue of w at P. Then the gradient of u at P is perpendicular to the 
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gradient of w at P. Therefore 

7 ôu au \ / ôw ôw\ 
VuVw 

= ax ,  az 	49X C9Z 

Ouôw OtiOw 

	

= ----+-----=0, 	 (6.1)
az  

at P. However, the flow is incompressible and so in two-dimensional flow 

OW 	49U 	
(6.2) 

az 	ax 

Substituting equation (6.2) into equation (6.1): 

öu18w On" 
0. (6.3) 

Hence the flow is irrotational at P, unless - = 0 1  
ax 

Figure 6.7 shows the isovelocity contours of the mean velocity components. 

The solid lines represent the mean horizontal velocity components (u) and the 

dashed lines represent the mean vertical velocity components (w). it can be 

seen that at the time of breaking (figure 6.7(a)) there is an organised pattern 

of the contour lines in all positions. The contours of (u) are approximately 

perpendicular to those of (w). This then suggests that the flow at breaking is 

irrotational. Moving on to the next phase (figure 6.7(b)), when the overturning jet 

has impacted the water surface, in position 3, the organised and perpendicular 

contours can still be observed in the main flow. However, in the small region 

around the free surface underneath the overturning, the rotation of the fluid 

begins to form. This is thought to be affected by the rolling jet. This effect 

can be seen clearer in the contour plots of the vorticity. Figure 6.7(c) is the 

phase at which the overturning jet has just passed the measurement region. It 

can be seen that the isovelocity contours of the two velocity components are no 

11f ft = 0 then the isoline of u is horizontal at P. Consequently, if at P the isoline of u is not 
horizontal and the isoline of it is perpendicular to the isoline of w then the flow is irrotational 
at P. 
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longer perpendicular, especially in the aerated region in position 3. Finally, in 

figure 6.7(d) it is now obvious that the flow becomes rotational, as indicated by 

the complexity of the contour lines. 

These results support the knowledge that potential flow theory is valid up 

to breaking. In fact, it is perhaps possible to say that the flow is irrotational 

until the vertical front of the wave overturns and impacts the water surface in 

front. The flow then becomes rotational with a complex structure affected by the 

vorticity and turbulence generated after the wave has broken. 

6.2.3 Vorticity 

In this section the investigation of mean vorticity dynamics under the plunging 

breaker is made from the PI" data. The results will be compared with the 

qualitative studies reviewed in sections 2.4 and 2.5 as well as with the numerical 

study made by Lin & bin [47]. 

Figures 6.8 and 6.9 show a sequence of mean vorticity contour plots. The 

mean vorticity is calculated using equation (5.4) but the instantaneous velocity 

components were replaced with the ensemble-average velocity components. The 

vorticity is normalised by (C/h)b where Cb and hb are the crest speed and wa-

ter depth at the breaking point, respectively. The negative (clockwise) vortices 

appear in the blue-coloured region while the positive (counter-clockwise) vortices 

appear in the red-coloured region. 

Figure 6.8(a) shows the contour maps at the time of breaking. There is no 

significant vorticity appearing in the interior domain of the flow at this phase 

which supports the previous results from the isoline plots that the flow is poten-

tial. A small exception to this is at the location near the free surface in front of 

the vertical wave front where the negative vorticity occurs. This is treated as the 

free-surface vorticity which is generated due to the zero shear stress on the free 
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Figure 6.8: Mean vorticity of the plunging breaker at (t - tb)/T = (a) 0, 
(b) 0.184, (c) 0.368 and (d) 0.551. 
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surface and the positive free-surface curvature [47]. However, this free-surface 

vorticity appears only in a thin boundary layer and does not affect the main flow. 

The maximum mean vorticity within such an area is found to be -4 l  which is 

about —0.57(C/h)5. 

In the next phase, figure 6.8(b), the overturning jet was formed and has im-

pacted the water surface at the front. It is seen that the vorticity is generated 

mostly around the overturning front. This vorticity rotates in the same direction 

as that of the overturning jet which is a clockwise rotation. The maximum mean 

vorticity is -7 s which appears to be roughly —(C/h)b. This order of magni-

tude of the mean vorticity was also reported by Nadaoka et al. [54] and Chang 

& Liu [10]. It can also be observed that there are both negative vorticity and 

positive vorticity at the free surface beneath the overturning jet. However, the 

magnitude of positive vorticity ( 0.57(C/h)6) is smaller than the negative ones 

and it is not observed in the subsequent plots. This is perhaps due to the fact 

that the positive vorticity is carried away out of the measurement region by the 

shoreward movement of the surface roller. The coexistence of these two different 

rotational-direction vortices was also observed from the numerical results of Lin 

& Liu [47]. They reported that the region of the vortices coexistence exists after 

the initial breaking only for a very short duration. 

Moving onto the next phase, figure 6.8(c), the overturning jet has passed the 

measurement region and the generated air bubbles were left behind in position 3. 

As pointed out earlier, in section 6.2.1, an attempt was made to measure the 

velocity in the aerated region and hence the vorticity could also be calculated. 

Although the results may contain large errors, they give supporting evidence that 

the plunger vortex does exist. It can be seen that such a region is dominated by a 

large-scale negative vorticity ( —10 s = — 1.4(C/h)b). The rotational direction 
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of this vorticity suggests that its generation is caused by the overturning jet as 

reported by many researchers. This negative vorticity may well resembles the 

plunger vortex as observed by Basco [4] and the horizontal eddy as observed by 

Nadaoka et al. [54]. 

The positive vortices of smaller scales can also be seen, in position 3 of fig-

ure 6.8(c), along the wave crest which disappear in the next phase. Lin & Liu [47] 

suggested that these positive vortices were caused by the negative curvature of the 

free surface near the crest. The subsequent jet-splash features cannot he observed 

in these experiments since the measurement region covers only the breaking posi-

tion and the transition zone. However, in the later plots the second smaller-scale 

plunger vortex can be observed. This will be discussed later. 

After the plunger vortex was generated from the overturning jet it was then 

diffused into the flow domain. This mechanism can be visualised in figure 6.8(d). 

The "core" (the region which contains the maximum value) of the vortex is moving 

shorewards ahead of its "tail". The maximum mean vorticity at this phase is 

approximately -3.5 s ( —0.5(C/h) 6 ) which is much smaller than when the 

vortex was just generated in the previous phase. This is thought to be caused by 

the energy cascade from the large vortices to the small-scale vortices. 

In figure 6.9(e) when the flow is now moving offshore (according to the vector 

plots in figure 6.5(e)) the core of the vorticity is now on the left of its tail. The 

maximum mean vorticity is still roughly the same as in the previous phase. This 

vortex then seems to move away from the free surface and is advected offshore as 

can be seen from the subsequent plots in figure 6.9(f) - (h). This suggests that 

the advection of the vorticity is mainly correlated with the mean flow. 

In the last vorticity plots, figure 6.9(h), the second vortex locating near the 

free surface on the far right of position 3 can be observed. It is, however, of smaller 
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scale than the first one. It is suggested that this second vortex is generated from 

the jet-splash motion. 

By observing these vortices in the subsequent phases (not displayed here) it 

is found that the second vortex disappears quickly. This is perhaps due to the 

cascading process of the vortex into smaller scales which cannot be observed with 

the resolution of the available Ply data. The first plunger vortex can still be 

seen. It starts to move forwards and then backwards with the influence from the 

main flow after the new small-amplitude wave has arrived into the region. The 

magnitude of mean vorticity then becomes smaller and the first vortex remains 

in position 3 until it later disappears. 

6.2.4 Turbulent Intensity 

Turbulent intensity I is calculated using equation (5.8) for the twenty repeated 

experiments. Before looking at the spatial distribution of I under the plung-

ing breaker it is perhaps worthwhile to check the effect of a different number 

of repeated experiments N on the ensemble-average approach. Because such an 

averaging method requires a large number of repetitions to obtain stable statis-

tical values, it is necessary to verify that 20 is a sufficient number for the current 

experiments. One way of doing this is by investigating the variation of I against 

N as shown in figure 6.10. This method was suggested by Sumer [71] and was 

also used in Chang & Liu [10]. 

Figure 6.10 shows the turbulent intensity (normalised by C) calculated at four 

positions, and for two phases at each position. From the figure it can be seen that 

for N greater than around 15 or 16 there is only a small variation in I. Chang 

& Liu [8, 10] also reported the same effect for N greater than 15. Consequently, 

it was decided that N = 20 would be sufficient to perform the ensemble average. 

Furthermore, as the number of repeats is increased the rms error only reduces 
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Figure 6.10: The turbulent intensity against the number of repeated ex-
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and 0.919, respectively. 

slowly. This is due to the fact that the rms error is inversely proportional to v'N. 

Therefore, in order to reduce the rms error by, say, a half, N needs to be four 

times larger. In practice, a high number of images is difficult to obtain with the 

PIV system used for the UEDIN experiments. 

Figures 6.11 and 6.12 show a sequence of turbulent intensity plotted in the 

spatial domains. The turbulent intensity in these plots is normalised by C and 

the higher value appears towards the red-coloured region while the smaller value 

appears towards the blue-coloured region. By close investigation and comparison 

with the mean vorticity plots shown in the previous section, it can be seen that, 

interestingly, the distribution of the turbulent intensity has the same pattern as 

that of the mean vorticity. That is, the strong turbulence region seems to locate 

at approximately the same region where the dominant plunger vortex (negative 

vorticity) occurs. 

Throughout the breaking process, the strongest turbulent intensity is found 

to be generated in position 3 of figure 6.11(b), under the free surface after having 

been impacted by the overturning jet. The maximum value is about 26.56 cm/s 
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( 0.17C). The result shown here supports the knowledge of the turbulence 

source that the intense production of turbulence is due to the strong shear between 

the surface roller and water in the main flow. Lin & Liu [47] reported from their 

numerical results that the strongest turbulence is generated instantaneously when 

the plunging jet touches the water surface at the front. In their case the maximum 

value of turbulent intensity generated at that instant was very high: 1.2 times 

the phase velocity of the wave. 

In the next phase, figure 6.11(c), the high intensity of turbulence (with a max-

imum value of about 18.81 cm/s 0.12C) is mostly located within the aerated 

region. This plot corresponds to the mean vorticity plot shown in figure 6.8(c) 

where the aerated region is dominated by the strong negative vorticity. Once this 

vorticity is diffused into the interior domain of the flow, as seen in figure 6.8(d), 

the turbulence seems to be transported into the flow as well. This can be seen 

in figure 6.11(d) where the maximum value of the turbulent intensity is about 

10.42 cm/s ( 0.07C). 

From figure 6.12(e)—(f), the high-intensity turbulence region follows the region 

where the plunger vortex appears. The maximum value of the turbulent intensity, 

however, decreases gradually when moving onto the subsequent phases: 0.08C, 

0.05C, 0.05C and 0.04C in figure 6.12(e), (f), (g) and (h), respectively. It is 

suggested that the decreasing of the turbulent intensity is due to advection and 

dissipation. This will be investigated more in the next section. 

The main interesting result obtained from the plots of spatial distribution 

of the turbulent intensity here is that it supports the knowledge of turbulence 

sources as proposed by Basco [4] (see section 2.4). The strong turbulence found 

under the surface roller suggests that the strong shear within such a region is a 

source of turbulence generation in the transition zone. The synchronous regions 
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of the maximum negative vorticity and the high turbulent intensity suggests that 

the rotating plunger vortex is also a source of turbulence generation. 

6.2.5 Turbulence Transport Mechanisms 

In this section, turbulence transport in the single plunging breaker is investigated. 

In order to achieve this, each term of the k-equation (equation (5.13)) is first 

calculated at every point on the PIV map- A 5 x 5 grid area is then used as a so-

called "control volume" to average the above quantities. This approach of using 

the mean value inside the control volume is adopted from Chang & Liu [10]. They 

suggested that by averaging the value over the control volume, the bias errors and 

other random errors can be smoothed out. 

The investigation is carried out for 8 control-volume areas under the trough 

level of the wave. Figure 6.13 shows PIV vector maps indicating the locations 

of these areas. The results are presented in the following format: 8 sets (corre-

sponding to 8 areas) of seven graphs are displayed in which each graph shows the 

time variation of the following normalised values: 

graph (a) : mean horizontal velocity (u) 

graph (b) mean vertical velocity (w) 

graph (c) : turbulent kinetic energy k 

graph (d) rate of change of turbulent kinetic energy 8k/Ut 

graph (e) : turbulence production 2, 

horizontal advection —(u)(Uk/Ux) and 

vertical advection —(w)(Uk/Uz) 

graph (f) : net diffusive transport .1, 

horizontal turbulent diffusion —c9(kV) /ax and 

vertical turbulent diffusion —c9(kV)/Oz 
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graph (g) : modelled dissipation € = CD (k 3 / 2 /1) and 

measured dissipation € = 15v 

The mean velocity components were calculated using an ensemble average as 

shown in equation (5.5). An attempt was made to calculate the time derivative of 

k. However, because the k data is significantly scattered the calculation of dk/Dt 

is made indirectly. A cubic smoothing spline, with a smoothing parameter A, 

was fitted to the data and then differentiated to obtain an approximation to 

8k/(9t. The smoothing parameter was chosen so that the smoothing spline best 

followed the trend in the data when observed visually. The rest of the terms 

in the k-equation were calculated using the approaches which are explained in 

section 5.2.3. The production P is shown together with the horizontal and vertical 

advection. The net diffusive transport J,  estimated using equation (5.17), is 

shown together with the horizontal and vertical turbulent diffusion. Finally, the 

dissipation c, calculated from the two different approaches, are shown in the last 

graph of each set. All of the above quantities are normalised: (u) and (w) are 

normalised by C, k by C2  and all of the transport terms by C2 /T, where C is 

the crest speed measured at the breaking point and T is the wave period (see 

table 4.3). This method of displaying the results is adapted from that of Ting & 

Kirby [80] and Lin & Liu [46, 47]. 

In the following, eight sets of graphs (corresponding to eight areas) are dis-

played and the analysis and discussion for these plots are made in order to deter-

mine the turbulence transport mechanisms at different locations within the surf 

zone. The selected control volumes, as shown in figure 6.13, cover the locations 

around the breaking point and the transition zone (or the outer surf-zone): 

Area I 	: upper region around the breaking point 	(results in figure 6.14) 

Area II 	: lower region around the breaking point 	(results in figure 6.15) 
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Figure 6.13: The control volumes for the plunging breaker in which the mean 
value of each term in the k-equation is calculated. 

Area III 	upper region in the initial transition zone 

Area IV : lower region in the initial transition zone 

Area V 	upper region in the transition zone 

Area VI 	lower region in the transition zone 

Area VII upper region further in the transition zonc 

Area VIII lower region further in the transition zone 

(results in figure 6.16) 

(results in figure 6.17) 

(results in figure 6.18) 

(results in figure 6.19) 

(results in figure 6.20) 

(results in figure 6.21) 

Discussions on Turbulence Transport in the Single Plunging Breaker 

Consider the first four sets of graphs (figures 6.14-6.17) which correspond to the 

locations around the breaking point and in the initial part of the transition zone. 

It can be seen that, when comparing with the other sets, the turbulent kinetic 

energy is relatively small and does not vary much. Also lv is not correlated 

with the passage of the broken wave. Note that the free-surface elevation is not 

shown in the plots but it can be suggested by the temporal variation of the mean 

horizontal velocity. 

In the location around the breaking point, the fluctuation of the rate of change 

of turbulent kinetic energy is small (see figures 6.14(d) and 6.15(d)). The effects of 

almost all of the transport terms in these areas are also insignificant. In the upper 

region (figure 6.14) there are slight effects of turbulence production, advection and 
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Figure 6.14: Mean velocities (a & b), turbulent kinetic energy (c) and turbulent 
transport terms (d - g) for kin equation (5.13), of the plunging breaker, calculated 
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 ( —
0.222 (area I of 

figure 6.13). The symbol * indicates normalised quantities: (u) and (w) are 
normalised by C, k by C2  and all of the transport terms by C2  IT. 

diffusion during the first half of the wave period. During that period the wave 

breaks, its crest appears and then passes the measurement section. After that 

none of the transport terms are effective. In the lower region (figure 6.15) the 

only obvious, although small, turbulent transport mechanism seems to be the 

horizontal advection. The production in the lower region is smaller than that 

in the upper region. In both regions the dissipation rate is tiny (two order of 

magnitude smaller) compared to the rate of change of k. These analyses indicate 
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Figure 6.15: Similar to figure 6.14 but in the area —0.089 C  (x — Xb)/hb 0.090 
and —0.939 < z/h 	—0.760 (area II of figure 6.13). 

that at the breaking point, there is no dominant turbulence transport mechanism, 

regardless of vertical region. 

It should be noted here that the predicted dissipation rate is found to be much 

smaller than the rate of change of k in every plot. A reasonable explanation for 

this was given by Ting & Kirby [79]: 

because the rate of dissipation is governed by the rate of energy 

transfer from the large eddies to the small scale turbulence and is 

proportional to 012 11, where k and £ represent the turbulent kinetic 

energy and length scale of the large eddies, respectively. On the other 
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Figure 6.16: Similar to figure 6.14 but in the area 1.028 ( (x - xb)/ho ( 1.207 
and —0.411 < z/h —0.232 (area III of figure 6.13). 

hand, the time rate of change of k is mostly produced by turbulence 

structure blowing past the probe rather than by changes in the tur-

bulence structure itself. Thus, it is not surprising that ak/at should 

be much larger than a" 

The measured dissipation rates are also very low, even lower than the predicted 

dissipation rates. This is because the only contribution to the measured dissipa-

tion is the horizontal turbulent fluctuations ii' and the calculation is based on the 

isotropic theory, that is, the dissipation takes place in the smallest-scale eddies 

(see section 5.2.3). However, in most cases the trends of the measured energy 
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and —0.859 ( z/h 6  —0.680 (area IV of figure 6.13). 

dissipation follow that of the predicted dissipation. These effects of the dissipa-

tion are also found in the results from the ISVA experiments which can be seen 

in the next chapter. 

In the initial, or seaward, part of the transition zone (figures 6.16 and 6.17) 

the fluctuation of rate of change of k seems to be larger. The turbulent kinetic 

energy is, however, still quite small, of the same order of magnitude as that in the 

breaking-point location. Within this initial part of the transition zone the large 

fluctuation of ak/at appears during the first wave period. This effect is more 

obvious in the lower region (figure 6.17(d)). It can be seen that the horizontal 
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Figure 6.18: Similar to figure 6.14 but in the area 2.043 tC (x - xb)/hb ( 2.222 
and —0.431 c z/hb ( — 0.252 (area V of figure 6.13). 

advection and production are responsible for such large fluctuation of Uk/Ot in 

the lower region. On the other hand, the turbulence production, advection and 

diffusion are the main mechanisms in the upper region (figures 6.16). After about 

two wave periods, after the wave breaks, none of the transport terms is dominant. 

These results are similar to those found in the area around the breaking point, 

as discussed above. 

Moving onto the transition zone (figures 6.18 and 6.19), it is seen that the 

magnitude of k is greater than that in the previous two locations. In figure 6.18 

the variation of k, as well as its time rate of change, seem to form a somewhat 
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Figure 6.19: Similar to figure 6.14 but in the area 2.043 (x - xb)/hb ( 2.222 
and —0.744 z/h5 —0.565 (area VI of figure 6.13). 

periodic pattern with a larger period than that of the wave. There is a time 

delay between the peaks of (u) and Ic. This can be explained by the fact that 

the turbulence generated in the surface roller is not transported into the region 

under investigation, which is located under the trough of the wave, until the 

Bow reverses and the turbulence spreads and is convected into the region. This is 

supported by the results plotted in figure 6.18(e) where the dominant mechanisms 

are the turbulence production and horizontal advection. The horizontal advection 

is responsible for both the increase and decrease of the rate of change of Ic. In 

addition, the net diffusive transport, influenced mostly by the horizontal turbulent 
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diffusion, is also responsible for the negative fluctuation of Dk/Ot. The dissipation 

rate in this location is one order of magnitude greater than that in the upstream 

locations but it is still much smaller than the rate of change of k. The damping 

in the fluctuation of Dk/Ot occurs after two wave periods. This results from the 

vanishing effects of all of the transport terms except the dissipation. 

In the lower region of the transition zone (figure 6.19) the periodic variation 

of k and its time rate of change is not observed. The magnitude of k is lower than 

in the upper region and is not correlated with the passage of the wave. There 

is a slight increase in the k value at about four wave periods after breaking. 
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Figure 6.21: Similar to figure 6.14 but in the area 2.625 ( (x - 	( 2.804 

and —0.744 z/h 6  < — 0.565 (area VIII of figure 6.13). 

Considering the plots of the transport terms, it is suggested that the horizontal 

advection is the main mechanism to such an increase in k, although during the 

first two wave periods after breaking, the production, advection and diffusion are 

the main mechanisms. 

In the last location of investigation, which is further into the transition zone, 

the turbulence transport mechanisms are similar to those found in the previous 

location. In figure 6.20 the maximum value of k is of the same order of magnitude 

as that in the previous location, of the same vertical level. The periodic variation 

of 8k/Otis also observed, however, its damping effect seems to appear earlier and 
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the variation is smaller. The horizontal advection contributes to the decrease in 

the rate of change of k and is almost balanced by the horizontal diffusion. Again, 

after two wave periods, no turbulence transport mechanism is dominant causing 

the small variation of the ak/at term. 

In the lower region (figure 6.21) of the last location a slight increase in the k 

value is also observed but it appears earlier than in the previous location. It can 

be explained by the fact that this location is closer to the region where strong 

turbulence is generated, therefore the maximum-k value in the upper region and 

the increase in the k value in the lower region should appear earlier than in the 

upstream location. The horizontal advection is found to be the main mechanism 

for the k-increment effect as it brings the high turbulent intensity into the up-

stream flow. However, almost all turbulence is dissipated before it reaches the 

location further upstream and this is why the lower amount of turbulent kinetic 

energy is observed there, as discussed earlier. 

All of the results discussed above can not be readily compared with any of 

the published experiments. This is due to the fact that no turbulence transport 

investigation for the surf-zone single breaker has been reported. However, in the 

next chapter, the experiments were carried out for the train of breaking waves 

which have also been studied by some other researchers, although with different 

measuring techniques. Comparisons to the other work could then be made. 

6.3 Summary of Chapter 6 

In this chapter the experiments on a single plunging breaker carried out at UEDiN 

have been described. The PIV set-up and measurement procedure were explained 

at the beginning of the chapter, including the problems that occurred during the 

experiments. It was found that the main and unavoidable problem in using the 
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current PIV technique stems from the effect of breaking-wave generated air bub-

bles. Another problem was caused by the non-repeatability of the experiments. 

However, from the examination, the waves generated in the Green tank at UEDIN 

were reasonably repeatable. 

After the description of the experimental set-up and procedure was given, the 

results were then presented and discussed. The presentation began with the series 

of maps of ensemble-averaged velocity, isovelocity contours, mean vorticity and 

turbulent intensity. The isovelocity contours are useful for an investigation of the 

transition from potential flow to rotational flow. It was found that the flow under 

the plunging breaker is irrotational until the wave overturns and impacts the 

frontal trough. A supporting result to this transition was found from the vorticity 

maps. A negative (clockwise) vorticity was observed and it was suggested that 

this was generated from the overturning jet. The vorticity dynamics were mainly 

caused by the advection which was correlated to the main flow. Results from 

the series of turbulent intensity maps support the knowledge that high-intensity 

turbulence is generated by the shear between the surface roller and water in 

the main flow. Additionally, the rotating plunger vortex is also suggested to be 

another source of turbulence generation. 

Finally, the investigation of turbulence transport in the single plunging breaker 

was made. The time-history of all of the individual transport terms of the k-

equation were plotted along with the time-history of the mean velocity compo-

nents and turbulent kinetic energy. By this means, dominant transport mecha-

nisms at different locations within the surf zone can be determined. It was found 

that in the breaking-point location and in the initial part of the transition zone, 

none of the transport terms were significant. This caused a small variation to the 

rate of change of turbulent kinetic energy. Iv in those locations was also very low 
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and nearly constant in time. Further in the transition zone, on the other hand, 

a larger variation of Ok/Ot was observed. The turbulence production, advection 

and diffusion were the main mechanisms for the turbulence transport in the upper 

region which is located just under the wave trough. In the lower region of the 

transition zone the horizontal advection caused the increase in turbulent kinetic 

energy which appeared long after the wave had broken. 
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Trains of Breaking Waves 
Experiments 

This chapter discusses the experiments on trains of breaking waves which were 

carried out at ISVA. The experimental set-up is described and results are pre-

sented and discussed. As stated at the beginning of the previous chapter, the 

explanation of the experimental set-up concentrates mainly on the PIV systems 

and measurement procedures. Detailed descriptions of the PlY equipment and 

experimental facilities can be seen in chapters 3 and 4, respectively. 

7.1 Experimental Set-up 

The trains of breaking waves were produced in a large-scale wave flume (28 m) at 

ISVA. A regular wave train was generated by a piston-type waveniaker and sent 

towards a 1/13 beach. Two different types of breaking waves were generated; 

weak plunging breakers and spilling breakers. The summary of wave parameters 

can be seen in table 4.3. Both waves broke over a perspex beach which was used 

as a test section. 

The experimental set-up, within the test section, is shown in figure 7.1. The 

PlY system developed at UEDIN was taken over to ISVA. Due to the fact that 

there is no optical axis from beneath the flume, the scanning beam system was set 
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Figure 7.1: The PIV get up for the experiments carried out at ISVA. 

up horizontally and to the side of the flume. A laser light sheet, approximately 

0.50 m wide, (generated by a CW Argon-Ion laser with an output power of up to 

10 W) was then deflected vertically upwards into the flow by an under-water 450 

mirror. This mirror was placed on the bottom, under the perspex beach, inside 

the tank. 

Two CCD cameras (Pulnix TM-9701) and two frame grabbers were used as 

the imaging and recording system. In the tests the seeding particles used were 

conifer pollen. An image of a set of seeding particles was captured by one of 

the cameras, and at a very short time later (c'.'  5 - 6 ms), another image of the 

same set of particles was captured by the other camera. The pair of images were 

then crosscorrelated to determine the mean particle displacements and hence the 

velocity vector in each interrogation area (32 x 32 pixels, or around 5 x 5 mm). 

As can be seen from figure 4.3, the ISVA laboratory is very large and has 

many windows along its roof. Consequently, it is not dark enough to perform 
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PIV measurements, even with every light turned off. In order to make the mea-

surement area as dark as possible, a "tent" was set up covering the test section 

of the flume. All of the PIV equipment that is shown in figure 7.1 was situated 

inside this tent. 

Because it was not possible to generate signals from the ISVA wavemaker 

controller, a special procedure was performed in order to capture a pair of images 

at the same phase, in each wave cycle. This procedure involved constructing a 

specially designed signal-generating wave gauge (explained in section 4.3) and 

positioning it on top of the flume. When the peak of a wave crest travelled past 

and "touched" this wave gauge a signal was generated and sent to the timing 

system. In addition, in the scanning beam box a photo diode was attached 

to one end of the parabolic mirror, in order to detect the time when the laser 

beam was being swept into the flow. The photo-diode signal was also sent to the 

timing system. When the wave-gauge signal was synchronized with the photo-

diode signal another signal was then sent to trigger the cameras. After locating 

this signal-generating wave gauge at different positions along the wave flume, 

covering one wave length, different phases of each wave cycle could be captured. 

The Ply measurements were taken at 3 positions for both of the breaking 

wave types. For both wave types 16 phases within one wave period were recorded 

at each position. At each phase, images were captured from 60 successive waves. 

This means that for each breaking wave type 2880 pairs of images were taken. 

With this recording procedure, a phase-averaging technique was employed to 

calculate the mean and fluctuating velocity components in the post-processing 

data analysis (see section 5.2.2). 
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7.1.1 Problems with the Experiments 

The problems that occurred in the trains of breaking waves experiments were 

caused by several effects. These are explained in the following 

Air Bubbles 

The problem caused by wave-breaking generated air bubbles was similar to that 

which occurred in the previous experiments (see section 6.1.1). The velocity in the 

aerated region could not be measured. However, in this case only a small amount 

of air bubbles and seeding particles collected under the perspex beach. The 

section under the perspex beach, between the concrete beaches (see figure 7.1), 

was cleaned and filled up first with water, before filling the whole flume. Every 

connection and hole along the perspex beach, above this section, was then taped 

or plugged so that the air bubbles, generated by the breaking waves, and the 

seeding particles could not enter into the section and block the light sheet. 

Wave Periodicity 

In the previous experiments wave repeatability was examined. In the present ex- 

periments it is the periodicity of the breaking waves that is important because the 

Figure 7.2: Two PIV images of the weak plunging breaker taken at the same 
position and phase ((t - t 6 )/T = 0.0625) but from different cycles. 
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phase-averaging method was to be applied to the PIV data. Mean and turbulent 

quantities would differ from the true values if the phase between successive waves 

was not the same. The imperfection in the wave periodicity was affected by free 

second harmonic waves (see section 4.1.2). Although an attempt to reduce the 

free second harmonic waves was made by moving the piston with a non-sinusoidal 

motion, there were still occasions when the breaking point and wave period were 

not constant. The waves could also be affected by reflection. Figure 7.2 shows an 

example of two weak plunging breakers taken at the same position and suppos-

edly the same phase. These two images were taken after the wave had broken. 

The plunger vortex, which contains air bubbles, can be observed. It can be seen 

that the horizontal position of the crest in each of the waves is not the same. If 

a wave was too different from the others, taken at the same phase, then its PIV 

images were not included in the analysis. 

Other Problems 

Apart from the major problems explained above there were also several other 

side problems which occurred during the experiments. One of these problems 

was unavoidable and concerned the 45° mirror; this mirror was submerged in the 

tank under the beach and was used to deflect the light sheet vertically upwards. 

Unfortunately, a signal-generating wave gauge had to be used at all times to 

trigger the cameras and this wave gauge created an electrical current in the water. 

This current then caused an electrolytic reaction which removed the silver coating 

on the mirror. Consequently, the mirror had to be replaced after a certain time 

and in doing this the whole flume needed to be emptied and refilled. Since the 

wave flume was large, this process took a long time. 

Another problem was caused by the seeding. In a big wave flume it was more 

difficult to control seeding density and to ensure that the particles stayed within 
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the measurement region. After wave breaking, the particles were carried away 

from the light sheet due to the undertow effect and so a large amount of seeding 

was used at the beginning and also in between experiments. After a number of 

runs, the water eventually became "milky", that is, there were too many particles 

in the flume and hence individual particles could not be easily identified. As a 

result, the flume was yet again emptied and refilled and the particles re-seeded. 

7.2 Weak Plunging Breaker 

In this section data from the train of weak plunging breaker experiments are 

presented. The maps of mean velocity, isovelocity contour, mean vorticity and 

turbulent intensity are shown in sections 72.1 - 7.2.4. These results are dis-

played in the same fashion as in the previous chapter. To reiterate, the maps in 

each figure are arranged into four rows (four phases) and three columns (three 

measurement positions). Instead of displaying all of the 16 measured phases, a 

sequence of 8 phases within one wave period, beginning at (t - = 0.0625, 

with an interval of 0.1250, is displayed for each quantity. The exception to this 

is for the isovelocity contours where there are only 4 phases in the sequence. 

7.2.1 Velocity Vector Maps 

Figures 7.3 and 7.4 show a sequence of phase-averaged velocity maps within one 

wave cycle of the weak plunging breaker. The three measurement positions cover 

approximately 50 cm: the breaking point, transition zone and the beginning of the 

inner surf-zone. Similar to the mean velocity vector maps shown in section 6.2.1, 

the velocity is normalised by C and the reference vector, shown at the corner of the 

map, is 0.5C where C is the speed of the wave crest at breaking (C = 122 cm/s). 

Figure 7.3(a) shows the mean velocity fields at (1 - 	= 0.0625. It is the 
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phase at which the jet has impacted the frontal trough (appearing in position 

1 and 2). The crest of the weak plunger is not included in the field of view 

but it can be seen that there is a strong forward movement ( 0.5C) behind the 

overturning jet. The backwash can be observed in position 3 which interacts with 

the incoming plunger causing a typical dividing region (zero horizontal velocity) 

under the wave trough. 

By observing from the raw Ply images, at the time (t - 	= 0.1875 

(corresponding to figure 7.3(b)), it is found that the overturning jet has impacted 

into the deeper region which almost touches the bottom. The water surface was 

splashed up by the impact of the jet and the surface roller was being formed in 

position 3. This time the wave crest can be seen in position 2 but the magnitude 

of the horizontal velocity just under the crest is only approximately 0.4G. 

In figure 7.3(c) the surface roller is formed and is moving onshore. The air 

bubbles generated from the overturning and jet-splash motion can be seen mostly 

in position 3. The generated air bubbles are so strong that they spread downwards 

until they reach the bottom. This is shown in position 3 where most of the region 

is dominated by the air bubbles. The flow in positions 1 and 2 at this phase 

begins to reverse. 

The air bubbles still appear at the measurement times (t - t&)/T = 0.4375, 

0.5625 and 0.6875, corresponding to figures 7.3(d), 7.4(e) and 7.4(f), respectively. 

However, an attempt to measure the velocity within the aerated region at those 

phases was made for the purpose of vorticity dynamics investigation which will 

be discussed in section 7.2.3. The difference between the kinematics of the main 

flow and that of the air bubbles can be determined from the vector plots. While 

the main flow has already reversed and is moving offshore, in position 1 and 2 of 

figure 7.4(e) and (f), the flow within the aerated region, in position 3 of the same 
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figures, seems to move upwards toward the free surface. This suggests the effect 

of the rising buoyant bubbles. Lin & Hwung [44] found that the rising bubbles 

interacted with the vortices and caused vortex stretching. 

In figure 7.4(g) and (h) the air bubbles disappear from the measurement region 

and the flow continues to move offshore due to the backwash until the next wave 

arrives in position 1 of figure 7.4(h). 

7.2.2 Isovelocity Contours 

The transition from potential flow to rotational flow can be investigated with the 

isovelocity contour plots (as already explained in section 6.2.2). Figure 7.5 shows 

a sequence of these plots for the weak plunging breaker at four phases. 

The interior domain of the flow, in position 1 and some part of position 2 of 

figure 7.5(a), is still potential although the overturning jet has already impacted 

onto the water surface at the front. Position 3, however, contains a complex 

pattern of the isolines of both velocity components which then suggests that the 

flow there is rotational. This result is different from what was found in the single 

plunging breaker experiments. Considering the isovelocity contours in position 3 

of figure 6.7(a) where the backwash also occurs as in position 3 of figure 7.5(a), the 

flow in that position of the single plunging breaker is still potential whereas in the 

weak plunging breaker the flow is rotational. The rotational flow in position 3 of 

figure 7.5(a) is perhaps caused by the residual small-scale vortices and turbulence 

generated from the previous breaking wave. 

In the next phase, figure 7.5(b), the orthogonality between the two different 

isolines can still be observed at the region around the overturning jet. However, 

the complex isovelocity contours under the jet-splash water surface in position 3 

show that the flow is rotational there. The reason for this could be due to the 

interaction between the backwash, the surface roller and the bottom boundary 
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layer. Finally, in the last two phases, figure 7.5(c) and (d), it now becomes clear 

that the flow at these stages is completely rotational because no orthogonality 

between isolines could be observed. 

7.2.3 Vorticity 

The dynamics of breaker-generated vortices can be investigated using the contour 

plots of the calculated mean vorticity. These plots for the weak plunging breaker 

are shown in figures 7.6 and 7.7. The mean vorticity is normalised by (C/h)b 

and negative vortices appear in the blue-coloured region while the positive ones 

appear in the red-coloured region. 

In figure 7.6(a) and (b) it can be seen that there are no significant vortices 

within the interior domain of the flow in position i and some part of position 2. 

This supports the results found in the previous section from the isovelocity con-

tours that the flow at these phases are irrotational. There is, however, a negative 

vorticity which locates around the overturning jet in position 1 of figure 7.6(a). 

This vorticity is rotating in the same direction as the overturning jet. The max-

imum mean vorticity in that region is -12 s which is roughly —(C/h)b. This 

order of magnitude was also found in the vorticity generated around the over-

turning jet of the single plunging breaker (see section 6.2.3). Similar results were 

also found by Nadaoka et al. [54] and Chang & Liu [10]. 

Another negative vorticity can be observed in position 3 of figure 7.6(b) which 

locates beneath the jet-splash free surface. The maximum mean vorticity is 

73 s ( —0.6(C/h)b). There is no coexistence between the negative vorticity 

and the positive vorticity found beneath the overturning jet in this case. The 

small-scale positive vortices are found along the free surface at the lee side of the 

wave crest. It was mentioned in section 6.2.3 that Lin & Liu [47] suggested that 

these positive vortices were generated within a thin boundary layer due to the 
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negative curvature of the free surface. 

Moving onto figure 7.6(c), the overturning jet has passed position 2 leaving 

behind the generated air bubbles and the surface roller is formed in position 3. 

In position 2 the negative vorticity can be seen with its maximum value of -4 s 

(Ri —0.3(C/h),,). In position 3 where most of the region is dominated by the air 

bubbles, the maximum vorticity is found to be -12 s ( —(C/h),,) which is as 

strong as the negative vorticity generated around the overturning jet in position 1 

of figure 7.6(a). This then suggests that the vorticity found in this position was 

perhaps the plunger vortex that was generated from the overturning jet, spread 

down into the interior domain of the flow. The complex contour pattern of the 

vortices in position 3 of figure 7.6(c) is perhaps due to the noise introduced from 

the velocity measurement in the air bubble region. 

The plunger vortex can be seen within the aerated region in position 3 of 

figure 7.6(d). The maximum mean value is 41 ( —0.9(C/h),,). The vortex 

is diffused into the main flow and becomes disordered, smaller in size and finally 

dissipates before the new breaking wave arrives. This can be explained by the 

gradual decrease in strength of the vortex as the wave progresses: the maximum 

mean vorticity are approximately —0.6(C/h),,, —0.46(C/h)o, —0.24(C/h),, and 

—0.2(C/h),, in figure 7.7(e), (f), (g) and (h), respectively. 

Considering the sequence from figure 7.6(d) to figure 7.7(f), the "core" of 

the vortex appears on the left of its "tail" because the main flow starts to move 

backwards. However, the vortex seems to be moving shorewards with the surface 

bore. In figure 7.7(f) the tail of the vortex is pointing towards the free surface 

which is thought to be caused by the rising air bubbles. Positive vortices of 

smaller size can also be observed along the beach. These positive vortices are 

caused by the returning flow [47]. 
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The main results obtained from this investigation imply that the majority of 

the vortices are mainly generated from the overturning jet and the air bubbles. 

The dynamics of the air bubbles affected the transport of the vortices and the 

rising of the buoyant bubbles causes the vortex stretching. 

7.2.4 Turbulent Intensity 

Figures 7.8 and 7.9 show a sequence of turbulent intensity maps. The turbulent 

intensity is normalised by C and the greater values appear towards the red-

coloured region. The interval between contour levels is 0.01. 

From figure 7.8(a) and (b) it can be seen that the highest turbulent intensity 

appears around the overturning jet and the surface roller. The maximum value 

of I in position 1 of figure 7.8(a) is found to be 25 cm/s which is approximately 

0.2C. The value then gradually decreases towards the bottom. The numerical 

model developed by Lin & Liu [471 has predicted that, in the plunging breaker, the 

turbulent intensity appears highest in the roller regin (up to 0.6C). Although 

measurement could not be made within this region, the measured patterns of 

turbulent intensity just outside this region matched the numerical simulation. 

The numerical results show that the intensity just outside the surface roller is 

around 0.2C - 0.3C which is close to that found in the current experiments. 

As the wave propagates forward (figure 7.8(b)), the turbulent intensity de-

creases: its maximum value is about 0.14C around the crest and about 0.11C 

beneath the surface roller. The pattern of the turbulent intensity distribution is 

still similar to that in the previous phase. That is, the intensity gradually de-

creases towards the bottom and also decreases from the crest region towards the 

lee side of the wave. This is perhaps caused by the advection and diffusion effect 

that spreads the turbulence (which is generated and left over from the passing 

wave crest) downward and backward. 
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Figure 7.8(c) is the phase at which the air bubbles spread down to nearly 

touch the bottom. An attempt to measure the velocity in some part of the 

aerated region was made (see position 3). The maximum value of the turbulent 

intensity within such region is up to 27 cm/s ( 0.23C). The high intensity could 

be due to either the strong turbulence generated from the surface roller or the 

errors introduced from the velocity measurement. Because it is likely that the 

latter one is the main reason for the high measured turbulence, no interpretation 

of the results at this phase was made. 

Moving on to the next phase, figure 7.8(d), when the surface roller has passed 

the measurement region and left behind the generated air bubbles, the maximum 

value of I is found to be 20 cm/s ( 0.16C) in position 3. The high intensity region 

seems to spread downward to the bottom. The turbulence, however, gradually 

decreases towards the offshore region. 

Position 3 is where the high turbulent intensity appears, as it is the loca-

tion where the air bubbles were generated and left behind from the passing sur-

face roller. The maximum value of I gradually reduces as the wave progresses: 

0.11C, 0.10C, 0.lOC and 0.09C in figure 7.9(e), (f), (g) and (h), respectively. 

From figure 7.9(e) to (f) it can be seen that the turbulent intensity in position 2 

seems to increase as the main flow is moving offshore. This is due to the advec-

tion of the turbulence from position 3 into position 2. Although there is residual 

small-scale turbulence ( 0.05C) left (see position 3 in figure 7.8(a)), most of the 

turbulence dissipates before the next breaker has arrived. 

The main result obtained from these plots is that the turbulence is mostly 

generated in the overturning jet and the surface roller. Although no measurement 

was made in those regions to provide an evidence, the distribution pattern of the 

turbulent intensity outside the roller region seems to suggest the expectation. The 
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air bubbles generated from the breaking process caused the spread of turbulence 

which at some phases could reach the bottom. In the previous experiments on 

the single plunging breaker, the turbulence was also seen to spread downward but 

it did not reach the bottom. This is perhaps because the measurement region for 

the single plunger only covered the transition zone. If measurements were also 

made in the inner surf-zone, the same effect might be observed. 

7.2.5 Turbulence Transport Mechanisms 

In this section turbulence transport mechanisms in the weak plunging breaker 

are investigated. The results are calculated and presented in the same format 

as in section 6.2.5. That is, the phase-averaged velocity components, turbulent 

kinetic energy and all of the transport terms in the k-equation are calculated 

following the approaches that are explained in sections 5.2.2 and 5.2.3. Each of 

these calculated quantities are then averaged over a selected control volume and 

plotted as a function of time for one wave period. Here, 7 control-volume areas 

under the trough level of the wave are investigated. In the following, seven sets of 

graphs (corresponding to seven areas) are displayed and discussed. The selected 

control volumes, as shown in figure 7.10, cover the locations from around the 

breaking point to the inner surf-zone: 

Area 1 : upper region around the breaking point (results in figure 7.11) 

Area II : lower region around the breaking point (results in figure 7.12) 

Area III : upper region onshore from the breaking point (results in figure 7.13) 

Area IV lower region onshore from the breaking point (results in figure 7.1.4) 

Area V : lower region in the initial transition zone (results in figure 7.15) 

Area VI : lower region in the transition zone (results in figure 7.16) 

Area VII : lower region in the inner surf-zone (results in figure 7.17). 
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Position 1 

-ii 

Figure 7.10: The control volumes for the weak plunging breaker in which the 
mean value of each term in the k-equation is calculated. 

Discussions on Turbulence Transport in the Weak Plunging Breaker 

The first investigation is made at the location around the breaking point (fig-

ures 7.11 and 7.12). It can be seen immediately that the turbulent kinetic energy 

is correlated to the passage of the wave, even in the lower region (figure 7.12). As 

explained in section 6.2.5, the passage or shape of the wave can be suggested from 

the temporal variation of the mean horizontal velocity component (graph (a)), 

rather than directly from the free-surface elevation. The LDA results of Ting & 

Kirby [79] and the numerical results of Lin & Lin [47] for a similar kind of waves 

have also shown this correlation. Lin & Liu [47] explained that the correlation 

between It and the passage of the wave, near the bottom for the plunging breaker, 

was caused by the penetration of turbulence into the deeper region. They found 

that this effect is in contrast to that in the spilling breaker [46]. However, the 

correlation is also found in the spilling breaker for the present study (see sec-

tion 7.3.5). It is perhaps due to the fact that the wave parameters of the spilling 

breaker used here were not much different from that of the weak plunging breaker, 

as already mentioned in chapter 4. 
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Figure 7.11: Mean velocities (a & b), turbulent kinetic energy (c) and turbulent 
transport terms (d - g) for kin equation (5.13), of the weak plunging breaker, cal-
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(area I of figure 7.10). The symbol * indicates normalised quantities: (u) and 
(w) are normalised by C, Ic by C 2  and all of the transport terms by C2 /T. 

Another effect that can be seen from the turbulence investigation around the 

breaking point is that the turbulent kinetic energy increases towards the end of 

the wave period (see figure 7.11(c)). The increase in Ic also occurs in the lower 

region as can be seen in figure 7.12(c), however, with a smaller value. Considering 

the contour plots of turbulent intensity in figures 7.8 and 7.9, it can be seen that, 

within the breaking-point location, turbulent intensity is highly generated during 

the beginning of the wave period and its value then gradually decreases. After 
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the flow reverses, the turbulent intensity in that location increases again. Judging 

from the contour plots, phase by phase, it looks as if the turbulence spreads and 

is advected into the upstream location by the main flow. Now, considering the 

time variation of the turbulence transport terms in figures 7.11(e) and 7.11(f), for 

the upper region, it is observed that the turbulence production is correlated with 

/c and the passage of the wave. The horizontal advection is responsible for the 

reduction of the rate of change of k during the beginning of the wave period and 

for the increase in /c towards the end of the period. Additionally, the production 

and diffusion are also important for the k-increment while vertical advection acts 
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to balance them. 

In the lower region of the breaking-point location figures 7.12(e) and 7.1.2(f) 

reveal that production and vertical advection are the main mechanisms to the 

change of the turbulent kinetic energy during the passage of the wave front and 

the production is the only mechanism which contributes to the increase in /c 

towards the end of the wave period. Advection and diffusion are not as significant 

as in the upper region which explains why a smaller increase in k is observed in 

the lower region. 

It should be noted here again that the predicted dissipation is much smaller 
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Figure 7.14: Similar to figure 7.11 but in the area 0.883 ( (x - xb)/hb ( 1.082 
and —0.814 ( z/h6 —0.615 (area IV of figure 7.10). 

than the rate of change of Ic. Although the measured dissipation is even smaller, 

its trend mostly follows that of the predicted one. Full explanation to this can 

be seen in section 6.2.5 on page 122. 

Moving on to the location just onshore (about 10 cm) from the breaking point 

(figures 7.13 and 7.14), turbulence mechanisms are different from the previous 

location. Turbulent kinetic energy and its transport mechanisms at this location 

are stronger, about two to three times those in the location around the breaking 

point. The correlation between the passage of the wave, Ic and the turbulence 

production can still be seen at both vertical levels. A small increase in Ic is 

156 



Chapter 7 - Trains of Breaking Waves Experiments 

(a) 
0.4 

02 

0 	
(b) 

.1  

0.05 

....
0 . 

x10_l 	 (c) 

(t—QTF 

(c) smoothed curve for It 

(e) production: P 	 * 
(e) -(u)(akrnx) 

e—e (e) -(w)(ak)az) 
o—o (1) diffusion: 

U) -a(du')iax 	s—v (g) g=C0(k'51) 
(I) -a(k'w)/az 	(g) measured C  

'C 10' 	 (d) 
to 

H 

	

10 	
(e) 

-10 

x 1o' 	 (I) 
to 

x 0' 	 (g) 

	

I 	

.. 

0.5 

o 
0 	 0.5 

(5—Ibyr 
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and —0.705 < z/h 	—0.508 (area V of figure 7.10). 

observed but not as obvious as in the breaking-point location. This is due to 

the fact that no transport mechanism is effective after the passage of the wave 

front, regardless of vertical level. This effect also causes a small variation of 

5k/8t. In the upper region (figure 7.13) the turbulence production seems to 

be the main mechanism for an increase in k during the beginning of the wave 

period. Advection and diffusion act to reduce the turbulent kinetic energy in the 

upper region. On the other hand, the diffusive transport is the most important 

mechanism in the lower region (figure 7.14). This supports the suggestion of Lin 

& Liu [47], discussed earlier, that turbulence can penetrates into the deeper region 
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for the plunging breaker. The production also contributes to the high value of /c 

but with smaller strength than in the upper region. 

To avoid errors due to the air bubble effect, turbulence transport investigations 

have not been made within the aerated regions, although attempts were made to 

measure velocities within such regions. According to a small number of vector-

grids outside the air bubble region (see figures 7.3 and 7.4), turbulence transport 

in the transition zone and the inner surf-zone, for the weak plunging breaker, is 

only investigated at one vertical level. This is referred to areas V, VI and VII, as 

indicated in figure 7.10; all of which locate close to the bottom. 
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In the initial part of the transition zone figure 7.15 shows a typical correlation 

between the turbulent kinetic energy and mean velocity components. Turbulence 

production causes the high value of Ic during the passage of the wave front. Hor-

izontal advection is responsible for the positive and negative rate of change of Ic. 

It also acts as a main mechanism for a slight increase in turbulent kinetic energy 

towards the end of the wave period. Diffusion as well as horizontal turbulent 

diffusion are also significant. However, they do not seem to correlate with any 

other transport terms or the rate of change of Ic. 

Further in the transition zone of the weak plunging breaker (figure 7.16) a!- 
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most all of the turbulence transport terms seem to vary randomly within one 

wave period. However, turbulence production and horizontal advection are found 

to be the mechanisms responsible for the rate of change of k. Diffusive trans-

port at this location is stronger than in the upstream location, especially at the 

phases towards the end of the wave cycle. The diffusion and horizontal advection 

mechanisms contribute to the positive rate of change of k for the second half of 

the wave cycle. 

The final investigation of turbulence transport in the weak plunging breaker 

is made in the inner surf-zone location (figure 7.17) which is about 35 cm away 

from the breaking point. In this location the strength of transport mechanism is 

about one order of magnitude greater than that in the breaking-point location and 

about three times that in the transition zone. The magnitude of turbulent kinetic 

energy is also higher and there are two peaks in its time variation within one wave 

cycle. The first peak seems to correlate with the turbulence production and all of 

the diffusion terms, even the vertical turbulent diffusion which has always been 

insignificant in the other zones. Vertical advection, however, acts to reduce the 

energy. The strong diffusion suggests that turbulence spreads downward from the 

surface roller into the deeper region close to the bottom. The second but smaller 

peak of /c is due to the diffusion and a slight effect on the horizontal advection. 

No other transport mechanisms are significant after the passage of the wave front. 
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7.3 Spilling Breaker 

Results from the train of spilling breakers experiments are presented in this sec-

tion. The form of displaying the maps of wave and turbulent quantities is much 

the same as that used in the previous experiments. For each quantity a sequence 

of 8 phases within one wave period, beginning at (t - t)/T = 0.0625, with an 

interval of 0.1250, is displayed. Again, only 4 phases are displayed in the se-

quence of the isovelocity contours. There is missing data in position 3 at the 

times (t - = 0.4375, 0.5625 and 0.6875. This is due to the appearance of 

a high concentration of air bubbles during those phases. The presentation and 

discussion of these plots are given in sections 7.3.1 - 7.3.4. 

7.3.1 Velocity Vector Maps 

A sequence of phase-averaged velocity maps within one wave cycle of the spilling 

breaker is displayed in figures 7.18 and 7.19. The three measurement positions 

cover approximately 50 cm: the transition zone and the inner surf-zone. The 

velocity is normalised by C and the reference vector, shown at the corner of the 

map, is 0.5C where C is the speed of the wave crest at breaking (C = 121 cm/s) 

Figure 7.18(a) shows the mean velocity field at (t - t)/T = 0.0625. The 

measurement region is dominated with the backwash and some of the air bubbles 

generated from the previous breaker still remain in position 3. In the next phase, 

figure 7.18(b), an overturning jet has arrived in position 1. By observing from 

the sequence of the raw PlY images, the jet is of smaller size than that in the 

plunging breaker, in the previous experiments. There is no obvious jet-splash 

motion in the spilling breaker: only the surface roller appears throughout the 

breaking process within the measurement region. 

The typical dividing region (zero horizontal velocity region) due to the inter- 

161 



Chapter 7 - Trains of Breaking Waves Experiments 

Position 1 	 Position 2 
	

Position 3 

(al 

 
- 03C 

:1  
-0.5 

1.5 	2.0 2.5 
(x-xjTh. 

 

0.5 

cC 

o 

-0.5 

 

o ------ 7777777. '  

* 

3,5 

-1 

XXtJ/t¼ 	 OXX.J/flb 

Figure 7.18: Mean velocity of the spilling breaker at (1 - t)/T = (a) 0.0625, 
(b) 0.1875, (c) 0.3125 and (d) 0.4375. 

1111 

0. 

(3L-3L 

162 



if 

-0.5 

0, 

-0. 

T 

Chapter 7 - Trains of Breaking Waves Experiments 

Position 1 	 Position 2 

(e) 

0,5 

-0.5 

(1) 

0.5 

-0.5 

(g) 

0.5 

-0.5 

Position 3 

0.5 
	

0. 

-0. 

Figure 7.19: Mean velocity of the spilling breaker, continued from figure 7.18, 
at (t - 	= (e) 0.5625, (f) 0.6875, (g) 0.8125 and (h) 0.9375. 

163 



Chapter 7 - Trains of Breaking Waves Experiments 

action between the backwash and the incoming wave front can be seen under the 

trough in position 1 of figure 7.18(b) and under the surface roller in position 2 of 

figure 7.18(c) and (d). The maximum horizontal velocity around the crest region 

in position 1 of figure 7.18(c) is only around 50 cm/s which is roughly 0.41C. 

In figure 7.18(d) the surface bore was developed which nearly reaches the 

beach surface. Data in the region of high concentration of air bubbles is excluded 

as indicated in position 2. However, some bubbles that spread out backwards 

were included in the image for the PIV analysis. The small area containing these 

bubbles can be seen with the stronger forward movement ( 0.33C) compared 

to the neighbouring vectors. This high-concentration aerated region then propa-

gates shoreward with the surface bore into position 3 which has to be excluded, 

in figure 7.18(d), 7.19(e) and (f), because the image analysis could not be made 

there. Once the bubble size became smaller in the subsequent phases, an at-

tempt was then made to measure the velocity. This can be seen in position 3 of 

figure 7.19(g) and (h). 

The flow begins to reverse at (t - t 5 )/T = 0.4375 (figure 7.18(d)). In fig-

ure 7.19(f), although the main flow is now moving backward, the region which 

contains the air bubbles in position 2 seems to be moving forward as well as 

upwards to the free surface. This effect can also be seen in the next two phases 

where the large area of the air bubbles is in position 3. This result is similar to 

that found in the previous experiments. The upward and forward motion within 

the aerated region is due to the dynamics of the rising buoyant bubbles. 

As mentioned earlier, the air bubbles still remain in the flow even until after 

the next wave has broken (see figure 7.18(a)). This result is different from what 

was found in the previous experiments where the air bubbles generated from the 

plunging breaker disappear before the next wave arrives. 
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7.3.2 Isovelocity Contours 

To investigate the transition from potential flow to rotational flow under the 

spilling breaker, isovelocity contours were plotted at 4 phases and are shown 

in figure 7.20. In the contours, the solid lines represent the horizontal mean 

velocity components (u) and the dashed lines represent the vertical mean velocity 

components (u). 

Figure 7.20(a) is when the backwash dominates the measurement region and 

the new wave has already broken outside it. The flow pattern in the backwash, 

especially in position 2 and 3, is rotational as the contour lines between differ-

ent velocity components are not perpendicular. This is perhaps caused by the 

rotational flow due to the residual vortices and turbulence that are left from the 

previous breaking wave. This result agrees with that obtained from the vorticity 

and turbulent intensity plots which will be shown in the next sections. In po-

sition 1 it can be seen that there is a region where the flow is potential. This 

is the region where the flow starts to reverse and move forward due to the new 

incoming wave front. 

In figure 7.20(b), although the overturning jet has impacted the frontal trough 

in position 1, the flow beneath it is potential. Most of position 2 and the whole 

of position 3 do not contain any orthogonal pattern of isolines which then sug-

gests that rotational flow still remains within those regions. In the next phase, 

figure 7.20(c), the distribution pattern of the isovelocity contours implies that the 

flow in position 1 is irrotational but not in the area beneath the surface roller 

in positions 2 and 3. The local water depth in positions 2 and 3 at this phase 

is small so that the interaction between the backwash, the surface roller and the 

bottom boundary layer could have caused the rotational flow. 

Once the wave crest has passed position 1 the rotational flow begins to form 
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(see figure 7.20(d)) because the isolines start to deviate from the perpendicular 

pattern. The rotational flow is obvious in position 2. This is because of the 

complex dynamics of the air bubbles and turbulence generated from the surface 

roller. 

7.3.3 Vorticity 

The contour plots of mean vorticity within one wave period of the spilling breaker 

are displayed in figures 7.21 and 7.22. Similar to the vorticity contours of the 

previous experiments, the vorticity in these plots is normalised by (C/h)b and 

the contours of negative vorticity appear in the blue-coloured region while those 

of the positive one appear in the red-coloured region. 

In figure 7.21(a) there are distinct negative vortices which mostly locate in 

position 3. The maximum value of these vortices is -4 s -1  which is approximately 

-0.34(C/h)6. There is no significant vorticityin position 1 compared to the others. 

These results support the isovelocity contour plots in the previous section showing 

that the flow in position 2 and 3 at this phase is rotational. The negative vortices 

in position 3 are those generated from the previous spilling breaker and left behind 

even until now when the new wave has already broken. 

In figure 7.21(b) the new spilling breaker front with the overturning jet has 

arrived in position 1. There is negative vorticity beneath the roller with a maxi-

mum value of -4 s. The negative vorticity seems to be advected from position 3 

into position 2 due to the backwash. The maximum value of the vorticity there 

is found to be -4.9 r1 ( — 0.42(C/h)b) which is of the same order of magnitude 

as that beneath the surface roller. This shows that although the new spilling 

breaker has already arrived, the vorticity generated from the previous breaker is 

still "active" and not dissipated until the new surface roller takes place. This can 

be seen in figure 7.21(c) when there is no vorticity, of the same scale as in the 
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previous phase, left in the main flow in positions 2 and 3. 

In position 1 of both figure 7.21(b) and (c) the interior domain of the flow 

contains no significant vorticity. This, then again, supports the result found in 

the previous section that the flow there is potential. The exception to this is, of 

course, within the region around the crest and the surface roller where positive and 

negative vortices are generated, respectively. The maximum value of the negative 

vorticity in position 1 of figure 7.21(c) is -5.3 s ( —0.45(C/h)h) which is not as 

large as that found around the overturning jet of the plunging breaker (—(C/h)o; 

see section 7.2.3). This is perhaps due to the fact that the measurement region 

for the spilling breaker experiments does not cover the breaking position. The 

greater magnitude of the vorticity around the overturning jet of the plunging 

breaker was measured at the position close to the breaking point and at a very 

short time after breaking. 

Moving on to the next phase, figure 7.21(d), when the surface bore is devel-

oped and nearly reaches the beach surface, the negative vorticity can be seen in 

position 2. The maximum value of this vorticity is -Ss ( —0.69(C/h)6). This 

vorticity is thought to be part of the plunger vortex that is generated from the 

overturning jet, suggested from its rotational direction. The magnitude of this 

plunger vortex then becomes smaller as the wave progresses: the maximum val-

ues are approximately —0.5(C/h),, and —0.34(C/h),, in position 2 of figure 7.22(e) 

and (f), respectively. 

Comparing the measured vorticity in this experiment with that in the previous 

experiment, it is found that the magnitude of the vorticity generated from the 

plunging breaker is greater than that generated from the spilling breaker. This 

supports the theoretical expectation as reviewed in section 2.4. 

Once the size of the air bubbles become smaller and the analysis could be 
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made within the aerated region, more negative vortices are revealed in position 3 

as seen in figure 7.22(g) and (h). These vortices are thought to be the new plunger 

vortices that are generated from the subsequent jet-splash motion, although this 

motion is not clearly observed from the raw PIV images. The maximum values of 

these vortices are approximately —0.6(C/h)6 and —0.69(C/h)5 in figure 7.22(g) 

and (h), respectively. These vortices then become weaker but still remain in the 

main flow until the surface roller of the new spilling breaker has arrived (see 

figure 7.21(a) and (b)), as already mentioned above. 

7.3.4 Turbulent Intensity 

A sequence of turbulent intensity contour plots within one wave cycle of the 

spilling breaker is shown in figures 7.23 and 7.24. The turbulent intensity is 

normalised by C and the greater values appear towards the red-coloured region. 

Figure 7.23(a) shows the spatial distribution of the turbulent intensity at 

(t - = 0.0625, after the new wave has broken. The measurement positions 

are, however, dominated by the backwash. The turbulence generated from the 

previous wave still appears. The maximum values are found to be 11.6 cm/s 

( 0.09C) and 13.3 cm/s ( 0.11C) in position 2 and 3, respectively. The 

intensity does not decrease much even when the new breaker has arrived into the 

measurement region in the next phase. 

In position 1 of figure 7.23(b) the overturning jet has impacted the frontal 

trough and turbulence with the maximum intensity of around 0.08C is generated 

beneath it. The turbulence gradually decreases its intensity towards the bottom. 

The same order of magnitude of the turbulence generated from the previous 

breaker is also measured in positions 2 and 3. 

As the wave propagates forward (figure 7.23(c)), the surface roller appears, 

mostly in positions 1 and 2, and the high intensity of turbulence is generated 
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around it. The maximum intensity at this phase is approximately 0.09C which 

is generated around the crest region behind the roller (in position 1) and approx-

imately 0.08C beneath the roller (in position 2). The pattern of the turbulent 

intensity distribution of the spilling breaker is found to be similar to that of the 

plunging breaker. That is, the highest intensity appears around the overturning 

jet and the surface roller which gradually decreases in the deeper region towards 

the bottom and also decreases towards the lee side of the wave. 

In the next phase, figure 7.23(d), the maximum value of turbulent intensity in 

position 1 is still the same order of magnitude as in the previous phase ( 0.09C) 

but the value decreases more rapidly towards the bottom and the lee side of the 

wave. In position 2 the maximum value increases up to 19.2 cm/s ( 0.16C). 

Most of the high intensity turbulence seems to be located in the air bubble region 

where an attempt was made to measure the velocity. The result at this phase is 

comparable to figure 7.8(c) of the plunging breaker when the air bubbles are also 

generated and spread down to nearly touch the bottom. However, the maximum 

value of the turbulence intensity generated from the plunging breaker is greater 

than that of the spilling breaker. 

The high turbulent intensity region in position 2 of figure 7.23(d) then grad-

ually decreases its maximum value as the wave progress: O.11C and 0.09C in 

figure 7.24(e) and (f), respectively. In position 2 of figure 7.24(e) the high inten-

sity region spreads downward and reaches the bottom. It is suggested that this is 

due to the spreading of the air bubbles as one can see that the high turbulent in-

tensity mostly occurs around the indicated aerated region. Then in figure 7.24(f) 

the high intensity region seems to appear at the free surface when the air bubbles 

are rising upwards. 

After the turbulent intensity in position 2 has decreased, its maximum value 
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then rises up again in the next phase (figure 7.24(g)) when the main flow is now 

moving offshore. This effect was observed before in the weak plunging breaker 

when it was suggested that the advection plays a major role in the increasing 

level of the turbulence in position 2. 

The turbulent intensity can now be measured in position 3 at the last two 

phases of the sequence (figures 7.24(g) and (h)). The maximum values of the 

turbulent intensity at these phases are O.1OC and O.11C respectively. The high 

intensity areas spread down to the bottom in figure 7.24(g) and then appear at 

the mid-depth in figure 7.24(h). Again, the rising buoyant bubbles are thought 

to affect the turbulence transport. The generated turbulence remains in the main 

flow and does not dissipate until the new surface roller has arrived and generates 

new turbulence. Therefore, the interaction of the turbulence generated between 

breakers may occur as suggested by Svendsen [721 (see section 2.5). 

7.3.5 Turbulence Transport Mechanisms 

The investigation of turbulence transport mechanisms in the spilling breaker is 

carried out in the same way as for the previous two waves (in sections 6.2.5 

and 7.2.5). Figure 7.25 shows the velocity vector map indicating the locations of 5 

control volumes selected for the investigation. Five sets of graphs (corresponding 

to five areas) are displayed and discussed in the following. The selected areas are: 

Area I : upper region onshore from the breaking point (results in figure 7.26) 

Area II : lower region onshore from the breaking point (results in figure 7.27) 

Area III : lower region in the transition zone (results in figure 7.28) 

Area IV : lower region in the inner surf-zone (results in figure 7.29) 

Area V : lower region further in the inner surf-zone (results in figure 7.30). 
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Figure 7.25: The control volumes for the spilling breaker in which the mean 
value of each term in the k-equation is calculated. 

Discussions on Turbulence Transport in the Spilling Breaker 

The first investigating location is at about 14 cm onshore from the breaking point 

(figures 7.26 and 7.27). Turbulent kinetic energy and its transport mechanisms 

are as strong as those in the weak plunging breaker investigated at the same 

location. Consider each transport terms; it is found that the mechanisms that 

drive the turbulence transport in the spilling breaker are very much similar to 

those found in the same location for the weak plunging breaker. The passage 

of the wave, turbulent kinetic energy and turbulence production are correlated. 

This correlation is also observed in the lower region as found in the weak plunging 

breaker. In the upper region (figure 7.26) the production is the main mechanism 

for an increase in /c during the beginning of the wave period while advection acts 

to reduce it. After the passage of the wave front, no significant transport terms 

is found. This is why a small variation of ôk/Dt is shown. 

In the lower region (figure 7.27) the diffusive transport is more dominant 

which, again, suggests that turbulence can penetrate into the bottom region. 

The production is also responsible for the high value of /c and the positive rate 

of change of k, however, its strength is smaller than in the upper region. These 

mechanisms are also found in the lower region of the same location for the weak 
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Figure 7.26: Mean velocities (a & b), turbulent kinetic energy (c) and turbulent 
transport terms (d - g) for k in equation (5.13), of the spilling breaker, calculated 
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figure 7.25). The symbol * indicates normalised quantities: (u) and (w) are 
normalised by C, Ic by C 2  and all of the transport terms by C2  IT. 

plunging breaker (see figure 7.14). 

With the same reason as given in section 7.2.5 only one vertical level is in-

vestigated in the transition zone and the inner surf-zone. In the transition zone 

of the spilling breaker (figure 7:28)  it can be seen that the turbulence transport 

mechanisms are much similar to those in the upstream location (figure 7.26). 

The turbulence production is, again, a dominant feature for the increased rate 

of change of turbulent kinetic energy, while the advection is responsible for the 
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Figure 7.27: Similar to figure 7.26 but in the area 1.341 < (x - xo)/hb C 1.531 

and —0.778 z/h —0.588 (area II of figure 7.25). 

decrease of Ok/öt. After the passing of the wave front, none of the turbulence 

transport terms are significant, leaving a low value of Ic and a small variation of 

its time rate of change in the investigating region. The similarity of the wave 

patterns and turbulence transport mechanisms at different zones suggests a so-

called quasi-steady state of the spilling breaker. Ting & Kirby [80] and Lin & 

Liu [46] also observed the similar turbulence transport processes and the similar 

flow characteristics between different surf-zone locations for the spilling breaker. 

This can be seen from the results of the present study (from figures 7.26 to 7.30) 

that the forms of variation of the mean velocity components, k and its time rate 
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Figure 7.28: Similar to figure 7.26 but in the area 2.339 C  (x — x)/he, < 2.530 
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of change are the same throughout the surf-zone region. The only differences are 

their magnitudes and the phase at which their peaks occur. 

Moving into the inner surf-zone (figure 7.29), the production is still active 

but not as strong as the vertical advection. This result is also found in Ting & 

Kirby [80] who suggested that the fluctuations in ak/at are produced by con-

vection of turbulence structure past the LDA probe (or past the investigating 

region in this case) as turbulent kinetic energy spreads downward. At the same 

time when vertical advection occurs, the diffusion also contributes to change the 

turbulent kinetic energy. The vertical advection acts to reduce the energy while 
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Figure 7.29: Similar to figure 7.26 but in the area 2.800 < (x - Xb)/hb < 2.989 

and —0.603 z/h& —0.413 (area IV of figure 7.25). 

the diffusion acts to increase it. 

Similar turbulence transport processes to the above are also found in the last 

investigating location which is further into the inner surf-zone (figure 7.30). The 

transport mechanisms are, however, stronger than in the previous location. This, 

again, supports the knowledge that the spilling breaker is a quasi-steady wave. 

It can be seen that the production and diffusion are responsible for the increased 

rate of change of k, while at the same duration of time, within one wave cycle, 

the vertical advection is responsible for the decrease. It should be noted that the 

similarity of the transport processes at different locations in the surf zone is not 
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and —0.603 z/h& < —0.413 (area V of figure 7.25). 

found for the weak plunging breaker. 

7.4 Summary of Chapter 7 

This chapter described the experiments on the trains of surf-zone breaking waves 

carried out at ISVA. Two breaking-wave types were studied: weak plunging break-

ers and spilling breakers. At the beginning of the chapter the PIV set-up and 

measurement procedure were explained along with the problems that occurred 

during the experiments. As also found in the single breaker experiments per-

formed at UEDIN, breaking-wave generated air bubbles were the main problems 
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for the current PIV technique. Velocities could not be measured within the 

aerated region limiting the knowledge of turbulence generation and transport 

mechanisms. Another problem stemmed from the non-periodicity between suc-

cessive waves. This could give errors to the mean and turbulent quantities when 

calculating with the phase-averaging method. 

After the experimental description was given, the results were then displayed 

and discussed. The form of result presentation used in this chapter was the same 

as that used in the previous chapter. For each type of wave, the series of maps 

of phase-averaged velocity, isovelocity contours, mean vorticity and turbulent 

intensity were shown. Turbulence transport investigation was also made for both 

weak plunging and spilling breakers, using the same method as for the single 

breaker discussed in the previous chapter. 

For the weak plunging breaker, strong generated air bubbles were observed 

which at some phases could reach the bottom. The velocity vector plots revealed 

the difference between flow kinematics inside and outside the aerated region. The 

effect of the rising buoyant bubbles was found. The isovelocity contours not only 

showed the transition from potential flow to rotational flow but also indicated the 

residual vortices and turbulence generated from the previous breaker. This effect 

was not found in the single plunging breaker. The vorticity contour maps gave a 

supporting knowledge that vortices were mainly generated from the overturning 

jet. The dynamics of the air bubbles affected that of the vortices. Finally, the 

spatial distribution of the turbulent intensity suggested that strong turbulence is 

generated in the overturning jet and the surface roller. The air bubbles also play 

a major part for the spread of turbulence towards the bottom. 

Turbulence transport mechanisms at different locations within the surf zone 

for the weak plunging breaker are different. At every location, however, there 
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existed a correlation between the passage of the wave, turbulent kinetic energy 

and turbulence production. The increase in turbulent kinetic energy was found in 

the location around the breaking point. The main mechanism to this effect was 

suggested to be the horizontal advection. This result was also found in the single 

plunging breaker although the increase in k appeared long after the wave broke. 

Just onshore from the breaking point, the production is the main mechanism 

for an increase in k in the upper region where the diffusion is important in the 

lower region. In the transition zone, the production and horizontal advection 

are dominant. Diffusive transport is more effective in this zone. The stronger 

transport mechanisms, especially the diffusion, were found in the inner surf-zone, 

even when the investigation was made close to the bottom. This suggested that 

for the plunging breaker, turbulence could penetrate into deeper region to the 

bottom. 

For the spilling breaker, the similar effect due to the rising buoyant air bubbles 

was also found. The strength of vortices and turbulence generated from the 

spilling breaker were smaller than those generated from the plunging breaker. 

The isovelocity contours as well as vorticity and turbulent intensity maps showed 

the residual vortices and turbulence which were generated from the previous wave 

and their existence was found to be longer than in the plunging breaker. However, 

it might be due to the fact that the wave period of the spilling breaker was shorter 

than that of the plunging breaker. Also, the region where this effect occurred was 

further towards the inner surf-zone where no measurement was done for the weak 

plunging breaker. Although, the suggestion that the spilling-breaker generated 

turbulence which remains in the flow and does not dissipate until the new wave 

arrives agrees with some other researcher's work [80], it needs to be carefully 

considered in these experiments. 
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Another different mechanism between the plunging and spilling breakers was 

found from the turbulence transport investigation. However, there was a sim-

ilarity of the transport mechanisms between the two different breaker types at 

the location just onshore from the breaking point. There the production and 

advection are dominant in the upper region while the diffusive transport is im-

portant in the lower region. The transport mechanisms in the spilling breaker 

did not change much when moving into the transition zone and into the inner 

surf-zone. The only differences were the strength of the mechanisms and the 

phase at which their peaks occurred. The strength of the production, advection 

(especially vertical advection) and diffusion is higher in the inner surf-zone than 

in the transition zone. The similarity in the turbulence transport processes as 

well as in the wave and turbulence characteristics at different surf-zone locations 

for the spilling breaker suggested the quasi-steady state of the wave. This effect 

was not found in the plunging breaker. 
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Comparison with Numerical 
Results 

This chapter shows the comparison between the experimental and numerical re-

sults. The comparison was only made with the results obtained from the single 

plunging breaker experiments, which were conducted at UED1N (see chapter 6). 

An introduction is first given which shows features of this comparison that make 

it different from previous work. A brief description of the numerical model and 

input conditions for the model are then given. Finally, the comparisons are made 

and discussed. 

8.1 Introduction 

In the past, many attempts have been made to numerically simulate breaking 

waves and compare the results with experiments [46, 47, 68]. Of these studies, 

only a few have included comparisons between numerically predicted and mea-

sured flow fields, for example Skyner [68]. In that paper, Skyner used the PIV 

technique to measure the kinematics of a deep-water breaking wave and compared 

them with the numerical results from a Boundary-Integral Method. However, this 

comparison was not made after the wave had broken. Additionally, the exper-

imental and numerical conditions were not completely matched. That is, the 
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geometry of the numerical and physical wave tanks were not the same and the 

motion of the numerical and physical wavemakers were not identical. 

An attempt to numerically simulate surf-zone breakers, including after break-

ing, was made by Lin & Liu [46, 471. They compared their numerical results with 

the measurements of Ting & Kirby [79, 80]. However, again, the numerical and 

experimental conditions were not matched, as explained above. Furthermore, no 

full-field flow comparisons were performed. 

In this study the comparisons between numerically predicted and measured 

surf-zone single plunging breaker kinematics are performed under the following 

coil di t ions: 

Experimental and numerical conditions are matched exactly. That is, the 

geometry of the numerical and physical wave flumes are the same and the 

motion of the numerical and physical wavemakers are identical. 

Full flow fields are compared. 

The flow after breaking is compared. 

The author believes that very few, if any, previous studies have satisfied two 

out of three of the above conditions and, to the author's knowledge, no previous 

studies have fulfilled all three. 

8.2 Numerical Model 

For the numerical investigation of surf-zone plunging breaker mechanics a nu-

merical model has been developed by Dr. Erik Christensen, at DHI Water and 

Environment, Denmark. In the following, a brief description of the numerical 

model is given, based on Emarat et al. [21]. 
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The objective of the numerical model is to find the solution of the general 

Navier-Stokes equations under specified conditions. The model used in this study 

is an improved version of the model described in Christensen [12]. In that model 

a surface markers method was used to determine the position of the free surface. 

Unfortunately, this does not conserve mass when the waves break. For this study 

Dr. Erik Christensen has implemented a Volume of Fluid (VOF) method, based on 

the model of Mayer et al. [48]. The model of Mayer et al. is a finite volume model 

for non-orthogonal multi-block grids. No turbulence model has been included in 

Dr. Christensen's (VOF) method. 

At the left boundary of the domain for the numerical model the velocities 

found by another numerical model are specified as the input conditions. This is 

explained in the following subsection. 

8.2.1 Input Conditions 

The numerical model described above has the advantages that it solves the full 

Navier-Stokes equations and it can go beyond breaking. However, it is not easy 

to match the input conditions in this model to the input conditions in the ex-

periments. That is, it is not easy to incorporate a wavemaker into this model. 

Consequently, a Boundary-Integral Method (BIM), developed at Edinburgh by 

Dr. David Forehand, was used to produce input conditions for the Navier-Stokes 

solver. 

BIMs are numerical methods for modelling nonlinear free-surface potential 

flows. In brief, the BIM used here employs explicit second-order time-stepping 

together with cubic variation of the complex potential and a five-point numerical 

differentiation scheme. in addition, the BIM uses dynamic time-stepping as well 

as cubic spline smoothing and regridding of the free-surface. Wavemakers can 

be easily incorporated into BIMs but BIMs cannot go beyond breaking. In order 
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Figure 8.1: Experimental set-up to record wavemaker angle (0) and free-surface 

elevation. 

to overcome this problem, a small amount of smoothing was used to suppress 

breaking. A detailed explanation of this BIM, as well as others, can be seen in 

Pn,'T9n.1 [951 

To reproduce the wavemaker motion in the BIM, a small experiment was set 

up (see figure 8.1). In the experiment, waves were generated by the paddle wave-

maker under exactly the same condition as in the PIV experiments explained 

in Chapter 6. A position transducer was used to obtain the wavemaker angle 

as a function of time. The position transducer was a very accurate potentiome-

ter whose output voltage was linearly dependent on the extension of the wire 

connecting it to the paddle. The output signal was sampled at 16 Hz by the 

wavemaker controller at the same time as the wave was being generated. After 

calibration, the extension of the wire could be obtained from the output voltage. 

Then a time series of the wavemaker angle could be calculated from that of the 

wire extension by using some trigonometry. 

In Addition to recording the wavemaker angle, wave gauges were used to 

measure the free-surface elevation as a function of time at different positions 

down the wave flume. The free-surface elevation measurements provided a useful 

check on whether the BIM data could be used. 
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Once the exact motion of the paddle wavemaker as well as the exact geometry 

of the wave flume and beach were reproduced in the DIM, velocities could be 

calculated along a line perpendicular to the beach and near to the toe of the 

slope (the dashed line in figure 8.1). These velocities are the input conditions for 

the Navier-Stokes solver. 

8.3 The Comparisons 

8.3.1 Flee-Surface Elevation 

The first comparison to be made is that of the free-surface elevations. As men-

tioned before, this comparison is done in order to indicate whether the BIM can 

be used to produce good input conditions for the Navier-Stokes solver. 

Figure 8.2 shows the free-surface elevations measured in the experiments and 

the free-surface elevations generated from the BIM and Navier-Stokes solver, at 

5 positions along the flume. These positions correspond to (x - x&)//zb = — 5.26, 

-3.51, -1.75, 0 and 1.75. The horizontal axis of each graph indicates the time from 

the initiation of the wave paddle motion. The time when the free-surface elevation 

is highest corresponds to the time when the wave is focused (see chapter 4 for a 

detailed explanation of the generation of the single plunging breaker by a focused 

wave). Therefore, at (x - = 0, the time when the highest peak in the 

free-surface elevation appears is the time when the wave breaks. 

It can be seen that there is excellent agreement between the measured and 

numerical free-surface elevations. The profiles of the numerical results agree well 

with that of the measured results except for a small time-lag, which is evident 

during the focusing of the wave, and winch is most noticeable at the locations 

offshore of the breaking point. In addition, the maximum height of the free-

surface is slightly overpredicted by the BIM and hence by the Navier-Stokes 
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Figure 8.2: Free-surface elevations of the plunging breaker from the experiments, 
BIM and Navier-Stokes solver. 

solver. However, in general, very good agreement can be seen at every location 

along the beach and throughout the breaking process, even at, and after, breaking. 

This leads to the conclusion that the BIM can be used to generate good input 

conditions for the Navier-Stokes solver. 
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8.3.2 Velocity Vector Maps 

Because the Navier-Stokes equations are solved on a fixed grid, the calculated 

velocities are then generated on a grid similar to the PIV data. Therefore, this is 

ideal for making a comparison between the numerical and measured flow fields. A 

typical way of displaying a flow field is by plotting the spatial distribution of the 

velocity, in other words, a velocity vector map. In order to make an immediate 

comparison between the results from the two approaches, the PIV velocity vector 

map is plotted overlapping the numerical velocity vector map. These plots are 

shown in figures 8.3 and 8.4, where the numerical velocities are in black and 

the PTV velocities in red. The plots start from the time when the wave breaks, 

(t - = 0, to (t - = 1.287, with an interval of 0.184. The reference 

vector of each result, shown at the corner of each graph, is half of the crest speed 

measured at breaking (80 cm/s). 

It should be pointed out here that the numerical velocity vectors are not cal-

culated at exactly the samex & z positions as the Ply velocity vectors. This is 

clue to the fact that the grid alignments are different. That is, in the computa-

tional domain of the numerical model the grid is tangential to and normal to the 

beach, whereas the PIV grid is horizontal and vertical. In addition, the numerical 

and PIV grid-spacings are not the same. However, the velocity vectors of both 

approaches are plotted with respect to the same x 8z z references. 

Consider the first plot in figure 8.3, which is the velocity vector map at break-

ing. A good comparison can be seen. The trends of the numerical velocities are 

very much consistent with those of the PIV velocities. As mentioned Iii Chap-

ter 6, the crest of the wave was not included in the measurement region, therefore 

comparison around the crest could not he made. The numerical results show that, 

at breaking ((t - tb)/T = 0), the maximum horizontal velocity in the crest region 
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is about 146 cm/s, which is around 0.91C, where C is the crest speed measured 

using two wave gauges. 

In the next phase ((t - 	= 0.184) the crest of the wave is overturning 

onto the frontal trough. It can be seen that PIV data is missing in the over-

turning region due to the appearance of trapped air and air bubbles, which are 

being generated. However, the numerical model has no problems with the above 

effect and it reveals that the maximum horizontal velocity in the area around 

the overturning tip is about 203 cm/s or 1.27C. The trends and magnitudes of 

the numerical and measured velocities in the interior domain of the flow compare 

very well. 

In the following map ((t—tb)/T = 0.368) of figure 8.3 it can be seen that there 

is an area where the PIV velocity vectors are not consistent with the numerical 

velocity vectors. This area is located near the free surface at the right-hand 

end of the map. In fact it is the area where the air bubbles generated from the 

overturning wave appear (see position 3 of figure 6.4(c)). Therefore, the PIV 

velocities in that area are likely to contain errors due to the air-bubble effects. 

This is why the comparison is not good in this region. Outside the air-bubble 

region, the comparison is better. 

The air bubbles are seen to penetrate into a deeper region in the next phase 

((i - 4)/i = 0.551). Again, the presence of these air bubbles explains the dis-

crepancies between the measured and numerical velocities in a region which is 

roughly within the area 2.0 ( (x - x o )/h &  ( 3.0. Outside this area, the trend of 

the numerical flow, which is now reversing offshore, follows that of the measured 

one. 

In figure 8.4 very good comparison can be seen at every phase. The air 

hubbies have moved away from the measurement region. No obvious discrepancies 
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between the velocity vectors from the two different approaches can be seen. 

In conclusion, the numerical and experimental velocity vector fields agree quite 

well throughout the breaking process. The discrepancies can be found mostly in 

the regions where the air bubbles appear. 

8.3.3 Velocity-Magnitude Contours 

Another way to give an immediate picture of how well the numerical and exper-

imental flow fields compare is by displaying contour plots of the velocity magni-

tude. These plots are shown in figure 8.5 to figure 8.8. Contours of higher velocity 

magnitude appear towards the red-coloured region while those of smaller mag-

nitude appear towards the blue-coloured region. Velocity vector maps are also 

shown overlapping the velocity-magnitude contours. Each figure displays 2 pairs 

(corresponding to two phases) of contour plots. In each pair the numerical result 

is shown above the PIV result. The magnitude of the reference vector shown at 

the corner of each plot is half of the crest speed measured at the breaking point. 

Figure 8.5 shows the velocity-magnitude contour plots at breaking, 

(t - tb)/T = 0, and at (t - 4)/T = 0.184. It can be seen immediately that there 

is excellent agreement between the numerical and measured velocity distribution 

of the plunging breaker. Also from the figure, regions of overlapping PIV data, 

due to the different positions of the camera, can quite clearly be seen. Despite 

these regions of overlapping data the contour lines are fairly smooth, from which 

it can be concluded that there is good repeatability of the single plunging breaker 

in the "Green" tank at UEDIN. 

In figure 8.6 the velocity-magnitude distribution in the PIV plot at (t—t 6 )/T = 

0.368 seems to deviate from that in the numerical plot, especially in the region 

close to the free-surface, at the right-hand end of the plot. However, it can be 

observed that the comparison is good outside this region. As already explained 
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Figure 8.5: Comparisons between the numerical and PIV results for the plunging 
breaker at (t - = 0 and 0.184. Velocity vector maps are shown overlapping 
velocity-magnitude contours. 
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Chapter 8 - Comparison with Numerical Results 

in the previous subsection, this deviation appears to be due to errors in the PIV 

velocities caused by air-bubble effects. It can perhaps also be suggested that the 

deviation is due to the fact that the numerical model does not deal with turbulence 

which are generated in the aerated region. These deviations are more obvious in 

the contour plots than in the vector maps. Similar discrepancies between the 

contour plots of the numerically predicted and experimental velocity-magnitudes 

can also be seen in the next two phases (at (t 	= 0.551 in figure 8.6 and 

at (t - 	= 0.735 in figure 8.7). These discrepancies mostly appear at the 

right-hand end of the plot, where the generated air bubbles occur. After that the 

contour plots of the two approaches seem to agree quite well (see figure 8.8). 

8.4 Summary of Chapter 8 

In this chapter the results obtained from the single plunging breaker experiments, 

performed at UEDIN, were compared against the results predicted by a numerical 

model. This work was carried out as part of the SASME project. The (hybrid) 

numerical model and input conditions were described first and then the experi-

mental and numerical results were compared and discussed. 

The numerical model is based on a Navier-Stokes solver using the Volume 

of Fluid (VOF) method. However, the input conditions for this model were 

produced by a Boundary-Integral Method (BIM). This was due to the fact that 

the wavemaker motion could not be easily incorporated into the Navier-Stokes 

solver. The exact motion of the wavernaker and the exact geometry of the wave 

flume were duplicated in the BIM. Velocities along a line perpendicular to the 

beach and near to the toe of the slope were calculated by the BIM and then used 

as the input conditions for the Navier-Stokes solver. 

Initially, comparisons were made of free-surface elevation time series at dif- 
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ferent positions along the beach. Very good agreement was found between the 

free-surface elevations measured using the wave gauges and those calculated from 

the BIM, as well as from the Navier-Stokes solver, even at and after breaking. 

This suggests that the BIM can be used successfully to produce input conditions 

for the Navier-Stokes solver. 

To compare measured flow fields against numerically predicted flow fields, PIV 

velocity vector maps were displayed overlapping numerically predicted velocity 

vector maps. In addition, velocity-magnitude contour plots of both approaches 

were also compared. In general, the numerical results agreed very well with the 

PlY results. However, some discrepancies were found, and these occurred mostly 

in areas where there were breaker-generated air bubbles. It is suggested that these 

discrepancies are due to errors in the PlY data caused by air-bubble effects, but 

they are perhaps also due to breaker-generated turbulence which was not dealt 

with in the numerical model. 
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Chapter 9 

Conclusions & Further Work 

In this final chapter a summary of the features of the present study is given. 

Then, conclusions to the findings of the experiments, which have fulfilled the aim 

of this thesis (see section 1.1), are presented. Finally, suggestions for further work 

are made. 

9.1 Conclusions 

The Particle Image Velocimetry technique was used to obtain full-field instanta-

neous velocity data of surf-zone breaking waves at different positions along the 

beach. The breaker types studied here included the single plunging breaker and 

the train of periodic waves: weak plunging breakers and spilling breakers. The 

PIV data was post-processed to extract mean and turbulent quantities, allow-

ing the investigation of wave kinematics, vorticity dynamics, turbulent structures 

and turbulence transport mechanisms, to be made. The conclusions to the main 

aspects and findings of the study are as follows. 

Particle Image Velocimetry 

It has been shown that it is possible to use Ply to obtain velocity fields of 

surf-zone breaking waves. PIV has a unique advantage over other non-intrusive 

velocimetry techniques, in that it provides the instantaneous spatial structure of 
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the flow. This is useful for the determination of the vorticity and the turbulent 

structures, which are important in surf-zone breaking waves. Although care has 

been taken throughout the measuring process in order to obtain accurate results, 

there are still shortcomings in the technique. Among these shortcomings, such as 

the limitation on spatial and temporal resolution, the main problem which limits 

the efficiency of PIV, when applied to breaking wave studies, is the presence of air 

bubbles. However, despite these shortcomings, PIV can still be effectively used 

to achieve the aims of this thesis. 

Surf-Zone Breaker Kinematics and Vorticity 

Spatial distributions of velocity and vorticity under breaking waves on beaches 

were obtained from PIV data. A number of velocity vector maps and vorticity 

contour plots were shown for all three breaker types. In the single plunging 

breaker, where the investigation was made in the outer surf-zone, clockwise and AP 

counter-clockwise vortices were observed at the initial stage of breaking under 

the overturning point. The dynamics of the clockwise vorticity generated from 

the overturning jet was suggested to be correlated with the main flow. In the 

periodic waves, where the investigation was made both in the outer and inner 

surf-zone, the transport of vorticity was not only affected by the main flow but 

also, and mostly, by the dynamics of breaker-generated air bubbles. The strength 

of vortices generated in the spilling breaker is, however, smaller than that in the 

plunging breaker. 

Turbulent Structures under Surf-Zone Breakers 

To investigate the transition from irrotational to rotational or fully turbulent 

flow, a series of isovelocity contours was plotted for all three breaking waves. 

In all types of breaker, the flow remains irrotational until the wave overturns 
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and impacts the water surface in front. The flow beneath the surface roller 

becomes rotational whereas the flow behind the wave front still remains essentially 

potential, at least until turbulence is advected into it. Under the train of breaking 

waves, the isovelocity contours also suggested the existence of residual vortices 

and/or turbulence which were generated from the previous breaker. This was not 

found in the single breaker experiments. 

A series of turbulent intensity distributions for all breaker types was also 

plotted. It was found that the turbulence generated by the single breaking wave 

and that generated by the periodic breaking waves were not exactly the same. in 

the single plunging breaker high turbulent intensity was found between the surface 

roller and the water in the main flow. The area of high-intensity turbulence was 

found to be correlated with the area where the rotating plunger vortex appeared. 

Under the breaking of the periodic waves the turbulent-intensity contour plots 

suggested that strong turbulence was generated in the overturning jet and in the 

surface roller. In both breaker types there was a downward spread of turbulence 

after the passage of the wave. At some phases it was seen to spread down to the 

bottom. It was thought to be affected by the air bubbles. Again, the strength of 

the turbulence generated from the plunging breaker was greater than that gener-

ated from the spilling breaker. Another difference found between different breaker 

types was the dissipation rate of the turbulence. The spilling-breaker generated 

turbulence does not dissipate until the new wave arrives, whereas the turbulence 

in the plunging breaker dissipates before the new wave breaks. Although this 

agrees with other results in the literature, it needs to be kept in mind that the 

wave period of the spilling breaker used here is shorter than that of the plunging 

breaker. 
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Turbulence Transport Mechanisms in the Surf Zone 

The mechanisms of turbulence transport under different types of surf-zone break-

ing waves were investigated from the PIV data using the turbulent energy equa-

tion (the k-equation). In the single plunging breaker experiments the levels of 

the turbulence transport mechanisms were found to be much less than those in 

the train of breaking waves experiments. This is due to the fact that in the single 

plunging breaker experiments measurements were only carried out in the initial, 

or seaward, part of the outer surf-zone. The outer surf-zone is also called the 

transition zone. Despite these low levels of the turbulence transport mechanisms 

it was still possible to conclude that in the upper region (the region just be-

low the free-surface) of the shoreward part of the measurement region the main 

turbulence transport mechanisms were production, advection and diffusion. 

In the train of breaking waves experiments the correlation between the pas-

sage of wave and the turbulent kinetic energy was more obvious than in the single 

plunging breaker experiments. For the weak plunging breaker the dominant mech-

anisms just onshore from the breaking point were production in the upper region 

and diffusion in the lower region. Then, moving further into the outer surf-zone 

and into the inner surf-zone the dominant mechanisms in the lower region were 

production, diffusion and horizontal advection and these became stronger as the 

shore was approached. 

For the spilling breaker the dominant mechanisms just onshore from the break-

ing point were production and advection in the upper region and diffusion in the 

lower region. Then, moving further into the outer surf-zone and into the inner 

surf-zone the dominant mechanisms in the lower region were production, advec-

tion and diffusion and these became stronger as the shore was approached. 
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Comparison with Numerical Model 

The work in chapter 8 was carried out as part of a European project in which 

the author has participated. PIV data obtained from the UEDIN experiments 

was compared against the results from a numerical model. The numerical model 

was a hybrid numerical model which consisted of a Boundary-Integral Method 

(BIM) and a Volume of Fluid (VOF) method. The BIM was used to produce 

input conditions for the VOF method. Two main aspects can be concluded from 

the comparison: 

• In general, excellent agreement was found between the numerical and ex-

perimental results for the single plunging breaker. 

• The discrepancies that did occur were found mainly in the aerated regions. 

These discrepancies were attributed to either the effects of the air bubbles or 

to the fact that no turbulence model was included in the numerical method. 

It should be pointed out that the author believes that this comparison represents 

the first time that all three of the following criteria have been met: 

Numerical and experimental conditions matched exactly. 

Full flow fields compared. 

The flow after breaking compared. 

9.2 Suggestions for Further Work 

Two aspects of the present study which could lead on to further work are the 

Particle Image Velocimetry technique and the study of turbulence in surf-zone 

breaking waves. 
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The PIV Technique 

To the author's knowledge there have not been experiments done to measure the 

three-dimensional velocity flow under surf-zone breaking waves. If the out-of-

plane velocity component could be measured simultaneously with the other two 

in-plane components, full, and more accurate, information on breaker-generated 

turbulence could be obtained. 3-D PIV has been an on-going and quickly de-

veloping research project. In fact, it has already been extensively used in other 

areas of fluid dynamics. Two main techniques that have been used are Stereo 

PIV and Dual-plane PIN (see Raffel et al. [62]). 

It has been mentioned that breaker-generated air bubbles are one of the 

biggest problems for current Ply systems. It has also been shown in the lit-

erature review that the kinematics in the air-bubble region of breaking waves 

could be measured by using fluorescent seeding particles [39, 441. However, no 

turbulence information was made from those measurements. This suggests that 

the next step could be to measure the velocity of the water and air-bubble flows 

at the same time in order to reveal more insight into the source of turbulence in 

breaking waves. Some commercial systems have already been developed to obtain 

the above quantities. 

Development of the PIV technique mostly depends on advances in CCD cam-

era and computer technology. The higher frame rate and resolution of the latest 

cameras, along with faster computers and the larger size of memory, means that 

better temporal and spatial resolution of the results can be obtained. 

Turbulence in Surf-Zone Breaking Waves 

Making measurements over a wider range of breaker types and beach slopes could 

be an extension to this work. The conclusions made earlier were based on weak 
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plunging and spilling breakers, whose wave parameters /characteristics were not 

very different. If a greater range of different kinds of waves were studied, the 

difference in the turbulent structures and transport mechanisms between various 

types of breaker in the surf zone could be revealed more comprehensively. 

Another interesting piece of work that could be done to study surf-zone break-

ing waves is to investigate the interaction between externally (or breaker) gener-

ated turbulence and bottom-boundary generated turbulence. A few researchers 

have been working on this, but they have used non-intrusive velocimetry tech-

niques other than PIV. Recently, Kozakiewicz et al. [43] have revealed the effect 

of externally generated turbulence on the bottom boundary layer by using the 

LDA technique. However, the external turbulence was artificially generated by a 

series of grids, not by a breaking wave. If NV with a much larger magnification 

was available, velocity distribution and perhaps the turbulent structures inside 

the surf-zone boundary layer could be obtained. 

In addition to the above suggestions, one other thing that could be done as 

an extension to this study is to compare the experiments with a numerical model 

in which turbulence is dealt with, such as by including the k-c equations in the 

model. This kind of numerical model has already been developed, such as in 

Lin & Liu [46, 47]. However, in those studies no comparison was made between 

experimental and numerical vorticity and turbulence fields for surf-zone breaking 

waves. 
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List of Publications 

The papers that have been and are going to be published as well as those presented 

at workshops and conferences during the course of the author's PhD are shown 

as follows. 

Review Papers 

C. A. Greated and N. Emarat. Optical studies of wave kinematics. In 

Advances in Coastal and Ocean Eng. (ed. P. L.-F. Liu), volume 6, pages 

185-223. World Scientific, 2000. 

E. D. Christensen, D. J. Walstra, and N. Emarat. Vertical variation of flow 

structures in the surf zone. To appear in a special issue of Coastal Eng. 

under topic "Surf and Swash Zone Mechanics". 

Workshop and Conference Proceedings 

N. Emarat and C. A. Greated. Turbulence study in breaking waves on a 

beach using PIV. In Proc. 3rd mt. Workshop on Particle Image Velocime-

try, pages 427-432, Santa Barbara, California, 16-18 September 1999. 

N. Emarat, E. D. Christensen, and D. I. M. Forehand. A study of plunging 

breaker mechanics by PlY measurements and a Navier-Stokes solver. To 
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appear in Proc. 27th mt. Conf. Coastal Eng. (ICCE 2000), Sydney, 

Australia, 16-21 July 2000. 

Other Relevant Abstracts 

N. Emarat and C. A. Greated. Breaking waves over beaches. Scottish Fluid 

Mechanics Meeting, University of Dundee, UK, 28 May 1997. 

N. Emarat and C. A. Greated. Ply experiments on post-breaking turbu-

lence. MAST-ITT SASME Midterm Workshop, Delft, The Netherlands, 3-4 

May, 1999. 

N. Emarat, D. I. M. Forehand, E. D. Christensen, and C. A. Greated Mod-

elling of plunging breaker mechanics. MAST-Ill SASME Midterm Work-

shop, Delft, The Netherlands, 3-4 May, 1999. 
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List of Symbols 

K) indicates averaging operator 
/ indicates turbulent fluctuation 

I, indicates breaking point 
indicates deep-water 

a wave amplitude 
A(x, y) autocorrelation function 
C wave-crest speed 
CD empirical constant 
C(x, y) crosscorrelation function 
d still water depth 
e amplitude of piston translation 

f wave frequency 
g acceleration due to gravity 
h mean water depth 
H wave height 
H2  second order Stokes wave height 
H22  free second harmonic wave height 
I turbulent intensity 
I(x, y) intensity distribution function in an interrogation area 
lv wave number 
lv turbulent kinetic energy 
P turbulent length scale 
L wave length 
In beach slope 
n wave front index 
N number of repeated experiments 
N number of wave cycles 

P pressure 
3 slope factor in a wave spectrum 
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sij fluctuating rate of strain 

Sij mean rate of strain 
t time 
t. time of the first exposure 
it time between illuminations 
T wave period 
Ii velocity vector 
U x-component velocity 
V y-component velocity 
W z-component velocity 
X horizontal direction/axis 

Y transverse horizontal direction/axis 
Z vertical direction/axis 
A advection of turbulent kinetic energy 

J diffusive transport of turbulent kinetic energy 

jV pressure diffusive transport 
turbulent diffusive transport 

P production of turbulent kinetic energy 

Greek Symbols 

a 	beach slope 
a22 	phase angle between main wave and free second harmonic wave 

13 	angle between a beach and a horizontal bottom 

[22 	 phase angle between two components of the piston motion 
€ 	dissipation of turbulent kinetic energy 
Cth resh 	threshold used in the vector validation algorithm 

71 	free-surface elevation/ displacement 
A 	smoothing parameter used in a cubic smoothing spline 

dynamic viscosity 
V 	 kinematic viscosity 
Vt 	 eddy viscosity 

surf similarity parameter 
e(t) 	piston wave generator translation function 

P 	fluid density 
empirical diffusion constant 
smoothing factor used in the vector interpolation algorithm 
wave phase 

w 	wave angular frequency 
CJ Y 	vorticity component along the y-axis 
w 	vorticity vector 
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Abbreviations 
CCD 	charge coupled device 
CW 	continuous wave 
DPIV 	digital particle image velocimetry 
FT 	Fourier Transformation 
FF1' 	fast Fourier Transformation 
FLJV 	fibre-optic laser Doppler velocimeter 
H 	horizontal direction 
IA 	interrogation area 
ISVA 	Institut for Strøniningsmekanik og Vandresurser (Department of Hy- 

drodynamics and Water Resources), Technical University of Denmark 
LDA 	laser Doppler anemometry 
LDV 	laser Doppler velocimetry 
MWL 	mean water level 
PIV 	particle image velocimetry 
PTV 	particle tracking velocimetry 
SASM.E 	Surf and Swath Zone Mechanics (the EU-sponsored project) 
SWL 	still water level 
S/N 	signal to noise ratio 
UEDIN 	The University of Edinburgh 
V 	vertical direction 
rms 	root mean square 
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