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Abstract

Atherosclerosis is often diagnosed using an ultrasound (US) examinatibe icarotid and
femoral arteries and the abdominal aorta. A decision to operate requvendasures of dis-
ease severity: the degree of stenosis measured using B-mode US; dtabthéow patterns
in the artery measured using spectral Doppler US. However other bi@amieahfactors such
as wall shear stress (WSS) and areas of flow recirculation are alsotampor disease devel-
opment and rupture. These are estimated using an image-guided modellingapprhere a
three-dimensional computational mesh of the artery is simulated.

To generate a patient-specific arterial 3D computational mesh, a 3D ulih§8DUS) system
was developed. This system uses a standard clinical US scanner witkiGal position sensor
to measure the position of the transducer; a video capture card to redea isnages from
the scanner; and a PC running Stradwin software to reconstruct 3RtaS @he system was
characterised using an industry-standard set of calibration phantarimgy g reconstruction
accuracy oft 0.17 mm with a 12 MHz linear array transducer. Artery movements from pul-
satile flow were reduced using a retrospective gating technique. Téat effpressure applied
to the transducer moving and deforming the artery was reduced using ae-bmagd rigid
registration technique.

The artery lumen found on each 3DUS image was segmented using a semitausamgaen-
tation technique known as ShIRT (the Sheffield Image Registration Toolkitlerial scans
from healthy volunteers and patients with diagnosed arterial diseaseseggreented using the
technique. The accuracy of the semi-automatic technique was assessedgaring it to man-
ual segmentation of each artery using a set of segmentation metrics. Theoceaacy of the
semi-automatic technique ranged fréits to 99% and depended on the quality of the images
and the complexity of the shape of the lumen.

Patient-specific 3D computational artery meshes were created using. &triRlealised mesh
was created using key features of the segmented 3DUS scan. Thisygisresl and deformed
to the rest of the segmented dataset, producing a mesh that represehspdheisthe artery.
Meshes created using ShIRT were compared to meshes created usihgiiedtid modelling
package. ShIRT produced smoother meshes; Rhino reproducedathe sharterial disease
more accurately. The use of 3DUS with image-guided modelling has the potential an
effective tool in the diagnosis of atherosclerosis. Simulations using tretaereflect in vivo
studies of wall shear stress and recirculation in diseased arteriessecwhgparable with results
in the literature created using MRI and other 3DUS systems.



Declaration of originality

| hereby declare that the research recorded in this thesis and the thel§isvéts composed
and originated entirely by myself in the Department of Medical Physics atUrtieersity of
Edinburgh.

Exceptions:

e The initial design of a transducer holder for the phantom scannermessim chapter 2

The development of an algorithm to measure the curvature of an artemeloss in
chapter 4

CFD simulations described in chapter 7

Creation of idealised artery geometries for registration-based artery oneation in
chapter 7

Creation of a diseased artery geometry using ShIRT in chapter 7

Steven James Hammer



Acknowledgements

Having spent so long on preparing this thesis and working at Medicai&hat the University
of Edinburgh, | realise that I've met a lot of amazing people and learretifeom getting to

know them. I'll start from the bottom up.

Many thanks to all the volunteers who participated in my research studyy taght me a
lot about the human side of disease: the development of new technoloipgtuode disease
isn’t just about biological phenomena that happen in a test tube in a lah dffects people’s

quality of life and ultimately their lifespan. It was a humbling experience to leboutthis.

Thanks to Irene in Medical Physics for scan bran cake, sympatlgasar and fantastic sec-
retarial support. Thanks to Wilma, the secretary at Radiology, and Jdh&seecretary at the
Vascular Lab, for all the time spent looking for patients and sending theitation forms for
my study, and time spent organising room bookings amidst everything etdbeli@lo. Thanks
go to Kev and George in the SEE workshops for interpreting my drawingsreaking things

that were more or less what | wanted.

Thanks to Sarah-Jane, Karen, Scott and Maggie in the Vascular tahdwing me how pa-
tients are supposed to be scanned using ultrasound. Thanks also #llBauh Radiology
for the time spent sorting out ethics applications and other challenges pestraphen dealing

with research in a hospital setting.

Many thanks to my collaborators from The University of Sheffield (RodéjdDavid Bar-
ber and Adam Jeays) for providing their segmentation and registratiomasef Thanks also
to Tom MacGillivray for his image processing advice and software. Teatso to Richard
Prager, Graham Treece and Andrew Gee at the University of Canetfadgroviding software

and technical support.

Thanks to my (former) colleagues in the wider project for their suppareatightenment in my
time at Medical Physics: Tom Anderson, Norman McDicken, Kate Fr&ebhan Meagher,
Michael Bennett, Mairead Butler, James Blake, Pavel Stroev, JasaihBrandt, Chaoquan

Chen, Judith Dineley, Tamie Poepping and William Lee.
Thanks are due to my supervisors, Peter Hoskins and Bill Eassoredmgsthe potential that

iv



Acknowledgements

I had and encouraging me to stretch myself and persevere.

Thanks to Jocelyn, Ben and (eventually) lan for putting up with me talkingitedmteries and

taking work home with me. Thanks for your patience.

Finally, a quote:

Natural perspicacity is a gift of God, and the liberal arts and the scighgeghich
wisdom is acquired, are gifts of God...They must occupy the place of haddma
not of mistress.

John Calvin, Cor. 1:145

I hope that my work has demonstrated the exercise of one of these giftglof Graise Him for
the skill and knowledge He has given me through this work, and the opiyrto contribute

a little bit to our knowledge of 3D ultrasound.



Contents

1

Declaration of originality . . . . . . . . . ... ... .. .. iii
Acknowledgements . . . . . . .. L v
Contents . . . . . . . e e Vi
Listoffigures . . . . . . . . . . e Xil
Listoftables . . . . . . . . . . .. . XVii
Acronyms and abbreviations . . . . . ... o XiX
Introduction 1
1.1 Cardiovasculardisease . . . . . . . . .. . ... .. 1
1.1.1 SUMMANY . . . o e e 2
1.2 Thetreatment of cardiovasculardisease . ... ... ... ... ... ... 2
1.21 SUMMANY . . . . e e e 4
1.3 The diagnosis of cardiovasculardisease . ... .. ... ... ... . ... 4
1.3.1 Imaging cardiovasculardisease . .. ... ... .. ... ....... 4
1.3.2 Assessing the severity of cardiovascular disease . . . . . ... ... . 6
1.3.3 Summary . . . . . e e e e 8
1.4 Ultrasound imaging of arterial disease . . . . . ... .. .. ... ....... 8
1.4.1 The physics of ultrasoundimaging . . . . . .. .. ... ... ..... 9
1.4.2 Ultrasound image processing . . . . . . . v v v v v v v 17
1.4.3 3Dultrasoundimaging . . . . . . . . . ... ... 17
144 SUMMAIY . . . . . o o e e e 20
1.5 The biomechanics of arterial disease . . . . . . ... ... ... ...... 21
151 Summary . . . . ... e 22
1.6 Modelling arterial disease using image-guided modelling . . . . . ... ... 2. 2
1.6.1 SUMMArY . . . . . . e e 24
1.7 Criticalanalysis . . . . . . . . . . e 24
1.8 AIM . . . e 24
1.9 Thesisoutline . . . . . . . . . . 24
Mechanical 3D ultrasound forin-vitro flow models 26
2.1 Introduction . . . . . . . . . 26
2.2 Materials&methods . . ... ... ... .. ... ... ... 27
2.2.1 Phantomscanningsystem . ... .. ... ... . ... .. ..., 27
2.2.2 Ultrasound system . . . . . . . . . ... 30
2.2.3 Datacaptureanddisplay . . ... .. ... ... ... .. .. .. ... 30
224 ECGQating . . . . . . 31
225 Operation . . . . . . . e 31
2.3 Results. . . . . . e e 34
2.4 DISCUSSION . . . . . o ot 36
25 Conclusion . . . . .. e 37
Characterisation of a 3D freehand ultrasound system 38
3.1 Introduction . . . . . . . .. e 38

Vi



Contents

3.2 Methods . . . . . . . e 41
3.21 3DUSsystem . ... .. ... e 41
3.2.2 Assessing whole system accuracy (3D reconstruction accwsiog)

atestphantom . ... .. ... .. ... 42
3.2.3 Assessing calibration precision . . . . . ... ... oL 52
3.2.4 Assessing precision of optical tool and transducer holder reptatde. 54

3.3 Results. . . . . . . e 59
3.3.1 Reconstructionaccuracy . . . . . . . . . . v 59
3.3.2 CalibrationPrecision . . . . . . ... ... ... 59
3.3.3 Optical tool and transducer holder replacement precision . . . ... .61

3.4 DISCUSSION . . . . . . o e e 61
3.4.1 Assessment of whole system reconstruction accuracy . . . . . ... 61
3.4.2 Assessment of calibration precision . . . .. ... ... .. ...... 61
3.4.3 Replacementprecision . . . . ... ... . ... ... ... .. 62
3.4.4 Whole system characterisation . . . ... ... ... .......... 62

3.5 Conclusion . . . . ... e e e 62

An analysis of probe pressure correction using Stradwin 64

4.1 Introduction . . . . . . . .. 64

4.2 Methods . . . . . . . . . e 67
4.2.1 Lofting registered and unregistered surfacesinRhino . . . . . .. .67
4.2.2 Measuring arterial curvature . . . . . ... ..o 68
4.2.3 Assessing the effect of registration using a statisticaltest . . . . . . 70.

4.3 Results. . . . . . . . e e 70
4.3.1 Graphically assessing the effect of registration on lofted artefgcsur

models . . . . .. 70
4.3.2 Summary ofchangesincurvature . .. ... ... ........... 76
4.3.3 Statisticaltestresults . . . . . ... ... L Lo 76

4.4 DIiSCUSSION . . . . . . e e e e e e 77
4.4.1 Corrugatedsurfacemodels . . . . . ... ... ... ... ....... 77
4.4.2 Statisticaltestresults . . . . . .. ... L Lo 78

45 Conclusion . . . . . .. e 81

Gating ultrasound data 82

5.1 Introduction . . . . . . . . . .. 82

52 Methods . . . . . . . . 83
5.2.1 Scanning straight phantoms to assess variation in gating methods and

scanningmode . . . ... 83
5.2.2 Measuring phantom area using thresholding . . . . . ... ... .. .. 84
5.2.3 Retrospective gatingusing Stradx . . . . . ... ... ... ..., 85
5.2.4 Statistical Analysis . . . . . . . ... . e 89

53 Results. . . . . . . e 90
5.3.1 Straightphantomareas . . .. .. ... ... ... ... ........ 90
5.3.2 Summariesofthedata . ... ... ... ... ... ... ... ..., 90
5.3.3 Statistical testresults . . . . . . ... o o oo 94

5.4 DIisSCUSSION . . . . . . . . e e e e 94
5.4.1 Statistical analysis of area with and without SonoCT compounding . . 94

vii



Contents

5.4.2 Statistical analysis of retrospective and ECGgating . . . . . .. .. .. 95
5.5 Conclusion . . . . . e 96
Segmentation of 3D ultrasound data 98
6.1 Introduction . . . . . . . . . ... e 98
6.2 Methods . . . . . . . . . 99
6.2.1 Methods to measure the accuracy and precision of segmentation tech-
NIQUES . . & o o e e e e e e e e e e e e 100
6.2.2 Assessing the precisionof ShIRT . . . . . ... ... ... ...... 107
6.2.3 Comparing ShIRT to a set of intraobserver segmentations . . . . . | 08. 1
6.2.4 Assessing the accuracy of ShIRT on full artery scans . . . . .. . 110
6.3 Results. . . . . . . e 117
6.3.1 Assessingthe precisionof ShIRT . . . .. .. ... ... ....... 117
6.3.2 Comparing ShIRT to a set of intraobserver segmentations . . . . . . 19. 1
6.3.3 Assessing the accuracy of ShIRT on full artery scans . . . . .. . 122
6.4 DISCUSSION . . . . . . . . . e e e e e 129
6.4.1 Assessingthe precisionof ShIRT . . . .. ... ... ... ...... 129
6.4.2 Comparing ShIRT to a set of intraobserver segmentations . . . . . . 29. 1
6.4.3 Assessing the accuracy of ShIRT on full artery scans . . . . .. . 130
6.4.4 How appropriate is ShIRT for use with ultrasound data? . ... ... 0. 13
6.5 Conclusion . . . . . . . 132
Image-guided flow modelling of patient-specific artery geometries 133
7.1 Introduction . . . . . . ... 133
7.2 Methods . . . . . . . . 134
7.2.1 Arterygeometrycreation . . . . . ... ... L oo 134
7.2.2 Simulating flow patterns and wall shearstress . . . . . . ... ... .. 142
7.3 Results. . . . . . e 146
7.3.1 Assessing therealismofarterymodels. . . . ... ... ........ 146
7.3.2 Simulating flow patterns and wall shearstress . . . . . ... ... ... 155
7.4 DISCUSSION . . . . . . . e e e 163
7.5 Conclusion . . . . ... e 164
Evaluation of arterial wall motion software 165
8.1 Introduction . . . . . . . .. 165
8.2 Wall motion phantomdesign . . . . . ... ... ... ... . ... .. ..., 166
8.2.1 Wall motion phantomassembly . .. ... ... ............ 166
8.22 Wallposition . . . . ... ... 169
8.2.3 Generating wall motion waveforms . . . . .. ... ... ....... 170
8.2.4 Removal of stepper motor interference . . . . .. ... ... .. .... 171
8.2.5 Assessment of wall motion phantomaccuracy . . . . .. .. ... ... 174
8.2.6 TDI-based wall motion software assessment . . . . . .. .. ... .. 4. 17
8.3 Results. . . . . . . e 179
8.3.1 Wall motion phantomaccuracy . . . . . . . ... ... ... ... .. 179
8.3.2 Measurement accuracy using a range of physiological wall motionsl79
8.3.3 Minimum resolvable displacement . . . . . . ... ... ... ... .. 180
8.3.4 Change in accuracy with change inwall velocity . . .. ... ... .. 181

viii



Contents

10

8.4 DISCUSSION . . . . . o o e 182
8.4.1 Assessment of wall motion testphantom. . . . ... ... ....... 182
8.4.2 Assessment of wall motion software . . . . .. ... ... ....... 183
8.43 Conclusion . . . . . .. . . ... 186

Critically evaluating the 3D ultrasound system for image-guided modlling 187

9.1 Introduction . . . . . . . . . e 187

9.2 Comparisons with otherIGMwork . . . . . .. .. .. ... ... ....... 187
9.2.1 3DUSacquisitionsystem . . . . . . ... .. 188
9.2.2 Creating patient-specific artery geometries . . ... ... .. .. ... 190
9.2.3 CFD simulationsbasedon3DUSdata . . . ... ... ......... 191
9.2.4 SUMMANY . . . . . e e e e e e 192

9.3 Evaluating 3DUS imaging in healthy and diseased arteries . . .. .. ... 92. 1
9.3.1 3DUSimaging ofthe carotidartery . . ... ... ........... 193
9.3.2 3DUS imaging of the femoralartery . . . . .. .. ... ... ..... 194
9.3.3 3DUSimaging of the abdominalaorta . . . . . ... ... ....... 196
9.3.4 Successful arterial 3BDUS scanning . . . . . ... ... ....... 98 1

9.4 Computational modellingofarteries . . . . . .. ... ... ... ....... 199
9.4.1 SUMMAY . . . . . e e e e e e 199

9.5 Conclusion . . . . . . .. e 200

Conclusions 201

Papers and conference presentations 203

A.1 Papers and published conference proceedings . ... ... .. ......... 203

A.2 Conference presentationsandposters. . . ... ..............203

Manually segmenting ultrasound data using Analyze 205

B.1 Write all Stradwin images to a sequence of bitmapfiles . . . . ... ... ... 206

B.2 Loadtheimagesinto Analyze . ... ... ... ... .. .. .. . ...... 206

B.3 CreateanObjectMap . . . . . . . . . . 209

B.4 Use the spline tool to outlinethelumen . . . . .. .. ... ... ....... 210

B.5 Save the Object Map as a series of bitmapimages . . . . . ... ... ... 1.21

B.6 Convert the bitmap images to a Stradwin imagefile . . . .. .. ... ... .. 212

B.7 Threshold the images in Stradwin to produce spatially registered 3D e¢ento212

Generating a Stradwin image file from a series of bitmap graphics files v

C.1 Save a series of sequentially-numbered bitmaps . . . .. ... ... ... 214.
C.2 Renumber the images if required using XnView . . . . .. ... ... . ... 4 21
C.3 Run BMP2SXlarray.vi to create a Stradwin imagefile . . . . . ... .. .. 215

C.4 Modify the Stradwin header file (.sw) to suit the new image file. . . . . .. 16 2
Development of surface models of bifurcating arteries using Rhino 217

D.1 Introduction . . . . . . . . . . .. 217
D.2 Importing segmented pointsintoRhino . . . . .. .. ... ... .. ..... 217
D.3 Rebuilding the segmentedcontours . . . . . . ... ... ... ... ..... 9 21
D.4 Removing misregistered contours . . . . . .. ... 220
D.5 Loftingthe CCA/ICA/ECA . . . . . . . . . e 221



Contents

D.6 Filling the bifurcationarea . . .. .. ... ... .. ... .. ... ...... 222
D.6.1 Extracting wireframes from the lofted artery sections . . . . .. ... 2 22
D.6.2 Connecting wireframes using interpolated curves . . . . . . ... .. 2. 22
D.6.3 Creating a network surface between the upper part of the CCA and th

ECA/ICA . . . e 224
D.6.4 Splitting the bifurcationsegments . . . . . ... ... ... ...... 226
D.6.5 Creating a smoothed bifurcationsurface . . . . .. ... ... ..... 226
D.6.6 Splitting and joining the bifurcation surfaces . . . . .. ... ... .. 231
D.6.7 Tidying and checkingthemesh . . . .. ... ... ... ....... 232
D.6.8 Joiningallthesurfaces . . . . . .. .. .. ... .. ... .. ..... 233

D.7 Meshing the geometry and exportingittoSTL . . . . . . ... ... ..... 323

Remeshing STL files with Materialise Magics 235

E.1 Create a solid model in Rhino and exportitas an STLfile . . . . . .. .. 235

E.2 Loadthe STLfileintoMagics . . ... ... ... ... ... . ........ 235

E.3 Automatic fixing withthe FixWizard . . . .. ... .. ... ... ...... 236

E.4 Slice the outlets and/or inlets parallel to the vessel centreline . . . . . .. 237.

E.5 Remeshoperations ... ... ... ... . . .. . ... ... 237

E.6 Saveremeshedfile . . . .. ... .. .. ... 241

Software documentation 242

F.1 Introduction . . . . . . . . . . . . . e 242

F.2 BMP2SXIarray.Vi . . . . . . e e e 24
F.2.1 ConnectorPane . . . . .. . . . . . . . . ... 243
F.2.2 FrontPanel . . .. ... . . . . . ... 243
F.2.3 Listof SubVisandExpressVIs . ... ... ... ... ........ 243

F.3 SWthreshold and segmentimagesSM.vi . . . . . ... ... ... .. .... 244
F.3.1 ConnectorPane . . . . . . . . . . . . ... 244
F.3.2 FrontPanel .. .. .. ... .. . . . ... e 245
F.3.3 Listof SubVisandExpressVIs . .. ... ... .. .......... 245

F.4 SW create OBJ file from segmentedfile.vi . . . . . .. .. ... ... .... 9 24
F.4.1 ConnectorPane . . . . . . . . . . . . . . . e 250
F4.2 FrontPanel . . .. .. ... .. . .. ... 250
F.4.3 Listof SubVisandExpressVIs . ... ... ... ... ........ 250

F5 SWagatetosxppeaks.vi. . . . . . . . . 251
F.5.1 ConnectorPane . . . . . .. .. .. . . . .. 251
F5.2 FrontPanel . . . . ... . ... ... 252
F.5.3 Listof SubVisand ExpressVIs . . . . ... ... ... ... ..... 252

F.6 SWSelectSW.vi . . . . . . 255
F.6.1 ConnectorPane . . .. . .. .. . . . . . .. .. 255
F.6.2 FrontPanel . ... ... ... . . .. . ... 256
F.6.3 Listof SubVisandExpressVIs . .. . ... ... ... ... ..... 256

F.7 state demo with fake physio.vi . . . . . .. .. ... .. .. . . L 258
F.7.1 ConnectorPane . . . . . . . . . . . .. . .. e 258
F.7.2 FrontPanel . .. .. ... . .. . .. . 259
F.7.3 Listof SubVisand ExpressVIs . . ... ... ... ... ....... 259

F.8 SW evaluate segmentation with Udupa methods using BMPs.vi. . . . . .. 0. 26



Contents

F.8.1 ConnectorPane . . . . . . . . . . . . . . ... 261
F.8.2 FrontPanel . ... ... ... . . .. . ... 261
F.8.3 Listof SubVisandExpressVis .. .. ... .. ... ... ...... 261
F.9 calculate Udupa interobserver percent statistic.vi . . . . ... ... ... 264
F.9.1 ConnectorPane . . . . . . . . . . . .. e 264
F.9.2 FrontPanel . .. ... .. ... . .. ... 265
F.9.3 Listof SubVisandExpressVIs . . .. ... ... ... ... ..... 265
F.10 calculate Udupa segmentation precision.vi . . . . . .. . ... ... ... 266.
F.10.1 ConnectorPane . . . . . . . . . . . . . . e 266
F.10.2 FrontPanel . . . . . . . . . . . 266
F.10.3 Listof SubVisandExpressVIs . ... ... .............126
References 268

Xi



List of figures

1.1 Development of an arterial plaque showing how atheroma is formed and its

effectonbloodflow. . . ... ... ... ... ... L 3
1.2 AscreenshotofaB-modeUSimage.. . . . ... ... ... .. ....... o 1
1.3 A simplified representation of the beam shape in an array transducer. .. . 13
1.4 Axial resolution is defined as the minimum resolvable distance measured in the

axial plane between two separate reflectors imaged by the US system. . . 14. .

1.5 Lateral resolution is defined as the minimum resolvable distance between two
separate reflectors that are displaced laterally with respect to the US beam. 14

1.6 A screenshot of a colour DopplerUSimage. . . . ... ... ... ..... 15

1.7 Animage of a duplex spectral Dopplerdisplay. . ... ... ........ 16

2.1 Arendered 3D CAD model of the phantom scanner. . . . . . ... ... .. 28
2.2 Rotation of the US transducer around the curved surface coveengjeho-
electricelements. . . . . . . ... 29
2.3 Thephantomholder. . . . ... ... .. . ... 33
2.4 Two phantom datasets scanned using the phantom scanner anstriested
using GEM MicroView. . . . . . . . . . 35

3.1 Ascreenshot from the Stradwin program. . . . . . ... .. ... ... .. 39
3.2 The3DUSsystem . . . . . . . . . . . . e 42
3.3 Dimensions of the filaments in the CIRS 055A phantom. . . . .. .. .. ... 44
3.4 Animage of the CIRS055A phantom showing the arrangement of filaments 44
3.5 Areconstructed panorama from a 3DUS scan of the CIRS 055A filgshant
oM. . . e e 45
3.6 A comparison of images of the CIRS055A filament phantom from a panora
reconstruction of a 3DUS scan and a single image of the filament phantom. 6 . 4
3.7 Banding artefacts due to interpolation from remapping 3DUS images taeé vox
dataset. . . . . . . ... e 48
3.8 Aview of the two egg-shaped volumes of the CIRS 055 volume recotistiuc
phantom created using the segmentation tools of Stradwin. . . . . . ... . .. 50
3.9 A highly attenuated image of the smaller egg-shaped volume of the CIRS 055
volume reconstruction phantom. The egg-shaped volume could not bb-thres

olded clearly enough to calculate itsvolume. . . . . . . .. ... ... ..... 51
3.10 Filling in small spaces in the thresholded image of the CIRS 055 volume re-

construction phantom. . . . . . . ... L 52
3.11 Using the larger depth settings of the C5-2 transducer, the Stradibiratian

facility cannot clearly image the top surface of thebar. . . . ... ... ... 3 5
3.12 The L12-5 transducer clamped to a workbench to assess repldgeewsion

of the transducerholder. . . . . . . .. ... ... ... 55
3.13 The Traxtal Adaptrax optical position sensor tool clamped to a wodtb®

assess tool replacement precision. . . . . .. ... Lo 5. 5

Xii



List of figures

3.14 The C5-2 curvilinear array transducer and the transducer hadédggned to

hold the Traxtal Adaptrax opticaltool. . . . . ... ... ... ... ...... 57
3.15 The L12-5 38mm linear array transducer and the transducer lugdigmed to

hold the Traxtal Adaptrax opticaltool. . . . . . .. ... ... ... ...... 58
4.1 The effect of probe pressure during scanning on a straighyarter. . . . . . 66
4.2 The steps taken to produce a registered (or unregistered) armmeyg for

curvature measurement. . . .. .. L. L 68
4.3 An osculating circle connecting three contiguous points along the ceatodlin

a3Darterymodel. . .. .. ... 69
4.4 A comparison of registered and unregistered datasets for AA1 . ........ 71
4.5 A comparison of registered and unregistered datasets for CA1 . ........ 71
4.6 A comparison of registered and unregistered datasets for CA2 . ........ 72
4.7 A comparison of registered and unregistered datasets for CA3 . ........ 72
4.8 A comparison of registered and unregistered datasets for CA4 . ........ 73
4.9 A comparison of registered and unregistered datasetsfor FE1 . ........ . 73
4.10 A comparison of registered and unregistered datasets for FE2 .. ...... . . 74
4.11 A comparison of registered and unregistered datasets for FE3 .. .. .. .. . . 74
4.12 A comparison of registered and unregistered datasetsfor FE4 .. ...... . . 75
4.13 A comparison of different styles of lofting using Rhino. . . . . ... .... 79
4.14 Loose-lofted surfaces for CAlandFE2. . . . .. ... ... ... . ... 80
5.1 Steering of the US beam in SonoCT to produce a compound image. ... .3 . 8
5.2 Straight phantom datasets (L to R: ECG gated, B-mode, B-mode with $pno&4
5.3 Calculating the cardiac activity waveform. . . . . .. . ... ... ... ... 6 8

5.4 Cardiac activity and phase angle compared for three different Bl sone
in-vitro on a straight tube phantom and tievivo from a healthy volunteer
andapatient. . . . . ... e 87
5.5 The LabVIEW VI used to gate a Stradwin dataset using a .sxp file. Dgegm
finds the peaks (or troughs) of the CA waveform automatically. The wser c
scroll through the peaks and add or remove other images to the list of. peaks
The listcan be saved as atextfile. . . ... ... ... ... ... ....... 88
5.6 The image processing path used to create retrospectively-gateetslatas . . 88
5.7 Thresholded areas of the flow phantom measured from a scan wibooCT
(labelled as “normal” on the chart), a scan with SonoCT, and an ECG gated
scan. SonoCT areas are consistenly larger than areas measured &ahoGT.
The image resolution (pixels/mm) is the same for each of the three scans, so the

different numbers of pixels correspond to different measuredareas . . . . 90
5.8 Histograms of ungated phantomareas. . . . ... .. ............ al.
5.9 Box-whisker plots of phantom area measured without SonoCT (labeltee *

mal”) and with SonoCT image compounding. . . . .. ... ... ....... 92
5.10 Histograms of gated phantomareas. . . . ... ... ... ... ...... 92.
5.11 Box-whisker plots of phantom area measured from a retrospggated 3DUS

dataset with SonoCT and an ECG gated dataset. . . . . . ... ... ...... 93
5.12 Comparing closeups of video captured images from the straight taioéop

imaged with and without SonoCT compounding. . . . . ... ... ... ... 95

Xiii



List of figures

5.13 A comparison of cardiac activity to thresholded phantom area. Cadiity
consistently leads phantomarea. . . . .. .. ... ... ... .. ...... 96

6.1 An example of how the directionality of US imaging affects the clarity of the

lumenoutline. . . . . . . . .. 99
6.2 A schematic showing how ShIRT is used to register and segment 3DUSsimhge
6.3 Using ShIRTtosegmentUSimages. . . . . .. ... .. ... ... ...... 102
6.4 The image processing path used to create segmented 3DUS images. ...103.
6.5 Anillustration of the different scenes used to define a set of segmentaitay

MELriCS. . . . . . e 105
6.6 The effect of changes in the automatically-defined segmentéfioron the

value of the’ NAF andT PAF metrics. . . . . . .. .. ... ... ..... 106
6.7 Three segmented arteries (L to R: abdominal aorta, carotid artery,dieantery).107
6.8 Some images from the abdominal aorta of a healthy volunteer. . . . . .. 112.
6.9 Some images from the common carotid of a healthy volunteer. . . . . . .. 3.11
6.10 Some images from the common carotid of a patient with a complex plaque near

thebulb. . . . . . . . e 114
6.11 Some images from the superficial femoral artery of a healthy volunteer. . 115
6.12 Some images from the superficial femoral artery of a patient. . . . .. .... 116

6.13 Box-whisker plots of precisiorP(R) for the three manually segmented datasets. 118
6.14 Box-whisker plots of precisionPR) for the three datasets segmented using

ShIRT. . . . e 118
6.15 False Negative Area FractioRh IV AF') calculated for the five repeatedly seg-

mented scans from three healthy arteries. . . . . . . ... ... ... .... 20. 1
6.16 False Positive Area Fractioi’ PAF) calculated for the five repeatedly seg-

mented scans from three healthy arteries. . . . . . .. ... ... ...... 21. 1
6.17 TPAF forthe healthy AA. . . . . . . . . . . 123
6.18 TNAF forthe healthy AA. . . . . . . . . . . .. ... .. .. .. .. ..... 123
6.19 TPAF forthe healthy CA. . . . . . . . . . .. . . 124
6.20 TNAF forthehealthy CA. . . . . . . . . . . .. .. .. .. .. ... ..... 125
6.21 TPAF forthehealthy FE. . . . . . . . . . ... ... . . . . ... ... ... 126
6.22 TNAF forthehealthy FE. . . . . . .. ... ... ... .. .. ........ 126
6.23 TPAF forthediseased CA. . . . . . . . . . . . . i 127
6.24 TNAF forthediseased CA. . . . . . . . . . . . . i 127
6.25 TPAF forthepatientFE. . . . . . . . .. ... ... .. .. .. .. .. ... 128
6.26 TNAF forthepatientFE. . . . .. .. .. . .. ... ... .. ... ..... 128
6.27 Segmentation of a poor quality image, comparing manual segmentation and

ShIRT. . . . 131
7.1 An excerpt from an STL file, showing how triangular elements are el firs-

ing three corner pointsandanormal. . . . .. ... ... ............ 135
7.2 Comparing a surface meshtoavolumemesh. . . ... ... ... ....... 136
7.3 Creating a patient-specific artery mesh from3D USdata. . . ... .. .. 140
7.4 A schematic diagram showing the processes used in creating a 3Draoeey. 141
7.5 The main features of the carotid artery and areas of flow recirculation. . . 145
7.6 The healthy carotid artery mesh compared to the original segmented rsontal47
7.7 The bifurcation region of the healthy carotid arterymesh. . . . . . . . .. 148

Xiv



List of figures

7.8
7.9

7.10

7.11

7.12
7.13
7.14
7.15
7.16
7.17
7.18

8.1
8.2
8.3
8.4
8.5
8.6

8.7

8.8

8.9

8.10

8.11

8.12

8.13
9.1

9.2

9.3
9.4

B.1
B.2
B.3

The diseased carotid artery mesh compared to the original segmentegirson150
Segmented contours of disease shown with US images for the diseastét ca

artery. . . e e e e e 151
A closeup of the diseased portion of an artery geometry createdtbsir3ip

method. . . . . . . . e 152
A closeup of the diseased portion of an artery geometry createdthsiraip

method. . . . . . . . e 153
The bifurcation region of the diseased carotid artery mesh. . . . ........ 154
Flow streamlines in the healthy carotid artery mesh. . . . . . ... ... .. 56. 1
Velocity profiles in the healthy carotid artery mesh. . . . . . ... ... .. 157
Contours of high WSS in the healthy carotid artery mesh. . . . . . . . .. 158
Flow streamlines in the diseased carotid artery mesh. . . . . .. ... .. 160 .
Velocity profiles in the diseased carotid arterymesh.. . . . .. ... ... 161
Contours of high WSS in the diseaed carotid artery mesh. . . . . . . .....162
The wall motion test phantom. . . . . . . ... ... ... .. .. .. ... .. 168
A US image of the testphantomwalls. . . . . . ... ... ... ........ 170
The effect of stepper motor noise on recorded AWM displacements. ..... 172
Stepper motor noise removal and its effect on recorded AWM displateme 173
Seven physiological AWM displacement waveforms. . . . . ... ... .. 176
The first constant velocity and variable displacement waveform tosgeter-
MINEAerit. « « v o o e e e e e e e e e e 177
The second constant velocity and variable displacement wavef@unasie-
terminede it. -« . o o e e e e e 177
The first constant displacement and variable velocity waveformtoded the

effect of changing velocity onaccuracy. . . .. .. ... .......... 178
The second constant displacement and variable velocity wavefedrta$ind

the effect of changing velocity onaccuracy. . . ... .. .. .. .. .. ... 179
Error as a function of displacement for the seven physiological mation
waveforms. . . . .. 180
Accuracy of measured displacement from the two constant velodtyai

able displacement waveforms shown in figures 8.6 and8.7. . . . . . . .. 181.
Accuracy of measured displacement from the two constant displateme
variable velocity waveforms shown in figures8.8and8.9 . . . .. ... .. 82 1
Variation in recorded AWM displacement. . . . . . .. .. ... ... .... 851

Subcutaneous fat in this carotid image from a patient causes streeuiozs
at the top of the image, attenuating the signal and preventing clear imaging of

thecarotidartery. . . . . . . . . . . . . .. 194
Changes in image quality of US scans of the femoral artery as it apeotce
knee. . . . . . 195

Some images of the abdominal aorta scanned from healthy volunteers. . 197
Various high-quality US images captured using the freehand 3DUSsyste 198

The Analyze mainscreen.. . . . . . . . . . i i i i i i 6 20
The Analyze Import/Exporttool. . . . . . . . .. ... ... ... ... ..., 720
The Volume tool, used to load bitmap files into Analyze. . . .. .. ... ... 207

XV



List of figures

B.4 The Save As...window. . . . . . . . .. ... L 208
B.5 Thelmage Editwindow. . . . .. .. .. .. ... .. .. .. ... ..... 209
B.6 Thelmage Sizewindow. . . . . . .. . .. . . ... ... .. 210
B.7 The Objectswindow. . . . . . . . . .. .. ... .. .. .. 210
B.8 TheSplineTool.. . . . . . . . . . . . . 211
B.9 Save the object map as a series of bitmapimages. . . . ... ... ... .. 2.21
B.10 Thresholding segmented blobs using Stradwin . . . . .. ... ... ... 213
C.1 The front panel of “BMP2SXlarray.vi” . . . . . . . . .. .. ... .. ... 215
D.1 SW create OBJ file from outer edges of contours.vi . . . ... ... ... .217
D.2 SW create OBJ file from segmentedfilevi . . . . .. ... ... ... .... 8 21
D.3 OBJ and XYZ files imported onto different layers. The OBJ file is imported to
“contours” and the XYZ file to “centrelines” . . . . . . . ... ... .. .... @1
D.4 Rebuilding the imported OBJ file contours using the “Rebuild” command. . 20. 2
D.5 Smoothing the imported OBJ file contours using the “Smooth” command. . . . 220

D.7 Using “ExtractWireframe” to form the shape of the three lofted arteries.. . 222
D.8 Joining the upper and lower wireframes using the “InterpCrv” command.. 223
D.9 Matching the curvature of the interpolated curves using the “Match” cordma&23
D.10 Creating the upper curve that creates the start of the bifurcationeatlitne

topofthe CCA. . . . . . . . . e 225
D.11 Creating a network surface to match the top of the CCA to the bottom of the

ECA. . e 225
D.12 The bifurcation region before splitting. . . . . . . .. ... ... ... ... 226
D.13 The bifurcation region after splitting. . . . . . . . . ... ... ... .... 226
D.14 Extracted wireframes on the bifurcation region. . . . . .. ..227

D.15 Matched interpolated curves that will make up the shape of the blfuncsurmce 228
D.16 Joining the central bifurcation lines with the “InterpCrvOnSrf” commartte

line is endpoint connected to the central lines. . . . . . ... ... ...... 9 22
D.17 The surface which will become the region joining the two side sectionsof th

bifurcation. . . . . . . .. 230
D.18 Using the side rail curves of the bifurcation to split the side surfaces. . . . 231

D.19 Matching the curvature or tangency of the bifurcation surface UsatchSrf”. 232
D.20 Checking the curvature and the continuity of the surface sectiong ‘&bra”. 233
D.21 Exporting the created mesh to an STL file. The “Export open objeptiiro

should be used in case the surface mesh is not fully closed. . . . . . . ... 234
E.1 Importingthe STLfileintoMagics . . . . . .. .. ... ... ... ...... 236
E.2 The FixWizardwindow. . . . . . ... ... ... ... ... ... ..... 236
E.3 Using Cut & Punch to slice the vesseloutlets. . . . . .. ... ... .. .. 37 2
E.4 TheRemeshwindow . . .. ... .. .. ... ... .. .. .. .. ...... 239
E.5 Anyremesh operation should be done locally. The ends of the georhetrigls

be unmarked to prevent shape change at the inlet/outlets. . . . .. .. .. 239 .

XVi



List of tables

2.1

3.1
3.2

3.3
3.4

3.5
3.6
3.7
3.8
3.9
3.10

4.1
4.2

5.1
5.2

6.1
6.2

6.3

6.4

6.5

8.1

9.1

9.2

E.l
E.2
E.3

Slice spacing recorded in the literature for various 3DUS systems éddign

scanning patients. . . . . . . .. L 36
US scanner settings used in scanning the CIRS phantoms. . . . . . . . .. 43
Volumes of the two egg shaped objects in the CIRS 055 volume reconstructio
phantom. . . . . . . .. 49
Parameters calculated from calibrations performed with Stradwin. . ..... .54
Calibration settings used for the Stradwin calibration procedure forXRe5L

38mm and C5-2transducers. . . . . . . . ... 54
Reconstruction accuracy of filament position for the two transducers.. . . 59
Reconstruction precision of filament position for the two transducers.. ... 59

Volume reconstruction error of the 3D US system using the C5-2 traesdu. 59
Analysis of five calibrations of the L12-5 transducer at3l$ecm depth setting. 60
Analysis of five calibrations of the C5-2 transducer atffeem depth setting. 60
Values of replacement precision measured for four different rdstih the

twoUStransducers. . . . . . . . . .. 61
A summary of the changes in artery curvatdigue to rigid registration. . . . . 76
Wilcoxon TestResults . . . . . . . . .. . ... . ... 77
Mann-Whitney U-test results for the ungated datasets . . . . . ... ..... .94
Mann-Whitney U-test results for the gated datasets . . . . .. .. .. ... 94
Settings used with ShIRT to register and segmentUSdata. . . ... ... 108 .
Median precision® R) + 95% confidence interval for ShIRT and manual seg-
mentations of the three arteries. . . . . . . . . . . ... ... ... L. 117

Mann-Whitney U-test results for comparing the precision (PR) of Blsky)-
mentations to the precision of manually-segmented segmentations for the three

arteries. . . .. L e 117
Percent statisticHS) results, testing whether a segmentation of each artery
using ShIRT was as good as five manual segmentations. . . . . ... ... 119.
MeanT NAF andTPAF for the five full artery segmentations, comparing

ShIRT segmentation to manual segmentation using Analyze. . . ... ... .. 129
US machine settings forusewith TDI. . . . . . .. ... ... ... ...... 175
Published works by the two image-guided modelling groups that have used
extravascular3D US. . . . . . . . ... 188
Image spacing for 3DUS systems developed by different groups. ..... . . 189
Normal triangle reduction options . . . . . . . . . .. ... ... ... .. 239
Splitbased remeshoptions . . . . . . . ... ... ... 240
Quiality preserving triangle reductionoptions . . . . ... ... ...... 402

XVii



List of tables

E.4 Filter sharp triangles options

XViii



Acronyms and abbreviations

3DUS Three-dimensional ultrasound
AA Abdominal aorta

AAA Abdominal aortic aneurysm
ABI Ankle/brachial index

AWM Arterial Wall Motion

BMP Bitmap

CA Carotid artery

CAD Computer Aided Design

CCA Common carotid artery (sometimes CC - Common carotid)
CFD Computational Fluid Dynamics
CT Computational Tomography
ECA External carotid artery

ECG Electrocardiogram

ECST European Carotid Surgery Trial

FNAF False negative area fraction
FPAF False positive area fraction
FE Finite Element method. Also, Femoral.
HDI High-Definition Imaging

ICA Internal carotid artery

IMAQ Image acquisition

IMT Intima-Media Thickness

IVUS Intravascular ultrasound
LDOT Lumen Diameter Over Time
MMP matrix-mellanoproteinase
MRI Magnetic Resonance Imaging

NASCET North American Symptomatic Carotid Endarterectomy Trial

PI Pulsatility index
PNG Portable Network Graphics
PR Precision

XiX



Acronyms and abbreviations

PS
ROI
ShIRT
STL

TDI

TNAF
TPAF
usS

VI

WSR
WSS

Percent statistic

Region of interest

Sheffield Image Registration Toolkit

Stereolithography. This also refers to a triangulated mesh file for-
mat often used in computational modelling and for rapid proto-
typing.

Tissue Doppler Imaging. A Doppler ultrasound technique that
measures the Doppler shift of moving tissue instead of blood
moving in a vessel as with spectral Doppler.

True negative area fraction

True positive area fraction

Ultrasound

Virtual Instrument, a program written using the LabVIEW devel-
opment environment.

Wall Shear Rate

Wall Shear Stress

XX



Chapter 1
Introduction

1.1 Cardiovascular disease

Atherosclerosis is a type of arterial disease that is an important factorokestthe second
most common cardiovascular disease reported in the world. Stroke killed 5.5mp#iaple
worldwide in 2002, mostly in developing countries. The direct and indirest of treatment
of stroke in the UK alone wag2.5 billion in 2000 [1]. Risk factors for atherosclerosis have
a genetic component (family history of disease) and a lifestyle componeygial inactivity,
diet rich in fat, tobacco use). The risk of suffering from atheroseisrimcreases when other

conditions are present such as diabetes and high blood pressure.

Atherosclerosis is the thickening of the artery wall due to an accumulatioattyf plagues.
Typically the endothelium, or artery wall, attracts and absorbs tiny fatty parioellbed lipids.
The lipids accumulate, creating a mass that partially obstructs the flow of bitdglis called
a stenosis. Stenoses in arterial disease consist of fat-filled plaquest atdlégoma. There are
several different types of plaque [2]; one of the more vulnerablestgpesists of a fibrous cap
that contains a liquid lipid pool. The cap may rupture, releasing the lipids intdadloe Btream.
Figure 1.1 illustrates the process of disease initiation and growth leading toeplapture. The
lipids may completely block some of the small arteries in the brain, causing a sivbkee a
section of the brain loses all blood supply and dies. However, in many pateable plaques

may be present which present no risk over the lifetime of the patient.

The formation of atherosclerosis is not a random phenomena [3]. kdéoprinantly associated
with four main areas of the arterial system: the coronary arteries, tharahaloaorta, the

carotid arteries, and the femoral arteries.

Plagues found in the coronary arteries are responsible for myocari@iadtion, which is more
commonly known as “heart attack”. Vulnerable plaques in the corongéeyyarupture causing
blood to form clots inside the artery. This clotting is known as thrombus. Tlentbus travels

into the arteries which supply the heart muscles. This causes malfunctiommicles which
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disrupts the blood supply to the rest of the body. Plaques found in th&ccarteries, which
supply blood to the face and brain, are most likely to cause stroke. Inriharétarteries, if a
vulnerable plaque ruptures, thrombi flow into the lower limb and cause claimhc which is

limping due to lack of blood supply to the legs.

The abdominal aorta undergoes a different type of disease developonérat found in the
carotid and femoral arteries. The abdominal aorta increases in diametérw the weakening
of the muscle cells in the wall of the aorta. Stationary thrombus forms in the wideggon

of the aorta. This increase in aorta diameter accompanied by thrombus is lasabdominal
aortic aneurysm (AAA). The decrease in strength of the artery wall aifiedcreasing tissue
stress due to thrombus formation can cause rupture of the aorta. THis iesevere internal

bleeding which requires immediate surgery.

1.1.1 Summary

Atherosclerosis is a serious cause of death worldwide. It has lifegoguand potentially fatal
consequences to those who develop it. Abdominal aortic aneurysm is anampcause of
death in adults over the age of 60. The causes of arterial diseasedatee tto lifestyle (diet,

exercise, tobacco use) and genetics.

1.2 The treatment of cardiovascular disease

Where atherosclerosis is present, stroke may be prevented throwginysifrit is considered
serious enough. To reduce the threat of plaque rupture, the disaasedf the artery may be

remodelled, bypassed or removed entirely.

Remodelling of a diseased portion of an artery is often performed usingcags called an-
gioplasty. To remodel the artery, a catheter with a small balloon is introdutedhe artery
away from the site of the stenosis. The catheter is guided to the corrébpasd monitored
using X-ray imaging. Once the catheter is in place the balloon is inflated, éxjgpiine vessel
and reducing the obstruction. To prevent restenosis, a stent (a safédldgis placed into the
diseased section of the artery. The stent is guided into place then unféldee@xpanded stent

supports the artery wall and prevents collapse.

Bypassing the artery by diverting the blood flow from one side of the desportion to another
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Lumen Endothelium

O

Smooth muscle

cells
(a) A healthy artery with no signs of disease. The main parts of the arterylzetdd.

— O

(b) Plaque begins to form as an inclusion under the endothelium. The artgryamedel
itself outwards to maintain the diameter of the lumen.

S

(c) The plague becomes more established and blocks more of the lumepaflér@ may now
begin to experience poor circulation. The fibrous cap over the plagyéawmmme weakened
over time.

—= O

(d) The fibrous cap ruptures, spilling out lipid particles into the lumen and cguisrombus
formation. The thrombus travels downstream where it may cause sir@kbeart attack.

Figure 1.1: Development of an arterial plaque showing how atheroma is formed amedféist
on blood flow.
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is a common method of treating coronary artery disease. A section of thersaphvein from
the leg may be used to provide the bypass. In this way normal blood flow cestimithout

disturbing the plaques present in the diseased coronary artery.

Removal of the diseased section of the artery is used to treat severedgatisearotid and
femoral arteries. This process is called endarterectomy. The arteryisedrand plaque de-

posits are scraped out. The weakened artery may be stented to praiegree post-operation.

Abdominal aortic aneurysm is treated by grafting or stenting the aorta. ratimg, the aorta
is incised and a graft is inserted inside the lumen [4]. The graft divertiaiveof blood inside

the aneurysm to restore flow. The graft may be made from a piece ofreeindisewhere in the
body or may be made from a synthetic material. In stenting, a stent is insertetdérfemoral

artery in the leg [5]. A stent is a small scaffold that is used to support teeydrom the inside.
It is guided into position then unfolded inside the aneurysm. When the stepeied, a clear
channel is formed inside the aneurysm to restore normal blood flow. Sdnefieither method
depends on the health of the patient and the state of the AAA [6].

In cases where there is little plaque present in a diseased portion of ay) ade-surgical
methods may be employed to reduce the risk of further development of eis€asnges in
lifestyle (more exercise) and diet (less fatty foods) may be encourdgeid-reducing drugs

may be prescribed.

1.2.1 Summary

There are several methods of treating arterial disease that are éependts extent and loca-

tion. These range from surgical intervention to lifestyle change.

1.3 The diagnosis of cardiovascular disease

1.3.1 Imaging cardiovascular disease

The severity of cardiovascular disease is usually diagnosed using eameffimaging modal-
ity. Depending on the condition of the patient and the location in the body, thecowsnon
imaging methods used are angiography, computed tomography (CT) imagiggeticareso-

nance imaging (MRI) and ultrasound (US).
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Angiography is an X-ray imaging technique that is used to examine the blaseige A con-
trast agent is injected into the blood stream during image acquisition. Théaisemtrast agent
makes the blood vessels stand out in comparison to the other anatomicaresactuwnd them.
This is available as a two-dimensional technique, where sufficient plaragththe artery of
interest to measure the plague are imaged, or a three-dimensional tedtmigureas rotational
angiography. The use of X-rays in angiography makes it very exgeteuse in a clinical set-
ting. Due to its long-established use in clinical practice, and its ability to image theesr
at risk of atherosclerosis formation, it is considered the “gold standaethod used in the

diagnosis of arterial disease.

CT is a three-dimensional X-ray technique. X-rays are projected intodhlg bt a variety
of angles focused on the artery of interest. The multiple X-ray images amegsed on a
computer workstation to provide a 3D reconstruction of the patient anatoregsilement of
the diseased portion can then be done electronically from the 3D recciwttuCT may also

be used with contrast agents to provide greater visibility of the arterialrayste

In MRI imaging, a powerful magnetic field is applied to the body of the patientesponse to
this field, the magnetic moments of the nuclei of hydrogen atoms in the water malécutel

throughout the body are aligned. Radiofrequency (RF) coils aretasdetr this field and make
these magnetic moments oscillate, producing RF signals which can be detetiedsibgnner
[7]. Through the use of various signal processing algorithms, thegelsain magnetic field can
be mapped into an image. The intensity of the signal produced by the hydnogkei depends
on its molecular environment, hence different types of tissue can bectdkiasad in different
parts of the body. Thus fat and atherosclerotic plague may be distinguigine other tissue
more easily than with US. MRI is an inherently three-dimensional technigoduping a 3D

voxel (volume element) array rather than a 2D slice like US imaging. Confgastamay also
be used with MRI to accentuate the location of blood vessels in each imagel Sigoessing
techniques such as black blood or white blood imaging also enhance the intdgirtgries.

MRI produces good quality images of the arterial system in all parts of thg And can be

used safely in sensitive organs such as the brain.

MRI has the significant advantage of providing a 3D image of arterial gergwhien imaging
the arterial system. This requires less reconstruction and registration8¥aased techniques
since the data is intrinsically registered in 3D space and can be used saamhto produce

3D views and measurements of arterial disease. Another significanttageais that images
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suffer from less noise artefacts than US (such as speckle and shgjlovihich makes MRI
more suitable for automated image processing techniques. For flow studiésail also per-
form 3D blood flow measurement. However, MRI acquisition is more time-guoimgy than
US acquisition, requiring more patient preparation and more time to procdstisptay cap-
tured images. MRI is also less readily available than US due to the expemsier pupply

requirements of the electromagnet and the specialist training required dqeitators.

A US image is made by transmitting high-frequency sound waves into the batistigh US
imaging can be sub-divided into intra-vascular and extra-vascular.typé&svascular ultra-
sound (IVUS) images are formed by a small transducer in the form of @teatwhich is
introduced into the artery. The transducer is steered into the correry arid images are
recorded. IVUS is often used to image the coronary arteries. Ext@ateasiltrasound (here-
after referred to as US) images are formed by a hand-held transdbigr i placed over the
artery of interest. With each type of US, images at key areas of the disaasey are used
to diagnose the severity of disease. US as used in this fashion is typicallgimvemsional;
three-dimensional ultrasound techniques also exist. Three-dimensichaigees currently
have limited clinical applications in cardiology and obstetrics. US is the lealy @sl thus
the most widely-available imaging modality used to diagnose disease. Howevdiers from
imaging artefacts related to the physics of US propagation in human tissuassbadowing
under diseased plaques. It has limited use in diagnosing intracraniglaisease due to the
high sonic reflectivity of bone. The presence of bowel gas whenngogrthe abdomen also
reduces its effectiveness.

1.3.2 Assessing the severity of cardiovascular disease

In assessing atherosclerosis in the carotid artery, the NASCET (Northi¢aneSymptomatic
Carotid Endarterectomy Trial) and ECST (European Carotid Surgeri) Tmgthods are used
to calculate the degree of stenosis of carotid plaque. Both methods usedrapby to image
diseased arteries from patients in large randomised multi-centre trials. TBE€EKNA method
measures stenosis in the internal carotid artery (ICA) based on two digmtierminimum
diameter of the ICA measured at the site of maximum sten@sis: (.:»,), and the diameter

of the ICA in a distal disease-free portion of the ICdy{4 4ista). TO calculate the degree of



Introduction

stenosis of the artery, the following equation is used:

(1.1)

100X<1_dICAvmm>_

drcA,distal

The critical degree of stenosis for this artery using the NASCET method & 8&¥. Arteries
with a degree of stenosis greater than this critical value are considehseratbie to plague

rupture and are recommended for surgery.

The ECST trial uses a different method of calculating stenosis which gitégher value than
the NASCET trial method [8]. In the ECST trial, the minimum diameter of the ICA nreasu

at the site of maximum stenosig4, i) is compared to the diameter of the undiseased artery
(dheartny)(i-€. the diameter of the lumen as if it did not contain a stenosis). Degreenufsise

is calculated using

(1.2)

100 x (1 - dloA””’“) .

Ahealthy

The result of the NASCET trial method is consistently smaller than the ECST meffiosl
ECST trial recommends that endarterectomy surgery is of most benefii¢atsavith> 80%
stenosis. The NASCET trial recommends surgery on patientsxwith% stenosis. However,
the results of the two trials are consistent when analysed in the same wahgEe methods
of measuring stenosis may also be used with US instead of angiograpl®tf@} methods of
measuring stenosis exist such as the Carotid Stenosis Index [10] andrtiredd Carotid (CC)
method [9]. However, the NASCET and ECST methods are the most commauyans have

been tested widely in randomised trials to assess their accuracy.

The assessment of femoral artery disease is similar to that of carotid dis€asepercent
stenosis at diseased sections may be calculated using angiographyfl@thedated indices
measured using spectral Doppler US may be used to assess the requferaergery. These

include the popliteal pulsatility index (PI) or ankle/brachial index (ABI)][11

In assessing abdominal aortic aneurysm the diameter of the aneurysmsisratkasing one

of the imaging techniques described above. The diameter is measured ungjitgdmal and
transverse views of the aorta. An aorta with a diameter of cm is defined as an aneurysm.
Patients presenting symptoms of aneurysm rupture are offered uggsit. r Asymptomatic
patients are considered for repair if the diameter of the aneurysm exGeedn [12]. If

its diameter is less thah.5 cm, the patient is entered into a screening programme. These

criteria are not perfect60% of AAAs with diameters greater thah5 cm never rupture [13]
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and10 — 20% of AAAs with a diameter less thah5 cm rupture [14].

1.3.3 Summary

The calculation of stenosis in femoral and carotid artery disease is useztibedvhether
surgery is necessary. In the case of abdominal aorta aneurysm, tiraunadiameter of the

aneurysm is measured.

1.4 Ultrasound imaging of arterial disease

US is an especially useful clinical imaging modality due to its wide availability, its porta
bility and ease of use. US scanners can be very portable, with some systaiable (e.g.
the SonoSite system, http://www.sonosite.com) which are available in a lightweigbplap
computer sized format. US scanners give images in real-time at the patiesitibedhey also
offer the ability to measure blood flow in arteries and veins. The Dopplerfshifuency of a
US pulse is calculated and related to the speed of blood flow in an arteryndil®¢. US can
even be used to measure the motion of the arterial wall as it is distended dulsdtle blood

flow [16]. Many applications of US are reviewed in [17].

Conventional US techniques offer a single “slice” representing a planagh the anatomy of
interest. This means that the user requires training and experienceeotbyimterpret the im-
age, considering factors such as the orientation of the transducereasititbtures surrounding
the anatomy of interest. US scanning suffers from many artefacts relathd formation of
the US beam, the variable speed of sound in different tissues, and genpesof strong reflec-
tors that cause various image artefacts [18]. A further disadvantagé& a$ that it provides
a two-dimensional image of three-dimensional anatomy. This is a seriouvaigage when

compared to 3D imaging modalities such as MRI or CT.

When imaging diseased arteries using US, the transducer is oriented to igrags-aection of
the suspected site of disease. Methods such as those outlined in the NBERGETST trials
described above are used to assess disease. The transducerdadigodd orthogonally to

the artery, otherwise false measurements of stenosis may result.
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1.4.1 The physics of ultrasound imaging

There are three primary imaging modes in US used in the diagnosis of artseatd: B-mode
imaging, colour Doppler imaging, and spectral Doppler imaging. In most mddgrscanners
with B-mode imaging, a series of pulses are sent from an array transitcehe tissue of
the patient. The array transducer is made up of an array of piezoeldetmemts. When an
electrical pulse is applied to each element, the element vibrates, producigh-adguency
sound signal which propagates through the tissue. Conversely, wdmmd is reflected off a
structure (such as an artery wall or muscle fibres) as an “echo” balo& fezoelectric element,
an electrical signal is produced. Typically, each element has an elépise applied in turn.
In B-mode imaging, this pulse-echo method is used to create an image. To créatme, the
received pulses from each element are represented by a diffeeetd sf grey, with each level
of grey proportional to the strength of the reflected echo at that posittos calculation of the
position in space of each reflector is based on the time to receive the USmtiioe assumed
speed of sound in tissue. For most clinical US machines, this is assumedid¢the - s~ 1. In
different types of tissue, the speed of sound varies as a function detisdty and mechanical
stiffness of the material. In practice, the use of a single assumed speedruf does not
produce significant errors in the calculation of the position of most refie¢i®]. Figure 1.2

shows a B-mode image from an arterial scan.

When using a US scanner, the image displayed on the screen gives thesioprihat the
scanner is imaging an infinitesimally thick portion of the body, with the width of the amag
determined by the width of the transducer. In practice, the US beam vairibgkmess with
depth, and is wider than the displayed image. In an array transduceedhelms a thickness
which is determined by the shape of the echoes generated by each miganelement, the
frequency of the emitted pulses, and the focusing lens attached to the &maltoinsducer.
Figure 1.3 shows a typical beam shape for a B-mode linear array tregrsddechanical and
electrical methods are available to focus the US beam to produce improved sgsolution at
the focal point of the beam [20]. An important method of focusing the USrbis to introduce
delays to the triggering of the transmitted pulses. This can steer the beawcasdtfto one or

more focal points in the tissue.

In any discussion of an imaging modality, spatial resolution is an importantepbncThis
is defined as the minimum size of object that can be visualised. With B-modepd&als

resolution is made up of two components: axial and lateral resolution [24ipl Aesolution
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Figure 1.2: A screenshot of a B-mode US image. This image shows a carotid arteny fr
a healthy volunteer. The transducer is aligned with the centreline of theyagerducing a
transverse sectional view. The endothelium at the top and bottom of ting stded out clearly
against the dark interior of the artery.

measures the ability of the scanner to display separate echoes fromrssutiat lie behind
each other in the direction of the beam ( Figure 1.4). Using shorter ulicapolses increases
axial resolution. Lateral resolution measures the ability of the scannentuge separate
echoes from structures that lie across the beam (Figure 1.5). Thisdtepa the width of the

US beam at the position of the structures.

B-mode imaging (and US in general) suffers from a number of artefatis Reverberations
in tissue may cause the appearance of false echoes on the B-mode dibpleg.are especially
prominent when a reflector is placed parallel to the transducer facelo®iray artefacts may
also be caused by attenuation of the transmitted pulse through a highly alsoripéflecting
material. This artefact is especially of interest in arterial imaging since atlerotic plague
is highly reflective and can prevent the visualisation of structures beldihése artefacts are
characteristic of US pulse propagation. Other types of artefacts asubli of the shape of
the US beam. The width of the US beam has the effect of causing small pajatsgsuch
as wire filaments as used in some calibration phantoms [22]) to appear as samlbbirihe

B-mode display. This artefact varies with the proximity to the focal point ofttbam; away
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from the focal point, the increase in width is higher than at the focal poorhesartefacts from
the signal processing electronics used to generate US images are asemcgd. The TGC
sliders, used in B-mode imaging to adjust the gain at different depths in thenaki, can be
improperly adjusted and produce an image with too high or too low amplificationferelit
areas, rendering some important features of the image invisible. Electwise may also be
experienced where TGC is set to maximum. This manifests itself as repeatingpatith the

appearance of “rain” on the scanner display.

Some of the artefacts intrinsic to B-mode imaging may be reduced by using imagp®and-
ing. An example of note is the SonoCMmethod developed by Philips Medical Systems [23].
In SonoCT, the US beam is steered to sweep back and forth along the ¢ténigghtransducer.
The resulting series of steered images is then compounded to produce amdéthBrmode im-
age with reduced speckle and less shadowing, especially under blamlsvds also provides
improved images of plaques, allowing their often complex structures to be oityrdisplayed

due to the different angles of insonation used to build up an image.

Colour Doppler imaging (or 2D colour flow imaging) is routinely used in vascula to un-
derstand the effects of plaque on blood flow patterns and identify aféas fiow in occluded
arteries. A typical Doppler US image is shown in Figure 1.6. Colour Dopplegimgarelies
on the Doppler effect, where a change occurs in the frequency diserwed sound wave com-
pared to the frequency of the emitted sound wave. This is due to the relatii@nrbetween
the source of the sound wave (in this case the reflection from a movingustuo the body)
and the receiver of the sound wave (in this case the US transducex)Ddppler frequency
shift in blood flow can be related to the velocity of the blood flow using the Daymruation

2-fr-v-cosf
c

Ja=Ffr—fi= (1.3)

where f; is the Doppler shift frequencyy. is the received frequency; is the transmitted
frequency;v is the velocity of bloodf is the angle between the US beam and the direction of

blood flow; andc is the speed of sound in tissue [19].

In colour Doppler imaging, the frequency shift in blood flow is recordedlits velocity relative
to the direction of the US beam is calculated and displayed as a colour ovenalte B-
mode image display. Typically, shades of blue are used to show blood flawag from

the transducer and shades of red are used to show blood flow towartistisducer. The

11
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colour flow display has to be carefully set up to provide appropriate dgtgninformation.
The maximum and minimum velocities to be displayed by the colour Doppler disprabea
preselected on the scanner. Each pixel in the colour flow display epsethe Doppler shift
at each pixel averaged over the area of the pixel. Because of this limitatibae sensitivity of
colour Doppler imaging, spectral Doppler US is often used to measure fitmodelocity for
gquantitative measures of blood flow such as determining the peak flow veiloaityartery, or

for boundary conditions for computational modelling of blood flow [15].

Spectral Doppler imaging also takes advantage of the Doppler effect tsuneethe velocity
of blood flow. Unlike colour Doppler imaging, spectral Doppler is used tecte¢he Doppler
shift in a single location within the blood vessel. In a spectral Doppler disfrileyuency shift
is plotted against time, and the greyscale used corresponds to the amplitindedwstected
US at that position in the blood vessel. Figure 1.7 shows a spectral Dajipfgay from a
healthy volunteer. In taking a spectral Doppler measurement, scartiegséave to be care-
fully chosen. The size of the sample volume, which is overlaid on the B-modesitoaghow
the location of frequency shift measurement in the blood vessel, cast Affiev much of the
flow profile in the artery is measured. A small sample volume may incorrectly estimate
flow profile present in the blood vessel, especially in the case of pulsaiievilbere a wide
range of velocities is present across the blood vessel. Severaktstaftect spectral Doppler
measurements such as shadowing which leads to a loss of Doppler sighalukiple reflec-
tions from strong reflectors which may cause the appearance of falstustrs on the B-mode
image. An important feature of spectral Doppler US is angle dependdimeeDoppler shift
frequencies are dependent on the angle of insonation (as shown bysthéerm in Equation
1.3). Asd increases, smaller Doppler shift frequencies are measured, leadilggablsss as
cos @ — 90°. Spectral Doppler signals should be angle-corrected to produce fiteeicblood
velocity [19]. This is acheived by rearranging Equation 1.3 to give

fa-c
v —

~ 2-f-cosf’ 1.4)

The angle of insonatio is displayed on the spectral Doppler display and can be controlled by

the user.
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Scan plane Elevational
plane

Figure 1.3: A simplified representation of the beam shape in an array transducer.vigws
of the scan plane (or lateral plane) and elevational plane show that thenbeas a “waisted”
appearance. The shape and size of the beam in each plane are ustiabynd and may vary
due to focussing and the depth setting used in acquisition. The lateral resodiditioe scanner
is determined by the beam width in the scan plane. The slice thickness igldsfitiee beam
width viewed in the elevational plane.
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Axial resolution

D P

Figure 1.4: Axial resolution is defined as the minimum resolvable distance measured in th
direction of the US beam between two separate reflectors. Axial resoisiimtermined by the
pulse length used in imaging. A shorter pulse length will produce a highal @@solution.

b < CC
b < CC

_—=
Lateral resolution

Figure 1.5: Lateral resolution is defined as the minimum resolvable distance between two
separate reflectors that are displaced laterally with respect to the US bkateral resolution

is determined by the width of the US beam at the position of the reflectorss anmleased by
using a narrower beam.
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Figure 1.6: A screenshot of a colour Doppler US image. The average Dopplerfehiéiach
pixel is mapped onto the B-mode image to visualise the flow patterns prasantartery.
Blue-coloured pixels show flow away from the transducer, while reddoedbpixels show flow

towards the transducer.
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Figure 1.7: An image of a duplex spectral Doppler display. The B-mode display abthe
of the image shows the position of the Doppler sample volume in the anatamgysicanned.

The Doppler sample volume is shown positioned at the centreline of thg &righis case the
common carotid) to measure peak blood flow velocity. The resulting vejwofile is displayed

in the lower part of the image.
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1.4.2 Ultrasound image processing

An image processing task that is of interest in US imaging is segmentation. Thispsatess
of identifying specific features of an image and performing analysis of thenexample may
be identifying the shape of a fetal foot to create a 3D surface model lgsarfatal development
[24]; outlining the shape of the chambers of the heart to assess heetibfu[25]; and tracing
the shape of an artery to develop a 3D surface model for computationdhtionu26]. US
imaging artefacts, such as those described above, have a diretbeftbe efficacy of segmen-
tation. The speckle pattern that is characteristic of B-mode US imaging rethecessolution
of the outline of some structures, which makes them more difficult to segment. Atlonitaf
using US images for segmentation of atherosclerosis is that shadowirectstahder calcified
plaque can obscure the outline of the vessel wall below the plaque. Téwidirality of the
US beam also affects segmentation: when imaging a round vessel frosit@mporthogonal
to the direction of flow, the surfaces parallel to the beam reflect more of $hedbo back to
the transducer. The sides of the vessel are therefore less clearlydipmagking an accurate

assessment of the shape of the whole artery cross-section more difficult.

Despite the difficulties in segmenting US images, this is still an active field of neselslany
researchers have developed semi-automatic means of segmenting US ig7dgé&itiers use
manual segmentation, sometimes known as “manual planimetry”, to identifydsatudS im-
ages [28]. In manual segmentation, an observer experienced in ettegpS images draws
the location and shape of anatomical features onto the US image. This is a tisugxgog and
expensive process, factors which have motivated the developmesindfsitomatic segmen-

tation methods.

1.4.3 3D ultrasound imaging

In research, US systems have been developed that take advantageeadithensional ultra-
sound (3DUS) technology to enhance the imaging of atherosclerosi@9R8However, there

is still little information on the optimisation of 3DUS techniques for arterial imaging.

Many 3DUS systems have adapted existing US technology, using the advinaging fea-
tures of US machines alongside high-precision position sensing deviaeste 8DUS images.
Some current high-end clinical US scanners (e.g. the Phillips iE33 echogeaphy system,

http://medical.phillips.com/ultrasound) feature two-dimensional array transsjugiging in-
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stantaneous 3DUS data without the need for any additional hardwaodstatrics the use of
mechanically-moved linear array transducers that quickly translate a Bnegrinside an en-
larged transducer has become popular. However, both these methosisacaonly a limited
portion of the anatomy, meaning that scans of long arteries require kaggrasitions, some
form of external position sensor and a method of volume registration to algyeaptured
volumes [30]. Commercial 2D array transducers have been developedriy for cardiol-

ogy applications, with lower frequencies and curvilinear profiles that rtte@ unsuitable for

imaging more superficial arteries such as the femoral and carotid arteries.

3DUS systems have been widely used in research outside of cardiaraisecaging. They
have been used to measure ventricular volume [31], create movies dfrffaetamentn-utero
[32], diagnose abnormalities in the bone structure of infants [24], visudifferent anatomical
features of the body during surgery [33], visualise the prostate gi#ichhd visualise tumors
in the breast [35].

Research 3DUS systems can be classified by the method of moving the Usitransver the
skin surface of the patient [36]. Freehand scanning systems usenbentavements of the
user of the US system to control the 3D position of the transducer. Théatlypuse some
kind of position sensor mounted on to the casing of the transducer to rigsondtion while
scanning. A control program, usually run on an external computergei@ iscapture images
from the scanner and assemble them in 3D space with the position informatiorife posi-
tion sensor. This can be done in real time while scanning, or after scahamfjnished. The
type of position sensor varies with application, budget and the requirebddépositional accu-
racy. The most accurate type of position sensor is the measuring arng avjuénted structure
holds the transducer and is moved by the user [37]. They are veryargsie interference
from electromagnetic sources due to their sealed nature. However, dieyaHimited range
of movement and can be very expensive compared to other sensdrsal@psition sensors
are generally the next most accurate type of position sensor [38]. &cteflis mounted on the
transducer and a camera or cameras (often of the infra-red typellseit® motion. Optical
systems are resistant to electromagnetic interference. However, tlieyfsoim line-of-sight
problems: if the reflector is not directly visible by the camera, the position ofrémsducer
cannot be recorded. Specialised multi-face optical tools can reducerdthilem to some ex-
tent. Electromagnetic position sensors are the least expensive anddeastta of the most

commonly used sensors in 3DUS research [39]. They can be highlgtilsde to electromag-
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netic noise, and manufacturers often recommend that for best resyespiatallic objects and
electrical machinery is placed outside the measurement volume. This is setdsible while
scanning with US, so errors from the proximity of the US scanner areoishave. However,
electromagnetic position sensors can be used inside the body, an impdsiantage for the
development of transoesophogeal 3DUS systems [40]. For mostwadcatar US applica-
tions, using an optical position sensor provides the best compromise bbepnwee, accuracy,
resistance to external interference and freedom of movement foréheMisre recently Ali and
Logeswaran [41] have developed an optical tracking system bageddia video camera with
a reflector mounted to the transducer. Assuming accuracies equivakbet toore expensive
position sensors, this type of position measurement system may make 3DU%/inlespread

and accepted.

Freehand scanning has a limited ability to capture a 3DUS dataset with premisegiplled
image positions. The spacing between images is non-uniform and depaiiré$yeon the
user. This gives very variable performance: as the user gets morgettidhand may be-
come less steady and image positioning becomes more variable. Some gneipgsveloped
parallelogram-linkage based robot systems to move the transducer ovaatidet [42] and
stepper-motor driven transducer holders to translate the transdwerethevskin surface [43].
The latter type of device has been used to measure carotid plague volumé]4Bhe primary
disadvantage of mechanically-controlled systems is similar to that of 2D aargducers. The
working volume of the device may be small, meaning that larger arteries requitgple ac-
quisitions and some form of registration process to merge several datagettser, along with
an additional external position sensor. Mechanically-controlled syst&snsannot respond
well to changes in patient anatomy. If a mechanical actuator has a straigmdivement, it
will be more difficult to use on curved anatomy such as on the neck fonstgthe carotid.
This may require changes in the position of the patient to produce a flattemisgasurface
or the application of excessive probe pressure to maintain contact witkitiielsasound gel
surface all the way along the device. The additional cost of developamehthe additional
training required for users of the system are further disadvantagesiethanically-controlled

approach to scanning.

For 3DUS scannin@ vitro, for example with flow phantoms such as those developed by Ram-

narine et al. [46], mechanically-controlled 3DUS scanning has manynéatyas. Flow phan-

toms do not move and they are usually made with a flat upper surface. fEla¢isees mean that
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a mechanically-scanned approach has been used with success &irgpthrge amounts of
spectral Doppler and colour Doppler data from the entire flow regimeatbamcal phantoms
[47], enhancing the understanding of how blood flows through comptexia geometries in

a manner that is impossibie vivo.

In freehand 3DUS scanning, the treatment of recorded data variesdretlifferent acqusition
software developed by different research groups [48]. Typicallgt@®US acqusition pro-
grams remap the incoming image data into a large voxel array using the positsor skata
stream [e.g. 49, 50, 51]. This results in voxel remapping artefacts vefiebt the quality of
the US image and can reduce the clarity of the artery wall for segmentatioasotibar im-
ages. Sometimes the motivation for voxelating the data on capture is to allow théimsge
analysis and display software that has already been developed foB@tlmaging modalities
such as CT and MRI that produce voxelated data. Another motivation iititefege registra-
tion of intra-operative 3DUS data to pre-operative MR data [52]. Unljgilre Stradx/Stradwin
system [53] does not remap the images on capture, but rather treats iheags as several
independent planes spatially registered in 3D space according to thdiratersystem of the

position sensor. Image quality is therefore maintained throughout the datase

Regardless of whether 3DUS data is voxel-mapped or not, there amalsisgeies that make
comparison and assessment of 3DUS systems difficult. Different odsgiarups have different
methods of assessing the performance of their systems, making directresonga find the
most accurate system difficult. The method used to calibrate the position ofolhedanted
on the transducer casing to the position of the image affects the accur#éloy mdst of the
3DUS system. US scanning changes the shape of the underlying anatstmicalres due to
the application of pressure on the transducer (known as probe pFgd3atient movement also

affects the positions of anatomical structures (especially pulsating ayteuigsg scanning.

1.4.4 Summary

3DUS in research has been widely used in most fields where conventl8rialaging is used.
Some challenges to 3DUS, such as reducing patient movement effectgtareda3D images
and maintaining the accuracy of captured data, still remain. These challaage received

little development for arterial 3DUS scanning.
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1.5 The biomechanics of arterial disease

The initiation and growth of atherosclerosis is a complex interaction of biom@zidorces
and cellular responses. Biomechanical factors such as wall sheszatréhe lumen, flow recir-
culation and tissue stresses from pulsatile blood flow are responsiblefmitiation of arterial
disease. Complex cellular responses to these biomechanical stimuli eyedeagrowth of
athersclerotic plaque. High tissue stresses on vulnerable plaquesitsaugxure and the re-

lease of lipid particles into the blood stream and thrombus formation.

Wall shear stress (WSS) is the effect of viscous shear forces ftood on the artery wall. It
is calculated using the viscosity and the velocity gradient of blood flow at #tle WSS () is

defined as
du

TEp (1.5)
where is the dynamic viscosityklg/m - s); u is the axial velocity of blood flow; andis the
radial distance measured from the centreline of the artery. WSS is implicatied initiation
of atherosclerosis. Sections of arteries with time-varying WSS, such aartbied, femoral and

coronary arteries, are correlated with the formation of atherosclerotic@lg3].

Wall shear rate (WSR) is the rate of change of the motion of the arterial nadinthe influence

of pulsatile blood flow. WSS may be related to WSR using the following equation:
7= WBV - WSR (1.6)

where WBYV is the whole blood viscosityRa - s) and WSR is measured é1! [54]. WSR
may be measured using dual-beam Doppler US techniques [55]. Thasejiees cannot mea-
sure the flow in recirculatory regions responsible for producing fluctgdiSR. To accurately
determine WSS, a more complex method of measurement and estimation of blo@efiow-

eters is required. This is provided by using an image-guided modelling agipro

Time-varying WSS, especially areas of fluctuating low WSS, are corretatkxtations pre-
disposed to the formation of arterial disease [56]. Time-varying WSS mnsible for the
remodelling of the endothelial layer of the lumen. This produces complex dioiclal reac-
tions which can result in focal thickening of the lumen and eventually forrarafitlerotic
plaques [57]. Time-varying WSS is associated with flow recirculation regidnis believed

that flow recirculation keeps the endothelium in contact with lipid cells and a#lés which
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encourage plaque activation, thus encouraging disease growth [§h WSS is associated
with areductionin atherosclerosis. It is believed to reduce areas of low WSS and exgmur
normal function of the endothelium. Conversely, if fragile atherosclerdéque is present
in an artery, high WSS is responsible for plaque rupture [58]. Moderetecise is a normal
method of maintaining healthy high WSS in the arterial system, and it is often recutechey
physicians as a method of reducing arterial disease. However, patigmiaNnerable arterial

plaque may be discouraged from exercise to prevent plaque ruptlisabaequent stroke.

The development of AAA begins with the degradation of smooth muscle fibveslfim the in-
ner layers of the aorta (the media and adventitia) [59]. This degradasahg@ the expansion
of the wall of the aorta, forming an aneurysm sac. When stresses omltlexaeed the strength
of the degraded tissue, rupture occurs. Tissue degradation is dayigedteolytic enzymes,
in particular matrix-mellanoproteinases (MMPs), a family of elastases andjenlaes [60].
The details of the pathways leading to MMP activation are not well undetstdowever, the
presence of inflammatory cells at the artery wall is a key factor, as thésseerete MMPs and
induce smooth muscle cells in the endothelium to secrete further MMPs. Inflanmmiait
levels of MMPs and the localised formation of new blood vessels (focalasealarisation) are

present at sites of AAA rupture [61].

1.5.1 Summary

Biomechanical factors such as WSS and regions of recirculating flowaarelated with re-
gions of arteries where atherogenesis occurs. Imaging methods egetlyunnable to measure
these biomechanical factors. A method of estimating biomechanical factdrgheain effect
on arteries is required to give a fuller understanding of the developni@therosclerosis and

assess vulnerable plaques.

1.6 Modelling arterial disease using image-guided modelling

Image-guided modelling is the process of taking anatomical images from semefoned-
ical imaging modality (e.g. MRI, CT or 3DUS) and forming a patient-specific atatfpnal
model of the anatomy of interest. This patient-specific model is used to creatmputa-
tional simulation of a biomechanical value of interest such as blood velocjixessure on the

artery wall. The computational simulation may then be used to predict the futtna/iour
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of the anatomy, or allow the calculation of important biomechanical values thattherwise
unobtainable from the images alone. An image-guided modelling approadiebasused to
visualise abnormal blood flow in the carotid bifurcation using magnetic reseangiography
(MRA) images [62], visualise the flow patterns in a giant intracranial ayssaifrom computed
rotational angiography images [63], and evaulate the effect of the mawearhthe artery wall
on flow in a CT-scanned patient-specific AAA [64]. Further methods ofgusimage-guided

modelling with computational fluid dynamics (CFD) were reviewed by Steinmaih [65

3DUS has also been used to provide computational models and bounddityocmtor image-
guided modelling. The research group at Imperial College, London lé&by Yun Lu, has a
long track record of using 3DUS with image-guided modelling. Augst et &@] U6ed a Philips
HDI5000 US system with a magnetic position sensor to record image sequdssrodsealthy
volunteers. Patient-specific artery models were created from 3DUS irbgddtng a spline
to several manually-defined key points on each US image. A three-dimehstonputational
model of the artery was created by filling the spaces between each stiloeifiage with a
smoothed surface. This was carried out using a solid modelling packpgetr& Doppler US
data was used to provide flow boundary conditions to the model, and thesfifimve within the
artery model was calculated using CFX, a commercially-available CFD sgW8YS Inc.,
Canonburg, PA, USA). This group also carried out a similar study ortiaravith arterial
plague in the carotid artery [26]. They compared artery geometries dréatm MRI and
3DUS images on the same volunteers to quantify the differences in simulaitts chge to the
use of differing modalities [67]. They also considered the accuracyeprdducibility of WSS
results calculated from CFD software using models created from 3DUS &1j&§g Only
3DUS studies of the carotid artery in healthy volunteers and patients withafiagrplaques

were reported by this group.

Image guided modelling of the coronary artery has also been attempted by &lade [69].
This method uses anatomical images captured using an IVUS system to aceaiptational
model of the coronary artery. IVUS systems have different acquisitiefe&ts to extravascular
US systems, meaning that a direct comparison of the acquisition methods aypdithisation

of each method is not possible.
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1.6.1 Summary

Image-guided modelling uses anatomical data from an imaging modality and compaitatio
simulation to provide biomechanical information that is unobtainable from imdges.83DUS
has been used as part of an image-guided modelling approach. Faus tnae researched the

optimisation of 3DUS methods for image-guided modelling.

1.7 Critical analysis

From the above text, it is notable that there has been little work on the optimis&tBints
techniques for image-guided modelling of arteries. Studies have beenhmabbs the use of
3DUS as part of an image-guided modelling system [e.g. 26]. Howevee tiees been little
work on the optimisation of the 3DUS acquisition process. Issues suclmasiregy the effect
of patient movement on the creation of artery computational models, cogegrtibe pressure
effects on arterial images, quickly and accurately segmenting 3DUS insagesitegrating the
process of artery model creation with computational modelling have retHitle attention in

the literature.

1.8 Aim

The aim of this thesis is to develop a 3DUS-based image-guided modelling sfgstese in
the assessment of arterial disease. It will optimise and validate wheriblpasge chain of

tasks from 3DUS image acquisition to computational modelling.

1.9 Thesis outline

This thesis describes the development of a 3DUS system used in image-fioidenodelling.
The development of a mechanically-controlled 3DUS scanning systeim ¥aro flow models

is described in Chapter 2.

Chapter 3 contains an assessment of the accuracy and precisioeelarfd 3DUS system for

in vivo scanning using standardised test phantoms.

A method of removing probe pressure artefacts present in artery mabaisstructed from
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3DUS data was applied to 3DUS data. This used a rigid registration algorithsagsessed
by considering the reduction in artery centreline curvature in registetey anodels compared

to unregistered models (Chapter 4).

The retrospective gating method used with the freehand scanning systempared to ECG
gating. The similarity of retrospective gating to ECG, a standard method ofdiag US

datasets free from movement artefacts caused by pulsatile blood floweissas (Chapter 5).

In Chapter 6 a semi-automatic segmentation technique is assessed agairzisegmentation
on a variety of arterial 3DUS scans. The precision and accuracytofmatic segmentation
is evaluated, and the suitability of the semi-automatic method for segmenting a3etid

images is assessed.

A registration-based artery mesh modelling technique is applied to 3DUS dateshBpe of
artery mesh models for computational simulation is assessed, along with simulztiduid

flow created using artery mesh models generated by this technique (Chapter

The use of arterial wall motion (AWM) software to provide wall motion bougdarynditions

for simulation is evaluated using a computer-controlled test phantom (Ct&pter

In Chapter 9, the 3DUS acquisition system and tools for computational antedg| creation

presented in this thesis will be critically analysed in the light of other resebmeé in the field.

Chapter 10 contains conclusions and recommendations for future weekl loa this research.
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Chapter 2
Mechanical 3D ultrasound for in-vitro

flow models

2.1 Introduction

US imaging is used to make measurements of vascular geometry using B-modegimadin
for a variety of haemodynamic measurements using Doppler US. Vascuatgohs provide
realistic US images and signals for the understanding and developmenttethi8ques. Vas-
cular wall phantoms with moving walls have been described by Dineley [TQide with TDI.
Dabrowski [71] used a real-vessel phantom to better understanghpfea@nce of carotid B-
mode images. Many flow phantoms have been described to provide physablibgw wave-
forms for use with Doppler US [46, 47, 72, 73]. The transducer pos#imhscan plane were
adjusted to visualise the region of interest, usually an axial segment in a Inogsszl or a
stenosed vessel. The probe may be adjusted in a freehand manner simaausethin clinical
scanning, or with fixing of the probe in a retort stand and clamp to preamgducer movement
during a series of experiments. More complex adjustments were perforyrieddpping [47]
who used a 3-axis computer controlled positioner to acquire phantom detabbve systems

are concerned with the acquisition of 2D data.

3DUS systems mostly involve acquisition of 2D slices by sweeping or rotatior2df tnans-

ducer [36]. More recently high quality cardiac images have been obtasiad a Philips 2D
array system [74]. Vascular geometry 3D data may be acquired for us&ge guided mod-
elling [65] in which 3D imaging is combined with computational fluid dynamics for edtoma
of the 3D time varying flow field. Most studies to date have used MRI, home¥ew studies
have also used US [26, 66, 67, 75]. 3D Doppler data is of interest inegbel@bment of new
diagnostic methods which utilise the whole flow field on the basis that flow fieldsé@ase
are complex and there is likely to be more information in the whole field comparedgota

measurement at the location of maximum velocity.

This chapter is concerned with the development of a scanning systemadoisiion of 3D

data in vascular phantoms. The phantom scanner was designed with Bigjoriad accuracy
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(< 100 pm) for high reproducibility, and sufficient flexibility to allow for acquisition ieges
which involve scanning the data with the probe aligned at different arggasiay be required

in vector Doppler studies [76].

2.2 Materials & methods

2.2.1 Phantom scanning system

The following factors were important in the choice of the design of the phast@nner:

1. A scanning range o250 by 150 mm to allow for phantoms of major vascular areas

including carotid bifurcation and abdominal aorta

2. High resolution and accuracy allowing for reproducible 3D imagingmAr@anufacturers
data (see below) the movement resolution Wa%m and the accurac.28 mm. This
compares with positional accuracies of the ordet-@fmm and resolutions 6f 0.5 mm

for freehand 3D acquisition systems [38]

3. Adjustment of the probe angle over the rargé5° with respect to the vertical, hence
encompassing the typical range of probe angles used in Doppler stisfigs 80° with

respect to the horizontal)

4. Appropriate phantom positioning to avoid disturbance to entry and exitciimditions.

The phantom scanner was designed to fit a phantom with a maximum outeg s&snof
320 by 100 mm. If scans at5° to the surface of this phantom are made, a total linear travel
of 250 by 150 mm is required. Linear motion of the transducer was provgiad/o Parker
404XR linear positioners (Parker Inc., USA. http://www.parker.com)(ligut (a)). A further
linear movement was provided by a sliding clamp mounted to the transducer fwldd his
allows the transducer to be lowered into place in a trough filled with ultrasonjgliog gel on

the upper surface of the phantom. The height of the transducer waacemanually at the
beginning of the scanning session. The phantom (c) was held untiethearansducer, and

the frame (d) rigidly maintains the position of all of the other components.

A manually-operated Parker M2535 rotary table and a custom-built traasdwider allow

transducer movement about two different axes. The transducerrtpddmits adjustment of
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(d)

Figure 2.1: A rendered 3D CAD model of the phantom scanner. The linear posiSqiagr
were mounted above the phantom to lessen the risk of water damage famtoiphleakage.
The transducer holder (b) moves the transducer vertically and clwitgangle to the surface
of the flow phantom (c). The frame (d) holds everything in place.

the probe angle over the ranget5° to +45° with respect to the vertical, encompassing the
typical range of probe angles used in Doppler studis{ 80° with respect to the horizontal).
While rotated, the transducer must still be in contact with the gel/water layereosutiface of
the phantom. By positioning the centre of rotation of the transducer at the adrthe casing,
where the array of piezoelectric elements is located, the transducer mayabedrwithout

losing contact (see Figure 2.2).

Holding a US transducer in a plain clamp is difficult due to the curved shapleeofasing,
which was designed for comfortable manual operation. A mould made fromirglum putty
(ITW Devcon, Rushden, UK. http://www.itw-devcon.co.uk/) was used to kmédtransducer

tightly in place.
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This range of adjustment provides the flexibility for allowing transversexa@l @&cans to be
acquired, and for changing the angle of the probe for Doppler studiesldition this provides

the facility for angling the orientation of the probe for vector Doppler studies

Figure 2.2: Rotation of the US transducer around the curved surface covering theglertric
elements prevents displacement when it is rotated. This is a simple solutioovidipg a
rotation of the transducer about its end axis.

A clamping system was developed (see Figure 2.3) that could be modified to standard
size phantom of dimensior2§0 mm long by 100 mm wide. These were positioned with their
geometric centre collinear with the origin of the linear positioner coordinatersysLonger
and wider phantoms can still be clamped in place by adjusting the rotating clam@atings

side of the phantom.

Three clamping arms in total were required to hold the phantom in place. Thsbethe
phantom against three clamping studs mounted on the base of the phantem fbid gives
six contact points around the rectangular perimeter of the phantom, pireyéme possibility

of rotation of the phantom while blood mimicking fluid is being pumped through it.

Entry and exit flow conditions inside the phantom should not be altered phtrom scanner.
The phantom is held horizontally below the linear positioners to prevent tidteta the flow.
The phantom is not moved at all during the scanning process to furtingmtrchanges. During
scanning, the US transducer does not touch the phantom surfactdydir€be phantom is
imaged through a small trough of water or acoustic gel couplant built in to pheudace of

the phantom.

Manufacturers tests of the mechanical positioners show a positionabagaf 30 ym. Thus
the main source of positional error is the tolerancing of the design of thefré® components.

The calculated positional error (s28 mm. Angular positional accuracy of the rotary table is
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0.05° , and that of the transducer holdefig°.

2.2.2 Ultrasound system

A Philips HDI5000 US scanner (Koninklijke Philips Electronics N.V., The Ndtrads. http://medical.phillips
was used to capture 3D datasets. The L12-5 38mm and L7-4 linear amnagticers were used

with the system. Other transducers could be used with the system easily deenodilar

nature of the transducer holder. US images were captured using tharétdsaek function of

the scanner, and were downloaded to disk using the HDI Lab program.

2.2.3 Data capture and display

Scanning was performed automatically using the control software. Writieg usabVIEW
(National Instruments Inc., TX, USA. http://www.ni.com), the control softwaltewed the
user to

e set start and end points for automatic scans

e set the distance between each scan

e control the HDI5000 US scanner

e move the transducer

e download scans from the US scanner

e save downloaded scans and their coordinates relative to the phantonesca

Automatic control of the scanning process reduces the repetitive taskle€ting sequential

data from flow phantoms.

Several LabVIEW Virtual Instruments for different operations wesed) for example:

e Control of the stepper motor driver for the linear positioners, dealing wattisg and
stopping movement, changing step size, homing the positional actuators ramdgu

programmed moves

e Managing the download of HDI Lab files to disk and saving them in an ordéddy

structure
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e Controlling the HDI5000 US scanner for freezing/unfreezing, dowdliftascans, chang-
ing scanning mode from B-mode to colour Doppler and changing the cotuotien-

tation.

Control of all these different functions was available from the top-legelr interface Virtual

Instrument. This provides the user with a clear interface for setting umsaatasks.

US data were captured in the HDI Lab file format, a format proprietary to BHil machines.
Unlike video capture of US data, it records the US image separate to tlwisdimg infor-
mation typically seen on US scanner displays. It saves colour Doppleradatalocities and
not blue/red colour values, making conversion to data files suitable for trigorsimulation
software less difficult than converting a screen capture. Howeveoniect data from the HDI
Lab image format to graphics files for display, it is necessary to use tha_&program. This
becomes problematic for large datasets108 mm long phantom scanned with25 mm be-
tween scan planes produces 400 images, which are time-consuming tot ecoameally using
HDI Lab. Therefore software was developed to control the HDI Lalgam and thus auto-
mate scan conversion. This saves B-mode data as bitmap files, colour Dagijal@s an array

of velocities and the ECG phase of each image if present.

2.2.4 ECG gating

Phantoms do not have any in-built flow phase signal for triggering aitiguisTo provide gated
data, the flow signal from the computer controlled pump providing the phafh@nwvaveform

is used to provide an ECG signal. This uses a LabVIEW VI to send a triggarsepo the
phantom scanner control computer. The trigger tells the control softwiaea the next flow
waveform begins, allowing the US scanner to acquire over the whole feoxeferm cycle. The
ECG signal is automatically digitised by the HDI Lab software. With this softwa@G gated

images can be downloaded for post processing.

2.2.5 Operation

The use of the phantom scanner can be divided into three differemisstag

1. Pre-scan: Send the linear positioners to their home positions. Fit the filmagm and

its associated hardware into place. Clamp the phantom into place. Fit the d8ucan
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into the clamp.

2. Scan: Choose the step size and length of the phantom to be scanised ti@@r angle of
the transducer as required. Choose the step size between scanse Gteomode of the

US scanner. Start scanning.

3. Post-scan: Convert the captured data from the HDI Lab file formathter graphics
formats for reconstruction and conversion to data files for input into conipngh sim-

ulation software.

The phantom scanner includes software specific to the Philips HDI5S@@0&@ontrol of scan
settings and the download of data. The transducer holder is also spedfiie design of the
two linear array Philips HDI5000 transducers that were used. Howslreuld it be required,

the software and the hardware can be redesigned to suit other USexann
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Movable clamp arms

Clamp studs
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Figure 2.3: The phantom holder. A clamp secures the phantom in place for scanng Ttoe

movable clamp arms force the edges of the phantom against the clamp $helslamp can
easily be reconfigured for use with larger phantoms (centre) or smaftianfpms (bottom).
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2.3 Results

Captured data comes in the form of regularly spaced US image planes. Tde iata@es can
be oriented at various angles to the top surface of the phantom andthbordrtical axis of
the transducer. Typically, parallel vertical image planes through thetpimanere captured to
provide phantom geometry images for segmentation. Angled scans wanetetp build up a

3D velocity map of the flow through the phantom.

3D data requires 3D methods of reconstruction and display. GE Micro\M&ivHealthcare,
Chalfont St. Giles, UK. http://microview.sourceforge.net/) was used to pm8D volumes
of B mode data. Images from HDI Lab files were saved as a sequentiallyarathbtack of
images, then imported into GEM MicroView and converted to VTK format (KitWare, NY,
USA. http://www.vtk.org). Figure 2.4 shows two examples of reconstructed Bersodns.
Figure 2.4a clearly shows the shape of an anatomical carotid phantomh@ah®m shape was
created by thresholding the greyscale values of each US image caordasgdo the interior of
the phantom. The thresholded values were then joined together and mesigethe tools in
MicroView to create a 3D volume. Figure 2.4b shows images taken from aldttaige wall
motion phantom. The power Doppler flow is visible inside the transparentqinamnd part

of it has been cut away using MicroView to show internal detail.
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(a) A scan of an anatomical phantom with the carotid geometry created frashthr
olded images and meshed using MicroView.

(b) Power Doppler flow through a straight tube wall mo-
tion phantom.

Figure 2.4: Two phantom datasets scanned using the phantom scanner and rectedising
GEM MicroView.
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2.4 Discussion

A phantom scanner suitable for acquiring sequential images from flowtgms was devel-
oped. Flow phantoms are also best suited to mechanical scanning in thisrm@onephan-
toms do not move involuntarily and do not experience discomfort duringnécg. These are

two factors that inherently limit the application of mechanical scanning metlwogmtients.

Mechanical scanning methods will always give the highest accuragynast controllable
image spacing. This is demonstrated in Table 2.1 where the mechanical syatemmplio half
the image spacing of most freehand scanning systems reported in the lgersteuracy and
image spacing are important features for developing anatomically accorafriter models of
arteries. However, more important when applying 3D scanning methods tatgatie comfort
for the patient and controllability while scanning. Mechanical 3D scannystems that have
fixed positioners may be difficult to move into a comfortable position for scgnaipatient.

They may also have difficulty in accommodating obese patients, depending dastgn of the
positioners. A fixed, highly accurate positioner that moves in a straight lmedabe difficult

to conform to the curved deformable anatomy of a patient, especially in therardwhere
considerable pressure may have to be applied through the positioneruiceaggod quality

images.

It would be highly desirable to attain the level of accuracy and fine cootel image spacing
possible with a mechanical scanning system like the phantom scanner.vétowee devel-
opment required to create a flexible scanning system able to scan caratifisnaorals (like
that developed by Fenster [43]) and also the abdominal aorta makes #enilrie though less

accurate freehand scanning system more attractiviefaivo scanning.

| Group|| Type of system | Image spacing (mm) Notes ||

[28] Mechanical 0.1 no gating
[77] Magnetic freehang 0.03 no gating
[43] Mechanical 0.5 ECG gated
[78] Magnetic freehang 1.0 ECG gated

Table 2.1: Slice spacing recorded in the literature for various 3DUS systems desigmed
scanning patients.
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2.5 Conclusion

A 3D US system for scanning flow phantoms was developed. The systesnmuschanical
positioners to give repeatable and accurate positioning of the US trarsaluthe flow phan-
toms. Angled scans at up #5° to the surface of the phantoms can be made to provide full
3D Doppler flow data. Despite the high accuracy and controlled image gppegsible when
scanning phantoms, it is more desireable to develop freehand methodamifgcpatients due

to the higher flexibility and control required.
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Chapter 3

Characterisation of a 3D freehand
ultrasound system

3.1 Introduction

Having discounted an adaptation of the mechanically-controlled 3DUS syd#soribed in
Chapter 2, an alternative system has to be specified for creating patemiticsartery geome-
tries from 3DUS data. A freehand system was chosen based arouBdraiaevin 3DUS pro-
gram. Stradwin is a Microsdf' Windows-compatible variant of the Stradx 3DUS program
[53]. It acts as a control and reconstruction program, recordingigosensor data and a video
stream (or raw rediofrequency (RF) data capture card datastream@@onstructing the video
images with the positions to create 3D visualisations of US data. Uniquely it anesmap
the US data at capture into an array of voxels. This reduces loss dfitieacand interpo-
lation artefacts at capture. Figure 3.1 shows a screenshot of the Btrprhgram showing
reconstructed 3DUS data from a healthy volunteer abdominal aortaStadwin comes with

several useful functions, including:

A spatial calibration routine to determine the position of the US image relative to the

position of the position sensor tool.

e Reconstruction routines to create arbitrary reslices (in a similar manner &-vaged

reconstructions of 3DUS data) through any part of the dataset pqsis#&mon.

e A routine to remap the Stradwin data file into a voxel-mapped 3D array foepsitg

with other medical image processing software.
e Simple manual segmentation and mesh generation tools.

e Facilities to export images from the Stradwin data file to other 2D image formats (e.

Windows bitmap format or Portable Network Graphics (PNG) format).
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Stradwin is compatible with several different types of position sensor tthsugpplication and

budget of a variety of research tasks. Published use of the StraddiStesxdx software has

considered its high accuracy [38], techniques for displaying 3DUS[d8}aspatial calibration

7 i
f
|
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routines [80, 81] and some clinical applications [24].

ol e Oig IS [

Figure 3.1: A screenshot from the Stradwin program. A hand-segmented abdamita 3D
model is visible in the top right-hand pane superimposed on the 3DUS duata.aibitrary
reslices through the data are also visible in the lower two panes. The left-bane shows
the position of two segmented contours of the iliac arteries superimposad iolividual US
image.

The performance of any 3DUS system in clinical practice is influenced hyy rddferent
sources of error. In the assessment of the Stradwin system, it is importatiognise which
sources of error can be controlled and quantified. The following £ intrinsic to most

3DUS systems:

e US image errors
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Beam width, which can cause over-estimations of length in transverseaipeda

anatomy [82]

Image resolution, which varies across the image with the transducer dégily se

and the position of the focal zones

Directionality of the US beam, which causes shadowing artefacts whiclspee e
cially important in examining plague in diseased patients. SonoCT compounding

can reduce this artefact [23] but does not remove it completely.

Sensitivity to settings. If TGC or overall gain controls are not correctty smne

areas of the image may appear saturated or shadowed on the scanlagr disp
e Position sensor errors

— Position sensor accuracy varies within the visible volume of the sensoB{g3,
and cannot be calculated if the position sensor tool is moved outside of thkevis

volume.
e Other acquisition system errors

— Calibration of the position of the US image to the measured position from the posi-

tion sensor tool

— Artefacts from the conversion of analogue video to digital images.

It is important to distinguish between sources of error that can be conlyelied sources of
error that cannot be controlled. Sources of error associated withatienpare most difficult
to control and likely to be most significant. Motion of the arteries due to pulsdttedifiow,
motion of the abdominal aorta due to breathing, and patient movement duedmélistaffect
acquisition of data. Errors associated with the US scanner often cammbiainged — there is
limited control available over the quality of the image and the artefacts genémateahning. It
is up to the user of the machine to correctly set up the presets and foeal abthe machine for
each specific acquisition. Beyond this, little can be done to improve souree®passociated
with image quality. Some errors are inherent limitations of the technique chosmptore
images - for example the video data stream has a fixed low frame2f@atéz] relative to the
refresh rate of the US machine (arouitdHz, dependent on transducer frequency, depth setting
and the number of focal zones). This mismatch in refresh rates camthifespatial resolution
of the captured 3D data [85].
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An additional source of error is generated when the position sensoiistaemoved from
the transducer holder, or when the transducer holder is removed fnmahsducer. This
renders the calibration useless and should require a recalibration ofsteersafter each re-
moval/replacement of the position sensor tool. Best practice would ensuridhéhtransducer
holder and position sensor tools are never removed from the transolicercalibration has
been carried out. However, when more than one transducer is to bearsetiere an US
machine is to be shared with other users, removal of the tool and tramduhlders is often
necessary. It is possible to calculate the reduction in calibration precisiamesult of remov-

ing either of these devices from the transducer.

This chapter will assess the reconstruction accuracy of the Stradwirs3yktem using two
test phantoms. The calibration precision and the effect of removal gui@cesnent of the
position sensor tool and the transducer holder will be considered. Sao@mmeendations for

best practice in 3D freehand scanning based on these results willde giv

3.2 Methods

3.2.1 3D US system

The main hardware components used with the Stradwin freehand 3D U&prage as fol-

lows:

Philips Medical Systems HDI5000 US machine

NDI Polaris optical position sensor system (Northern Digital Inc., ON, adan

http://www.ndigital.com)

Traxtal Adaptrax multi-angle position sensor tool (Traxtal Inc., ON, @ana

http://www.traxtaltech.com)

PC with a video capture card (Hauppauge Computer Works Inc., NY, USA.

http://www.hauppauge.com).

The system is shown as set up in Figure 3.2. The HDI5000 US machine ik-thdigclinical
system, widely used for many types of US examination. An optical positiorosaras used

because of its superior positional accuracy compared to magnetic postiears [85]. The
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optical system can suffer from line-of-sight issues —if the position@etmm! is covered or
rotated away from the cameras, the position sensor cannot recordsitiempof the transducer.
To minimise this problem, a Traxtal Adaptrax multi-angle tool was used. This akowisler

range of orientations of the transducer without it disappearing from vAgdauppage PCI-FM
WinTV video capture card was used. This is compatible with the Micr&¥@firectCapture

interface used by Stradwin to record images from the S-video connddtoe S machine.

US scanner Control PC  Optical position sens

Transducer with position sensor tool

Figure 3.2: The 3D US system

3.2.2 Assessing whole system accuracy (3D reconstructiotcaracy) using a test
phantom

Two different phantoms constructed by CIRS (Computerized Imaging &efe Systems Inc.,
VA, USA. http://www.cirsinc.com) were used to assess whole system agcdiae two phan-
toms were designed to assess point precision accurac3)aeconstruction accuradyand
volume reconstruction accura@f a 3DUS system. The CIRS 055 phantom consists of two
egg-shaped volumes mounted in a block of Zerthissue mimicking material [86] (Figure
3.8). The acoustic impedance of each egg-shaped volume is differeat taf the surrounding
material, giving a difference in contrast between the eggs and the laridywhen imaged
with an US scanner. To provide a calibrated reference, during manotgabe volume of each
egg is measured before insertion into the tissue mimic. A US scan of the eggs Hilwser

to calculate the volume of the eggs using the measurement tools provided witltlmizst

US scanners. Alternatively, the reconstruction tools of the Stradwinrgnogan be used to
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measure the volumes.

The CIRS 055A phantom consists of a set0of mm diameter wire filaments arranged as
shown in Figure 3.3. A panoramic scan, where the transducer is movedgisilalong the top
surface of the phantom, produces a set of images which allows the petisipn accuracy
to be measured. A raised ledge along the top surface of the phantom alkowsehto move
the transducer in a straight line along the phantom surface. An indivichzge showing the
orientation of the filaments is shown in Figure 3.4. A panoramic reconstructiansaeep
along the length of the surface of the phantom is shown in Figure 3.5. Usaritamdmark”
tool in Stradwin, the distances between filaments may be measured from uraiinthges in
the US dataset and compared with the specification of the phantom. It is imipihraarthe
filament positions should not be measured from the panoramic reconstraeétibe 3DUS
scan of the CIRS 055A phantom. Overlapping images of the same filamentre$ieit in a
broadened image of the filament as shown in Figure 3.6a. Instead, an itthgestart of the
sweep, one centred over the middle triangular arrangement of filamextgnanat the end
of the sweep were used to measure filament position. The position of eanbritlén these

images was measured from the centroid of the bright spot marking eachrftlérngure 3.6b).

Scans of both phantoms were performed using the L12-5 38mm linear amchyhe C5-2
curvilinear array transducers. The settings and presets for eaclltiar are listed in Table
3.1.

Frequency 7 MHz (L12-5) or3.5 MHz (C5-2)

SonoCT On, set at Target using the FR RATE optimisation control
Depth setting|| 3.9 cm or 7.0 cm depending on the depth of the egg or row |pf
filaments to be measured (L12-5)&7 cm (C5-2)
Focal zones || One focal zone set close to the centre of each
egg phantom (CIRS055). One focal zone set to close to the height
of the row of filaments to be measured (CIRS055A)
TGC controls|| set to the centre of their sliders

2D gain Sulfficient to produce adequate contrast to enable thresholdirjg of
egg shapes (CIRS 055). Low enough to distinguish the filament
reflection from the background speckle (CIRS 055A).
Preset Cardiovascular/Carotid (L12-5) or Abdominal/Aorta (C5-2)

Table 3.1: US scanner settings used in scanning the CIRS phantoms.
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Figure 3.3: Dimensions of the filaments in the CIRS 055A phantom.

Figure 3.4: An image of the CIRS055A phantom showing the arrangement of filaments
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Figure 3.5: A reconstructed panorama from a 3DUS scan of the CIRS 055A filarhantgm.
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(a) A closeup of a panoramic 3DUS scan of the CIRS055A
filament phantom. The panorama reconstruction uses data
from several different image planes each with slightly dif-
ferent positions and orientations, resulting in blurred and
extended cross-sections of the filaments.

(b) A closeup of a single image in a panoramic scan of the
CIRSO055A filament phantom. The filament shapes are more de-
fined and uniform than in the reconstructed panorama image.

Figure 3.6: A comparison of images of the CIRS055A filament phantom from a paimra
reconstruction of a 3DUS scan and a single image of the filament phantom.
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3.2.2.1 3D reconstruction accuracy

3D Reconstruction accuracy is defined as the ability of the whole 3DUSnsytsteorrectly
reconstruct a given 3D object [22, 38, 85]. It assesses evetyopthe system used in nor-
mal scanning, and encompasses all errors generated by the US makhipesition sensor
and the acquisition software. Conventionally it is calculated by scanning@qm of known
geometry, generating a 3D reconstruction of the phantom, and comparipgshi®n of key
objects in the reconstruction (e.g. wire filaments, well-defined featuress obgct) with the
specification of the phantom. Reconstruction accuracy is often useatdaodhe accuracy of a
voxel-mapped dataset created from the individual US images and the pasitisor data [53].
However, voxel mapping was not used in this case because it recasmégtion and adds inter-
polation artefacts between individual slices of the volume (see Figure 37jeconstruction
accuracy as used here shall refer to the ability of the system to position Ufgsnrathree-
dimensional space as measured by the reconstruction functions of thevigtpgogram. It is
calculated by measuring the position of two wire filaments on a single US imageaf8idtUS
dataset, then calculating the distance between them. This distance is relatedpedtiea-
tion of the wire filament phantom which gives the actual distance betweea tivoslements.
The difference between the measured distance and the actual distamdbdrphantom spec-
ification is the reconstruction accuracy. For a set of measures ofgtaotion accuracy, the
reconstruction precision can also be calculated. This i9ibeconfidence interval of the set of
precisions calculated from the same two filament positions. This gives amiimdiof the vari-
ation in 3D reconstruction accuracy which is usually related to image resolutitharefore

US transducer frequency and depth setting.

It is important to note that with a wire filament phantom, measures of recotistraccuracy
can be made both horizontally and vertically with respect to the US image. Vexticaracy
measures depend mainly on the settings used during acquisition (e.g. nurfdimrsozones,
gain settings, angle of the transducer relative to the plane defined by #heletinents). Using
only a vertical measure to assess accuracy only allows the contribution gé iauisition
settings to overall system accuracy to be measured. Using a horizontaliraedlows the
contribution of reconstruction errors from the whole 3DUS system (l@d8rser, position sensor,

calibration and reconstruction technique) to be measured.

a7



Characterisation of a 3D freehand ultrasound system

(b) The voxel mapped image with lines added showing the position of bandiefqets
due to interpolation.

Figure 3.7: Banding artefacts due to interpolation from remapping 3DUS images to a voxel
dataset. The 3DUS dataset was remapped to a voxel grid using Stradwinmage was
extracted from part of the voxelised dataset (Figure (a)). The imageséeeral diagonal bands
that are added from an interpolation routine to fill in the gaps between fre B®IWJS images
(see Figure (b)). The artefacts have created a jagged effect on theeoaflthe lumen at each
side.
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3.2.2.2 Volume reconstruction accuracy

Volume reconstruction accuracy is defined as the ability of a 3DUS system deumeethe
volume of a known test object. Carson [22] gives a suggested phanyamt kvhich is that
found in the CIRS 055 volume phantom. This phantom consists of two eggdhatumes
encased in Zerdidd', as described above. The two volumes were measured before being
placed in the tissue mimic, giving accurately known volumes (see Table 3.2).pf&ntom
was scanned using the C5-2 abdominal US transducer &ttlen depth setting. It was then
segmented using Stradwin to produce rendered images of the egg-sbhpeds and calculate
their volume (see Figure 3.8). Volume calculations for the volume reconstnuptiantom
could only be carried out for the C5-2 transducer. The acoustic atienuaf the phantom
was too high for the L12-5 transducer to produce an image clear enougffirésholding (see
Figure 3.9).

| Large egg volume (ml] Small egg volume (ml)|
[ 72.4 \ 7.2 |

Table 3.2: Volumes of the two egg shaped objects in the CIRS 055 volume reconstructio
phantom. Each egg was measured at manufacture before being setlineZe

Measurement of the volume of the eggs is carried out using either the rapasirtools on
the US scanner console, or by using the reconstruction tools of the $tradS system. If
the US scanner console measurement tools (to measure the length or didnaetexgg) are
used, a formula that calculates the volume of the egg given the maximum diamietegth of
the egg is used. However, using the measurement tools on the US scanseleds subject
to the skill of the user: if the egg-shaped volume is not measured at the posttiere the
full length of the egg can be seen, the volume estimation is incorrect. In addisorg only
the US scanner measurement tools does not measure the volume recomsacaii@cy of the
Stradwin 3DUS system, but only the imaging capabilities of the US scannernigatburement
methods are sensitive to US system settings, especially the gain setting usgddquisition.
For scanning the egg phantoms, gain should be set so that the eggsadse\isgble against
the background of the rest of the phantom. If the gain settings are toothigbutline of the
egg/background interface is made brighter, and the apparent eggretieat image is reduced.
The gain settings in each acquisition used to calculate volume reconstruatimaacwere set
at a level sufficient to image the shape of the cross-section of the eggeehthout overfilling

or underfilling the egg cross-section. The same gain settings were ussatfoacquisition.
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Figure 3.8: A view of the two egg-shaped volumes of the CIRS 055 volume recdiastruc
phantom created using the segmentation tools of Stradwin.

If a simple thresholding technigue is used to measure the area of the egthdmege and thus
the volume of the whole egg, areas inside the egg may not be included in thledlied area.
This reduces the estimated area of the egg. In order to counter this effeeti-automatic
threshold-based segmentation technique was used with a custom desamM@&W Virtual
Instrument (V1) (see Appendix F, section F.2.3). Each image was tHoeshayreyscale levels
from 0 to 99 (out of a possible 256 levels of grey) were selected frarh Baage. To prevent
other structures and noise from affecting the volume calculation, a refjintecest (ROI) tool
was used to select only the area of the US image containing the egg. Thensegaea was
then filled using the “IMAQ Fill Holes” function in LabVIEW. An image of one tife eggs
before thresholding, after thresholding and after filling the segmentedusiag the “IMAQ
Fill Holes” function is shown in Figure 3.10. The segmented images werel s@va Stradwin
file and imported into Stradwin. The images were semi-automatically drawn acimgl the
Stradwin drawing tools, then the volume of a surface fitted through all thmesets (again
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Figure 3.9: A highly attenuated image of the smaller egg-shaped volume of the CIR®B55
ume reconstruction phantom. The egg-shaped volume could not Badlded clearly enough
to calculate its volume.

using the Stradwin drawing tools) was measured. A measurement of eggevétam five

separate 3DUS scans for each egg was made to establish the precisitumod estimation.
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(a) CIRS 055 large egg image (b) Thresholded image of the (c) Thresholded image with
egg the small spaces filled using
the “IMAQ Fill Hole” func-
tion in LabVIEW

Figure 3.10: Filling in small spaces in the thresholded image of the CIRS 055 olume recon-
struction phantom.

3.2.3 Assessing calibration precision

Calibration precision measures the limit of calibration accuracy to influenaedoastruction

accuracy of the entire system. It is dependent on the following factors:

Calibration method [80, 85]

US settings (beam width, transducer frequency, focal zones, deibiigd

Position sensor accuracy

Rigidity of the mounting of the position sensor tool to the transducer.

The calibration method has an effect on the calibration accuracy. Theawsducers used in
this study were calibrated using two different methods. The L12-5 traesduas calibrated
using a bar phantom developed by Prager et al. [80] and modified éowitls the two Philips
transducers. A calibration was carried out for every depth setting. CHh2 transducer was
calibrated using a flat surface mounted in a water bath, using a set afipegsmotions de-
scribed in [80]. A flat sheet of acoustic absorber was used. Thésgin image of a clear flat
line without the reverberation artefacts that may be seen when scannat@kufhinium plate.
The depth and large field of view of the C5-2 transducer made the batgshamsuitable for
use as a calibration device with this transducer. The bar was mounted tealtge piezo-
electric elements (see Figure 3.11) which made it difficult for the Stradwinraéitin routine

to recognise the position of the surface of the bar.
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In normal use, where freehand scanning is used in the calibrationgsdte calibratiomc-
curacycannot be calculated. Calibration in this case is a set of translations atidnstiat
are derived from images of an assumed shape (a flat surface orbafjaand position sen-
sor data. No attempt at directly measuring the calibration parameters is atterptdd.so
would require a specially designed test rig like that developed by Gee[8tAl.This rigidly
mounted the transducer and transducer holder with the optical positicor $eolsn a specially
designed jig, and moved three wedge-shaped reflectors into the cettieekam, coincident
with the plane of the US image. The accurately-constructed jig on which treeta® were
mounted, combined with the transducer holder, allowed the position of the iralagee to the
transducer holder to be measured directly. The expense and completiig ef/stem puts it

beyond the reach of most research groups.

To calculate the calibration precision, five calibrations were carried oahatdepth setting
for each transducer. TH#5% confidence interval was calculated for each of the eight calibra-
tion resources shown in Table 3.3. The settings used in the Stradwin calibfatiction are
recorded in Table 3.4.

Figure 3.11: Using the larger depth settings of the C5-2 transducer, the Stradwin cétibra
facility cannot clearly image the top surface of the bar.
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RES_XTRANS Translation in x axis (cm)
RES_YTRANS Translation in y axis (cm)
RES _ZTRANS Translation in z axis (cm)
RES_AZIMUTH Rotation about x axis (degrees
RES_ELEVATION|| Rotation abouty axis (degrees
RES ROLL Rotation about z axis (degrees
RES_XSCALE Pixel scaling in x axis (cm/pixel
RES_YSCALE Pixel scaling in y axis (cm/pixel

Table 3.3: Parameters calculated from calibrations performed with Stradwin. Thesmirees
are saved in the .swt template file created for each calibration.

| Setting | L12-538mm| C5-2 ||
Variance of Gaussian kerngl 5.0 5.0
Vertical analysis bands 30.0 60.0
Gradient Threshold 5.0 5.0
Pixel Linearity Threshold 1.0 1.0
Ransac Accept Threshold || 0.70 0.2

Table 3.4: Calibration settings used for the Stradwin calibration procedure for the LB3+&m
and C5-2 transducers.

3.2.4 Assessing precision of optical tool and transducer kaer replacement

When a US machine is shared among several different users, it is @ft@ssary to remove
the optical sensor tool and the transducer holder from the US transdéis®, where only
one optical sensor tool is available due to their expense, it is often regdesswap the tool
between scanheads. If a volunteer in a research study requires fuplerficial artery and the
abdominal aorta to be scanned, it is not desirable to add extra time to the eolsiagpoint-
ment while a full recalibration is carried out. Therefore it is important to asbessignificance
and effect of removal and replacement of the transducer holder araptital position sensor
tool.

An assessment of the replacement precision of the transducer hotti#reanaptical tool was

made by removing:

1. The transducer holder and optical tool as a connected unit fromathedincers

2. The optical position sensor tool from the transducer holder.
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To test replacement precision of the transducer holder, the transassembly was clamped
onto a workbench and the transducer holder and tool were removedtiie transducer (see
Figure 3.12). For assessment of the repeatability of the mounting of theldapttahe rod for
the tool was mounted to a sheet of aluminium plate which was clamped to a workfsse
Figure 3.13). The optical tool was then removed and replaced from thdem measurements
of the position of the tool were made using the NDI Polaris optical positiorosenkis process
was repeated ten times for both operations. The precision of the locatioa pbsition sensor

tool was then calculated.

Figure 3.12: The L12-5 transducer clamped to a workbench to assess replac@neeigion
of the transducer holder.

Figure 3.13: The Traxtal Adaptrax optical position sensor tool clamped to a workih¢ac
assess tool replacement precision.

The design of a transducer holder is dependent on the shape of teducen Transducers
with rectangular or uniformly shaped casings lend themselves to the typenséitreer holder
design used by Treece et al. [38]. However, many transducergdeatgonomically shaped

asymmetric casings with compound curves and few planar surfacesi{gee B.14a). The
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C5-2 transducer has an especially irregular casing design with an imdémg rear for the
sonographer’s fingers. To enable an optical tool to be mounted to thsgltreer an aluminium
channel was used which was sized to the largest dimension on the upipef tha transducer
casing. An impression was made of the rear of the transducer using alunpotynThe putty
was laid into the channel and the transducer was covered with a thin smeapetroleum
jelly. The transducer was then pressed into the putty until an impression tratisglucer was
clearly made (see Figure 3.14b). It was then left to harden. Oncertetdihe transducer was

removed and the transducer holder was ready for use.

The L12-5 transducer has a symmetrical design with a conical upperFégurd 3.15). A
CAD model was made of this transducer developed from measurements siagewernier
caliper. Using this model, a tapered channel was designed with a sprihd¢patde hold the
transducer in place. The blunt edged bar was covered with rubbegttdprevent scratching

the transducer.
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(a) C5-2 transducer

. avrein®,

(b) C5-2 transducer holder

(c) C5-2 with Adaptrax

Figure 3.14: The C5-2 curvilinear array transducer and the transducer holdeligies] to
hold the Traxtal Adaptrax optical tool.
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(a) L12-5 transducer

(b) L12-5 transducer holder

(c) L12-5 with Adaptrax

Figure 3.15: The L12-5 38mm linear array transducer and the transducer holdsigded to
hold the Traxtal Adaptrax optical tool.
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3.3 Results

3.3.1 Reconstruction accuracy

The reconstruction accuracy for the two transducers are listed in TahleReconstruction
precision is shown in Table 3.6. Volume reconstruction error using thelegg@m is recorded
in Table 3.7 for the C5-2 transducer.

| Transducer| Depth setting (cm)| Horizontal accuracy (mm) Vertical accuracy (mm)|

C5-2 8.7 0.18 1.84
L12-5 7.0 0.58 0.91
L12-5 3.9 0.17 0.68

Table 3.5: Reconstruction accuracy of filament position for the two transducers.

| Transducer| Depth setting (cm)| Horizontal precision (mm] Vertical precision (mm)]

C5-2 8.7 +0.37 +£0.23
L12-5 7.0 +0.47 £+ 0.06
L12-5 3.9 +0.35 +0.08

Table 3.6: Reconstruction precision of filament position for the two transducers.

| | Large egg volume (ml] Small egg volume (ml}|

Volume from automatic thresholding 69.30+0.26 6.27+0.11
Actual egg volumes 72.40 7.20
Reconstruction error 3.10 0.93

Table 3.7: Volume reconstruction error of the 3D US system using the C5-2 traesduc

3.3.2 Calibration Precision

Calibration precision for the L12-5 transducer at 3hcm depth setting using the Cambridge

phantom is shown in Table 3.8. The same results for the C5-2 transdym=sarap Table 3.9.
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| Parameter [ Mean | 95% Confidence limit| Unit ||

RES_XTRANS 135.31 1.20 mm
RES_YTRANS —53.51 0.27 mm
RES_ZTRANS —23.86 0.57 mm
RES_AZIMUTH 89.46 0.08 degree
RES_ELEVATION 0.07 0.05 degree
RES_ROLL 180.91 0.72 degree
RES_XSCALE 0.008136 | 0.000007 cm/pixel
RES_YSCALE 0.008136 | 0.000007 cm/pixel
Reported RMS error 0.047842 cm
No. of calibration lines|| 163.6

Table 3.8: Analysis of five calibrations of the L12-5 transducer at 82 cm depth setting,
showing mean calibration parameters and &% confidence limit for each parameter.

| Parameter I Mean | 95% Confidence limit[ Unit ||

RES_XTRANS 118.32 1.30 mm
RES_YTRANS —116.99 0.11 mm
RES_ZTRANS —23.45 0.50 mm
RES_AZIMUTH 91.30 0.06 degree
RES_ELEVATION 3.47 0.15 degree
RES_ROLL —179.52 0.55 degree
RES XSCALE 0.023002 | 0.000035 cm/pixel
RES YSCALE 0.023002 | 0.000035 cm/pixel
Reported RMS error 0.079392 cm
No. of calibration lines|| 168.0

Table 3.9: Analysis of five calibrations of the C5-2 transducer at 12 cm depth setting,
showing mean calibration parameters and &% confidence limit for each parameter.

60



Characterisation of a 3D freehand ultrasound system

3.3.3 Optical tool and transducer holder replacement predion

Table 3.10 presents the replacement precision values for the fourediffeets of experiments

to calculate replacement precision.

| Replacement precision value || x (mm) [y (mm) [ z(mm)| a(°) | 8(C) | v(°) ]|

Adaptrax rod on transducer holder+0.13 | +£0.15 | £0.18 | +£0.11 | £0.06 | +£0.11
Adaptrax on rod +0.03 | £0.01 | £0.13 | £0.02 | £0.02 | £0.02

L12-5 transducer holder +0.20 | £0.08 | £0.20 | £0.11 | £0.15 | £0.04
C5-2 transducer holder +0.05 | £0.08 | £0.29 | +£0.03 | £0.03 | £0.03

Table 3.10: Values of replacement precision measured for four different methitdshe two
US transducers.

3.4 Discussion

3.4.1 Assessment of whole system reconstruction accuracy

From the three accuracy values in Table 3.5, the L12-5 transducer &tthe: depth setting
has the highest accuracy of the two scanheads. This increase in@cisucaused by the higher

frequency and hence spatial resolution of the linear array transducer

Volume reconstruction accuracy measures 3D accuracy, and is agepesrdthe accuracy of
the position sensor and the US image. From the volumes scanned using thxaDSducer
presented in Table 3.7, volume reconstruction accuraty.{R% for the small egg and.28%
for the small egg. A volume reconstruction errorl8f46% for a Stradx system using a Philips
HDI5000 with the L12-5 scanhead and a magnetic position sensor (Asnefschnology
PC-Bird) was found by Rousseau et al. [87]. The reconstructioaracg presented here is

therefore comparable with the findings of other groups in this field.

3.4.2 Assessment of calibration precision

Treece et al. [38] report 3D calibration precision values of ug-@060 mm from their tests
using the calibration phantom described by [80]. This value is the lafgéstconfidence
interval for calibrations carried out with 8) — 22 MHz probe at2 cm depth setting. The
best calibration precision for the Stradx program is reported by Gee 13 using their

semi-automatic calibration device. This provided a 3D mean calibration preoSipRS mm.
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However, this is the most expensive method of calibration currently describthe literature,

requiring a precision-machined mechanism as discussed above.

Calibration precision varies from this previously published result due tdifference in trans-
ducer frequencies and depth settings. A maximum calibration precisiolt f@sthis system
could be calculated by using the minimum depth setting.#tm. However, few US scans of
the arterial systerin-vivo are carried out at this depth — tBed cm depth is more commonly

used, sot-1.20 mm is typical for normal use of the system.

3.4.3 Replacement precision

Replacement precision is an important factor in any practical situation vardedicated 3DUS
research machine or many optical position sensor tools for each tramsghecnot available.
The replacement precision &f0.29 mm is comparable to the effect that replacement of the

optical position sensor tool had on the calibration process reported &gtz [81].

3.4.4 Whole system characterisation

The effect of calibration precision and whole system accuracy shauldohsidered in the
context of scanning patients. Movement of the patient is likely to be greaterttie reported
errors measured using a phantom. It is vital to consider issues suchierst gamfort and
positioning as much as methods of improving calibration and whole systenmeagclaeally,

as Gee et al. [81] report, the position sensor tool and the transdulcier lstiould remain on
the transducer at all times once calibration has been carried out. Thiklsharantee the

maximum accuracy of the acquisition system.

3.5 Conclusion

A freehand 3DUS system using the Stradwin program, a Philips HDI5008cd@&ner and an
NDI Polaris optical position sensor was characterised by calculating tifeeaten precision,
reconstruction accuracy and replacement precision of the trandulider and position sensor
tool. Whole system accuracy was found to-hé).17 mm (L12-5 transducer3.9 cm depth
setting), comparable with systems reviewed by Mercier et al. [85]. Caliloratiecision was

=+ 1.20 mm (L12-5 transducer3.9 cm depth setting), which is similar to the results of Treece
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et al. [38] using the Stradx program. Volume reconstruction accurasy ™va2% for the C5-2
transducer, which is comparable to the results of Rousseau et al. [B@]the Stradx program.
Replacement precision of the transducer holder #&s20 mm for the L12-5 transducer and
+ 0.29 mm for the C5-2. Replacement precision of the optical position sensor tothen
transducer holder wa% 0.13 mm. For best calibration precision, appropriate design of the
transducer holder is required. Highest accuracy is guaranteed byamaig the transducer

holder and optical position sensor tool on the transducer once calibrattomplete.

63



Chapter 4

The effect of rigid registration on
artery mesh curvature: an analysis of
probe pressure correction using
Stradwin

4.1 Introduction

The process of scanning arteries with US changes the shape of theaartethe blood flow
patterns within the artery. The pressure applied to the transducer casimgritain contact
between the piezoelectric elements and the skin surface can changevweeiand position
of the artery within the patient (see Figure 4.1). Arteries are typically smootitlyed when
at rest. It is this at rest position that is required for computational simulafidgheoblood
flow patterns within the artery. To generate an at-rest geometry, gatingdqas described in
Chapter 5). However gating only removes artery movement as a resuitsattipe flow: probe

pressure effects remain.

To recover the shape of the artery without probe pressure effecisJ8vimage registration
techniques are included with Stradwin. These are both described bgeTetal. [88]. The
first is a rigid registration technigue which translates the acquired US imadke plane of
each image until the whole dataset is aligned. This does not make any assingitout the
content of the US image, but only considers the alignment of each image ipeie selative to
each other. The second registration technique is a non-rigid method wiacdiges the image

according to the change in transducer position over the whole 3DUS tatase

The non-rigid method assumes uniform elasticity of the tissue in the US imageaghisp-

tion may be valid in (for example) breast scanning or prostate scanningg e tissue has
relatively uniform elasticity. However, due to the different types of tigsresent around an
artery (such as smooth muscles, veins, fat) and the way in which an ahnmges shape dur-

ing scanning, this assumption is not valid in arterial scanning. The larg@éeartee very rigid
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structures due to the high pressure of the blood flow travelling through tAarartery, when
pressure is applied, will tend to move downwards and sideways in the US ,imadlger than
compressing and changing shape as an assumption of uniform elasticityimate would

suggest.

The effectiveness of the rigid registration technique included with Stradainbe assessed
by measuring the change in curvature of the artery. If the curvatureeafriregistered artery
decreases once registration is applied, the rigid registration techniqueasri® effect of
probe pressure. If curvature of the registered artery increasasritfid registration enhances
the probe pressure effect and changes the artery away from tkstgiasition required for
computational simulation. If rigid registration is proven to reduce arteryature, it should be
used in the creation of patient-specific artery models for fluid flow simulatibrs Ghapter will
measure whether rigid registration reduces probe pressure effeitis oantreline curvature of
3D artery models, and discuss whether it should be used in the creatioteyf models for

computational flow simulation.
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Side Front
(a) No probe pressure is applied to an area of the body with noticeable
surface curvature (such as the neck). Only one part of the tramsiduc
in contact with the skin/ultrasound gel layer, producing an incomplete
image of the artery (the hatched area shows the portion of the US beam
that is transmitted into the body.)

Side Front

(b) Probe pressure is now applied to the curved area. Probe pressure
is necessary here to produce contact between the transducer and the
skin/gel surface, but it has the unwanted effect of changing themnato

ical structure of interest. Artery curvature will be increased at this
point.

Figure 4.1: The effect of probe pressure during scanning on a straight artetgbé®pressure
needs to be applied to provide contact all along the array of piezoeledigiments in the
transducer. Without this contact, the artery will be incompletely imaged (€ifa)). Applying
pressure to the transducer maintains contact with the skin surface bunaetbe underlying
anatomy (Figure (b)), locally increasing the curvature of the artery.

66



An analysis of probe pressure correction using Stradwin

4.2 Methods

To assess the effect of rigid registration on the curvature of arterdgss@DUS scans were
acquired from healthy volunteers and patients with diagnosed arterialséis&cans from an
abdominal aorta (AA); four carotid arteries (CA), consisting of the comopgontid, the carotid
bifurcation and sections of the internal and external carotid arteridspansuperficial femoral
arteries (FE) were acquired using the Stradwin freehand 3DUS systdesaribed in Chapter
3. The Analyze medical image analysis package (AnalyzeDirect, Inc.fl@wkePark, KS,
USA. http://www.analyzedirect.com) was used to manually define the shape lointle@ on

each acquired image for each dataset. More details of this techniqueuackifoappendix B.

Segmented artery contours were extracted from the Stradwin progiaghaikabVIEW Vir-
tual Instrument (VI) described in section F.3.3 of Appendix F. This VI aots the posi-
tions of the points representing the outline of the segmented contour arglthave as a file
that can be imported into the Rhino solid modelling package (McNeel AssodmatesJSA.
http://www.rhino3d.com). The VI also calculates the position of the centroidaf segmented
contour and saves its 3D position into an ASCII text file. The data acquisitidnnaage pro-

cessing path used in creating each geometry is summarised in Figure 4.2.

A surface model of the segmented contours was created using Rhing thisiprocedure de-
scribed in appendix D. The curvature of the centreline of the arterimhge@®es was calculated
before and after applying the rigid registration technique, and curvagfare and after was

compared using a statistical test.

4.2.1 Lofting registered and unregistered surfaces in Rhino

Registered and unregistered artery contours were lofted using the &lidonodelling pack-
age. The “normal” lofting style option was used in each case. This predacairface that
closely reflects the underlying contours. If the contours are not smoaihhed, a lumpy sur-
face model will result. Comparing lofted models of registered and unregistatery contours

allows immediate qualitative assessment of the effect of registration ontereva
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Export images
to Analyze and
segment

Import to Stradwin;
create segmented
.sw file

Scan Patient

Rigidly register
in Stradwin
Export as .obj
file
4
Export as .obj
file

REGISTERED DATASET

UNREGISTERED DATASET

Create surface Create surface

using Rhino using Rhino

Figure 4.2: The steps taken to produce a registered (or unregistered) artery efepfior cur-
vature measurement. The patient or healthy volunteer is firstly scarsieg Stradwin. The
images from each scan are exported to Analyze for manual segmentatton.outlines of
the segmented artery shape found in each image are imported back intwBtrio create
a spatially-registered set of artery outlines. These are then exported.alsj containing the
spatially-registered segmented contours. A LabVIEW VI (see Appéndbection F.3.3 for
more details) is used to produce this file. Rhino is then used to create a sumiadel of the
artery using the contours defined in the .obj file. A similar procedure is feltbfar the regis-
tered artery datasets, except that each dataset is rigidly registered &iadwin before export
to Rhino.

4.2.2 Measuring arterial curvature

To measure the curvature of each artery geometry, the text file contaiirmpsitions of the
centroid of each segmented contour in 3D space was uskte radius of the circle joining
three contiguous centroids was calculated at every position along theloen{B9]. This is
known as an osculating circle. It is a circle that is uniquely defined by ttiese points.
Figure 4.3 shows the osculating circle joining three contiguous points alormptheeline of a

3D artery model.

The pointsA(zy,y1, 21), B(ze, y2, 22), andC(zs, y3, z3), respectively signify thexth, (n +

1)th and (n + 2)th points along the centreline. To find the radius of the osculating circle

This algorithm was developed by William T. Lee.
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Figure 4.3: An osculating circle connecting three contiguous points along the centrdliae o
3D artery model.

through these three points, the following distances are calculated:

|BAP = (22— )% + (g2 —1)? + (w2 — 31)2 (4.1)
(CBP = (z3—2)? + (ys—12)* + (33— 32)° (4.2)
|A—C)’ 2 = (21 —23)* + (y1 —y3)* + (x1—23)% (4.3)

The radius of the osculating circle is then found using

R_\/|§4|2-|679\2-|E|2

4.4
e (4.4)
where

2 _ 2 2 2

X% = (ug-vy — uy-v2)° + (Up vy — vy ug)” + (uy- v, — vy-uy)”, (4.5)
Uy = T3 — T2, Uy = Y3 — Y2, Uy, = 23 — 22,Up = &1 — T3, Vy = Y1 — y3and
Vy, = 21 — Z3.
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The curvatures of the artery centreline is then calculated using

ol = (4.6)

4.2.3 Assessing the effect of registration using a statistl test

To determine whether curvature with rigid registration is greater than thatwtjtadVilcoxon

test for two paired samples [90] was applied to the difference betwednseaof curvature
results. This test was used because the curvature data before anegifiration were not
normally distributed. The null hypothesis in each case was: the median offfitienice be-

tween the curvature of the registered and unregistered artery cergnafisezero.

4.3 Results

4.3.1 Graphically assessing the effect of registration orofted artery surface
models

To get an immediate understanding of the effect of rigid registration, imagefied surface

models for each artery dataset are shown in Figures 4.4 to 4.12. Theerediand unregis-
tered surfaces are shown in two separate images, with a third image showingréyistered
geometry superimposed on the registered geometry. The codes attachetl tataset name

mean:

e AA - abdominal aorta

e CA - carotid artery

e FE - superficial femoral artery
and a number is attached to each code to distinguish different dataseGAé&.d-E2 etc.). The
images with the unregistered and registered geometries overlapping all@itatiye estimate
of the effect of registration to be made. Regions where registration ltba haticeable effect
on the shape of the original geometry are made clear by comparing the tweetyezs in this

way. A good example is shown in Figure 4.11 where the removal of an obdisgontinuity

in the shape of the artery by applying registration can be seen.
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(a) Unregistered artery

(b) Registered artery with unregistered artery overlaid

(c) Registered artery

Figure 4.4: A comparison of registered and unregistered datasets for AAl

(a) Unregistered artery (b) Registered artery with unregistered artery
overlaid

(c) Registered artery

Figure 4.5: A comparison of registered and unregistered datasets for CA1
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(a) Unregistered artery

(c) Registered artery

Figure 4.6: A comparison of registered and unregistered datasets for CA2

(a) Unregistered artery (b) Registered artery with unregistered artery
overlaid

(c) Registered artery

Figure 4.7: A comparison of registered and unregistered datasets for CA3
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(a) Unregistered artery (b) Registered artery with unregistered artery overlaid

(c) Registered artery

Figure 4.8: A comparison of registered and unregistered datasets for CA4

A — . e —

(a) Unregistered artery

(c) Registered artery

Figure 4.9: A comparison of registered and unregistered datasets for FE1
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A R

(a) Unregistered artery

o (S

(b) Registered artery with unregistered artery overlaid

T e,
(c) Registered artery

Figure 4.10: A comparison of registered and unregistered datasets for FE2

(a) Unregistered artery

(c) Registered artery

Figure 4.11: A comparison of registered and unregistered datasets for FE3
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w

(a) Unregistered artery

(b) Registered artery with unregistered artery overlaid

(c) Registered artery

Figure 4.12: A comparison of registered and unregistered datasets for FE4
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4.3.2 Summary of changes in curvature

Mean curvaturet the 95% confidence interval for each artery is shown in Table 4.1.

| Artery || Unregistered: | Registereds ||

AAl 0.074 £ 0.031 | 0.073 £ 0.029
CAl 1.336 + 0.210 | 1.510 £ 0.303
CA2 0.599 £ 0.118 | 0.479 £ 0.111
CA3 1.187 + 0.215 | 1.564 £ 0.311
CA4 0.188 £ 0.046 | 0.144 £+ 0.034
FE1 0.052 £ 0.020 | 0.050 = 0.017
FE2 0.690 £ 0.085 | 0.642 = 0.097
FE3 1.322 £ 0.225 | 1.262 £ 0.248
FE4 0.148 £ 0.082 | 0.186 £ 0.142

Table 4.1: A summary of the changes in artery curvatur@ue to rigid registration. Mean
curvature= the 95% confidence interval is shown for each artery.

4.3.3 Statistical test results

The results from applying the Wilcoxon test for two paired samples arempiedin Table 4.2.
The estimated median of the difference between registered and unratjistevature values,
along with the confidence intervals, are presented. The null hypothesielnocase was that
the median of the differences between the centreline curvature of regisied unregistered
arteries is zero. Where the upper and lower confidence intervals cedtaivalue of zero, the
null hypothesis was not rejected (i.e. rigid registration was found to haweffact on artery
curvature) and a(” appears in the “Effect” column. Where the confidence interval bounds
were both less than zero, the null hypothesis was rejected; rigid registreai® considered to
decrease curvature; and a™appears in the “Effect” column. Where the confidence interval
bounds were both greater than zero, the null hypothesis was rejeigilregistration was

considered to increase curvature; andrd appears in the “Effect” column.
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Artery | N | Median | Upper confidence intervdl Lower confidence interval Effect
AAl 19 | —0.001 | —0.012 0.009 0
CAl 161 | —0.059 | —0.112 —0.002 —
CA2 81 | —0.104 | —0.175 —0.046 —
CA3 84 | —0.243 0.058 0.469 +
CA4 23 | —0.052 | —0.100 —0.006 -
FE1 36 0.000 | —0.007 0.004 0
FE2 154 | —0.062 | —0.098 —0.024 -
FE3 74 | —0.063 | —0.185 0.064 0
FE4 29 | —0.001 | —0.180 0.020 0

Table 4.2: Wilcoxon Test Results. Here, N is the number of measurements of [dcalisature

x made in each geometry. The “Effect” column interprets the results of tiperuand lower
confidence interval columns. If the confidence intervals are both lessOthcurvature was
reduced. If the confidence intervals incorpor@tehere was no significant effect on curvature.
If the confidence intervals are both greater thgrcurvature was increased.

4.4 Discussion

4.4.1 Corrugated surface models

Despite the use of rigid registration with a subsequent decrease in aneatwex, some

surfaces show heavy corrugations such as CAl (Figure 4.5a) ah@Fidire 4.10a). These
are non-physiological results which will produce spurious flow patternsn used for CFD
simulation. This is caused mainly by poor delineation of the lumen boundaryhvgies

abrupt changes in area between images.The geometries where sorfaggiions are most
apparent (CA1, Figure 4.5 and FE3, Figure 4.11), which also haveftthe dighest mean cur-
vatures (Table 4.1), are from a patient with poorly defined lumen boigslarhe geometries
that show least corrugation (CA4, Figure 4.8 and FE1, Figure 4.9),hwdlgo have the low-
est mean curvatures (Table 4.1), are from young healthy volunteershe#ty defined lumen
boundaries. The abdominal aorta dataset (AA1, Figure 4.4) also trestseathing movement

and movement from surrounding tissue which further affect centrelineture.

One method of reducing these effects, which are not eliminated by rigidtna@s, is to

change the way in which the surface is created. There are severalofatigproducing a lofted
surface in Rhino. Normal lofting is the default setting. This producesetutefted sections
between each contour. Straight section lofting draws straight secticwsdre each contour
and produces a very corrugated effect. Tight lofting follows the cinged to create the lofted

surface more closely than the Normal setting. Loose lofting allows the surdamove away
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from the original curves to increase the smoothness of the lofted surfdmeeffect of each
of these lofting styles is shown in Figure 4.13. Applying loose lofting with smogthinthe
CA1l and FE2 datasets gives a reduction in corrugations at the expeless oespect of the
underlying US data (Figure 4.14).

4.4.2 Statistical test results

From the results of the Wilcoxon test in Table 4.2, it is clear that

e For 4 out of 9 arteriesi{t%) registration decreased focal curvature
e For 1 out of 9 arteriesl@%) registration increased focal curvature

e For 4 out of 9 arteriesi{t%) registration had no significant effect on curvature.

Out of these arteries,

e 3x carotid arteries antlx femoral arteries had decreased curvature

e 1x carotid artery had increased curvature

¢ 1x abdominal aorta anglx femoral arteries had unaffected curvature.
On the basis of these results, it is apparent that rigid registration hasfiecsoa the curvature
of the carotid artery, and least effect on the femoral artery. In magtscir the carotid artery,

rigid registration had the desired effect of decreasing focal cumatbus removing some of

the effects of patient movement and probe pressure.
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(a) Normal lofting

(b) Straight section lofting

(d) Loose lofting

Figure 4.13: A comparison of different styles of lofting using Rhino. (a) Normal loftingés th
default setting. (b) Straight section lofting draws straight sections betwaem @ntour. (c)
Tight lofting follows the curves used to create the lofted surface more closelytieaNormal
setting. (d) Loose lofting allows the surface to move away from the originaksuo increase

smoothness.
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(@) CA1

(b) FE2

Figure 4.14: Loose-lofted surfaces for CAl and FE2. The upper image in each pairsstie
surface created with “normal” lofting. The lower image in each pair showsdhme contours
with “loose” lofting with a smoothing factor of.5. Loose lofting with smoothing respects the

underlying data less, but reduces corrugations in the surface.
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45 Conclusion

Rigid registration may reduce patient movement and probe pressuretstefspecially in the
carotid artery. Variation in the area of manually segmentated lumen boundadearterial
movement are responsible for the corrugated effect that remains in egisiered artery mod-
els. When a solid modelling package is used to create artery models, the lossefofting

and smoothing is recommended to reduce this effect.
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Chapter 5
Gating ultrasound data using Stradx:

IS retrospective gating equivalent to
ECG gating?

5.1 Introduction

Retrospective gating of US data finds wide use where gating using theoekectiogram (ECG)
signal from the heart cannot be used. One application of retrospegating is found in IVUS
where the implantation of the US catheter can interfere with the surrounding {8%]. It is
also useful when 3D freehand US is used with a magnetic position sersiag tétrospective
gating cuts down on the presence of metal cables and electrodes whicawsinterference
with magnetic position sensors [92]. Retrospective gating can also bevisedmaging mode
settings do not allow the use of ECG gated data acquisition. This is the case sviiDtB000
US scanner used in this study. Use of the SonoCT compounding mode g8hdballow use
of ECG gating. This is due to the complexity of synchronisation of the compalimdages
received from each movement of the steered US beam (see Figur&nbCT compounding
improves resolution, reduces edge shadowing artefacts [23, 28]rdnachees the visibility of
the artery wall. These are highly desirable qualities which can enhancetdSat use with

manual and automatic segmentation techniques.

Gated data is required for the creation of artery geometries for computaflisidadynamics
(CFD) simulation [66]. Therefore the use of a retrospective gating tqabrio find data from
one consistent timepoint throughout a US dataset to enable the genefatioartery model is

required.

The Stradx 3DUS program [53], a predecessor to the Stradwin prodgatures a retrospective
gating function. Considering the backward compatibility of Stradwin data ed tsoughout
this thesis, a modification of the Stradx retrospective gating method was used Stiladx
retrospective gating method was used with modification due to its inability to tiyroadculate

the ECG phase angle from-vivo datasets
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Normal SonoCT

Figure 5.1: Steering of the US beam in SonoCT to produce a compound image. lalid8n
scanning, the US beam is directed vertically into the patient, and producestidmal effects
such as the bright outlines at the top and bottom of the circular vesselrshtfith SonoCT, the
US beam is steered back and forth and the steered images are comgdamieduce a bright
outline all the way round the vessel wall.

The use of a retrospective technique should lead one to question its vadigitsetrospectively
gated datasets the same as ECG gated datasets? The use of SonoCT domgphould
also lead one to question how similar images recorded with this imaging mode are &simag
recorded without compounding. This chapter will describe the use chigktitube flow phan-

tom to study these two issues.

5.2 Methods

5.2.1 Scanning straight phantoms to assess variation in gag methods and
scanning mode

Considering that patients and healthy volunteers were scanned, it weend ieasonable to
usein-vivo data to assess the variability of gating methods and scanning modes. However
several factors prevent the use of freehand 3DUS data from beied) to make meaningful

comparisons between datasets:
e No control over the angle of the transducer is available. Differentssealh contain
artery images with different diameters.

e No control of the position of acquisition of each image can be attempted. &thera

points of scans for comparison will not be the same.

e The spacing of individual images along the artery cannot be controlledtigié scans

of the same artery therefore may not be spaced at the same distance.
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Figure 5.2: Straight phantom datasets (L to R: ECG gated, B-mode, B-mode with $pnoC
These false 3D reconstructed datasets are shown with data shown in tideyxaaies from the
US images in each dataset, and the z axis showing image number (timehidaaset. The
ECG gated dataset shows minimal variation in cross-section, whereasnijegted datasets
show changes in cross-section due to pulsatile flow.

e Anatomical variation (e.g. a gradual increase in artery diameter ovetiarset artery)
cannot be controlled. Variation in area caused by acquisition settings nragdieed by

anatomical variation.

Because of these issues, a straight tube flow phantom was used t® \emsat$on in gating
methods and scanning mode (see Figure 5.2). The wall-less flow phantsroonwstructed
from tissue mimicking material according to the method described by Ramnaraie[46].

A sinusoidal input velocity profile was sent into the flow phantom using a atemzontrolled
pump. Blood-mimicking fluid was pumped through the phantom which was made tedipe

of Teirlinck et al. [93]. To avoid variation in measured phantom area fdfarent transducer
angles, the transducer was clamped in one position using a clamp stand.1Z{E38mm
transducer was used with the “Cerebrovascular/Carotid” preset. [dasets were captured in
total: three each of ECG gated data, ungated data and ungated data wi@irSmmopounding.
The depth setting was fixed &9 cm and the TGC sliders were set to the mid position for each

acquisition.

5.2.2 Measuring phantom area using thresholding

To simplify the task of measuring phantom area, a LabVIEW Virtual Instruniéh was
created (see Appendix F section F.2.3). This VI reads in the straightghathata from the
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captured Stradwin file and allows the user to define a region of interes} R@very image
corresponding to the position of the inside of the phantom tube. A threshajupli®d to the
image and the area of the thresholded pixels is calculated and saved aéila.t€&bnsistent
thresholds (from grey levels of 27 to 58) were used for every datasdibw direct comparison
between results. The threshold was defined to fill only the section of the ithageorre-

sponded to the fluid-filled region of the flow phantom. If a grey level highan the upper
bound of these values were used, the fluid-filled region of the phantardwe overfilled and
any variation in phantom shape due to pulsatile flow would not be detected. Bjniila grey

level lower than the lower bound of the threshold values were used, ttidiflad region would

be underfilled and variation in phantom shape would not be detected.althdation of these
grey values is specific to the US scanner and the phantom used for thisisaad may vary

with other US scanners and phantoms.

5.2.3 Retrospective gating using Stradx

To retrospectively gate a 3D scan of an artery the user needs to ddfare the artery is on
each image. The Stradx program allows the user to set a ROI over the iarearery image,
and then threshold the image. Thresholded pixels covered by the RQiwareed and the result

from every image is used to develop a cardiac activity (CA) wavefore Fsgure 5.3).

An ECG phase angle value for each image is then calculated on the basisC# thaveform.
The dominant periodic component of the whole CA waveform is found kgdRtto create the
ECG phase plots. CA waveforms from a straight flow phantom with pulsatile 8dchealthy
volunteer, and a diseased patient are given in Figure 5.4. Note that aseli,dCCA has arbitrary
units. The phase angle plot created for the straight tube phantom (Ba¥ed a clearly periodic
waveform that is in phase with the CA waveform, as would be expected.et4awthe phase
angle plot for the healthy volunteer (5.4b) is out of phase with the perioflizv&®eform. For
the patient with arterial disease, the CA plot is clearly periodic, but the E@Sgangle plot

is again out of phase (5.4c).

Instead of using the calculated ECG phase angle toigativo data, the peaks of the periodic
CA trace were used. A LabVIEW VI was developed to read the CA tramm flhe Stradx
datafile and find the peaks (Appendix F, section F.4.3). User interventiartiven required
to move through the selected peaks and ensure that they correspondedamést area of

the artery at each point (see Figure 5.5). Peaks that were erronédeistified were manu-
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Peak flow No flow (trough)
* Peak
g
* Trough
3 3 1 . 50 55

Image number

Figure 5.3: Calculating the cardiac activity waveform. The flow images are taken from a
straight tube phantom with a sinusoidal flow profile. The size of the thigsti&®OI on each US
image (shown in pink) is measured. Cardiac activity is related to segmerdgadrapixels, but

is calculated with arbitrary units. In this case, a sinusoidal cardiac activitgérés produced

in phase with the sinusoidal flow profile.
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(c) Cardiac activity and phase angle for a carotid with steno-
sis in the common carotid.

Figure 5.4: Cardiac activity (arbitrary units) and phase angle (degrees) compéoedhree
different US scans, oni@-vitro on a straight tube phantom and twio-vivo from a healthy
volunteer and a patient. Vertical dashed lines show the position of the imatiegeak cardiac
activity. The horizontal dashed lines show zero phase angle or cardtadts
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|B'SW gate to sxp peaks.vi

cuments and Settings'
merfiMy Documents,
etro_comparison’,

ht phantom comparison'.

C:\Ducum_ems.umi Seftings'
gshammer1i\My Documents!,
“ECG_retro_comparisont :
straight phantom comparison',

Remove from peaks (F6)

Save image array

| e |

Figure 5.5: The LabVIEW VI used to gate a Stradwin dataset using a .sxp file. Theaprog
finds the peaks (or troughs) of the CA waveform automatically. The asesaroll through the
peaks and add or remove other images to the list of peaks. The list cgavbd as a text file.

Scan phantom Export Stradwin Retrospectively Read SXP file and Filter Stradwin file
) ) P ataset to Stradx P gate dataset $ choose peaks of CA P using peaks of CA
using Stradwin trace using "SW gate trace and
to SXP peaks.vi" "SW_select.vi"

Figure 5.6: The image processing path used to create retrospectively-gated datasptana-
tions of the function of the two VIs used here are given in Appendix F, se¢lié:8 and F.5.3
for “SW gate to SXP peaks.vi’ and “SWklect.vi” respectively.

ally removed, and peaks that were erroneously ignored could be awlaedially. The image
numbers corresponding to the edited peaks were saved as a text fikheANb (Appendix F,
section F.5.3) was developed to create a gated Stradwin datafile by filtersigdtthe text file
of peak CA image numbers. The full processing path from image acquisitigarteration of

a retrospectively-gated dataset is shown in Figure 5.6.

Retrospective gating produces unsatisfactory results for unclear gmagpecially from pa-
tients with severe disease. More manual intervention is required in this casedoce a
correctly-gated data file. Despite this shortcoming, using ungated dataehadviintage of be-

ing able to measure arterial wall motion over the whole artery, given an atitosegmentation
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technique capable of using US images. Also, in patients who suffer frodnacaarrhythmia,
it may be impossible to use ECG gating. This leaves retrospective gating aslyheption

available to produce gated data from such patients.

5.2.4 Statistical Analysis

Two statistical tests were carried out on thresholded phantom areasMIBNGAB (Minitab
Inc., State College PA, USA. http://www.minitab.com). Data were treated as udpaib®th
cases because although all measurements were made on the same phafei@nt iifaging
modes or gating methods were used each time. Areas from each of thedtasets for each

type of acquisition were concatenated into one file for analysis.

5.2.4.1 Comparing SonoCT and non-SonoCT data

SonoCT and non-SonoCT data were compared to find out if there wadiffenence in the
thresholded area of the phantom due to imaging mode. The SonoCT dataaterermally
distributed (see Figure 5.8b), so a Mann-Whitney U-test was used to ceroaoCT and
non-SonoCT data [90]. The null hypothesis was: areas measuregl 3eioCT are equal to

areas measured without SonoCT.

5.2.4.2 Comparing retrospectively gated data to ECG gated data

Retrospectively gated datasets captured without SonoCT were comip& €D gated datasets
to find out if there was any difference in the area of the phantom due toggaithod. Ret-
rospective gated data without SonoCT was compared to ECG gated datsbdas will be
shown later) images captured with SonoCT gave larger thresholdedlaaeasgithout SonoCT.
Therefore retrospective gating was applied to images captured withoaC3dior this com-
parison. A Mann-Whitney U-test was used to test gated data due to the amalessize of the
retrospectively gated dataset (No. of samples£N)8 compared t&N = 594 for ECG gated
data). The null hypothesis was: areas of retrospectively gated imegequal to areas of ECG

gated images.
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5.3 Results

5.3.1 Straight phantom areas

Figure 5.7 shows a comparison between phantom areas measured withai@gsagmd with
and without SonoCT compounding. This figure shows that areas meéasitheSonoCT are
consistently up ta0% larger than areas measured without it. Low variation of ug%oin

phantom area measured with ECG can also be seen.

2800

2750

2700

2650

. A ‘
2600 o\ LoDy

2550

Phantom area/pixels

2500

2450

2400 T T T T
0 50 100 150 200

Image number

SonoCT ------- normal - ECG gated ——

Figure 5.7: Thresholded areas of the flow phantom measured from a scan withoo€3dla-

belled as “normal” on the chart), a scan with SonoCT, and an ECG gated.s8onoCT areas
are consistenly larger than areas measured without SonoCT. The iresgi@tion (pixels/mm)
is the same for each of the three scans, so the different numbers ofqurelspond to different

measured areas.

5.3.2 Summaries of the data

Figure 5.8 shows histograms of ungated phantom areas with and withco€$@mompound-
ing. Figure 5.9 shows box-whisker plots of these datasets. Figure 5dl@s distograms

of gated phantom areas using retrospective gating and ECG gating.e Fduir shows box-
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Normal

(a) A histogram of ungated phantom areas mea-
sured from an ungated phantom 3DUS dataset
imaged without SonoCT compounding. The
data appear to be normally distributed.

2560 2600 2640 2720 2760

SonoCT (no ga%ﬁn%u)
(b) A histogram of ungated phantom areas mea-
sured from an ungated phantom 3DUS dataset
imaged with SonoCT compounding. The data

do not appear to be normally distributed.

Figure 5.8: Histograms of ungated phantom areas. The fact that both the datasetwotire
normally distributed implies that a statistical test that assumes normal disisibof the data
(such as a T-test) may not be used to compare them.

whisker plots of these datasets. The box-whisker plots summarise all ofghe measured

from each dataset. Whiskers (the horizontal lines extended abovestowl the boxes) show

the maximum and minimum areas respectively measured in each dataset. €hanghpwer
bounds of the box indicate the 3rd quartile and 1st quartile of the datapeiatesely, while the
central horizontal line in each box indicates the median value of the dataset.

91



Gating ultrasound data

2800 T T

2750 —

2700 —

2650 —

2600 B

Phantom area/pixels

2550 —

2500 —

2450 —

2400 L L
Normal SonoCT

Figure 5.9: Box-whisker plots of phantom area measured without SonoCT (labefied “
mal”) and with SonoCT image compounding. Measured phantom ardag $noCT are
usually larger than those measured without SonoCT, as shown by ther mggdian value of
the SonoCT dataset.

2w 9

Frequency

oo n ™ 8 4 o

W

o ;
by B0 a8 20 odb0 2700 20 270 26k0 BT (nurmﬁfﬂ ERT]

(a) A histogram of gated phantom areas mea- (b) A histogram of phantom areas measured

sured from an ECG gated phantom 3DUS from a retrospectively gated 3DUS dataset

dataset.Number of images (N)594. without SonoCT. Number of images (N) =
18.

Figure 5.10: Histograms of gated phantom areas. The large difference in sampledfifes
two datasets implies that a statistical test that assumes similar sample siheatstie T-test)
may not be used to compare them.
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Figure 5.11: Box-whisker plots of phantom area measured from a retrospectivelyg gateS
dataset with SonoCT and an ECG gated dataset. Both datasets have simdasrand similar
median values. The retrospectively-gated dataset has a lower int¢ilguange, implying that
this method suffers from less variation in measured area than ECG gating.
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5.3.3 Statistical test results

Summaries of the Mann-Whitney U-test with unequal variances for the datparing phan-
tom areas with and without SonoCT compounding are shown in Table 5.1re$hks of the

Mann-Whitney U-test for the gated data are shown in Table 5.2.

H Dataset H N \ Median H
Normal 610 2583
SonoCT 610 2653

[ Probability (adjusted forties) p < 0.05 ||

Table 5.1: Mann-Whitney U-test results for the ungated datasets

| Dataset [ N | Median ||
Retro gated 18 2687
ECG gated 594 | 2683

| Probability (adjusted forties) p = 0.04 ||

Table 5.2: Mann-Whitney U-test results for the gated datasets

5.4 Discussion

5.4.1 Statistical analysis of area with and without SonoCT @mpounding

As can be seen from Table 5.1, the difference between areas with amoutvBlonoCT is
statistically significantif < 0.05). Therefore the null hypothesis, that areas measured using
SonoCT are equal to areas measured without SonoCT, was rejecteds@gtion of Figure
5.7, areas measured with SonoCT are consistently larger than areasedesiiiout it. This

is most likely due to the increased resolution of images recorded with SonoCT.

Before the US image is captured using Stradwin, it is resampled and cahteda analogue
video format. For images captured with and without SonoCT, the size of fitared video
frame is the same, but the display resolution on the US machine screen iertiffEne clearer
outline of the walls of the straight phantom on SonoCT images is suggestivis aficrease in
resolution which is masked by the process of video conversion. A clasfdie same section
of the straight phantom (Figure 5.12) shows this effect.This effect isardignificance when

comparing images captured with SonoCT to images captured without SonoCT.
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(a) A closeup of the straight tube phantom im- (b) A closeup of the straight tube phantom im-
aged without SonoCT. aged with SonoCT.

Figure 5.12: Comparing closeups of video captured images from the straight tubeigrhan
imaged with and without SonoCT compounding. Figure (a) shows meukigpnoise and a
less smooth outline of the side of the phantom. The increased smootliriégare (b) is
indicative of the higher resolution of the SonoCT scan before video cziaver

5.4.2 Statistical analysis of retrospective and ECG gating

From Table 5.2 the difference between retrospective and ECG gatesktiaia statistically
significant < 0.05). Therefore there is some evidence to reject the null hypothesis that the
areas of images gated retrospectively are the same as the areas of iatagesig ECG. This
difference points to two factors for the difference in areas measuiregd each gating method:
the acquisition parameters used in capturing ECG gated data, and the lagrheteasured

phantom area and cardiac activity for the same dataset.

ECG gating cannot be set automatically: the user must select the positionpithe on the
ECG trace using the US machine console. This requires a degree of skilitp,sand the point
of peak flow (for example) on the ECG trace can easily be missed by a few oulfids. Figure
5.7 demonstrates this. Area measurements from three scans of the sarae (tatawithout
gating and one with ECG gating at peak flow) show that for 6 out of 8 flowefzams, the ECG
gated area is smaller than the ungated peak areas without SonoCT. Betikesgating gives a
more robust and repeatable measure of the point of peak flow in an datixset because it can
be applied semi-automatically post-capture, giving a better likelihood of degptrue peak

flow.
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Figure 5.13: A comparison of cardiac activity to thresholded phantom area. Cardisigigc
consistently leads phantom area.

A factor that may contribute to the observed difference between gating deethdhe delay
between the change in phantom area and the change in the CA waveésrhi@sire 5.13).
The CA waveform is based on the change in thresholded area, so itisth@nge at the same
time as the thresholded area. However, the CA trace precedes the ahphgatom area. This
difference may further explain differences in gating methods. To gtegaorrect retrospective
gating, the user can manually check the position of each peak of the CAomavasing the
LabVIEW VI discussed in section 5.5.

5.5 Conclusion

Comparing the area of a straight tube flow phantom measured with and w8booCT com-
pounding showed that area measured with SonoCT was larger than whseinee: without
SonoCT. This was due to the enhanced resolution of SonoCT imagingigangdnore smaller
pixels around the borders of the thresholded phantom area. A compafisetrospectively

gated and ECG gated US images from a straight flow phantom revealedeahatad the flow
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phantom measured using retrospective gating were different to aressirad using ECG gat-
ing. This was due to the cardiac activity waveform generated by the peirtge gating al-
gorithm in Stradx lagging behind the true area of the phantom, and the variabhityent
in setting up and recording ECG gated data with the HDI5000 US scannegfuCselection
of the gated peaks using the described software ensures that aeetivelg gated dataset is

produced that is equivalent to an ECG gated dataset.
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Chapter 6

Segmentation of 3D ultrasound data: a
comparison of automatic methods with
manual methods

6.1 Introduction

Segmentation of 3DUS data is an important step in the creation of patient-spetfic mod-
els. Segmentation is the process of defining anatomical boundaries on ahiredige. Many
segmentation methods exist that vary depending on the anatomical strudhtezest and the
type of data used for segmentation. Recent advances in the field aneagdvidg Noble and
Boukerroui [27]. In most cases manual segmentation (also known asamgianimetry) is
considered a “gold standard” technique. An outline drawn by an expesteexpert observer
(in most cases a radiologist or sonographer) is considered to repthsebest available seg-
mentation in any particular case. Expert observer time is expensive, anghhsegmentation
is a difficult and time-consuming manual task and vulnerable to variation. Tagpiscially so
for large studies with many thousands of images. The drive towards gévgleemi-automatic
techniques that rely on little manual input is therefore based on reducirigrted¢o segment

and increasing the repeatability of segmentation.

To create a patient-specific artery model from a 3DUS scan, the lumenr@hdrside the
artery that carries blood) needs to be identified. Due to the directionaknaitlS scanning,
the sides of the lumen as seen in arterial US images are often less well dbfindte top and
bottom of the lumen. The US beam is transmitted into the body from one directioinglly
from above the artery in arterial scanning) resulting in increased tésolof the top of the
artery but reduced resolution of the sides (see Figure 6.1). The @bsémata at the sides
of arterial US scans is a fundamental limitation of US imaging, and is an impoitaiienge
for both manual and semi-automatic segmentation techniques: if there is noufiae at the
sides of the lumen, how can the “true” lumen boundary be defined in thggms® SonoCT

compounding [23] can reduce this artefact but does not eliminate it conypiet@ost scans.
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Three-dimensional compounding of several scans taken at diffarghs around the artery
of interest is another method which may reduce this artefact [94]. HowWersome arteries
it is impossible to move the transducer far enough around to completely rddacatefact.

Performing multiple scans at different angles also increases the time ktusean a patient.

Figure 6.1: An example of how the directionality of US imaging affects the clarity of the lu-
men outline. The top and bottom edges of the lumen reflect more of theadShlaek to the
transducer, and are clearly seen. The edges of the lumen are lesdefiakd.

A semi-automatic registration-based segmentation method was used to sederattatasets.
The segmentations produced by this method were analysed by calculatirgrtiiacy of the
method compared to manual segmentation and by calculating the precision oftttoel ftrem

repeated segmentations performed on three test datasets.

6.2 Methods

The Sheffield Image Registration Toolkit (ShIRT) is a registration-basad-automatic seg-
mentation method [95]. This was developed initially for the segmentation of MRIGIh
images. This represents the first time this toolkit has been used on US dataodlkit is
available as a compiled program which can be used with Matlab (The MatlsWark, Natick,
MA, USA. http://www.mathworks.com). It is a registration-based segmentatidmitgpaee: the
images are registered before segmentation. A schematic of how ShIRTdigsuslkeown in
Figure 6.2, and another example using real US data is shown in Figuret@3isér defines a
registration region on a single image near the centre of the dataset, showimgyjibr features

of the images which will be registered. In this case, a region defined @tberoutside of the
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artery is used as the registration region. ShIRT then registers the im#iges)gthe defined
features in the other images to the image with the registration region. A segmentatioe o
is then defined on an image in the dataset with good contrast and clear luonesfabies. This
segmented outline is then morphed to suit the other images in the dataset. Toacseti
segmented contours which corresponds to the original set of imagesdgimeisted contours
are unregistered and exported to Stradwin where they can be supeziimpothe original US

images to confirm the accuracy of the segmentation.

Gold standard manual segmentation was carried out using Analyze (&Ralgzt, Inc., Over-
land Park, KS, USA. http://www.analyzedirect.com). Images from the StraBisS datafile
were imported and segmented individually using a spline-based drawing anethe spline
from imagen — 1 may be imported to image to provide continuity between the shape of the
segmented contour on different images. A more comprehensive destapiis use is found
in Appendix B. A diagram of the image processing route used with manuaemndautomatic

segmentation methods is shown in figure 6.4.

6.2.1 Methods to measure the accuracy and precision of segmation tech-
niques

There are almost as many methods of assessing the performance of sggmeachniques
as there are segmentation techniques. Some groups consider a singlenirpotta that is
measured by a segmentation routine such as heart chamber volume [28] diatheter of
a foetal head measured from one image [96]. Other factors could tsideoed such as the
position of the centroid of the automatically-segmented contour compared tofttet gold

standard contour. However, as Hammoude [96] points out

A meaningful indication of border accuracy is provided only if the erroasuee

is a mathematical metric. A metric generates a real-valued, non-negativigfiguan
cation of contour error which is zero only when the two contours are trgytid
cal...Relatively few investigators implement metrical error measures. Otherinve
tigators, therefore, base system evaluation on misleading error criteria.

Itis therefore important to define a valid metric for assessing the perfoerdcsegmentation

technique. Rules to define a valid metric are given by Chalana and Kim [97].

Many metrics only assess one aspect of the performance of a segmetgatioigque. They
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AN

(a) US images are read from (b) The US images are rigidly regis- (c) The user defines an ini-
the Stradwin file. The registra- tered. In a centrally located image in tial segmentation using the
tion of each image to the po- the sequence, aregion of interest (ROI) mouse, clearly outlining the
sition sensor is discarded and is defined that covers the artery. ShIRT shape of the lumen.
the images are treated as a se-rigidly registers the other images in the
quence of non-spatially regis- sequence to the features in the ROI by
tered images. rotating and translating them until the

portion of the artery shown in each im-

age overlaps.

|

T—]

(d) The initial segmentation is mor- (e) To create a segmented ver-

phed to match the shape of the artery sion of the original US images,

in the other images in the sequence. the registered image sequence
with the overlaid segmented
contours is unregistered.

Figure 6.2: A schematic showing how ShIRT is used to register and segment 3DU&simag
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(a) Cropped portions of the original US images. Using a cropped imageesduemory use and pro-
cessing time for registration and segmentation.

(b) Registered US images. The left-hand and middle images have beentedresta rotated to match
the right-hand image, which is at the centre of the image sequence. The smeearing at the left-hand
border of the registered images shows where some movement haptage.

(c) Segmented registered US images. A manually-defined contour was draane of the images and
then morphed to match the shape of the artery in the other images.

(d) Unregistered and segmented US images. To recover the original iméesn overlaid segmented
contour, the images are unregistered. These images may then be tiripsckeinto Stradwin and used to
create a 3D segmented artery outline.

Figure 6.3: Using ShIRT to segment US images (following the example in Figure 6.2YeFigu
(a) shows some cropped images from a section of a common caroticgureKb), the images
have been rigidly registered to an image at the centre of the dataset. Hgushows the
registered images with a segmented outline applied to each. The final btagpn $n Figure
(d), involves unregistering the segmented dataset using the mappwigysty defined in the
registration step. The segmentation now corresponds to the original infeige
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3DUS acquisition
with Stradwin

l

Export images

as BMP files
§ Import images Import images
é into Analyze into ShIRT
7
D
«Q
]
=
=
=] Manually outline Manually define
lumen shape initial lumen shape

l

Automatically
segment lumen
shape

uoneuawhas anewoine—was

Figure 6.4. The image processing path used to create segmented 3DUS images.a-The p
tient or volunteer is scanned using the Stradwin 3DUS system. The imagtesechin this
3DUS dataset are exported to bitmap (BMP) format. For manual segii@mtahe images

are imported into Analyze and the lumen shape is manually outlined on eagh.iffar semi-
automatic segmentation, the images are imported into the ShIRT segmentatimyestration
program. An initial lumen shape is manually defined on the first image in dkesdt. The
initial shape is then morphed to match the shape of the lumen on subsénages.
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usually calculate how different a contour created using a partially autorseg¢gaentation tech-
nique is to a manually-outlined gold standard segmentation. The metrics pddposklupa et
al. [98] allows a more comprehensive assessment. They can measuneuobvithe automati-
cally segmented contour was inside and how much it was outside of the godthsiazontour.
This set of metrics was intended originally for a 3D volumetric dataset. These mvodified
to be applicable to 2D image space, since segmentation of Stradwin 3DUS dadameaon an
image-by-image basis without reference to the 3D coordinate system @ddvydthe position
sensor. The applicable metrics are defined in the following sections. éBdéscribing these

metrics, some definitions are required.

O is the physical object of interest. In the context of this study, this is the lurhéreo

artery of interest.

U, is the scene containing the objects to be segmented. This is equivalent todlee wh

image in a 2D case.

C:q is the true delineationtq), considered in this case to be the pixels on the image

corresponding to the manually-defined gold standard segmentation.

Ccfl” is the automatically-segmented delineation defined using maéthadhere method

M in this case is the ShIRT segmentation method.

Several quantities can be derived from these basic definitions. Thedbeafalse negative

scene&Cry

Crn = Cu — CY, (6.1)
the false positive scer®&p

Crp = CY' — Cu, (6.2)
the true negative sceril-y

Cry = Us — CY' — Cu (6.3)

and the true positive sceidg p

Crp = CY N Cy. (6.4)

These scenes are illustrated in Figure 6.5.

Two important measures of segmentation performance are derived38jno[suit a 2D image.

The true negative area fractioh V A F') expresses the fraction of the image in the gold standard
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Uyg
Crp
| <1 Cu Crp
= Crn
cM Crn

Figure 6.5: An illustration of the different scenes used to define a set of segmentaton e
metrics. Uy is the US image.Cy, is the manually segmented outline (the true delineation).
Cé” is the outline created using ShIROrp is the True Positive scene, the portion inside the
manually segmented outline correctly identified by ShIRT (shown with ntaizmes). Crn

is the True Negative scene, the portion of the image that is not inside the hyasegmented
outline (shown in white)Crp, the False Positive scene, is the portion of the image identified
by ShIRT that is outside the manually segmented outline (shown in verticgl. lifey, the
False Negative scene, is the portion of the manually segmented outline thaiotvalentified

by ShIRT (shown in grey).
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(@) The original image show- (b) The automatically-defined (c) C}’ has a smaller area
ing the true delineationCt4) segmentation @}’) outlined  than C:q and has roughly
as the black circle near the in grey is smaller in area half its area inside and half

centre of the image. than Crq. A small portion outside the true delineation
of ¢} extends beyondC;s  (TPAF = 0.58, TNAF =
(TPAF = 0.89, TNAF = 0.90)
0.93).

(d) ¢} resides completely (e)C}’ has a larger area than (f) C}* andC;, have the same
outside of C:s and has a C:s and partially covers it diameter and centre and com-
smaller area TPAF = 0, (TPAF = 0.08, TNAF = pletely overlap TPAF = 1,
TNAF = 0.96). 0.64). TNAF =1)

Figure 6.6: The effect of changes in the automatically-defined segmen@ﬁ’(oun the value
of theTNAF andTPAF metrics. In each case the true delineati@g is outlined in black
and the automatic segmentati6fy is in grey.

segmentation that was missed by the automatic method.

TNAFM(O) =1 — lefp(‘jtd' (6.5)

The true positive area fractioff'P AF") expresses the fraction of the image falsely identified

by methodM as a fraction of the amount of the image&ipthat is truly not in the object.

TPAFM(0) = ”‘Z:" (6.6)

To illustrate the effect of different segmentation results on these two médiigge 6.6 shows
a simulated image with the true delineati@h; in black. The automatically-defined segmen-
tatioan,W is outlined in grey on each image. ValuesiaN AF andT PAF' are given for each
image to show the effect of variations in the position and shap&)obn the value of each

performance metric.
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By using these two fractions we can measuredhineation sensitivityising TPAFC{” (0)
and thedelineation specificitgasingTNAF%((’)). The closer these two measures arg,tthe
more closely the ShIRT segmentation matches the gold standard manual s¢igmeifitaese

two measures were used to evaluate the accuracy of ShIRT comparedual egmentation.

6.2.2 Assessing the precision of ShIRT

Precision is another important feature of segmentation. The precisiorofRIR) same image

segmented twice using a single technidliés defined by

_ |CO1 N COz |

PRM(0) = .
RTl (O) |COI U COz |

(6.7)

This is the intraobserver precision. It represents the total area of theithafjis common to

bothCy, andCy, as a fraction of the total area of the image in the unioGfandCo, .

To calculate the inter-operator precision, three 3DUS datasets refaidgenf the three differ-
ent arteries considered in this thesis (the abdominal aorta, the caroty] anéithe superficial

femoral artery) were segmented (see Figure 6.7).

Each dataset consisted of up to 11 images taken from three healthy vol@BH&S scans.
These were segmented five times manually and five times using ShIRT. The ses#tys

each ShIRT segmentation are listed in Table 6.1.

The intraobserver precision for both segmentation methods was calcutatedtine method

Figure 6.7: Three segmented arteries (L to R: abdominal aorta, carotid artery, felhadery).
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Image cropping Sufficient to include the artery on all images plus 50 pixels
Registration node spacing | 8

Registration method Rigid.

Segmented image The first image in the series was used for initial manual segmentation
Initial segmentation method By hand. A new initial segmentation was used each time.
Segmentation node spacingl16

Table 6.1: Settings used with ShIRT to register and segment US data. Registratiospaumiieg
refers to the number of nodes in the alignment grid used to perform the initgamegistra-
tion. Higher values of node spacing produce a higher resolution registraat the expense
of increased computing time. Segmentation node spacing refers to thenafrwodes in the
grid used to map the segmented shape. A higher node spacing will grachigher resolution
segmentation, again at the expense of increased computing time.

described by equation 6.7. To assess whether ShIRT is as precise aal segmentation, a
Mann-Whitney U-test [90] was used. This statistical test was used bethe precision values
for the ShIRT segmentations were not normally distributed. The null hypsti¥é,) was: the
sample of precision values for the ShiRT-segmented dataset comes freamtegopulation as
the sample of precision values for the manually-segmented dataset. Thithéwsipavas tested
against three alternative hypotheses for each dataset. The altehygioteéeses considered the
median {)) of values of PR for the ShIRT segmented datasgis4nd the manually segmented
datasetsi,,). They were:

® Ns < Mm
® 105 # Nm
® 75 > Nm-

Testing these alternative hypotheses showed which of the two segmentalinigtess had the

highest precision for the three 3DUS datasets considered here.

6.2.3 Comparing ShIRT to a set of intraobserver segmentatits

A quick and simple method of assessing whether ShIRT is as good as maguoargation
is reported in Chalana and Kim [97] with modifications suggested by Albédropez et al.
[99]. The percent statistic test computes the percentage of images whe3hI&T-generated
segmentation lies within the range of segmentations created by a human ob3drigewas

originally designed to compare an automatic method withitlberobserver error. However
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here ShIRT is compared to thetraobserver error which is a much more stringent test: one
observer is more precise than several observers. The percenicstaischecks whether the

maximum ShIRT-to-observer error is less than or equal to the maximum istaay error i.e.
max {e(C, 0;)} < max {e(0;,0;)} (6.8)
1 1,]

whereC' is the computer-defined segmented contour &xds a manually defined contour
wherei # j. This test is carried out on a per-image basis, deciding whether the SiedrT
mentation on imageV is as good as the manual segmentations on infégelo determine
whether a set of ShIRT segmentations on the images in a given 3DUS datasepod as the
sets of manual segmentations, the percentage of times that the ShIRT segmefigawithin
the intraobserver range is compared to the expected probability that tR& Sagmentations

should lie in the intraobserver range.

Given the hypothesis that the expected probability that the ShIRT segnmamtalir and the
manually-segmented contours are samples from the same distribution, ticteelqpercentage
of times that the ShiIRT-segmented boundaries lie within the intraobsengs imgiven by

n—1

= P(C, IR) = .
D (Co € ) nal

(6.9)

wheren = number of observers. To test whether the percent statistic calculatedfecsShIRT
segmented boundaries is part of this population, a threshold test is usethréshold is given
by

e=21_o1 /22 (6.10)

where N = number of images, is defined in equation 6.9, = 1 — p, z1_, is the value for
which G(z1_,) = 1 — a andG(-) is the distribution function of a normal standard variable.
Here,z;_, = 1.6449 for « = 0.05. WhenZ > p — ¢ (whereZ = the mean percent statistic
calculated from the ShIRT segmented boundaries using equation 6.8) lR€ S¢tgmented

dataset is considered to be part of the population of manually-segmemésgida

The percent statistic test was carried out using bottFihed " and F'P AF metrics. These are
defined as

FNAFM(0) = ||CCZV“ (6.11)

which measures the fraction of the image in the true delineatjgthat was missed by seg-
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mentation method/, and

C
FPAFM(0) = Wd'f”étd’ (6.12)

which measures the area of the image falsely identified by segmentation nié¢thsa fraction

of the area of the imagg, that is truly not in the object. These two metrics were used instead
of the TNAF andT PAF metrics used earlier because lower valueg'dof AF and FPAF
imply better performance of the ShIRT segmentation technique, in the same atay [twer

value of error implies better performance.

Values of theF PAF and FN AF metrics were calculated for the set of three datasets rep-
resenting a healthy example of an abdominal aorta, a carotid artery apedical femoral
artery. Each human-segmented image was tested against every otherdagnmanted image
using these two metrics, and the highest value of each metric was found. Sin8laiRT
segmentations were tested against the human segmentations and the maximuoh eatire
metric was found. The percent statistic test was used to determine whethégtibst value of
each metric for the ShIRT vs. observer tests was greater than or edhal lighest value of
each metric for the intraobserver tests on each image. The percentage ahtitiée ShIRT

vs. observer tests met this condition was tested using equations 6.9 andjigii@,an in-
dication of whether ShIRT was as accurate as the observer at segmeatin@DUS artery

dataset.

6.2.4 Assessing the accuracy of ShIRT on full artery scans

Using ShIRT to segment small sections of healthy arteries is useful forinkgfdrecision and
comparing its results to those of manual segmentation. The use of ShIRT bdaéset with
all the variation in image quality, artery position and edge definition found in & pievivo
scanning for healthy volunteers and patients with disease was used tdepeokealistic test.
Six full datasets from healthy volunteers and patients were segmentedlipaisizy Analyze.
These were then segmented using ShIRT and'tNed F' andT P AF metrics were calculated

for each image. The six datasets are described in the following sections.

6.2.4.1 An abdominal aorta from a healthy volunteer

A young healthy volunteer was scanned using the C5-2 abdominal prabeabdominal aorta

is clearly visible among the other vessels in the abdomen (see Figure 6.83cdmbegins at
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the point where the AA ascends from above the spinal column and etits &g iliac arteries
branch off into the pelvis. Some respiratory movement is visible, althoughdluateer was

scanned with their breath held.

6.2.4.2 A carotid from a healthy volunteer

The right carotid artery and internal and external carotid arteries ofiagy healthy volunteer
were scanned. This is a very good quality scan, with the intima-media layelycleable on

many images (see Figure 6.9), especially in the common carotid before the bulb.

6.2.4.3 A carotid from a patient with a large plaque near the carotid bulb

A thin patient with no reported carotid artery disease was scanned. Tieatpaas found to
have a large plague located downstream of the bulb in the common carotiigsee 6.10).
Very complex plaque geometry was clearly visible here. Although the pat&sitiin, and in
many places in the scan intimal-medial thickening is visible, the intima-media layeratas n
well defined on many of the images in the dataset. The lumen boundary wasegjlgmoorly
defined at and beyond the bulb, resulting in poorly defined outlines of tévanad carotid artery

in particular.

6.2.4.4 A femoral artery from a healthy volunteer

This scan was from a healthy volunteer (see Figure 6.11). The scamdsxt®em above the
inguinal ligament to where the superficial femoral descends behind &e Hilme lumen outline
is poorly defined at the start (near the groin) and the end (near thé¢ &hibes scan, but more

clearly defined in the middle.

6.2.4.5 A femoral artery from a patient

The superficial femoral artery of a patient with no reported femorahadisease was scanned
(see Figure 6.12). No disease is visible in this scan, although image qualityyigoer,
especially where the artery descends into the thigh. A large intima-media laysikike in

many images.
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et

Left iliac Rightiliac

(b) The iliac branches, showing the reduced clarity of the artery outline atakitiqn.

Figure 6.8: Some images from the abdominal aorta of a healthy volunteer.
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(a) A very clear image of the common carotid showing the intima-
media layer.

ﬁfnaﬁf‘a—mt'd External carotic

(c) The carotid artery above the bulb showing the internal and external
carotid artery branches.

Figure 6.9: Some images from the common carotid of a healthy volunteer.
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—

Intima—media layer

I;iternal carotid EXxternal carotid

(c) Poorly defined internal and external carotid arteries.

Figure 6.10: Some images from the common carotid of a patient with a complex plaque near
the bulb.
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(a) A good quality image of the superficial femoral artery
with a clearly defined lumen boundary. Note the larger
femoral vein beneath the artery.

(b) Further downstream, the image quality reduces as the
artery descends into the thigh.

Figure 6.11: Some images from the superficial femoral artery of a healthy volunteer.
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(a) A typical image showing the thick artery wall.

(b) Downstream, as the femoral artery descends into the leg,
the image quality is degraded making accurate identification
of the location and shape of the lumen difficult.

Figure 6.12: Some images from the superficial femoral artery of a patient.
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6.3 Results

6.3.1 Assessing the precision of ShIRT

Figure 6.13 shows a summary of the precision values calculated for the rifareally-

segmented datasets. This can be compared with the summary data for thesdatgiseented
using ShIRT shown in Figure 6.14. Median valuedi® + 95% confidence interval for the
three 3DUS datasets are found in Table 6.2. Mann-Whitney U-test resamlicate whether

ShIRT is as precise as intraobserver manual segmentations are giadriertcl3.

| Artery || ManualPR | ShIRTPR ||
AA 0.94+0.00 0.9340.00
CA 0.94+0.00 0.92+0.01
FE 0.91£0.01 0.9340.00

Table 6.2: Median precision PR) + 95% confidence interval for ShIRT and manual segmen-
tations of the three arteries.

[Artery| Hy | Hi | P \ Result ||

ns =Nm | Ns < Nm | Cannot rejectd

AA |l s =1m | NS # m < 0.001 PR,, > PRs
NS =MNm | 1S > Nm < 0.001
ns =Nm | Ns < nm | Ccannot rejectdy

CA || ns =nm | ns # m < 0.001 PR, > PRg
NS =MNm | NS > Nm < 0.001
Ns =Mm | 1S < Nm < 0.001

FE || s =nm | 1 # m < 0.001 PR,, < PRg
Ns = Nm | Ns > Nm | Cannot rejectd

Table 6.3: Mann-Whitney U-test results for comparing the precision (PR) of Shégmen-
tations to the precision of manually-segmented segmentations for the thexesr PR,
denotes manual segmentation precisiétizs is the ShIRT segmentation precisidi is the
null hypothesis that is tested by the U-teHt; is the alternative hypothesigy is the median
value of ShIRT segmentation precision; apg is the median value of manual segmentation
precision.

117



Segmentation of 3D ultrasound data

0.98 T T T

0.96 - B

0.94 —

0.92 —

09 —

PR

0.88 - —

0.86 - —

0.84 - —_— ]

0.82 L L
AA CA FE

Figure 6.13: Box-whisker plots of precisioAR) for the three manually segmented datasets.
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Figure 6.14: Box-whisker plots of precisiorP(R) for the three datasets segmented using ShIRT.
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6.3.2 Comparing ShIRT to a set of intraobserver segmentatios

Values of FNAF and FPAF were calculated for a ShIRT-segmented datasetusthe in-
traobserver manually segmented datasets (figures 6.15 and &1T6AF and FPAF are
calculated for every image in each artery dataset; this shows variationhmeetcic in each
part of the dataset. Values for ShIRT vs. manual segmentation and iséraeb manual seg-
mentation are plotted together on each Figure to directly compare their perfoemévalues
of the ShIRT segmentation metric are below the intraobserver segmentation timetrishIRT
is as accurate as manual segmentation at that point. The percent statistia@8so calcu-
lated for these datasets and pass/fail results for each value for éachae shown in Table
6.4.

| Artery | Mettic | p |[p—e| Z |Z>p—e] Resul]
Abdominal aorta FPAF | 0.667 | 0.319 1 True Pa_ss
FNAF | 0.667 | 0.319 0 False Fall
FPAF | 0.667 | 0.319 | 0.400 True Pass

Common carotid || . 112 | 0667 | 0.319 | 0.300 | False Fail

FPAF | 0.667 | 0.319 | 0.273 False Fail
FNAF | 0.667 | 0.319 1 True Pass

Superficial femoral

Table 6.4: Percent statistic P.5) results, testing whether a segmentation of each artery using
ShIRT was as good as five manual segmentatjoissthe expected probability that the value of
the error metric calculated for the ShIRT segmentation compared to theahsegmentations
will be within the range of error metric values for each manual segmentdésted against
each otherp — e is the critical value of the error metricZ is the mean probability of the value
of the metric calculated for the ShIRT segmentation lying within the range oblmssver
metric values. The column with > p — e tests this condition, and the Result column confirms
whether the ShIRT segmentation for each artery dataset is as accurateasf intraobserver
segmentations.
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Figure 6.15: False Negative Area Fractionf{(/V AF') calculated for the five repeatedly seg-
mented scans from three healthy arteries.
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Figure 6.16: False Positive Area Fraction{PAF) calculated for the five repeatedly seg-
mented scans from three healthy arteries.
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6.3.3 Assessing the accuracy of ShIRT on full artery scans

Figures 6.17 to 6.26 show graphs®iN AF andT P AF for the five 3DUS arterial scans de-
scribed in section 6.2.4. For every image of every scan it is possible to cetinggperformance
of ShIRT with the gold standard manual segmentation. Values of each maititroat be cal-
culated for some images. These are shown with dark grey filled barse Bleesr when the
US image is not clear enough to be segmented manually. Table 6.5 summarisefigiines,
giving the meant 95% confidence interval & N AF andT PAF for each 3DUS scan.

For the abdominal aortd, PAF is lowest at the beginning of the abdominal aorta scan (Figure
6.17), reaching a minimum @f78. This corresponds to an area of poorer image quality at this
point in the scan. Values af PAF in the right iliac were lowest of all (down to a mimimum
of 0.6). TN AF was typically higher thal" PAF for the AA, and varies in a similar way to
TPAF (Figure 6.18).

The image numbers in Figures 6.17 and 6.18 increase as the transducerdoevethe body.
This scan was begun with the transducer placed below the sternum waererth was clearly
visible. Imagel is at the beginning of the abdominal aorta. Im&@es at the root of the iliac

bifurcation, and from imagegl onwards the iliac branches are segmented separately.
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Figure 6.17: T PAF for the healthy AA.
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Figure 6.18: TN AF for the healthy AA.
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In the healthy carotid artery, variation in image quality with changing anatomyadieots
TPAF. In the images taken in the common carotid artery (images 0 to 38 in Figure 6.19),
there are two main minima, atimages 6 and 47. The minimum at image 47 is relateddededu
image quality in the carotid bulb, and is confirmed by the lack of a manually seganami&our
nearby. T PAF is smaller in the more clearly defined internal and external carotid artenes. |
the external carotid arter{§; PAF increases distally to the carotid bulb, which is related to the

improved image quality in this are@.NV AF' shows similar trends (Figure 6.20).

The image numbers in Figures 6.19 and 6.20 begin on the neck above thebookkawhere

the common carotid is visible. Image number increases as the transducsrtbwadds the
mandible. Images to 54 contain the common carotid artery and the carotid bulb. From image
55 onwards the internal and external carotids are segmented separatelscdn ends near the

mandible.
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Figure 6.19: T PAF for the healthy CA.
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Figure 6.20: T'N AF for the healthy CA.

The majority of the images in the healthy femoral artery show HighAF’, but have notable
troughs at the beginning and end of the scan (Figure 6.21). Image quaidgused at these
two areas, and especially near the knee where the superficial femergl descends into the
thigh (image 0 is taken near to the top of the thigh; image 160 is feofnem above the knee).
Here it reaches a minimum 6f1. The graph of N AF' (Figure 6.22) shows a similar trend
near the knee (e.g. at image 140) but has a less pronounced trough xR at the top of
the thigh.
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Figure 6.21: T PAF for the healthy FE.
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Figure 6.22: T N AF for the healthy FE.

The diseased carotid artery shows no clear tredd HAF (Figure 6.23). In the internal and

external carotid arterie§, PAF' is lower than in the carotid arter’ N AF’ once again shows

no clear trend (Figure 6.24), but is again higher in the common carotid than iesh@oorly

defined external and internal carotid arteries.

The image numbers in Figures 6.23 and 6.24 begin on the neck above thebooiéawhere

the common carotid is visible. Image number increases as the transducsrnttwacdls the

mandible. Images$ to 71 contain the common carotid artery and the carotid bulb. Im&ges

to 62 contain complex atherosclerotic plaque. Next to the plaque, image qualityusaedh

the carotid bulb, and manual segmentation was not able to determine the lumea @uitiges

64, 65, 69 and70). From imager2 onwards the internal and external carotids are segmented

separately. The scan ends near the mandible.
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Figure 6.23: T PAF for the diseased CA.
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Figure 6.24: TN AF for the diseased CA.
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The scan of the patient femoral artery has a high€AF' than the scan of the healthy vol-
unteer (Figure 6.25). The thickened intima-media layer may have helped witbvmgrthe
segmentation herel’ PAF showed large variations at the centre of the vessel (images 19 to
42), whileT' N AF showed no clear trend (Figure 6.26). The difference in image quality at the

start and end of the vessel is less apparent here than in the healthieeolscan.

Image0 corresponds to the start of the common femoral artery, near to the fehifraiation
at the top of the leg. At imag®0, the femoral artery has begun to descend into the leg to

become the popliteal artery.
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Figure 6.25: TP AF for the patient FE.
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Figure 6.26: T'N AF for the patient FE.
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| Artery [ TNAF | TPAF |

Healthy AA || 0.9940.00 | 0.92+0.02
Healthy CA || 0.99+0.00 | 0.90+0.01
Healthy FE || 0.85+0.03 | 0.9940.00
Diseased CA/| 0.99+0.00 | 0.874+0.02
Patient FE 0.99£0.06 | 0.85+0.03

Table 6.5: MeanT N AF andT PAF for the five full artery segmentations, comparing ShIRT
segmentation to manual segmentation using Analyze. The data presbotedrapresents the
mean value of the metric usedthe 95% confidence interval.

6.4 Discussion

6.4.1 Assessing the precision of ShIRT

ShIRT was less precise than manual segmentation for the carotid arteabdacdhinal aorta
datasets, but more precise for the femoral artery dataset (Table B84ifference in median
precision was not significant for all three arteries, at around 1% &Ak dataset and 2% for
the CA and FE datasets (Table 6.2). This difference can be attributed ttgiydiffering

manually-defined initial segmentations and ROl used for each ShIRT sé&gfinanin practice,
this slight variation in precision implies that ShIRT segmentation can be coadidsrprecise

as manual segmentation.

It is noteworthy that the range of precision values for the carotid artigsdt segmented with
ShIRT (see Figure 6.14) is wider than for the other two arteries. The infegashe carotid

artery scan used here are close to the carotid bulb, where the diametervaisgel increases
and the shape changes. This is indicative of how ShIRT is not as goodrasal segmentation

at responding to changes in vessel size or shape.

6.4.2 Comparing ShIRT to a set of intraobserver segmentatits

ShIRT passes the percent statistic test for one metric for all of the thereear(Table 6.4). For
the CA and AA datasets ShIRT passed B AF test but failed the' N AF test. Conversely,
for the FE dataset, ShIRT passed th&/ AF' test but failed thel’ PAF test. This can be

interpreted as

e For the AA and CA ShIRT consistently identified a shape that is wholly endlbgehe

manually segmented boundary.
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e For the FE ShIRT consistently identified a shape that extended outside theligan

segmented boundary.

This may reflect the quality of the US images found in each artery. AA and C4eseend to

have more clearly defined artery walls, whereas in the FE the wall is legs clea

6.4.3 Assessing the accuracy of ShIRT on full artery scans

From inspection of figures 6.17 to 6.26, th& A F' metric for ShIRT varies according to change
in image quality, which is related to anatomical changes of the scanned artéiedF is
generally lowest in the internal and external carotid arteries and the iliades. TN AF

showed similar correlation for most datasets, and in most cases had avaghestharil’ PAF'.

6.4.4 How appropriate is ShIRT for use with ultrasound data?

Certain characteristics of 3DUS arterial scans caused increases ialtles wfT' N AF and
TPAF for comparing ShIRT with manual segmentation. On images where there isra poo
outline of the artery wall ShIRT was often as good as manual segmentagieirigure 6.27).
Due to the three-dimensional nature of the ShIRT segmentation algorithmggabty images
placed before and after poor-quality images in the sequence of imageshib@ 8can can
affect the segmentation generated on the poor-quality images, allowingigoeatinuity of

the shape of the segmented contour.

In general, to maximise the quality of the output from ShIRT, it is best to splihepartery
where there is significant change in lumen shape or at bifurcations. Thisles sections that
contain disease, which may require great care and multiple segmented sdaticomplex
plague. Each section should be segmented individually, then combinedafisrto produce

a whole artery. The results f@fPAF from comparing manual segmentation to ShIRT seg-
mentation on a patient with carotid artery disease confirms this (Figure 6.23 WA F' is
maintained in the diseased portion of the vessel (images 53 to 66) due to tighiRW seg-
mentation initialised at this point. However this may increase the processing timgtedter

than or equal to the time taken to produce a manual segmentation.

Given that ShIRT was originally designed for use with MRI and CT scdrdsa, it can be

confirmed from the above analysis that ShIRT is also suitable for use witlS3iata. It is as
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(a) The original US image (b) US image plus manually segmented contour. It
is difficult to tell whether the manually segmented
lumen is in the correct place.

(c) US image plus ShIRT segmented contour. The
ShIRT contour was attracted by the more clearly de-
fined structure beneath the lumen.

Figure 6.27: Segmentation of a poor quality image, comparing manual segmentation and
ShIRT.
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precise as manual segmentation (Table 6.2), and the percent statistimsdhfit in most cases
it is as accurate as manual segmentation (Table 6.4). High values 9fNh&eF andT PAF

metrics across most whole artery datasets also confirm this conclusiome$figl7 to 6.26).

6.5 Conclusion

From tests comparing ShIRT to manual segmentation it was found that ShéRitable for use
as a semi-automatic segmentation technique for 3DUS images of the abdomiaarabthe
carotid and femoral arteries. ShIRT segmentations were as precises acdwate as several
manual segmentations made on the same 3DUS arterial datasets. CompdRingdsntterial
scans from various patients and healthy volunteers confirmed high \afitles T PAF and
TNAF metrics for all arteries. The performance of ShIRT was reduced inepaprality

images where it was difficult to identify the lumen.
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Chapter 7
Image-guided flow modelling of
patient-specific artery geometries

7.1 Introduction

In previous chapters, the initial steps of creating an image-guided modejlstgns using
3DUS were described. The development of an image acquisition systeaptéCi8), image
processing to identify the artery lumen (Chapter 6) and methods to redtieatpaovement
artefacts (Chapter 4) were described. The final stage in image-guidgellimg, that of sim-
ulation using a computer model of an artery, is described in this chapterméh®od used
to create the artery model from 3DUS data is described, and results oiflembations using
artery geometries created with this method are given. The artery geometmoed to the
original segmented 3DUS images to assess its realism, and flow simulations asredhom

vivo measurements of flow patterns and wall shear stress (WSS).

Every image-guided modelling system requires some method of creating anradgel from
image data. To this end, several methods have been developed to creatpuaational mesh
from serially scanned medical images [100]. Some methods use a “two-danahserial

reconstruction” technique [101]. This typically includes the following steps

1. The lumen is segmented from each image in the 3DUS dataset. This is essartially
dimensional operation: only the features present in the image are segmwitkealt

considering features in other images.
2. Athree-dimensional surface mesh is constructed from the segmented dutthiees.
3. Avolume mesh is created from the surface mesh. The volume mesh defilesations

of the finite elements used to simulate the flow domain in the lumen.

The method described by Augst et al. [66] is an example of this technigegménhted con-

tours are created manually by fitting an ellipse to the shape of the lumen. Smaepiirexs
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are fitted to the control points of each ellipse on each image, and are theérouseeate a
smoothed surface mesh. A volume mesh is then created manually from theesudah using

a commercially-available meshing package.

Alternative methods of mesh creation that may speed up this process are legs skilled
user input are available. An example of these is the registration-basedyerestation method
developed by Barber et al. [102]. In this chapter, this method is applieegimented 3DUS
data as described in Chapter 6 for healthy and diseased carotid adasy $tie artery models
created using this method are compared to the original segmented 3DUS date$s the
realism of the models. Computational fluid dynamics (CFD) results using thedelsnare
presented. WSS and flow recirculation patterns are compared to expestitd fromin vivo
studies of flow and WSS in diseased arteries [3, 58, 103].

7.2 Methods

7.2.1 Artery geometry creation

The method of creating artery models using the package developed bgrBsrhl.[102] is
described in this section. Before doing so, the term “computational meskdrified in the
context of image-guided modelling, and the challenges facing mesh creaiior8DUS im-

ages are evaluated.

7.2.1.1 Types of computational mesh

Artery geometries for flow simulation are defined using a computational mesklrobthe

shape of the artery. In this context, a computational mesh is a set of imgggpaced points
that represent the shape of a patient artery. There are two typesohmeesioned in this chap-
ter: a surface mesh, and a finite element mesh. A surface mesh repmdgnite boundary of
the artery. Typically, this is saved as a triangulated mesh file in STL (Steragipby) format.

This format is widely used to define three-dimensional surfaces in the Getsnputer-aided
design (CAD) and rapid prototyping. It provides a compact and compégtesentation of
complex shapes. The surface mesh is defined as a set of triangleg thbethree corner
points and a normal to the three points defines the shape and orientatia dfi@agle. Some

lines from an STL file, showing how points and normals are defined fdr gmmngular surface
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element are shown in Figure 7.1.

A finite element mesh represents the volume that defines the interior of the dttisrfilled
with finite elements, each of which defines a portion of the internal volume cfrtbey. Each
finite element may be one of several three-dimensional forms, such ass@isl tetrahedrons.
The location of each finite element is necessary as an input into CFD simulafiovare.
Figure 7.2 compares a finite element mesh to a surface mesh, showing thendifén their

scope.

solid
facet normal 0.021137 -0.756586 0.653552
outer loop

vertex 426.450000 113.647000 -1778.234000
vertex 425.549200 113.066400 -1778.877000
vertex 426.450000 113.081200 -1778.889000
endloop

endfacet
facet normal 0.021137 -0.757079 0.652981
outer loop

vertex 426.450000 112.515400 -1779.545000
vertex 426.450000 113.081200 -1778.889000
vertex 425.549200 113.066400 -1778.877000
endloop

endfacet
facet normal 0.021862 -0.756575 0.653542
outer loop

vertex 426.450000 112.515400 -1779.545000
vertex 425.549200 113.066400 -1778.877000
vertex 425.549200 112.500600 -1779.532000
endloop

endfacet

Figure 7.1: An excerpt from an STL file, showing how triangular elements are defisied
three corner points (each labelled “vertex”) and the normal to the threms.
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(a) A surface mesh created from spatially-registered and segmented lumen
outlines from a healthy volunteer. The black outlines show slices taken
through the mesh, spaced evenly along the artery.

\\\ ;
(b) A closeup of sliced sections taken through the
surface mesh. The slices show that only the outer sur-

face of the mesh is defined in a surface mesh. There
is no internal detail.

(c) A volume mesh created from the surface mesh in Figure (a). Slices
through the mesh are shown outlined in black.

(d) A closeup of sliced sections taken through the
volume mesh. The internal definition of elements is
shown clearly inside each slice.

Figure 7.2: Comparing a surface mesh to a volume mesh. The volume mesh in Figwas(c
created using the surface mesh in Figure (a).
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7.2.1.2 Challenges to mesh creation using 3DUS images

Important challenges to the creation of realistic artery models from any imagauglity are
patient movement and image misregistration. Surface mesh smoothing is ofteto usduce
these effects. CFD simulations of arterial flow typically use data which is gaiteigle timestep
on the cardiac cycle. At this instant in time the artery shape is assumed to béhsamddree
from movement caused by pulsatile blood flow, breathing motion or other pati@vement.
This reflects the shape of arteries cast and measxreiyofrom cadavers [104]. Technigues to
reduce misregistration and smooth the position of segmented contours fedantensional se-
rial reconstruction technique include registering the centrelines of seégtheontours [29] and
applying a surface smoothing technique [105]. Chapters 4 and 5 alsenprgost-processing
steps to reduce patient movement artefacts from pulsatile flow and patieatmmaot; In most
cases these were found to reduce but not eliminate motion artefactssiteto®s a further
smoothing stage after registration and gating to improve the shape of aesoréast. In most
cases the degree of smoothing to apply to an artery mesh requires the judgémeskilled
user [26, 105]. In addition, if a single smoothing is applied to the whole oftenyaphysiolog-
ically significant details such as the shape of complex atherosclerotic ptaaybe removed.
One approach that has been suggested to reduce this effect is to gpgidplesmoothing factor
to all of the model, but allow for a different local smoothing factor to be aggbeegions with

plague [29].

Modelling bifurcations from sequentially-scanned medical images is a latgedi research
[100]. The shape of a bifurcating vessel is dependent on its locatioe artérial tree [106] and
can also vary with age [107] and with head position in the carotid arter{[T0f bifurcation
of the carotid in particular is a site of significant plaque development, so esanghe shape
of the artery mesh here (especially at the flow divider, the curved atba mtersection of the
two branching arteries) could lead to an incorrect understanding of th¢ido of sections of
the patient artery most at risk from disease development or plaqueeuftiurdies on the effect
of small changes in geometry in models of the abdominal aorta confirm thatjesan flow
divider curvature [109] and branching angle [110] have signifieffiects on WSS.

An important limitation of using sequentially-scanned images (such as thasetlim3DUS
system used here) to reconstruct bifurcating vessels is that insuffitiermation on the shape
of the artery bifurcation is given using one set of sequential scans dree direction. When

modelling bifurcating arteries, if images are not closely enough spaced #otndivider, the
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shape of the bifurcation cannot be imaged accurately. This is due to thddeatienal reso-
lution of US scanning, and the fact that during freehand 3DUS scajiniages are often cap-
tured before or after the flow divider, but not precisely at the floviddiv[29]. Several methods
have been used to overcome this problem. Barratt et al. [29] fitted smoaihlings to the re-
gion of the flow divider to improve modelling of this area as part of their two-disianal serial
reconstruction technique. Yim et al. [106] manually adjusted overlapng-automatically
created vessel surfaces to create a bifurcation free from discontmtieber et al. [102] reg-
istered an assumed geometry to segmented two-dimensional lumen contoess. méthods
vary in complexity and the time required to produce a smooth artery modetineeiie effects

of image misregistration and patient movement.

7.2.1.3 Artery mesh creation

Patient-specific artery geometries are created by firstly segmenting the @8BfdSet using
a semi-automatic segmentation technique. Chapter 6 explains this processeghhented
images are loaded into the Stradwin 3DUS program using the code desicribpdendix F,

section F.2 and saved as a Stradwin (.sw and .sxi) file (Figure 7.3a). Gimestation process
is done without reference to the original position of each image in the 3Dt eta so this

step is required to spatially re-register the segmented US images.

The segmented 3DUS dataset is mapped onto a voxel grid using the “Expeis” function

of Stradwin (Figure 7.3b). The voxel mapping function of the Stradwimgram uses a linear
interpolation scheme to fill in the spaces between each US image in the 3DU8tdathis
introduces some interpolation artefacts into the data (as discussed phevio@Ghapter 3).
However, a voxel dataset is the only type that can be used with the meafonrenethod
developed by Barber et al. [102]. Voxels are the standard methocp#senting 3D image
data in most other 3D medical imaging modalities, and their method was originally ddsign

for use with these.

An idealised geometry is then created that approximates to the shape of thegadmetry in
the voxel-mapped 3DUS dataset. Each idealised geometry is made up of sodibjpmodtives
such as cylinders and planes (Figure 7.3c). A different idealised gepmeequired for each

3DUS dataset. However, if a large library of idealised geometries weatedr¢perhaps once
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this method is mature and available more widely) this step may not be reqtired.

Once the idealised geometry has been created, it is reshaped to closehtimeatbhpe of the
artery in the voxel-mapped 3DUS dataset. This 3D mesh registration techsigygdemented

in a MATLAB-compatible executable file and a MATLAB toolbox (The MathWeikc., US.
http://www.themathworks.corft) The reshaped geometry is created in a volume mesh format,
eliminating the need for further volume mesh creation steps. The reshapmeigg is saved as

an ANSYS-compatible mesh file format (ANSYS Inc., US. http://www.ansys.comipiport

into the Fluent CFD package (ANSYS Inc., as abdvelhe stages used in this process are

summarised in Figure 7.4.

!|dealised geometries and technical help with the creation of reshapetbtyézs were provided by Adam Jeays
of the University of Sheffield.

The executable file and MATLAB toolbox were developed by D. C. Ba#pet D. R. Hose at the University of
Sheffield.

3In practice, the ANSYS mesh file could not be imported into Fluent. To woskrad this problem, a surface
mesh was created from the volume mesh using the ANSYS finite elemeat.sbhis was imported into GAMBIT,
the Fluent preprocessor, and used to create a volume mesh
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(a) 3DUS images segmented using the auto-(b) Voxelised segmented 3DUS data. The
matic method described in Chapter 6. This im- dataset in Figure (a) is remapped to a regular
age shows the segmented contours of the lu~voxel grid.

men on each image of the dataset. All images

are spatially registered using position data from

the position sensor.

(c) An idealised mesh is created which roughly corresponds to the dimeraidnshape of
the artery imaged in the 3DUS dataset.

(d) The idealised mesh in Figure (c) is automatically reshaped to match thersteghhemnen
contours in the voxelised 3DUS dataset.

Figure 7.3: Creating a patient-specific artery mesh from 3D US data.
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Segment images

Create idealised

geometry
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Import segmented images
into Stradwin
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Figure 7.4: A schematic diagram showing the processes used in creating a 3D arteigim
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7.2.1.4 Assessing the realism of artery models

Assessing the accuracy of an artery geometry creation method could leebypadmparing
the original segmented contours to the geometry. However, this may not be#témportant
consideration in assessing an artery geometry. The original segmemt&dirsoincorporate
variability from the segmentation process. Patient movement may still influeadedation
and shape of the segmented contours. US imaging artefacts, thougkddgucompounding,

may still affect the shape of the segmented contours in different areas.

Comparison with the original contours is made more complex when assessihgawesated
using the registration-based mesh generation method. The artery mestncpaakage used
displaces the created artery geometry from the position of the voxelisetessgd contours.

No accurate direct comparison is therefore possible.

An additional method of assessing the realism of a computational mesh is to romeshes
generated using this method to 3D scanned meshes of excised carotic dragricadavers.
A study [104] excised and measured the carotid arteries from cadaivpegients who had a
history of arterial disease. The shape of the bifurcation created usngegjistration-based
mesh generation method can be compared to tbgsavomeasurements. This shows the

realism of mesh geometries created from 3DUS images using the registratied-method.

Overall, these factors imply that in the absence of a coherent and rigyfsesunework of assess-
ing the accuracy of a patient-specific artery mesh creation method, onblitatjue approach
can be used to decide whether a physiologically accurate artery meshestedc To qualita-
tively assess the realism of artery models, cross-section slices of therageh are compared
side-by-side with the original segmented 3DUS data to identify areas whecedbs-sectional
shape of the mesh deviates from the shape of the segmented images. Segmagés regis-
tered in 3D are overlaid onto the artery model to assess where the stihparash in 3D space
differs from the shape of the segmented contours. In addition, the sifidpe bifurcation is

compared to bifurcations measured from cadavers to assess the rgahsriturcation shape.

7.2.2 Simulating flow patterns and wall shear stress

The topic of how to simulate blood flow in a computational model of an artery é@sived
wide coverage in the literature [e.g. 62, 100, 111]. However, in-deptisideration of the

merits of different strategies for flow simulation is beyond the scope of tlipteh The flow
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simulation featured here serves to demonstrate the feasibility of using a 8B&&s+ approach

to image-guided modelling.

Simulations of a diseased carotid artery from a patient and a healthy cartelig ftom an
asymptomatic volunteer were created. The carotid artery was simulated inasath lzecause
this is one of the most critical sites for the development of arterial disedseag® that devel-
ops here is most likely to cause a fatal or disabling stroke than that fouriden arteries. The
carotid also bifurcates, leading to more complex flow patterns than stratghiear This also
demonstrates the ability of the mesh generation technique reported herertstract the com-
plex shapes found in a bifurcation. The two carotid simulations are bastt@ @ame datasets
used for segmentation in Chapter 6. The healthy carotid dataset and theadigarotid dataset
are the same as those displayed in Figures 6.9 and 6.10 respectively in §e2#bof Chapter
6.

The blood flow field in each artery mesh was simulated using the Fluent CHagac A
turbulentt — w flow model was used to model the flow. Second-order simulations of blood
flow were carried out for the diseased artery geometry to calculate blgodities and WSS
in the artery model. Womersley profiles [112] were calculated at the inlee@terl 3D ve-
locity inlet boundary condition. Womersley profiles assume a circular intetsesection and
create parabolic flow profiles. These profiles were calculated usinggle-aorrected spec-
tral Doppler US flow measurement from the centreline of the patient aisgngctral Doppler
waveforms were downloaded from the Phillips HDI5000 US scanner ukm#iDI Lab pro-
gram and converted to a velocity waveform. The Doppler acquisition windag/ placed at
the centreline of the artery to measure peak velocity. Each spectral D&ale was taken
from the volunteer during the same scanning session as 3DUS image acquiSiice the
flow field was simulated, visualisations of WSS contours and velocity streamVierescreated

using ParaView (Kitware Inc., NY, USA. http://www.paraview.org).

7.2.2.1 Comparing CFD simulations tan vivo flow measurement

The expected flow patterns and distributions of WSS in an artery haveesxéamsively mea-
sured using accurate models of geometries fanmnivo [103]. Using these results, the realism
of flow patterns and WSS locations in simulations made using an artery geomethyenaa-
sessed. The exact WSS values and velocity values within a specific aréepatient-specific

and geometry-specific, making a like-for-like comparison between flow strontaand results
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reported in the literature impossible. However good qualitative comparigahe tocation of

recirculation zones and areas of high WSS may be made.

To assess the accuracy of artery mesh reconstruction, positionsrotitation and peak WSS
are compared with expected positions from typicabivo results [104] and simulations from
other groups [66]. These studies show that in a healthy carotid artegs af recirculation
are expected to be found in the carotid bulb during peak systole (seeHd)r Disease can
add significant turbulent flow to this area, dependent on the shape pfafhee. WSS would
be expected to peak at the centre of the flow divider, and may also paadast of vulnerable

plaque.
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Internal carotid

| R

Common carotid =" ]

_ External carotid
=

Carotid bulb

(a) The main features of the carotid artery at the bifurcation. The commuotidgleft)
ascends from the aortic arch and supplies blood to the head. At the dautitithe common
carotid enlarges and bifurcates into the internal and external carotidearteThe internal
carotid artery usually has a slightly larger diameter than the external candédy. The
internal carotid supplies the brain, forehead, eyes, nose and theeeméihe external carotid

supplies the neck, scalp and face.
ICA
ECA

CCA

(b) Areas of flow recirculation in the carotid
artery. The arrows show the direction of
flow. The shaded areas show where recircu-
lation zones occur, and by implication where
atherosclerotic disease and oscillating WSS is
most often found.

Figure 7.5: The main features of the carotid artery and areas of flow recirculation.
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7.3 Results

7.3.1 Assessing the realism of artery models

The healthy and diseased carotid artery geometries are considered. ifdupest assess the
realism of an artery mesh, meshes are displayed with the original segmemtedirs from
the 3DUS dataset overlaid. Plan, side and isometric views of the mesh withidventours
are given to review how faithfully the artery mesh resembles the originaheetpd data. The
shape of the bifurcation of each artery mesh is also displayed in detailassae realism of

the bifurcation shape.

7.3.1.1 Assessing the healthy artery mesh

Images of the healthy artery mesh with overlaid segmented contours areydisaFigure
7.6. These images show that there is some deviation between the shape wisttie of the
segmented contours and the mesh shape. This deviation may be due to midregisfrthe
segmented contours. The artery mesh reduces the discontinuities pneberdegmented data

to produce a smoother mesh shape.

The bifurcation is shown in Figures 7.7b and 7.7c. The flow divider hasaothed internal
shape (Figure 7.7c) but the shape of the external carotid artery aifuhegltion (shown at the
top of Figure 7.7b) does not develop smoothly from the rest of the affblre is a sharp join

visible in this image where the ICA is butted on to the rest of the artery.
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(c) Side view

Figure 7.6: The healthy carotid artery mesh compared to the original segmentedwsnto
Comparing the mesh to the original segmented contours shows how the shthe mesh is
different to the original segmented dataset.
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(a) The whole of the surface mesh of the healthy carotid artery geometry.

(b) A closeup of the side of the bifurcation flow divider. The discontinuous lj@itween the
internal (lower branch) and external (upper branch) carotid astatithe carotid bulb creates
the hard line between the two sections of the artery.

(c) The side of the bifurcation flow divider. The mesh is rendered semsjemently to show
the shape of the internal structure of the mesh. A smooth rounded ihtbiaqze is apparent
at the bifurcation.

Figure 7.7: The bifurcation region of the healthy carotid artery mesh.
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7.3.1.2 Assessing the diseased artery mesh

Images of the diseased artery mesh with overlaid segmented contourspagetisin Figure
7.8. For the majority of the mesh, especially in the common carotid, the segmemited rso
are wholly enclosed by the mesh rather than appearing on the surfacaubtblve expected.
The diseased mesh has a large section of diseased plaque near thégoutb7Pb shows US
images of this section with segmented contours drawn on each image. Figashdv@s these
segmented contours registered in 3D space using the position informatiortHeoposition

sensor which was captured at the same time as the images. Comparing thesetorthge
mesh shape at this point is made easier by drawing contours on to theesoifdie mesh to
show how its shape develops in 3D (Figure 7.10). This reveals that thasdidesection is
largely smoothed out by the mesh. For comparison, a mesh was created in awayita that

used by Barratt et al. [29] using the method described in Appendix DtocQehdrawn onto
the surface of this mesh confirm that this method more faithfully models the shapmplex

disease (Figure 7.11).

The bifurcation shape of the diseased artery mesh is shown in Figure IA. 112 same way
as the healthy carotid mesh, the bifurcation internal shape is smooth buttéresbape of the
mesh shows discontinuities where the branching internal and exteroécarteries develop
from the carotid bulb. A sharp dividing line is visible at the bifurcation (Fegdrl2b) which

will have the effect of increasing WSS results in this region.

149



Image-guided flow modelling of patient-specific artery geometries

——

(a) Isometric view
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(c) Side view

Figure 7.8: The diseased carotid artery mesh compared to the original segmentéolucs.
Comparing the mesh to the original segmented contours shows how the shthe mesh is
different to the original segmented dataset.
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(a) The segmented contours at the diseased portion of the carotid artenstercted in 3D
space. The black contours are at the throat of the stenosis. Greyicoate from the healthier
sections of the vessel before and after the stenosis.

(b) US images of the diseased portion of the carotid artery.

Figure 7.9: Segmented contours of disease shown with US images for the diseastd car
artery.
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(a) An isometric view of the diseased portion. (b) A view from above the diseased portion.

(c) A view from the side of the diseased portion.

Figure 7.10: A closeup of the diseased portion of an artery geometry created usingthe
method. Contours are drawn on to the surface to demonstrate how theegggochanges
through the diseased area.
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,’ L
(a) An isometric view of the diseased portion. (b) A view from above the diseased portion.

(c) A view from the side of the diseased portion.

Figure 7.11: A closeup of the diseased portion of an artery geometry created usingithe
method. Contours are drawn on to the surface to demonstrate how theegggorhanges
through the diseased area.
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(a) The whole of the surface mesh of the diseased carotid artery geometry.

A
(b) A closeup of the side of the bifurcation flow divider. A sharp dividing lingoiesent
between the two branches of the artery.

(c) A closeup of the side of the bifurcation flow divider.

Figure 7.12: The bifurcation region of the diseased carotid artery mesh.
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7.3.2 Simulating flow patterns and wall shear stress

Flow simulations using Fluehtcan confirm whether flow patterns and WSS contours in the
artery geometries resemble those foimaivo. For both arteries, simulation results are shown

at peak systole where flow is fully developed and WSS is at its peak.

7.3.2.1 Healthy artery simulations

Figure 7.13 shows a closeup view of the carotid bulb of the healthy cardgdyaimula-
tion. Streamlines of flow are shown. The results are shown at peak systoéd occurred at
t = 0.07s. Turbulent streamlines are shown to fill the carotid bulb region, with low Vgioc

recirculation regions shown at either side coloured in varying shadds®f

To show the development of flow along the whole artery geometry, velocifilgs along
the artery are displayed in Figure 7.14. Peak velocities are shown alowgrireline of the
common carotid leading up to the bulb. At the bulb, the flow splits and recirculesioges the
asymmetric plot found here. Higher velocities are then found in the inteanatid branch (on

the left of the image) than in the external carotid.

A closeup of the carotid bulb, showing the location of peak WSS, is showiginé-7.15. WSS
peaks at the flow divider, a result that is similar to that seen in other flow diimulstudies and
in vivo. The highly localised peak WSS value shown at this point is an effect ofttagps

division between the internal and external carotid arteries found in tiaéisdd geometry.

4CFD simulations using Fluent were performed by William J. Easson and Willidree and visualised by the
author.
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Velocity (m/s)

!1.87

1.40

0.94

0.47

0.00

Figure 7.13: Flow streamlines in the healthy carotid artery mesh. Streamlines are caloure
by velocity (m/s) and are shown at peak systole: (0.07s). The internal and external carotid
arteries are at the top left and right of the image respectively.
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Velocity (m/s)
1.73

1.30

0.86

0.43

0.00

Figure 7.14: Velocity profiles in the healthy carotid artery mesh. Velocity profiles areuretb
by velocity (m/s) as shown in the colour bar and are shown at peak systeld).07s). The
internal and external carotid arteries are at the top left and right of thegmeespectively.
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WSS (Pa)

-122.93

95.61

i68.29

40.98

13.66

Figure 7.15: Contours of high WSS in the healthy carotid artery mesh. Peak valuesiard fo
near the flow divider. WSS contours are shown at peak systelé)(07s)
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7.3.2.2 Diseased artery simulations

Figure 7.16 shows streamlines coloured by velocity in the bulb of the diseasetid artery.
A large recirculation zone is apparent on the left of the image at the begiofite external
carotid artery. Flow accelerates through the narrowed region distal wighased portion of

the artery inferior to the bulb.

Recirculation in the diseased artery is also demonstrated by the velocity plofii@ Figure
7.17. The flow is most disturbed at the flow divider between the internakatetnal carotid
arteries. However, the disease shown in Figure 7.9a has been smootliedhisimesh, and

has little effect on the flow other than to moderately increase the flow veloaigy he

The smoothed diseased portion of the artery is shown to have little effectSf WFigure
7.18. WSS is increased slightly in the diseased portion, but appears ner tiigin in the
internal and external carotid arteries (all shown shaded in blue, witesatiWSS ranging
from 12 to 15 Pa). WSS, in a similar way to the healthy artery, peaks at the flow divider. This

corresponds to the sharp division between the two branching artethgs point.
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Velocity (m/s)
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Figure 7.16: Flow streamlines in the diseased carotid artery mesh. The internal cardgdya

is the branch at the left of the image. Streamlines are coloured by velodiy &md are shown
at peak systolet(= 0.07s). The internal and external carotid arteries are at the top right and
left of the image respectively.
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Velocity (m/s)
0.90

0.00

Figure 7.17: Velocity profiles in the diseased carotid artery mesh. The internal carotéha
branch appears at the top right and the external carotid at the top lefteittage. Ten velocity
profiles are mapped along the mesh. Velocity profiles are colouredbgitye(m/s) with values
as shown in the colour bar and are shown at peak systcote@.07s). The internal and external
carotid arteries are at the top left and right of the image respectively.
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Figure 7.18: Contours of high WSS in the diseaed carotid artery mesh. Peak valuésuse
near the flow divider. WSS contours are shown at peak systete0(07s). The internal and
external carotid arteries are at the top right and left of the image respelgtiv
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7.4 Discussion

Simulations of flow in healthy and diseased carotid artery meshes using aatgisbased
mesh creation technique gave results for WSS and flow velocity in the expesstge for
healthy and diseased patients. However the distributions of WSS in eachwassieavily

dependent on the mesh creation process.

In both healthy and diseased meshes, WSS peaked at the flow dividetis Typically what
happensn vivo [104]. However, these coincided with the sharp divisions between tieenst
and internal carotid arteries on both geometries. A smooth transition, witharg dividing
lines, is more typically found in real arteries. To more accurately simulate \#8Shape of

the bifurcation at this point needs to be more physiologically realistic.

Recirculation zones were found in the carotid bulb in both arteries, anfttaefeature shown
in vivo. However, in the diseased artery mesh, the large irregular plaque fooranal to
the carotid bulb would be expected to have more effect on the flow enternguth. The
registration-based method did not accurately simulate the shape of the piathig region,
leading to unexpectedly smooth flow into the carotid bulb in the diseased redianesh
created using the method described in appendix D created a diseasedwébiplague that
was more similar to the original segmented images, at the expense of requitiagime and
expertise to create the mesh. The registration-based mesh generation mathioel improved
using a hybrid approach. This would use a two-dimensional serial secmtion approach (like
that described in Appendix D) to create regions of complex plaque, coohhiitle registration
of an assumed geometry for healthier regions of the artery. Howevgbrallapproach would

increase the complexity of the mesh generation process.

The registration-based technique was found to give acceptable flow sionuisults for healthy
arteries except at the flow divider. It did not model diseased portiomeaity, smoothing out
complex disease. This implies that, as a method of creating artery meshesOtd&data in

diseased arteries, further development work is required. The registizased method may
decrease the time taken to create artery meshes given more accurateddealisds and a

more sensitive method of modelling complex disease.
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7.5 Conclusion

Artery meshes were created for CFD simulation using a registration-bagetkstation and
mesh generation method. The shape of bifurcating vessels and a diseestd artery were
compared with the original 3DUS images and expected bifurcation flow dg/fdem arteries
in vivo. Simulation results were compared withvivo results of flow patterns and regions of
peak wall shear stress. The shape of the flow divider in healthy anaksdidartery meshes was
found to have sharp discontinuities which affected the distributions of Wwalisstress at this
point. Complex plagque in a diseased artery mesh was smoothed out, giviegtly geduced
effect on flow recirculation in the carotid bulb. Further development of ¢igéstration-based
mesh generation method is required to more accurately model bifurcatinigeead diseased

plagues.
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Chapter 8

Evaluation of arterial wall motion
software as a validation tool for
moving-wall arterial simulations

8.1 Introduction

Once a patient-specific artery mesh has been created from 3DUS datthaal raemeasuring
the properties of blood flow and the arterial wall is required to develop mgowiall artery
simulations. For flow simulation, angle-corrected spectral Doppler U j$a@pically used
to give a velocity profile on the centreline of the inlet and outlet(s) of anialt®egment. For
moving wall simulations, a pressure boundary condition [111] is also redjuihich can be
measured using US tonometry, which uses a small US transducer to measprestsure wave
in an artery. Additional information on the stiffness of the artery wall can als used to
develop more realistic simulations with inhomogeneous wall properties. Insdideateries
the mechanical properties of diseased plaque and regions with intimal timgkene different
to healthy arteries [113]. The mechanical properties of the artery walleisetihegions may
be estimated by measuring the motion of the arterial wall [114]. The measurtsahrodthe

artery wall may also be used to validate moving wall arterial simulations.

A variety of different methods of measuring arterial wall motion (AWM) udistg are reported
in the literature. These include M-mode imaging [115], video frame analy8isobde images
[116], techniques using radio-frequency (RF) signal procesdihg,[118], and Tissue Doppler
Imaging (TDI) [114, 119]. In common with alh-vivo measurement techniques, it is common
practice to assess the accuracy of a technique usiimyétro approach. This is a vital step in
the assessment of an AWM measurement method. Many of these techmgfles phantoms

are reviewed in [120].

Mechanically controlled methods of creating wall motion in a phantom are me$tlusr

determining accuracy and precision of a wall motion measurement technfgaentrolled
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method creates well-defined wall movements free from the inherent umtgé using flow
phantoms to produce a controlled wall displacement. Cylindrical flow phardoensiore sim-
ilar to an artery than a single moving wall. However flow phantoms do not difect control
of the motion of the wall. Only flow can be directly controlled. To establish theraoy and
precision of wall motion measurement, a wall motion phantom capable of simulatragsa
verse view through an artery was developed. Bonnefous et al.[E8] asimilar technique
for the assessment of a TDI-based method for estimating the wall distenai@iosm. They
used a computer-controlled motor in a water bath to move a single flat planeystojuyi-
cally realistic wall motion displacement waveform was used to move the plard. fEported
results covered only one physiological waveform and did not assessfféct of changes in
wall velocity on the measurement accuracy of the TDI-based method. Téeshdescribes
a more rigorous treatment of the TDI-based method, providing a fulleacteisation of its

performance than previous published studies.

This chapter describes the design, construction and accuracyrassess the wall motion
phantom. An assessment of a TDI-based method for estimating the disterssiefomn [121]
is presented, finding the minimum resolvable displacement of the method antfetieoé
changing velocity on its accuracy. The suitability of this TDI-based method/dbdating

moving wall arterial simulations is discussed.

8.2 Wall motion phantom design

8.2.1 Wall motion phantom assembly

The wall motion phantom is designed to resemble a transverse view of a ssailon of
artery. Two flat tissue mimicking material (TMM) layers made from an agartisol 93]
resting in a water bath simulate the top and bottom walls of an artery. The top fimfldgust
below the US transducer using two wire supports that rest on the top éttgeweater bath (see
Figure 8.1). The lower surface is precisely controlled using a stepper maten Unislide

linear table (LG Motion Ltd., Hampshire, UK. http://www.|lg-motion.co.uk).

While it is recognised thah-vivo both walls are moving and both may be used to obtain wall
motion measurements, the design of a phantom in which both walls move would lee mor
challenging and expensive. In this study a single-moving wall was ustnisasmplified both

the complexity of the design and decreased cost to acceptable leveltidsthat one moving
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wall is the minimum required to provide a valid displacement signal for TDetagall motion
measurements [16]. The linear table has two support arms that rest intirebath and hold
a sandwich of a rigid aluminium frame, a layer of TMM, a layer of acoustiodisg foam,
and a layer of aluminium plate. This assembly provides rigidity and a flatcutéathe TMM
layer. Using TMM layers provides a similar level of backscatter and textueetery tissue,
providing a realistic test of the TDI-based wall motion method. All motion experimased a
water plus 9% glycerol solution to set the speed of sound in the water bEi#Gan - s~1. This

is different to the speed of sound in blodd {0 m - s—1) [122], giving a possible measurement

error of2 % in the reported results for the wall motion measurements reported here.
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Linear table

US transducer

Water bath

TMM layers

(b)

Figure 8.1: The wall motion test phantom. Figure 8.1a shows the entire wall motion tdst too
assembly. The US transducer is held in place using a clamp stand. Botk a#y€EMM are
shown in Figure 8.1b. The upper layer is fixed in place just below the traresdising a wire
frame. The lower layer is held on to the moving paddle attached to the linearusinig rubber

bands.
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8.2.2 Wall position

The separation of the two artery walls was set tam. This is similar to that found in a healthy
carotid artery. The upper wall was positionEgimm below the lower edge of the transducer.
The depth of the artery could be increased by using a thicker upperday&tM and lowering

it using the wire supports. Maximum lower wall displacement is limited by the 40 mak pe
travel of the linear table. Due to the thickness of the lower wall assembly ambgition of the
upper TMM layer, peak usable displacement is limited to 32 mm. Maximum artery thame
is 12 mm, which allows the simulation of larger peripheral arteries. Figure 8.2 shadyygical

image with the TDI colour box positioned over the two TMM layers.
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Figure 8.2: A US image of the test phantom walls. The colour box is placed over thetdtsig
part of the lower wall.

8.2.3 Generating wall motion waveforms

The lower artery wall is controlled by a Parker (Parker Hannifin CorpipQUSA) L25i In-
telligent Stepper Motor Controller via a PC running EASITools, a terminal featerfor the
L25i controller. Displacement of the lower wall is defined using a custoitiemrLabVIEW
(National Instruments Corp., Texas, USA) program (see Appendix)F8s3ng this program,
the user may choose from a variety of preset displacement waveforghesvelop their own
custom waveform. The program plots the predicted displacement of the \eadleand allows
the user to download the EASITools program for that movement. The asethen load the
EASITools program into the on-board memaory of the L25i controller andentlog lower wall.
The physiological wall motion waveforms used for this work had a cycletteofjl .2 s, which
is similar to that found in a healthy carotid artery. However the waveforneiggion program
is not limited to this cycle length: the user can create shorter or longer wavetorsimulate
the motion of whichever artery is desired. Permitted movement velocity of the lealecan

be between 0.05 and 250m /s with accelerations ranging from 0.5 to 5220 - s~2.
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8.2.4 Removal of stepper motor interference
There were three sources of noise that caused interference to walhmogiasurements that
were identified in our system:

¢ Noise from the switching of the coils in the stepper motor was transmitted to the lower

wall.

¢ Vibrations from the movement of the motor were transmitted to the transdudegcas
Figure 8.3 shows how these sources of noise affected the recordledatian. These sources
of noise were remedied using the following techniques:

e Acoustic absorbing foam was applied to the lower moving layer of the tool.

e The US transducer was isolated from the rest of the system by mountingaictzmp

stand resting on acoustic absorbing foam.

e The water bath was grounded to remove electrical interference frontejbees motor.

Figure 8.4 shows the effect of these noise suppression methods owcdhaee wall motion.
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Figure 8.3: The effect of stepper motor noise on recorded AWM displacementsvaMedorm

in Figure 8.3a is ar00 um peak displacement physiological wall motion waveform. This was
used to move the stepper motor repeatedly withsac gap between waveforms. Electrical
grounding for the stepper motor was not used, and vibration reducing f@as not applied

to the lower arm of the test phantom. The recorded results (Figure 88 she effect of
mechanical and electrical noise. Peak recorded displacement wasidd; less than the peak
sent displacement; negative displacements were recorded; and tpe siidhe waveform is
lost after the initial peak displacement.
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Figure 8.4: Stepper motor noise has been removed from this set of resultsi0Then peak
displacement physiological wall motion waveform in Figure 8.4a was usetbte the lower
wall. The recorded displacements from the wall motion software (Figure) 8w faithful

reproduction of the shape of the waveform.
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8.2.5 Assessment of wall motion phantom accuracy

A laser vibrometer (Polytec GmbH, Waldbronn, Germany) was used tosabsggositional ac-
curacy of the test phantom. The resolution of the laserGis,m and its positional accuracy
was0.0032 pm. The resolution of the laser refers to the minimum measurable displacement of
the laser vibrometry equipment. This means that movements of the wall motion egbph

as small ag).32um could be measured using this equipment. The AWM test phantom was
set up with no water in the water bath, no upper TMM layer and without the &l&ducer.

The laser spot was directed onto the flat upper surface of the loweratvaii angle oH0°.
Displacements from a00 pm peak displacement physiological waveform aridhé ym peak
displacement waveform were measured and compared to calculate thacyooiithe system.
Five measurements using each waveform were recorded and theipglaiceiment of the sent
waveform was compared to the mean of the peak displacements of five sstasdired wave-
forms. The difference in the mean peak displacement of these waveformmaced to the sent

waveform gives the positional accuracy of the test phantom.

8.2.6 TDI-based wall motion software assessment

To illustrate the use of the wall motion phantom, a TDI-based method for estimateg a
rial wall motion was analysed [16]. TDI is used in a similar way to Colour Dappl§ for
blood flow. The colour box is placed over the artery, encompassingtaphboth upper and
lower walls. Instead of displaying colour blood flow in the lumen, colouredlpirepresenting
wall motion are superimposed on the artery wall. The TDI technique waswiieé Philips
HDI5000 US scanner and the L12-5 38mm linear array transduceroBjpseof TDI data were
recorded on the US scanner and downloaded to PC via an ethernetacatikrial wall motion
software for offline analysis. Each cineloop was captured with identicahina settings (see
Table 8.1) save for velocity setting which was sebté or 0.6 cm/s depending on the peak

velocity of the lower wall.

Displacement and strain rate can then be calculated and saved as alspetdite for further
analysis. The wall motion phantom was used to assess the following keyetara of the

TDI-based technique:

e Measurement accuracy using a range of physiological wall motions

e Minimum resolvable displacement

174



Evaluation of arterial wall motion software

m

| Parameter | Setting |
Probe L12-5 38mm linear array
Frequency 7 MHz
Sensitivity Medium
Line density A
Dynamic Motion Differentiator (DMD)|| Off
Colour gain Saturated $85 %)
Velocity Scale Dependent on peak velocity of wall motion wavefol
2D gain Minimum for clear wall definition
Frame Rate Optimisation (FRO) Maximum
Time Gain Control (TGC) Mid Range
Colour box size 0.75 x 1.3 cm

Table 8.1: US machine settings for use with TDI. The same settings were used with each

acquisition for consistency.

e Change in accuracy with change in wall velocity

8.2.6.1 Measurement accuracy using a range of physiological wall nohs

To assess the accuracy of the TDI wall motion software, a series ofigghyeiological wall

motion waveforms were created (see Figure 8.5.) Peak displacements fvaried89 to

85 pm. The wall motion phantom was assembled, and the lower wall was moved w@gihg e

waveform. Five measurements of each movement waveform were esg;osith each mea-

surement covering three complete wall motion movements. This fills the US sdaunifer

completely, and allows for the software misregistering some of the movemerapelk dis-

placement was recorded from the recorded waveform which besnhi#ed the actual move-

ment waveform of the wall. This was then compared to the actual peak disptsat of the

lower wall. From the five peaks, the mean error and % confidence interval of the er-

ror were calculated. The velocity setting of the US scanner was gkt tan/s for the 100

to 400 um waveforms since the highest velocity in these movementswa@st cm/s. The

velocity setting for thé00 to 700 um peak displacement waveforms wae cm/s
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Figure 8.5: Seven physiological AWM displacement waveforms ranging from 100tpm0
peak displacement.

8.2.6.2 Minimum resolvable displacement

Determining the minimum resolvable displacemety;;() of the TDI wall motion software
shows how useful the software is for measuring fine displacements. on&tant-velocity
waveforms were created (Figure 8.6 and 8.7). Each waveform wdsaiseove the wall mo-
tion phantom. The displacement of the wall was recorded in a similar way to ytsgojfiigical
waveform experiments. The height of each peak was measured frdmeshdata provided by
the TDI software. The velocity setting of the US scanner was setétom /sfor both wave-
forms. Measured peak displacements were recorded and analysetbes brhe minimum

resolvable displacement was found to be at the point of lowest positiorunesasnt error.
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Figure 8.6: The first constant velocity and variable displacement waveform usestéonine
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Figure 8.7: The second constant velocity and variable displacement waveforntasieter-
mined.;;. Peak displacements are 25, 22.5, 20, 17.5, 15 and 2.5
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8.2.6.3 Change in accuracy with change in wall velocity

The velocity of the artery wall can vary significantly within one cardiac cykle to the pul-
satile nature of blood flow. Wall motion software must therefore respoadrately to a large
range of velocities. The effect of changing velocity on wall motion disptea# error was
calculated by using two variable velocity but constant displacement wamef@igures 8.8 and
8.9). These were used to move the wall motion phantom in a similar way to the earigant
velocity waveforms. Peak displacements were measured and errorla@gis for each peak

movement. The velocity setting of the US scanner was s&ttom /s for both waveforms.
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Figure 8.8: The first constant displacement and variable velocity waveform useddahfe
effect of changing velocity on accuracy. The velocities of the four pmak8.6, 1.2 and 2.4
mm/s.
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Figure 8.9: The second constant displacement and variable velocity waveforniawged the
effect of changing velocity on accuracy. The velocities of the four pmaks.2, 1.5, 1.8, 2.1
and 2.4mm/s.

8.3 Results

8.3.1 Wall motion phantom accuracy

Using the laser vibrometer as described above, positional accurac{rwas2) um for the
300 pm peak waveform anB6 + 2) um for the700 pm peak waveform. Positional accuracy
refers to the ability of the wall motion phantom to reproduce a wall motion wanefd-or
example a positional accuracy #pm means that the peak displacement of the phantom will

be within36,m of the waveform used to control the movement.

8.3.2 Measurement accuracy using a range of physiological Wanotions

Error in recorded wall motion from the TDI-based method is displayed inrEigul0. Error
bars show th&@5% confidence interval above and below the calculated error for eacheof th
seven physiological waveforms. Error is consistently bel@# for the 300 to 700 ym peak
displacement waveforms. These error values range fbtn2)% for the 300 pm waveform

to (8 £ 2)% for the 700 pm waveform. Measurement error increases fra+ 10)% for the

200 pum waveform up to a peak dB9 + 14)% for the 100 pm waveform.
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Figure 8.10: Error as a function of displacement for the seven physiological wall metvre-
forms.

8.3.3 Minimum resolvable displacement

Figure 8.11 shows the error in the recorded constant velocity displatenieme waveforms
with peak displacements @b and22.5 um both have errors of arourtb%. Beyond22.5 pm,
error increases to a maximum @l + 65)% at12.5 pm.
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Figure 8.11: Accuracy of measured displacement from the two constant velocityaaizdbhe
displacement waveforms shown in figures 8.6 and 8.7.

8.3.4 Change in accuracy with change in wall velocity

Changes in motion velocity induce changes in the accuracy of the recaalechotion (see
Figure 8.12.) For th&50 um waveforms measured at different velocities, measurement error

was consistently arourt) % for velocities froml.2 to 2.1 mm/s, and increased t39 + 23)%
at2.4 mm/s.
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Figure 8.12: Accuracy of measured displacement from the two constant displatemén
variable velocity waveforms shown in figures 8.8 and 8.9

8.4 Discussion

8.4.1 Assessment of wall motion test phantom

The arterial wall motion test phantom simulates a transverse slice throughighstartery
when imaged with US. It has a positional accuracg®f:m, which is less than 0.25 pixels at
the 3.9 cm/s depth setting on the 12 MHz linear array used for these experiments. Sice th
phantom does not simulate a cross-sectional view of an artery, it is im@bksufor arterial wall
motion measurement methods that rely on measuring change in diameter of-a@ctien of
an artery. However, it is suitable for other techniques (like the TDI-dbasethod described)
that require two clearly defined walls. Controlling the test phantom reqaoe® specialist
knowledge of the terminal commands for the stepper motor controller. Thphastom uses
layers of agar-based TMM created in our laboratory. Howeverthafshelf materials such as
Zerdine (Computerized Imaging Reference Systems, Inc., Norfolk, V@&glnSA) could be
used instead. Nonetheless, the test phantom is a useful tool for thet&ccalibration of US

arterial wall motion techniques that require two parallel lumen walls.

In principle a vessel phantom could be used as a calibration device pdothdt the motion

of the wall was accurately known. Bergel [123] measured the Youngdulus of arteries by
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distending the arteries under pressure and measuring the change idiaoteter. The change
in inner diameter was calculated from the outer diameter and the known volutine afterial
wall. It was assumed that this did not change during the distension. Thetdraragation was
measured by illuminating the artery with a light source and using a photomultipktiqreed
behind the vessel to monitor the light. Alterations in the detected light brightnesdinearly
related to diameter, though there is no indication of measurement accuracy papler. In
principle a laser based technique could be used to monitor the position oftdrea@ll of the
vessel. The wall motion phantom described in this chapter used a reflesitioped on the
moving surface to reflect the laser light, so provided that a reflector egiigned on the wall
of the vessel, the technique described in [123] might work. The wall motianfjom described
in this chapter has the advantage over the use of a vessel phantom iretipatsttion of the
moving plate can be precisely controlled, something which is difficult to achieaevessel
phantom [70].

Forces experienced by the moving wall of the phantom and the two armsuibyadrs it will

be different in the water and glycerol solution than in air. The laser vibtenmeasurements
were made in air because reflection from the solution/air surface, attdrgzgand diffraction
effects in the solution would prevent accurate measurement of the movihghaeger drag
forces on the moving wall, coupled to the additional weight of the TMM layeyld produce

a larger bending force on the support arms and the moving wall than in dinité element
simulation (ANSYS, Pennsylvania, USA.) confirmed that these effectsupsatia negligible
deflection & 0.001um) of the support arms and the moving wall. The greater forces on the
wall have no significant effect on the motion of the stepper motor. When #tkdn the motor

is greater, the current is increased to compensate and the displacemainisréhe same.

8.4.2 Assessment of wall motion software

The TDI-based technique was compared to the lumen diameter over time (LiD&Epon in

the HDI Lab software [124, 125]. This technique creates a virtual Menothge by choosing
one scan line of data from each dataset and thresholding the scan linkate the artery wall.
The relative height of the wall from each image is plotted and then compatbé tneasure-
ment using the TDI-based technique (Figure 8.13). Effects similar to tie&trsbccurred in
approximatelyl0% of recorded datasets. The source of this variation is difficult to determine.

It may be due to data transmission and encoding errors from the US s¢thaheause errors in

183



Evaluation of arterial wall motion software

wall motion data but not in B-mode data. It may also be caused by a progranemaorgn the
experimental wall motion software used in this study. Full investigation of thiissuld be
required by the developers of the wall motion software to find its sourgaraletice, it suggests
that the wall motion waveforms recorded by this TDI-based wall motion tedemequire care-
ful analysis to ensure their validity. This could most easily be done usingnpa&ason with

the LDOT function as reported here.

Using constant velocity waveforms to move the phantom and calcdlate the minimum
resolvable displacement (as in Figure 8.7), an errof26f+ 4)% was found for &2.5 um
peak displacement. However, using@ pm physiological waveform to move the phantom
resulted in an error of39 + 14)%. The TDI-based wall motion technique also demonstrated
variability in error with changes in wall motion velocity. Wall motions with velocitiesager
than 1.8 mm/s experience errors greater théd + 1)%. The large and variable positional
error associated with AWM measurements using the TDI-based techniqueditiyaliét would
not be suitable for validating moving wall arterial simulations. The suitability oéothS-
based techniques for AWM measurements may be easily assessed with timeotiafi test
phantom described here. For methods of AWM measurement developetlia this device
can easily be used to provide an assessment of the accuracy ancbédipgaf the method.
The use of this test phantom with some of the other methods mentioned in the |lgesatlr
as an M-mode technique [115] or a technique based on signal prage$$ti data [117, 118]
would show the potential of these rival techniques for providing atewaidation of moving

wall arterial simulations.
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Figure 8.13: Figure 8.13a shows a normal recorded wall motion result using the Fd3ed
wall motion technique. The TDI displacement result (solid line) is contpaith the displace-
ment recorded using the HDI Lab Lumen Diameter Over Time (LDOT) tdolwever up to
10 % of our recorded datasets delivered incorrectly read wall motionl@igment results (see
Figure 8.13b). This comparison with LDOT using the same data confirnigttbavariation
was not due to uncontrolled motion of the test phantom moving wall.
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8.4.3 Conclusion

The suitability of the use of arterial wall motion measurements from a TDIebA®&M mea-
surement technique to validate moving wall arterial simulations was assesagdwvall mo-
tion test phantom. The test phantom has a positional accura@gaf 2) ym. It simulates a
transverse slice through a straight artery, and reproduces phyisalldisplacements, veloci-
ties and accelerations. Typical displacement errors measured by thisopeelvaried between
10 and20%, and increased with decreasing wall displacement and increasing Vealitye The
TDI-based technique was rejected as a tool for validating moving-wallyasteulations due

to its high variability and low accuracy.
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Chapter 9
Critically evaluating the 3D ultrasound

system for image-guided modelling

9.1 Introduction

In earlier chapters, the development of a system for image-guided mod@iGig) using
3DUS was described. This system was developed to provide a diagngsttiensfor arterial
disease in symptomatic patients. Other systems have also been developid thatcaurately

image and model diseased arteries.

This chapter assesses the IGM system developed in this thesis, comparpegfiirmance of
important system components with other IGM systems presented in the literhtewvaluates
the ability of the 3DUS imaging system to image healthy and diseased arterieabilibeto
create an accurate computational mesh model of healthy and diseasied &éstaiso evaluated.
These evaluations will contribute to the understanding of 3DUS-baseddyak¢ms, and will

help to identify areas of development that hinder their adoption into routiniealliipractice.

9.2 Comparisons with other IGM work

IGM in the literature has received considerable attention [65]. Principalas that have used
IGM techniques with 3DUS to simulate the arterial system include the group ledubgt X
Imperial College in the UK [e.g. 111], the group at Robarts Researtituites London, Ontario,
Canada led by Fenster, Holdsworth and Steinman [e.g. 63] and the T@erdar in Rotterdam,
NL, led by Slager [69]. The group led by Slager has concentrated &hitGthe coronary
artery using IVUS, which is not directly comparable to theravasculatUS system described
in this thesis. The process of capturing 3D coronary artery images usimg¥YUS has many
different challenges to the extravascular 3DUS system developed indhis tfiRecent work by
the group led by Fenster has concentrated on the use of 3DUS to studg ptagphology [45];
its IGM work has mainly been concerned with the use of MRI images to cretiepapecific

artery geometries.
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This section evaluates the work of the two groups mentioned above that$ed&D extravas-
cular US. The 3DUS acquisition system for IGM presented in this thesis isa@aipo similar

systems used by the Fenster and Xu groups. Methods of creating paigerfiesartery geome-
tries and segmenting B-mode arterial US images will be compared. Finally, sinmslatsing

different CFD packages based on US data will be compared. To avofdsion between the
works cited from different groups, Table 9.1 lists the papers that &eereced in this chapter.
Works published which refer to different methods used by each grfiap do not feature the

group leader’s name in the author list. This table clarifies which works weruped by each

group.

| Group | Function | References ||
Xu (Imperial 3DUS acqu_isition system [39, 92]
College, UK) Segmentation and mesh generatijori26, 29, 66]
' CFD simulations [66, 67, 78]
Fenster (Robarts, | 3DUS acquisition system [28, 45]
Canada) Segmentation and mesh generatijori28, 126, 127]

Table 9.1: Published works by the two image-guided modelling groups that haveersagas-
cular 3D US.

9.2.1 3DUS acquisition system

The specification of a 3DUS imaging system is partly dependent on the hidtdeieclopment
of US machines and positioning systems. It is also dependent on the availabéiyipment
and budget constraints. The Philips HDI5000 US scanner used bgtBatral.[92] is an older
version of the scanner used in this thesis (see Chapter 3). The sceaoein the system de-
scribed in this thesis features newer imaging technologies such as SondCiRa&s. These
features mean that the accuracy of 3DUS segmentation can be incregstdtbde improved
image quality they provide. Landry et al. [45] also made use of these imghionaging tech-

nologies to clearly define plaque boundaries using their 3DUS system.

The position sensor used by a 3DUS system also governs the overalhegof the system.
The magnetic tracking system developed by Barratt et al. [92] featuoggea positional accu-
racy than the optical system used here. The magnetic system is alsodffechetal objects in
the tracking volume of the sensor, which was reduced (but not eliminayeadibg a wooden
bed for the patient. A more accurate system was used by Landry etlalTHE&r mechanically-

controlled system was used to image carotid plaque in diseased patientsystais fias po-
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tentially higher accuracy than the optical position sensor reported e €fsapter 3), but only
has a limited scanning range. Longer artery scans would require kaequésitions plus a reg-
istration step to provide a full-length scan. The freehand optical systegepted here avoids
this problem (see Chapter 1, section 1.4.3 for more on this issue).

The spacing between arterial images captured using a 3DUS system bffiscaron the res-
olution of artery geometries. Large spacings between images will miss outtampchanges
in vessel morphology; scanning with very close spacings increasesuthttom of the scan,
with implications for patient comfort and clinical utility. Freehand systems (sisctihat pre-
sented in this thesis, and that developed by Barratt et al. [92]) havbesaudée control over
the spacing of images. The motorised system developed by Landry ebphdd the highest
spatial resolution, with the associated disadvantage of a limited maximum scaemgtiy. A

method for specifying a theoretical optimal slice spacing was developedry &t al. [128].

This is only of practical significance for a motorised system. Freehartdragsrely on the
skill and endurance of the operator to minimise image spacing. Of the thrieensydiscussed
here, slice spacings of the two freehand systems are both atoundfor scans of the carotid
arteries (see Figure 9.2) while the motorised system has spacings of dpiten. The system

described in this thesis therefore has as good image spacing as othanfies/stems in the

literature.
| System origin|| Type of system | Image spacing (mm) Notes |
[28] Mechanical 0.1 no gating
[78] Magnetic freehand 1.0 ECG gated
This thesis Optical freehand 1.1¢ Retrospectively gated

&Median image spacing for 7 gated femoral and carotid scans using g8 high-resolution transducer

Table 9.2: Image spacing for 3DUS systems developed by different groups.

The speed of 3D image reconstruction is an additional indicator of thelnesfuof a system.
The 3DUS system using Stradwin described in this thesis featured instansa8B recon-
struction of 3DUS data. This was at the expense of image quality: somectstafal loss of
resolution was inevitable from the process of converting US image datatfrerscanner into
a video signal, then digitising it for storage with the video capture card. {$ters developed
by Barratt et al. [39] used the HDILab program to download digital datctfrom the scan-
ner to a networked PC. Images from HDILab were reconstructed offéirey simultaneously

recorded position data from the magnetic position sensor. The long daiihoes due to the
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slow network card in the older-generation Philips HDI5000 US machine wsedtd mean a
lengthy wait post-scan for the backup of data. Images would then hawe d¢orverted post-
capture to another image format for segmentation. No indication of how longrbigess took
is given in the papers related to the development of their system. The HPhogipam was
also used by Ainsworth et al. [28] along with the same generation of HDIRM® machine as
used in this thesis. The faster download times available with this machine wodd gpem-
age capture and backup. Neither the systems reported in [28] nor §38]atble to reconstruct

3DUS data in real-time like the Stradwin-based system reported here.

9.2.2 Creating patient-specific artery geometries

Patient-specific artery meshes for CFD simulation used by the Xu grouporesied using
a 2D serial reconstruction method. Individual US images were manualltyesggd. The
3D-registered segmented contours were imported into a solid modelling pro@antreline
smoothing was applied to remove traces of patient movement and misregistrainatly a
solid modelling program was used to create a surface mesh, represestBig drtery lumen.
The Xu group reports carotid bifurcations created from patient-spekife [78] and a carotid
model with plaque [26]. Reconstruction of the diseased lumen to compare itheitbriginal
artery wall shape were also carried out using this method [29]. In @irttyahe work of this
group, this thesis presents the effect of a rigid-registration basedagpto reducing the effect
of patient movement on artery mesh generation (see Chapter 4). Asgtiddnhapter 7, this
method may produce more anatomically realistic models of arterial disease andiviiders
than the registration-based reconstruction method used in this thesis. éfpweshould be
noted that the diseased artery meshes created by this group had lessxqolaqple than that
described in Chapter 7. A side-by-side comparison of both mesh gemena¢ithods on the

same image data would confirm which is more accurate at modelling complex|alise@se.

No use of semi-automatic segmentation was reported by the Xu group. Thp o by
Fenster developed a semi-automatic method of segmenting artery lumens fid&iBages
[126]. This method also automatically generated a 3D patient-specific artexly freem the
segmented data without any additional solid modelling step. However for the coonplex
diseased artery geometries scanned in a 3DUS study quantifying plalgueevi28] manual
segmentation (referred to in this paper as “manual planimetry”) was usedntifidthe dis-

eased lumen. Perhaps due to the complexity of the plague morphology fommtérseverely
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diseased patients, their semi-automatic segmentation method was not able to ithentify
men. This would reinforce the findings presented in this thesis, companmgasgomatic

segmentation with manual segmentation for a variety of arterial US scan€lisger 6). It
was found that reinitialisation of the ShIRT semi-automatic segmentation methaeguased

in images of the artery where the lumen shape changes significantly. In adth&cautomatic
artery mesh generation method (also employing different features of tR§ $lackage) was
not sensitive enough to changes in segmented lumen shape, and smantbetplex plaque

geometries creating unrealistic flow patterns and WSS results.

Overall, the lumen segmentation and patient-specific artery mesh creation sptiesdnted
in this thesis are equivalent to those reported by the Fenster and Xusgr@gmparison of
each method on the same image data would confirm which method produces tlezcwate

reconstructions of complex arterial disease and flow dividers.

9.2.3 CFD simulations based on 3DUS data

The main focus of this thesis has been concerned with the developmenbbaf& &cquisition
system and the creation of patient-specific arterial geometries basedd® Biages. It is
beyond the scope of this work to comment on the different flow models aBdsGRvers used by
the various groups considered here. However, a consideratiomadittery geometry creation

methods based on 3DUS affect the results of computational simulation will be.mad

A primary factor that influences how 3DUS images are captured is the positite patient.
For carotid artery scans, the patient needs to be positioned comforedggling enough of the
neck to allow scanning of the common carotid and the internal and extearaites. This in-
evitably produces an arched appearance to the neck, leading the talmitd sympathetically
with the position of the rest of the neck. This has an effect on the flow patterthe carotid.
Glor et al. [78] considered this effect and how geometries based ors3dbhs produce differ-
ent wall shear stress patterns to geometries based on MRI scans ohthpaiient. In addition,
some patients are not suitable for 3DUS examination because not enahgtbofnches of the
carotid artery are visible using US. The carotid may begin to bifurcate athevgw line in
some patients. High bifurcations were reported in [66] and were alsaierped while using
the system described in Chapter 3. This represents a fundamental limitaBBW& scanning
when performed in the extravascular method presented in this thesis anbalssed by the

Xu group. However, this problem is not encountered in all patients, mgamét 3DUS is still
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considered beneficial in clinical examinations and in current IGM rebear

Flow effects experienced from the misregistration of 3DUS images weile wigla in other

groups mainly through the use of smoothing. The amount of smoothing appkey iparticu-

lar case was determined empirically, relying on the expert judgement of ¢heithe system.
This thesis has attempted to compare different methods of patient-specificogtenetry cre-
ation and its effect on flow simulation (see Chapter 7). Other groups (eeg-ehster group
in [127]) have only considered different segmentation methods. Chaptighlights how the
smooth appearance of an artery geometry may hide its lack of physiolog#tiim, especially

in the case of complex disease.

Comparisons of CFD simulations also obviate the lack of a benchmark methodnfgraring
simulations using different mesh generation methods. Peak values of WS$26] or the
shape of flow patterns may be compared. Chapter 7 uses both of thesarismmg. These two
methods are qualitative and imprecise. They only compare one factor obehédld simula-
tion that can be conveniently measured. This type of comparison may atsiatitar criticism
as Hammoude [96] gave to the field of comparing the performance of diffsegmentation
techniques (see Chapter 6). Further work on an objective standacdrfparing simulations

would be a constructive contribution to this field.

9.2.4 Summary

The 3DUS system for image-guided modelling presented in this thesis was i@mhpditera-
ture from other US and modelling groups. The freehand 3DUS systesenies here is more
accurate and faster than the freehand system developed by the Xu drowas less accurate
with larger image spacing than the mechanically controlled system developgashbier. Solid
modelling to create artery mesh models was as good as that created by trmulddarhealthy

arteries, with further work required to effectively arteries with regionsashiplex plaque.

9.3 Evaluating 3DUS imaging in healthy and diseased arteries

3DUS imaging builds on the advantages of conventional 2D US by providBi) eepresen-
tation of 3D arterial geometries. 2DUS provides real-time images of movingaeatomy,

and gives high-resolution images of small arterial structures within the limitadidmsam pen-
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etration depth found with high frequency transducers. However, tiierpgance of 3DUS is

inherently limited by the disadvantages of 2DUS imaging.

US image quality is degraded due to bony structures obscuring the artietgi@st; subcuta-
neous fat attenuating the US signal and preventing clear images of the lamebpwel gas
causing shadowing of the abdominal vasculature. These effectsaiidaatery, femoral artery

and abdominal aorta scanning are considered in the following sections.

9.3.1 3DUS imaging of the carotid artery

The carotid artery is a superficial large artery which runs up either $itteeameck, supplying
the brain and the face with blood. It bifurcates into the internal and exteainatid arteries. The
carotid is typically found betweehand4 cm deep under the surface of the skin. Its superficial

position allows the use of high frequendy{2 MHz) transducers for imaging.

In most patients, few problems are encountered in producing a clear irfhagesoof the carotid
artery. However, in some, subcutaneous fat prevents clear US im&pnge patients may have
sufficient fat in the neck (Figure 9.1) to obscure the outline of the lumeis. prevents accurate
segmentation of the lumen, limiting the length of the computational mesh model thagtsdtre

for CFD simulation.

Itis not possible to reliably image below bony structures since US is alisartzescattered due
to the high-density structures found in bone. This limits the number and tyiehps that can
receive a full 3DUS carotid examination: patients with a carotid bifurcationishgositioned
superior to the mandible may not present a sufficient length of the intendabdernal carotid
arteries or the carotid bulb to create a complete computer mesh model of thiel ¢508].
This effect may also prevent Doppler measurement of peak flow in tistiddranches which

reduces the number of boundary conditions available to correctly coafégflow simulation.
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Figure 9.1: Subcutaneous fat in this carotid image from a patient causes strong refistio
the top of the image, attenuating the signal and preventing clear imaging ofitb&d artery.
The carotid is only2.5 cm deep at this point.

9.3.2 3DUS imaging of the femoral artery

Femoral 3DUS imaging uses the same type of transducer as for the carbgdferforal is
located deeper than the carotid, lyirgh cm below the surface of the skin. The femoral artery
gradually assumes a more profound position as it approaches the kdesemtually becomes
the popliteal artery as it runs behind the knee. The presence of mordenigsae and subcu-
taneous fat above the femoral artery than above the carotid artery nsdhdhimage quality
of femoral scans is degraded compared to carotid scans. In most patientslunteers, clear
images of the femoral artery were captured. In some patients, as the famenatravels down
the leg, a noticeable drop in image quality was found due to the increasedalepthartery

(see Figure 9.2).
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(a) The superficial femoral artery imaged near the groin. At this point
itis 1.4 cm below the surface of the skin. The femoral vein is visible
directly below it. The lumen is clearly outlined.

(b) The superficial femoral artery imaged near the knee. The depth is
now 2 cm and the artery (pictured at the left) is indistinct compared to
the texture of the surrounding muscle tissue.

Figure 9.2: Changes in image quality of US scans of the femoral artery as it appesaitie
knee.
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9.3.3 3DUS imaging of the abdominal aorta

Abdominal imaging using US is particularly challenging due to factors suclowasllgas and
subcutaneous fat. The large movements experienced in the abdomen égpitation also
affect 3DUS imaging. Respiratory gating is recommended to reduce misatigistartefacts
in this region. The aorta is situated anterior to the spinal column in the abdonawvity}, so

a transducer with high penetration depth and low resolution (in comparisoe teatfisducers

used for the carotid) is used. A curvilingaMHz transducer was used for abdominal scanning.

In many cases, bowel gas prevents accurate imaging of the abdomioalatase. Bowel gas
scatters US signals, preventing imaging of structures below it. It is normaldonainal scan-
ning practice to ask the patient to fast before scanning to reduce theupudfigas. However

some patients still have bowel gas, making clear imaging impossible.

The location of bony structures over the aneurysm may also prevenirdiaging of an AAA.
If the aneurysm is high up in the abdominal cavity, it may be partially obscoyetthe ribs,

preventing a complete 3D scan of its geometry.

Subcutaneous fat may also be commonly found over the abdominal cavigyhdhan adverse
effect on scanning the abdominal aorta. The depth setting of the schishesually increased
to enable imaging of the more profoundly located vasculature. The indredspth setting re-
duces the quality of imaging, an effect which is especially pronounced wéieg a curvilinear

abdominal transducer.

The combination of bowel gas, aneurysms located high in the abdominal, @avitysubcuta-
neous fat meant that it was not possible to create a 3DUS scan of amiladlaortic aneurysm
(AAA). It was possible to image the aorta of some healthy volunteers (F@3)e However
the limited number of participants (3 in total) who were diagnosed with AAA doesmable a
definitive conclusion on the suitability of 3DUS for AAA imaging to be made. Aseasment
of more patients diagnosed with AAA would help to determine the suitability of udings3

for imaging this type of arterial disease.
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(b) Another image of the abdominal aorta, clearly showing the outline of therasé runs
above the spinal column.

Figure 9.3: Some images of the abdominal aorta scanned from healthy volunteers.
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9.3.4 Successful arterial 3DUS scanning

When the effects of bowel gas, significant subcutaneous fat artduotisg bony structures
are not present, clear imaging of patient anatomy is possible. Figure 9.sqd&ates where
clear imaging in the carotid, femoral and abdominal aorta in patients and healtinteers
has resulted in clear scans with sufficient images of the lumen to create atediomal mesh

model of the artery.

(a) The carotid artery of a diseased patient showing the shape of a
complex plaque proximal to the carotid bulb.

(b) An image of the superficial femoral artefg) An abdominal aorta US scan from a healthy volunteer showing a
with the femoral vein positioned inferiorly. clearly defined lumen.

Figure 9.4: Various high-quality US images captured using the freehand 3DUS system.
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9.4 Computational modelling of arteries

Segmentation of US images has relied mainly on manual segmentation by antesipet in
interpreting US images. The semi-automatic segmentation technique used inrGhapte
assessed against manual segmentation. This technique created similarhapente manual
segmentation when measured using several performance metrics. Thifiristtti@e that this
segmentation code has been applied to US images, demonstrating its accuraeysatility.
The task of segmentation still requires careful choice of manually-defirigal conditions,
and care is also required to ensure that at areas where the shap&uai¢hechanges suddenly
(e.g. at bifurcations and disease) the initial conditions have to be modifieevergrinaccurate

segmentation.

A significant area for development is that of computational mesh generdtimnregistration-
based mesh generation method described in chapter 7 represents #teefingts at using this
method on 3DUS images. For healthy arteries, the shape of the mesh wagreadcept for
the shape of the bifurcation. For diseased arteries, regions of complgxepwere smoothed
out, and the bifurcation shape was not rendered realistically. This ipshbased mesh
generation method was shown to produce meshes feasibly from 3DUS ingesquires

further development to realistically model the shape of arteries.

For the creation of diseased artery meshes, a more conventional (aadimerconsuming)
method using a solid modelling package is recommended. To develop the tegishased
method further, more accurate idealised models of arteries are requitediexvelopment of a

realistic carotid bifurcation shape a priority.

9.4.1 Summary

From the above analysis, the 3DUS based IGM system is able to produoeages of arterial
anatomy from most patients and is limited mainly by the anatomical characteristigaréhat
vent successful US imaging (e.g. bowel gas, excessive patient moveme: bony structures
obscuring arterial anatomy). The semi-automatic segmentation method usedify ttieriu-
men shape does so successfully when compared to manual segmentatgoshdlad be taken
to reinitialise the segmentation package at sites where arterial anatomy stsigigiécantly
such as at bifurcations or disease. 3D arterial mesh models were fsligce®ated using a

registration-based mesh generation method using the segmented 3DUS iimageser this
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method did not model the true shape of the carotid bifurcation or a compleroatiherotic
plague from a patient. Improvements to mesh generation are recommendsalthef method
is used on a larger study. The mesh models created using the mesh genardtiod were
successfully used to simulate arterial flow in the carotid artery, produdiggigogical flow
effects such as recirculation in the bulb and high WSS at the bifurcationdiader and at

areas of disease.

9.5 Conclusion

The 3DUS-based system for IGM was found to be as accurate as gtens in the litera-
ture. This is the only system reported that used a registration-based nuéttr@adting artery
computational mesh models. The 3DUS system is limited by US imaging problems such a
bowel gas, subcutaneous fat and certain types of patient anatomy preiebnt imaging of
some arteries. Modelling of patient-specific artery computational mesh modebsible us-
ing the registration-based mesh generation method, but requires improvemérgshape of

bifurcating artery models and the modelling of complex disease.
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Chapter 10
Conclusions

This thesis contributes to the field of 3DUS imaging and image-guided modelling fiolthe

lowing ways:

e Thefirstrecorded application of the Stradwin 3DUS acquisition packageaige-guided
arterial flow modelling is described. The development work involved inadtarising
the Stradwin package and using 3DUS data for segmentation and flow mode#ing

documented.

e A method for evaluating the effectiveness of different 3DUS image redgjisir algo-
rithms was developed. This provides a realistic method of measuring thé @ffegis-
tration by measuring the change in centreline curvature of a segmentedgatenetry.
This method may also be used to evaluate registration of other anatomy whleegopes-
sure has an effect on the shape of 3D surface models created ugingrged outlines of

anatomical features.

e A set of metrics developed to evaluate segmentation performance [98]pphsdcafor
the first time to the segmentation of US images. This used two metrics which deberibe
delineation sensitivity and the delineation specificity as a means of assessaugthacy
of a segmentation. A semi-automatic segmentation technique was tested using these
metrics against gold-standard manual segmentation. The precision andhbagwer

variability of both segmentation techniques were also evaluated.

e The first application of a 3D computational mesh generation technique usagistered
idealised geometry fitted to 3DUS data was described. The mesh generakiniytec

was used on segmented lumen contours from bifurcating healthy andedisseries.

e A wall motion test phantom was developed to calculate the accuracy of ehdssd
AWM measurement technique. The wall motion test phantom is the most accurate
rently described in the literature, and is capable of simulating physiologidatiaalised

artery movement waveforms to rigourously test wall motion measuremenigeeisn
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Conclusions

This thesis demonstrates the feasibility of using 3DUS-based IGM usingatitertechniques
to those discussed in the literature. Firstly, a different 3DUS acquisitideraywas used com-
pared to other published 3DUS systems [28, 92], demonstrating that tliswBtrsystem can
also be used for IGM applications. Secondly, a registration-based sgomiatic segmentation
method was used to segment the lumen shape, which reduces the humationteeaeired
and time taken to segment an artery geometry compared to the manual segmentdtiods
used elsewhere [29, 44]. Thirdly, a registration-based mesh gemetationique was used to
create patient-specific artery geometries in healthy and diseased arfidrisontrasts with
other more time-consuming methods that require the use of a specialiseckestdalelling

package and a user trained in surface modelling to create artery georf@8ties

Future work in this field should focus on developing mesh generation ayistragion for
registration-based segmentation of 3DUS data. The registration-baskdemesation method
did not realistically reproduce the flow patterns and WSS foandvo. This was due to the
shape of the idealised mesh at the point of bifurcation. The developmentnafre physio-
logically realistic method of modelling artery bifurcations would enhance the alinitility
of this IGM system. In addition, complex atherosclerotic plaques were snathen unre-
alistic manner by the registration-based mesh generation technique. An edprathod of
adapting idealised mesh models to complex patient-specific artery geometrilgsimptove
the accuracy of IGM. This thesis also demonstrates the complexity of théogevent of an
IGM system. Significant development was required to implement and evalBBig & system,
perform image processing to develop a computational mesh model, and théatsithe flow
field within the artery model. The research and diagnostic value of IGM wweiidcreased by
reducing the time taken and work required to move from the initial patient 3a6 ® the

creation of a patient-specific flow model.
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Appendix B
Manually segmenting ultrasound data

using Analyze

Analyze (AnalyzeDirectInc., KS, USA. http://www.analyzedirect.com) is a ffeigtured med-
ical image processing and analysis package. It is designed to procegdifiarent types of
medical image from most modalities. It features several useful manualkesggtion tools that

were used to create the “gold standard” manual segmentations used iarghap

Manual segmentation using Analyze is more difficult than using the simple sé¢ginartools
included with Stradwin. However, Analyze allows the user to copy the setgti@mfrom the
previous image to the current image, maintaining continuity with the rest of thraesggd
images in the dataset. The segmentation tools provided with Stradwin are mareabads
cannot be exported from Stradwin into other formats as easily. The uedaire of Analyze is
also more powerful than that of Stradwin for segmentation, giving therasee flexibility to

modify the segmented contour.

Step by step runthrough

The following set of steps are required for using Analyze with Stradwig:file

e Write all Stradwin images to a sequence of bitmap files

Load the images into Analyze

Create an Object Map

Use the spline tool to outline the lumen

Save the Object Map as a series of bitmap images

Convert the bitmap images to a Stradwin image file

Threshold the images in Stradwin to produce spatially registered 3D contours
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B.1 Write all Stradwin images to a sequence of bitmap files

The Stradwin file required for segmentation should be opened in Stradwiexgort frames
from Stradwin, the command “FileExport frames...” should be used. A range of images
should be selected (typically 0:N, where N is the highest frame number ingheefcounter
on the bottom of the Stradwin window) and a location to save the files should#ehosen.

“Windows Bitmap” should be chosen in the “Save as type:” field that appedne file box.

The numbering of the exported frames should be changed using Xn\igw/flww.xnview.com/)
or a similar graphics program to ensure that leading zeroes are addeditoathe file names.

Appendix C contains instructions on how to do this.

B.2 Load the images into Analyze

The Analyze program should then be opened. The window shown irefigur should be
visible. Then the Import/Export program should be opened (use-fitgport/Export...) (figure
B.2). The Volume tool (Tools>Volume tool...) should then be opened. With the volume tool,
a list of graphic files or other 3D file format files for import into Analyze maysbkected. The
“Wild Cards” button brings up a file dialog where a directory of images cachiesen (figure
B.3. Pressing the “Load” button will load these into the Analyze workspaae\alume file.
An icon should appear on the main Analyze window that represents this@ata.this is done,

the Volume Tool and Import/Export windows can be closed.

Now that the data is loaded into the Analyze workspace, it is advisable tatsévde —Save

as...” should be used, and a location chosen to save the file (figure B.4).

EﬁAnalyze 70 =i
File Display Process Segment Register Measure Apps  Dther Help
—

w_ % E}{IT

e ROl

M|

Copyright 1886-2007, BIR, Mayo Clinic
Portians of this software are coverad under U.S. Patent# 5,562,384,

Figure B.1: The Analyze main screen. All other functions are available from this window.
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’Iﬁ ImportE=port 7.0
File Tools %iew Other Help

Copyright 1956-2007, BIR, Mayo Clinic

Figure B.2: The Import/Export tool used to load files of various formats into Analyze.
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C:/Documents and Settings/shammer] My Documents/ShIRT Aframe_002.brmp
C:/Documents and Settings/shammerl /My Documents/ShIRT Mrame_003.brp
C:/Documents and Settings/shammer] My Documents/ShIRT Arame_004.bmp
C:/Documents and Settings/shammer] Ay Documentz/ShIRT fframe_005.brmp
C:/Documents and Settings/shammerl My Documents/ShIRT Aframe_00E.brmp
C:/Dacuments and Sethings/sharmmer] My Documents/ShIRT Arame_ 007 brp
C:/Documents and Settings/shammer] Ay Documents/ShIRT fframe_008 brmp
C:/Documents and Settings/shammer] My Documents/ShIRT Aframe_003.brmp
C:/Dacuments and Sethings/sharmmer] My Documents/ShIRT Arame_010.bmp
C:/Documents and Settings/shammer] My Documents/ShIRT Arame_0171.bmp
C:/Documents and Settings/shammer] My Documentz/ShIRT fframe_012.brmp
C:/Documents and Settings/shammerl My Documents/ShIRT Aframe_0123.brmp
C:/Dacuments and Sethings/sharmmer] My Documents/ShIRT Arame_074.brmp
C:/Documents and Settings/shammer] Ay Documentz/ShIRT fframe_015.bmp
C:/Documents and Settings/shammerl My Documents/ShIRT Aframe_016.brmp

Save|  Wid Cards |
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Figure B.3: The Volume tool, used to load bitmap files into Analyze.
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Figure B.4: The Save As... window.
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B.3 Create an Object Map

An object map is the filetype used in Analyze to define the location of segmeatgducs
on the ultrasound images. The segmentation program (Segsh@iaige Edit...) can be used
to define an object map and change it for every image of the ultrasoursetiafo do this,
the “Change” radio button on the bottom left of the Image Edit window (fid2u&) should
be set to “Object Map”. A new object map may be defined by selecting-Kileeate Object
Map (figure B.7). This should be given a meaningful name such as “Coi@arotid”. It is

helpful to increase the size of the displayed image. “VieSize...” may be used to increase the

displayed size of the image. Increasing the image size will slow down the dispiaages.

. ’Z& EnoexamSnoseries - Image Edit
File Generate Tools Yiew Other Help

I/@I f®|]

+|—|=s]i

L oad ON PEE] 1N
¢ E
SlEE NLESN

£

o
SPLINE | AUTO

Charige

& Yolurne Defined Diiginal —i
#® Object Map Ubled4

Diraw regionz) to Erase/Define!

Figure B.5: The Image Edit window.
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Figure B.6: The Image Size window.
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Color | ;
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Figure B.7: The Objects window. Here the name of the current Object Map may lreedeé
new Object Map may be created or a currently loaded Object Map magrheved.

B.4 Use the spline tool to outline the lumen

To segment the dataset a shape should be drawn outlining the lumen usipt@ésl (figure
B.8). A delayed fill (the icon with a paint can with a clock face next to it) shdaddplaced
in the centre of the spline once it has been closed. Once this has beenttoi&pply &

Advance” button ahould be pressed to save the segmented spline to thienodpeand move
to the next image. The spline from the previous image is moved to the next imdgaate
moved around or modified to suit the new image. The object map should b fsagaently

during segmentation.
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hew | hclel | : =
ok g | Tog&ﬂ
Spline Paint | Clade
Taggle | e | I
Sart L 5
Edge Delete = F\Q
¢ Paint Conver

Figure B.8: The Spline Tool. The various buttons below the image allow the user to add or
remove spline points and move spline points around to suit the image. TiHdarffkhe centre

of the spline is a delayed fill which will fill in the spline outline once the “Apply &#ce”
button has been pressed.

B.5 Save the Object Map as a series of bitmap images

To spatially reconstruct the segmented splines they will have to be importedtiatwi. To
do this the object map will need to be exported as a bitmap file. In the main Analpziew
“File—Save as...” should be selected, which opens the window shown in figure BVEP”

should be selected from the Format pull-down menu. Analyze should na@wtisa object file

as a set of bitmap images in the directory specified in the “Directory” box.
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’Iﬁ CommonCarotid - Save As

Drientl Intensitiesl SubHegionI FIipx’ShiflI Hesize] Padl

#® |ntensity Scals & Threshold
Input Output
DataType Ungigned 8-bit _;I
Mo | |
binimum |

B vt

Directory C:/Documents and Settings/shammer! My Documents/SHIRT - =
Fie CommonCaoid

Format |BHERSREI ~ |
W Auto Exit After Save Size=21.57 Mb
Save Preview Cancel

Figure B.9: Save the object map as a series of bitmap images.

B.6 Convert the bitmap images to a Stradwin image file

This step is covered in appendix C. The bitmaps may have to be converéda (agg XnView
or similar) from the RGB colour space to 256 shades of grey. This carobe dsing the

Sequence Convert function of XnView.

B.7 Threshold the images in Stradwin to produce spatially regis-

tered 3D contours

Once valid .sxi and .sw files have been created, the images should bettiegkim Stradwin to
produce spatially registered contours. The .sw file should be loaded iatb/&tr. The “Draw”
task pane should be shown, and the “Use threshold sliders” checkbaptedd. The thresholds
should be changed so that the filled blob is outlined in pink in every image. Asitgo fully
automatic threshold segmentation yet available in Stradwin, the user has to mmvghtfall
the images and click the mouse on the centre of each blob. Stradwin shoutiidiaea contour
around the blob (figure B.10). This should be done until every blob imeated. To save time,

it is possible to click on the blob to segment it and use the PageUp or Page@g®/to move
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through the images after each click.

Stradwin
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Surface
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Update all surfaces
Surface resolution: _ v
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Grey: @93 0 255

to 255 O 255
Red:

3.695 ml

[#l5alid  Opaciky: -
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Figure B.10: Thresholding segmented blobs using Stradwin
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Appendix C
Generating a Stradwin image file from

a series of bitmap graphics files

A Stradwin image file (.sxi) often has to be made from a series of bitmap (.bmphigsfiles.
This appendix shows how to create a .sxi file from a series of sequentiatipered bitmaps

using “BMP2SXlarray.vi” (see Appendix F, section F.2 for documentaticthis program).

Step by step runthrough

The following steps are required:

e Save a series of sequentially numbered bitmaps
e Renumber the images if required using XnView
e Run BMP2SXlarray.vi to create a Stradwin image file

¢ Modify the Stradwin header file (.sw) to suit the new image file.

C.1 Save a series of sequentially-numbered bitmaps

Analyze and ShIRT can save a sequentially-numbered series of bitmag\flesndix B gives

an explanation of how to do this using both programs.

C.2 Renumber the images if required using XnView

If the bitmaps are either numbered incorrectly or are of the wrong typeienfhttp://www.xnview.com/)
may be used to change them. The bitmaps should be numbered using a fatmedisage_###.bmp
with a minimum of three numerals. There should be leading zeroes in eachféemaere ap-

plicable. For example,
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image_0.bmp
image_1.bmp
image_2.bmp

image_10.bmp

is not acceptable, whereas

image_000.bmp
image_001.bmp
image_002.bmp

image_010.bmp

is acceptable.

In XnView the “Sequence Convert” (Toels Sequence Convert...) command can change the

numbering of the image sequence and also convert the image to 256 cayscale.

C.3 Run BMP2SXlarray.vi to create a Stradwin image file

“BMP2SXlarray.vi” (figure C.1) should be used to convert all the bitmégsfin a chosen
directory into a Stradwin image file. Note that colour/power Doppler bitmap imegeslso
be converted into .sxi files. The resulting file is placed in the directory of bisméih the same

name as the directory.

File Edit Operate Tools Browse Window Help @
©E| 13pt Application Font |~ ”:m'”-ﬁﬂ:'"&'l =
BMP directory SXI file path &

9 registered_frames

| Di\stradwin_data'BMUS, = |
5

Doppler data (F)? ‘

< Ed

Figure C.1: The front panel of “BMP2SXlarray.vi”
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C.4 Modify the Stradwin header file (.sw) to suit the new image

file.

To use the image file with Stradwin, a header (.sw) file is required. If a hé&fFom another
acquisition is to be used, tiRES_BIN_IM_FILENAME resource in the .sw file will need to
be changed to match the newly created .sxi file. A text editor such as Windote$ad or
XEmacs (http://www.xemacs.org) may be used to modify this value. Once this basibae,

double-clicking on the .sw file should open both files in Stradwin.
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Appendix D

Development of surface models of
bifurcating arteries using Rhino

D.1 Introduction

This appendix contains a step-by-step runthrough of how arteryceunfemdels were created
using the Rhino solid modelling package. This is the technique used to cregedmetries

shown in chapter 7 on page 133.

D.2 Importing segmented points into Rhino

The segmented contours from the Stradwin file must be converted into afil®Bsing “SW
create OBJ file from segmented file.vi” (figure D.2). Optionally, the centietpof each seg-
mented contour may be imported as an .xyz file using “SW create XYZ file frgmepted
file.vi” (figure D.2). This allows a centre line to be created which clearly showsregistered
segments. More information about these LabVIEW Virtual Instruments ediound in Ap-

pendix F, section F.3.3.

EE SW create OB.J file from outer edges of ...

File Edit Operate Tools Browse ‘Window Help

[ I@I OE | 13pt Application Fant

S File with contours
C:iDocuments and Settings), h’l

shammer 14y DocumentsiRhino
practicelPeak gated)
0138CAEM_20060607_SonoCT_2),
0135CABM_20060607_50noCT_2_CA
Peaks.sw

Degree of bspline curve
]

b
< >ﬂ

Figure D.1: SW create OBJ file from outer edges of contours.vi
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53 |{§}| ©|E | 13pt Application Font

S file with conkours

CiiDocuments and Setkings), = l
shammer 141y DocumentsiRhino
practice’|Peak gated),
D138CArEM_20060607_SonacCT_2,

5 0133CArBM_20080607_S0noCT_2_ Ch
Peaks.sw

File Edit Operate Tools Browse ‘window ﬂe
E
A

x¥Z file options
Centroids only e ‘

.
<] >E|

Figure D.2: SW create OBJ file from segmented file.vi

The command “File-Import...” in Rhino must be used to import each of the files that are
created. One VI creates a Wavefront Object file from the outer edgbe segmented artery.
The other creates an ASCII points file (.xyz) with positions of the centreliighe artery

segments. The two files should be imported into different layers (figure D.3)
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Figure D.3: OBJ and XYZ files imported onto different layers. The OBJ file is imported to
“contours” and the XYZ file to “centrelines”

D.3 Rebuilding the segmented contours

By default, the points defining the outline of the artery are converted to anfi@by fitting a
curve of degree one through them. The contours should be rebuilt vgteel8 curves before
meshing. This is done by selecting the contours and using the “Rebuild” codn(figure D.4).

A point count of 80 or more should be used.

Once the “Rebuild” command has been issued on all the contours, the “Shoootmand
should be used to smooth each contour (see figure D.5). The followinggsetfive the best
results:

e Smooth X, Y and Z

e “World Coordinates” checked

e “Smooth factor” set to 0.5.
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%% Rebuild Curve

Figure D.4: Rebuilding the imported OBJ file contours using the “Rebuild” command.

L\ Smooth

CREAR <]

Figure D.5: Smoothing the imported OBJ file contours using the “Smooth” command.
D.4 Removing misregistered contours

It will be obvious from an inspection of the location of the contours and theashness of
curvature of the centrelines that some contours may be misregistered: mhagde removed
by selecting them and deleting them. The centreline points corresponding delatsd curves

should also be deleted, and the curve should be redrawn (using theT@uoughPt command)
without the deleted points.
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(a) Loose lofting

(b) Tight lofting

Figure D.6: Two methods of lofting the artery contours, showing the effect of loose lofting
compared to tight lofting. The newly lofted artery section is shown at the topchfienage in
light grey with the artery contours highlighted in yellow.

D.5 Lofting the CCA/ICA/ECA

The CCA, ICA and ECA should be lofted separately using the “Loft” commditn “Loose”

option gives the smoothest contours for unregistered data. The eff#itis option may be
compared to the “Tight” option to see its effect on the smoothness of theceuigae figure
D.6). “Do not simplify” should be selected in the “Cross-section curve®op” section of the
“Loft Options” dialog box. There will be a gap in between the three vesswi®sponding to

the root of the bifurcation. This will be filled in manually next.
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D.6 Filling the bifurcation area

D.6.1 Extracting wireframes from the lofted artery sections

First, the “ExtractWireframe” command should be used to extract the winefcmponent of
the three surfaces of the ICA, ECA and CCA (see figure D.7). The follpwommands should

be used to create three short sections as shown in this image:

e The “ExtractWireframe” command should be used on each artery section.

e The “Split” command should be used to trim the lower parts of the vertical vainafis
from the longer upper parts. This makes the wireframes easier to move &ed mavi-

gation of the model easier.

e Each set of wireframes corresponding to each section of the artemjddb® grouped by
selecting the wireframes and using the “Group” command (Ctrl+G).

Figure D.7: Using “ExtractWireframe” to form the shape of the three lofted arteries.

D.6.2 Connecting wireframes using interpolated curves

After this, several of the upper ECA and ICA wireframe curves shoeiddmnnected to the lower
wireframes of the CCA section using interpolated curves (“InterpCriiufe D.8). These
will look like straight lines when first created. To change their curvaturaatch the general
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shape of the upper and lower sections, the “Match” command should d€sesfigure D.9).

Curvature or Tangency matching give the best results.

It is helpful to group each set of interpolated curves after they hase beeated. This makes it

easier to hide them when working on other parts of the geometry.

Figure D.8: Joining the upper and lower wireframes using the “InterpCrv’ command.

1 EEQE | oweie

Figure D.9: Matching the curvature of the interpolated curves using the “Match” comena
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D.6.3 Creating a network surface between the upper part of te CCA and the
ECA/ICA

The upper planar extracted wireframe of the CCA section of the artenldbe split using the
interpolated curves drawn in section (D.6.2). An interpolated curve shimutttawn between
the two ends of the cut section which corresponds to each side. ThelfMatmmand should

be used to match the curvature of the interpolated curve to the two ends datia pection

(figure D.10). The middle section of this curve should start at the centiieeofurve corre-

sponding to the centre of the bifurcation at the top of the CCA. If this staywwlaere else, the
shape of the bifurcation will not be clearly defined. The interpolatedecshould be joined
to the other curve using the “Join” command. A network surface (“Net@®dik can then be

created using the upper and lower planar curves and the interpolatess éarbetween (see
figure D.11). This should be done for both the ECA and the ICA.
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Figure D.10: Creating the upper curve that creates the start of the bifurcation outlineeat th

top of the CCA.

'\\

BB
'w\.

Figure D.11: Creating a network surface to match the top of the CCA to the bottom of the ECA.
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D.6.4 Splitting the bifurcation segments

An overlapping pair of surfaces should now be left (figure D.12). $pkit command (“Split™)

may be used to remove the overlapping section of the bifurcation (figurg.D.13

Figure D.12: The bifurcation region before splitting.

Figure D.13: The bifurcation region after splitting.

D.6.5 Creating a smoothed bifurcation surface

An approximate shape of the bifurcation has now been sketched out dlue dwerlap of the
two extensions added to the ICA and ECA lofted surfaces. This needs $mbethed to

produce realistic flow patterns in this area. Firstly, the wireframes shouddtbected from the
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two overlapping surfaces (figure D.14).

Figure D.14: Extracted wireframes on the bifurcation region.

After this, interpolated curves (“InterpCrv”) will need to be drawn bedwéehe two sides of
the extracted wireframes. These should correspond to the positions lodrizental lines on
each side. The “Match” command should be used to match the curvature éwhknes to

the curvature of each side of the bifurcation (see figure D.15). Thisldhme done all the
way along the bifurcation. The “InterpCrvOnSrf” command should bel useconnect these
lines together. The surfaces at each side should be selected in turmtthdrine onto. The
end points of the middle bifurcation lines should be connected using this comgemtigure

D.16). This command ensures the curvature of the line connecting the linesrmidhle of the

bifurcation matches that of the surfaces at each side.

Once the two side rails of the bifurcation are drawn, a network surfa¢et@/orkSrf”) should

be created using the bifurcation central lines and the two side rails (figai®.D
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Figure D.15: Matched interpolated curves that will make up the shape of the bifurcatien su
face.
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Figure D.16: Joining the central bifurcation lines with the “InterpCrvOnSrf” commandeT
line is endpoint connected to the central lines.
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Figure D.17: The surface which will become the region joining the two side sections of the
bifurcation.
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D.6.6 Splitting and joining the bifurcation surfaces

The “Split” command should be used to divide the side surfaces of the &ffancusing the two
rail curves that made up the sides of the bifurcation central regionceuffgure D.18). The
two small inner surfaces that are left should be deleted. The threessittaat remain should
be joined using the “Join” command. If the interface between the bifurcagbmank surface
and the other surfaces appear prominent, the “MatchSrf” command dbeulsked to adapt the
curvature of each side of the bifurcation surface to the other surfgase D.19).

Figure D.18: Using the side rail curves of the bifurcation to split the side surfaces.
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Figure D.19: Matching the curvature or tangency of the bifurcation surface using “M&t€h

D.6.7 Tidying and checking the mesh

The “MatchSrf” command should be used to ensure the curvature of gerade surfaces
are the same if required. “Zebra” should be used to map zebra stripes sartaee to find
discontinuities in the surface (figure D.20). Any surfaces that aremobth enough or do not

appear correct should be recreated.
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Figure D.20: Checking the curvature and the continuity of the surface sections usingaZe

D.6.8 Joining all the surfaces

Planar surfaces should be created at the ends of the artery (“Riir@n®mand). These make
the geometry watertight for forming a valid STL file later on. All of the surfasbould be

joined together. The consistency and curvature can be checked usifigtbra’” command.

D.7 Meshing the geometry and exporting itto STL

The “MeshSrf” command should be used to create a mesh using the smddeéthat has been
created. The mesh should be selected, then the “Export” command shaugddbéo export it

to an STL file for further processing using Materialise Magics (see fiju.24).
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LB

Figure D.21: Exporting the created mesh to an STL file. The “Export open objects” optio
should be used in case the surface mesh is not fully closed.
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Appendix E
Remeshing STL files with Materialise
Magics

Materialise Magics (Materialise NV, Leuven, Belgium. http://www.materialise.compima
erful mesh editing tool used throughout the rapid prototyping industiy.aliso widely used to
edit mesh files for import into CFD and FEA simulations. Many CAD or solid modepiack-
ages can produce mesh files using the STL format. However these mesindifesquently not
tidy enough for successful import into CFD packages such as Flueatfollbwing problems
are routinely encountered in mesh files generated in this way:

e Overlapping triangles

e Sharp and very small triangles

¢ Inverted normals (sections of the model are inside out)

e Fine mesh, leading to an unwieldy file size that is too large to import.
Materialise Magics can solve many of these problems with its sophisticated ni#sp tabls.

This appendix contains a brief run-through of how to edit a mesh file a@@atehino to allow

successful import into GAMBIT, the pre-processor of the Fluent CREkpge.

E.1 Create a solid model in Rhino and export it as an STL file

This step is covered in appendix D.

E.2 Load the STL file into Magics

In Magics, theFile—Import... command should be used to load the STL mesh file created in

Rhino. The mesh file should appear in the main window of Magics.
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Figure E.1: Importing the STL file into Magics

E.3 Automatic fixing with the Fix Wizard

Some parts of the STL file are often not generated correctly using Rhireomesh may be “wa-
tertight” (there are no holes in the mesh) but some triangles may overlaprybghaep or have
inverted normals (the normal of the triangle points outside the mesh insteadds)inslany
of these problems can be repaired using the Fix Wizard funcliool$¢— Fix Wizard..(Ctrl+F))
(figure E.2). This automatically checks for the problems listed in the main windhlcan
automatically fix them for the user. In most cases a few applications of the Fiart\iill
produce a valid geometry for remeshing. However sometimes the mesh tgenieyaRhino
needs further manual fixing. This requires careful use of the manaagte editing and hole

filling tools. The Magics help file contains more information on how to use these.

Figure E.2: The Fix Wizard window.

236



Remeshing STL files with Materialise Magics

E.4 Slice the outlets and/or inlets parallel to the vessel centiiele

Before remeshing begins, the shape of the artery mesh should betedri€ébe Remesh func-
tions do not change the shape of the mesh. If the mesh has a very shairglsdpinlet or
outlets GAMBIT (the mesh preprocessor for the Fluent CFD packagejotalistinguish the
outlet/inlet face from the wall of the artery. Inlet/outlets should be trimmed toym®dn outlet
that is perpendicular to the centre line of the relevant artery section. Tehesusing the Cut
& Punch tool Jools—Cut & Punch..(Ctrl+X)) (figure E.3). The geometry should be rotated
to the correct orientation and a cut line can be defined. The line acts in a sinatarer to a
cheese wire: it will slice straight through the mesh. Magics automatically fillsaleslthat are

created to produce a watertight mesh.

Dl iRkt s dosbe 22 ol

Figure E.3: Using Cut & Punch to slice the vessel outlets.

E.5 Remesh operations

Remeshing aims to make the mesh more consistent and uniform. Rhino creatds waithes
varying densities depending on the size of details in the artery solid modelcarnise difficult

toimportinto GAMBIT as a result. Remeshing doesn't significantly changsitiesor shape of
the model. Open the remesh moduléodules—Remesh (Ctrl+M)) (figure E.4). Remeshing
should not be carried out on all of the model. If remeshing is carried othe flat planes at

the inlet and outlet(s) the shape of the mesh will be changed significantly. BbRAkéquires a
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flat plane at each end to define an inlet or outlet to the artery model. Théengaokls (on the
tab at the top of the screen) should be used to mark all the triangles in the Tinesthat planes

should then be unmarked using the Mark Plane tool (figure E.5).

Before remeshing, a normal triangle reduction should be performoeds— Triangle Reduction»
NormalAlt+N) - see table E.1 for the settings required for this function). This uniémaller
triangles into larger triangles. A remesh performed without this step wouldreemore pro-

cessing time.

Once this has been done, a split-based remesh should be perfdionés{Auto Remesh Split-
based methd@lt+S)). The settings for this function are listed in table E.2. Once the renpesh o
eration is finished, a quality-preserving triangle reduction should berpeeid Tools—Triangle
Reductior-NormalAlt+N)). Table E.3 gives the settings for this function. Any sharp trian-
gles from this process should then be filteréddls— Triangle Reductior-Filter Sharp Trian-
gles..(Table E.4)).
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Figure E.5: Any remesh operation should be done locally. The ends of the geometig He
unmarked to prevent shape change at the inlet/outlets.

Tab Local
Smallest detail 0.1 mm
Maximum angle 10 °
Number of iteration 5

Table E.1: Normal triangle reduction options
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Quality Threshold 0.55
Maximum geometry error 0.10 mm
Minimum edge length 0.50 mm
Number of iterations 10
Number of move iterations 1
Maximum edge length 5,00 mm
Preserve initial mesh quality False
Local True

Table E.2: Split based remesh options

Quality threshold 0.55
Number of iterations 6
Maximum geometry error 0.05 mm
Maximum edge length 5,00 mm
Skip bad edges False
Local True

Table E.3: Quality preserving triangle reduction options

Filter 0.050 mm
Angle 50 °
Collapse| True

Table E.4: Filter sharp triangles options
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E.6 Save remeshed file

The mesh file should now be correctly remeshed. The file should thend@wét “_remesh ”
appended to the filename for clarity, as an STL fi#g— Save part as(Ctrl+S)). It should be
noted that Magics can save the mesh file as a Fluent mesh file, but GAMBHbtanport this

type of file.
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Software documentation

F.1 Introduction

This appendix contains documentation for all the software developed tioreta the results
presented in this thesis. Where a particular piece of software is corsiddegant to the con-
clusions presented in this thesis, or where replication of the results pedsere would require
knowledge of how to use the software, documentation for each LabVIEWaV Instrument
(V1) is included.

The symbol 7" is used for shorthand for the location of the author's Subversionsitpy

held at the School of Engineering and Electronics (SEE). This is availdtiien SEE from

https://svn.see.ed.ac.uk/see/users/shammerl
The symbol %" refers to the location of version 7.1 of the National Instruments LabVIEW

development environment. This may vary from PC to PC. On a typical installdtisrpath

will be

C:\Program Files\National Instruments\LabVIEW 7.1

Some VIs were developed using the OpenG toolkit (versiondaBPOMore information on the

OpenG toolkit is available dtttp://www.openg.org

F.2 BMP2SXlarray.vi

This VI is used to convert a list of bitmap files (.bmp) to a Stradwin image file (.&djrectory

name is required for an input. It is assumed that the bitmaps are in that direRitonaps must
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be 8-bit format (256 levels of grey) for a valid result. The .sxi file is seawdhe input directory

with the name of the directory.

This VI is useful for converting images segmented manually using Analgsecfsapter 6 and
Appendix B) and ShIRT (see chapter 6) into Stradwin files, allowing a dlyategistered

segmented dataset to be created.

F.2.1 Connector Pane

F.2.2 Front Panel

EE BMPZS Xlarray.vi Front Panel =

File Edit Operate Tools Browse Window Help
©|E|| 13pt Application Font |~ ”:m'”ﬁ'"ﬁ'l >
BMP directory | SXI file path o
| Distradwin_data\BMUSY =] |
9 registered_frames i

Doppler data (F}? ‘

< >

F.2.3 List of SubVIs and Express VIs

?!‘H':'I

nA

Merge Errors.vi

*\vi.lib\ Utility \ error.llb\Merge Errors.vi

Write Characters To File with error.vi

~\Sandpit LV utilities\Write Characters To File with error.vi
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2D U8 array to raw data.vi

~\Sandpitconvertsx & _sw\BMP to SWA\2D U8 array to raw data.vi

EHF
i ]
Read BMP File.vi

*\vi.lib\picturé\bmp.lIb\Read BMP File.vi

Unflatten Pixmap.vi

*\vi.lib\ picturé\pixmap.lIb\Unflatten Pixmap.vi

F.3 SW threshold and segment images SM.vi

This VI was used to automatically segment Stradwin files by thresholding the $mades
selects only a subset of the image according to the brightness valuesifotiinedmage. This
process can be carried out manually using the Stradwin program, but i€dinsesming for

large datasets.

This VI was used to calculate the area of the vessel in the flow phantomuseabter 5.

F.3.1 Connector Pane

Brror in (no error) s
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F.3.2 Front Panel

F.3.3 List of SubVIs and Express Vls

?!‘H-:u

nA

Merge Errors.vi

*\vi.lib\Utility \ error.llb\Merge Errors.vi

1o

SW threshold and segment images SM CASEs.ctl

~\Sandpit StradWork§Threshold SW fileSW threshold and segment images SM CASEs.ctl
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SW_read image.vi

~\Sandpit convertsx & sw\SW._read image.vi

g

IMAQ ArrayToColorimage

*\vi.lib\Vision\Color.lIb\IMAQ ArrayToColorimage

IMAQ

IMAQ Create

*\vi.lib\ Vision\Basics.lIB IMAQ Create

fii

IMAQ Dispose

*\vi.lib\\Vision\Basics.lIb IMAQ Dispose

o

IMAQ Cast Image

*\vi.lib\ Vision\Management.lIfIMAQ Cast Image

o
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IMAQ Threshold

*\vi.lib\Vision\Process.lIRIMAQ Threshold

[
.g._.'*n
28

IMAQ ROIToMask

*\vi.lib\Vision\ROI Tools.lIb\IMAQ ROIToMask

g

IMAQ Copy

*\vi.lib\ Vision\Management.l[RIMAQ Copy

IMAQ WindDraw

*\vi.lib\ Vision\Display.lIb\IMAQ WindDraw

—

Image

IMAQ Image.ctl

*\vi.lib\vision\Image Controls.lIRIMAQ Image.ctl
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IMAQ Mask

*\vi.lib\Vision\Operator.lIB IMAQ Mask

.
2]

IMAQ UserLookup

*\vi.lib\Vision\Process.lIRIMAQ UserLookup

IMAQ Filllmage

*\vi.lib'\vision\Pixel Manipulation.ll IMAQ Filllmage

IMAQ GetPalette

*\vi.lib\Vision\Display.lIb\IMAQ GetPalette

SW measure phantom area.vi

~\Sandpit StradWork§Threshold SW fileSW measure phantom area.vi

2

!
=

4
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ROI and image number array.ctl

~\Sandpit StradWork§Threshold SW filgROI and image number array.ctl

Check ROl.vi

~\Sandpit StradWork§Threshold SW fileCheck ROl vi

ROI cluster to ROI array.vi

~\Sandpit StradWork§Threshold SW filgROI cluster to ROI array.vi

S
SH
parse

SW._parse swé&sx file.vi

~\Sandpit convertsx & sw\SW _parseswé&sx file.vi

F.4 SW create OBJ file from segmented file.vi

A vital stage in creating a segmented spatially registered geometry using a sal@lling
package is that of converting the points and curves which represgmeseéed lumen outlines
into a file format which can be imported into the package. This VI convertasetgd outlines
in a Stradwin file into Wavefront Object files with a .obj extension. These dibegain curves
fitted to the lumen outlines which can be used as the basis of an artery meshfatiogdehg

the guidelines given in appendix D.
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F.4.1 Connector Pane

F.4.2 Front Panel

oy file with contours

Drvsegmentation_practicet -
contour reading 1 temph
0131CAEM 20051121 SonoCT

b Ogated 7 sw

Degree of hspline curve

F.4.3 List of SubVIs and Express Vls

SW read all contours.vi

~\Sandpit StradWork§ SW contour utilitie§read all contoursSW read all contours.vi

AA
ey

SW contour 3D transform using x-y-z matrix.vi

~\ Sandpit StradWork§ SW contour utilitie§read all contoursSW contour 3D transform us-

ing X-y-z matrix.vi
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y
abji

SW convert 3D contour to OBJ file.vi

~\ Sandpit StradWork§ SW contour utilitie§read all contoursSW convert 3D contour to OBJ

file.vi

F.5 SW gate to sxp peaks.vi

Automatic gating of a Stradwin file is performed using this VI. A Stradx phasegMilth a
.SXp extension) must first be created according to the instructions included tattixS The
phase file is then used with this VI to create a list of images which are founé giethks (or

optionally troughs) of the phase file.

The user can sort through all of the selected peaks or troughs to marermlbye any which
the program has misidentified. Once this has been done, the list of peaksimagved as a
text file for use with “SWSelectSW.vi".

All of the gated Stradwin files used for CFD simulation and solid modelling fourathapters

5, 4 and 7 were gated using this VI.

F.5.1 Connector Pane

BITOF I (N0 Brror) seeeseee
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F.5.2 Front Panel

F.5.3 List of SubVIs and Express Vls

?!‘H':"I

aAt

Merge Errors.vi

*\vi.lib\Utility \ error.llb\Merge Errors.vi

SW_read image.vi

~\Sandpitconvertsx & _sw\SW_read image.vi
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IMAQ

IMAQ Create

*\vi.lib\Vision\Basics.lIb IMAQ Create

]

IMAQ Dispose

*\vi.lib\Vision\Basics.lIB IMAQ Dispose

o

IMAQ Cast Image

*\vi.lib\\ Vision\Management.llRIMAQ Cast Image

[ —

Image

IMAQ Image.ctl

*\vi.lib\vision\Image Controls.lIRIMAQ Image.ctl

IMAQ GetPalette

*\vi.lib\vision\Display.llb\IMAQ GetPalette
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1o

SW gate to sxp peaks CASEs.ctl

~\Sandpit StradWork§SelectSWSW gate to sxp peaks CASESs.ctl

]
0oon
.

SW_Read SXP file.vi

~\Sandpitconvertsx & _sw\Read SXP fil§SW_Read SXP file.vi

—+E

IMAQ ArrayToColorimage

*\vi.lib\\ Vision\Color.lIb\IMAQ ArrayToColorimage

gl

Strip Path Extension__ogtk.vi

*\user.lib,_OpenG.libfile\file.llb\Strip Path Extensianogtk.vi

gl

Strip Path Extension - Path__ogtk.vi

*\user.lib,_OpenG.likfile\file.llb\Strip Path Extension - Pattogtk.vi
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Write To Spreadsheet File.vi

*\vi.lib\Utility \file.llb\Write To Spreadsheet File.vi

F.6 SW SelectSW.vi

SelectSW acts in a similar way to selectsx, the tool included with Stradx. It takaesay of
frame numbers from the input stradwin/stradx file, and then saves aand.sxi file with

only those frames.

This uses text files with a list of images found from “SW gate to sxp peakseiva in section
F.5.

F.6.1 Connector Pane

Peak image filg menmnennnnney
Input Stradx,/Stradwin file zated 3tradxfstradwin file

Dutput SW filename ~* X
Frame numbers ko keep mr“‘—l@ i e error ot (0 error
errar in (no efrar)

Image selection method
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F.6.2 Front Panel

F.6.3 List of SubVIs and Express Vls

SW._parse swé&sx file.vi

~\convertsx__sw\ SW_parseswsxfile.vi

Read Characters From File with error.vi

“\LV utilities\Read Characters From File with error.vi

ks

xk

1"y
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Convert File Extension__ogtk.vi

*\user.lib,_OpenG.lib file\file.llb\Convert File Extensionogtk.vi

T

xk

Convert File Extension (Path) _ogtk.vi

*\user.lib,_OpenG.libfile\file.llb\Convert File Extension (Pathpgtk.vi

?!‘H':"I

nA

Merge Errors.vi

*\vi.lib\Utility \ error.llb\Merge Errors.vi

Write Characters To File with error.vi

~\LV utilities\Write Characters To File with error.vi

Search and Replace Pattern.vi

*\vi.lib\Utility \error.lIb\Search and Replace Pattern.vi

gl
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Strip Path__ogtk.vi

*\user.lib,_OpenG.lib file\file.llb\ Strip Path_ogtk.vi

il

Strip Path - Traditional __ogtk.vi

*\user.lib,_OpenG.lib file\file.llb\Strip Path - Traditionalogtk.vi

El2.3

ek

Read From Spreadsheet File.vi

*\vi.lib\Utility \file.llb\Read From Spreadsheet File.vi

F.7 state demo with fake physio.vi

This is the top-end GUI used to create custom wall motion waveforms for thenetion test
phantom described in chapter 8. The user may import a saved wavdfarexample from
in-vivodata) as a tab-delimited text file, or create their own waveform using the eathodls.
The characteristics of the test phantom controller can also be changedssthe stepper motor

step size, acceleration and stepper motor velocity.

F.7.1 Connector Pane
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F.7.2 Front Panel

Fake Physiological

F.7.3 List of SubVIs and Express Vls

MR and ballscrew diameter chooser.vi

~\Sandpit AWM test too\ MR and ballscrew diameter chooser.vi

generate EASI waveform GUL.vi

~\Sandpit AWM test tool\ generate EASI waveform GUI.vi

generate EASI program no LOOP.vi

~\Sandpit AWM test tool generate EASI program no LOOP.vi
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Write Characters To File.vi

*\vi.lib\ Utility \file.llb\Write Characters To File.vi

B

it

Write To Spreadsheet File.vi

*\vi.lib\ Utility \file.llb\Write To Spreadsheet File.vi

foe

generate fake physio EASI waveform GUI.vi

~\Sandpit AWM test tool\ generate fake physio EASI waveform GUI.vi

F.8 SW evaluate segmentation with Udupa methods using BMPs.vi

The normalized segmentation error of two images, one hand-segmentedeaoith¢h auto-
matically segmented, is calculated by this VI (using an algorithm described in HadanA.
(2001). “An empirical parameter selection method for endocardial badéetification algo-
rithms.” Computerized Medical Imaging and Graphics 25(1): 33). A dirgaibbitmap image
files (.bmp) is required for each input, as well as the sizes of pixels in the inHye sizes
of each pixel can be found in the Stradwin file (.sw) on the lines maR&8_XSCALEnd
RES_YSCALEnN cm/pixel.

This code was used in chapter 6.
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F.8.1 Connector Pane

[Frvert automatically segmen...
l[rvert hand-zegmented image

Hand-segmented image directory b etric value
Automatically segmented ima. ..
Metric — [ i error out
2[rar | ===
F.8.2 Front Panel
Hand-gegmented image directony Automatically segmented image directony
C:ADocuments and 5 ettingshsharnmer] Aty C:ADocuments and 5 ettingshsharnmer] Aty
DocumentshShIRTY DocumentshShIRTY
0542CarBM_20070122_ShIRTORUS objects 0542CarBM_20070122_ShIRTORUS objects
MO0B42CAEM 20070122 ShIRTORUS OBJE MO0B42CAEM 20070122 ShIRTORUS OBJE
F I Irwert hand-zegmented image Irweert automatically segmented image
Ietric
[
E LI
Graph | Results | Settings |
Metric value

Segmentation metric value

Metic valug

Image number

Median

.

F.8.3 List of SubVis and Express Vls
IMA
IMAQ Create

*\vi.lib\vision\Basics.lIB IMAQ Create.vi
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IMAQ ReadFile

*\vi.lib\Vision\Files.lIb\IMAQ ReadFile.vi

(WY

e

]

IMAQ Inverse

*\vi.lib\Vision\Process.lIRIMAQ Inverse.vi

fit (el
a8

IMAQ Browser Setup

*\vi.lib\Vision\Browser.lIB,IMAQ Browser Setup.vi

B3
a

IMAQ Browser Insert

*\vi.lib\Vision\Browser.lIB,IMAQ Browser Insert.vi

IMAQ WindDraw

*\vi.lib\Vision\Display.lIb\IMAQ WindDraw.vi
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i}

IMAQ Dispose

*\vi.lib\vision\Basics.lIB IMAQ Dispose.vi

)i
2]

IMAQ WindSetup

*\vi.lib\Vision\Display.lIb\IMAQ WindSetup.vi

?!‘H':'I

HA

Merge Errors.vi

*\vi.lib\Utility \ error.llb\Merge Errors.vi

—

Image

IMAQ Image.ctl

*\vi.lib\vision\Image Controls.lIRIMAQ Image.ctl

Median.vi

*\vi.lib\Analysis\baseanly.llhMedian.vi
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Udupa
Pwletric

Udupa segmentation metrics.vi

~\ Sandpit StradWork§segmentation evaluatig/dupa methogUdupa segmentation metrics.vi

Hx

rMean

Mean.vi

*\vi.lib\Analysis\baseanly.llhMean.vi

Udupa
Heenes

Calculate Udupa scene areas.vi

~\Sandpit StradWork§segmentation evaluatigpdupa methotgCalculate Udupa scene ar-

eas.vi

F.9 calculate Udupa interobserver percent statistic.vi

This VI calculates the interobserver percent statistic. It is designed tgdmbto compare an
automatically segmented directory of bitmap images to a set of several direaibri@nually
segmented bitmap images. The segmentation metric used to assess the multiple segimenta

can be chosen from those defined in chapter 6.

F.9.1 Connector Pane
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F.9.2 Front Panel

Automatically segmented image directory

IC:\Documents and Settingshshammer] Wy
Documents\ShiR Thsegmentation_accuracyt
lceq_prec_FEY

0107FEIBM 20060519 43to54 1 ShIRT2

K

Function

i —

Graph | Statistics | Errar results | Settings | Hidden |

M aximum interobserver emars
0.007-
0.0085-
0.006-
0.0055-1
0.005-

o
=1
=1
=
]
|

0.004-

Errar [units]

0.0035-
0.003-]
0,005
0.002-]
0.0015-
0.001-!
i

Anay of hand-segmented image directories

C:\Documents and 5 ettingshshammer] by
D ocumentsyShIRThsegmentation_accuracy'
107FEIBM_20060519_43t054_1_OBJECT_

(4

&

C:\Documents and S ettingshshammer] My

D ocumentsyShIRThsegmentation_accuracys,
0107FEIBM_20060513_43ta54_2_OBJECT_
0o

C:\Documents and S ettingstshammer] My

D ocumentssShIR Thsegmentation_acouracy
M O7FEIBM_20080519_43t054_3 OBJECT_

8

C-\Documents and S ettings\shammer 1My
D ocumentssShiR Thsegmentation_accuracy's
0107FEIBM_20060519_43t054_4_OBJECT_

&

&

C:\Documents and 5 ettingshshammer] by
D ocumentssShIR Thsegmentation_acouracy's
(107FEIBM_20060519_43t054_5 OBJECT_

maxte(c/0_il}
maxle(0_i.0_jlt

5
Image na.

Merge Errors.vi

List of SubVIs and Express Vis

*\vi.lib\Utility \ error.llb\Merge Errors.vi

Conf
Inter

Confidence Interval using Inverse t.vi

~\Sandpit StradWork§segmentation evaluatig@onfidence Interval using Inverse t.vi

Hx

rMean
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Mean.vi

*\vi.lib\Analysis\baseanly.llhMean.vi

SW evaluate segmentation with Udupa methods using BMPs.vi

~\ Sandpit StradWork§segmentation evaluatigb/dupa methogSW evaluate segmentation with

Udupa methods using BMPs.vi

F.10 calculate Udupa segmentation precision.vi

This VI allows the user to calculate the precision of a set of segmentatiook.segmentation
should be performed using the same segmentation method on the same image &aizse
segmentation should be saved as a series of binary bitmap images with thesideathe
segmented outline coloured in white and the area outside coloured in black. seges of

bitmaps should be in a separate directory.

This VI was used in chapter 6

F.10.1 Connector Pane

E=g
1

F.10.2 Front Panel

A2y of image directaries Graph ‘ Precision | Gettings | Hidden |
01| [E"Documerts and Setings\shenmer My
IDocuments\ShiRT ssgmentation_accuracys
(0107FEIBM _20061519_43t054_1_DBJECT_ Resuts
oo

0.6
[C-\Documents and Settingshshammer1 iy

[Dacumerts\SHRT\seamentalion_accuracys 0.5
(017FEIBM 20060519 43to54_2 0BJECT -
1]

0.93-|

0.92-]

[C-\Diocuments and Setfings\shammer] \My
- Documents\ShIRT segmentaion_accuracy'
(0107FE BN _20050519_43t054 5 DBJECT_

Function Output dats format
Ell | &[Columns
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F.10.3 List of SubVIs and Express Vls

?!‘H':'I

nA”

Merge Errors.vi

~\vi.lib\Utility \ error.llb\Merge Errors.vi

SW evaluate segmentation with Udupa methods using BMPs.vi

*\ Sandpit StradWork§segmentation evaluatigb/dupa methodSW evaluate segmentation with

Udupa methods using BMPs.vi
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