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## PREFACE

In 1960 Smart ([30]) introduced the concept of a well-bounded operator on a Banach space. Around the same time Krabbe ([21], [22]) obtained spectral theorems for certain bounded and unbounded operators on $L^{P}(\underline{R})$; the case where the bounded operators are of semigroup type is of especial interest. We have attempted to interpret these results in the light of the theory of mell-bounded operators, developed in [30], [26], [27], [3] and [32], which we summarise in Chapter 1.

We have developed the theory of an unbounded analogue of the well-bounded operator, which we term "well-boundable". This material is presented in Chapter 2. A well-boundable operator has real spectrum, and possesses a bounded spectral family with respect to which it satisfies a Riemann-Stieltjes form of the spectral theorem. We prove the uniqueness of such a family (Theorem 2.2.8), identify the spectrum of the well-boundable operator as the support of its spectral family (Theorem 2.2.13) and obtain versions for well-boundable operators of various other standard spectral theory results. This enables us to prove a generalisation to well-bounded operators of type $B$ of the Hille-Sz.-Nagy theorem (Theorem 2.3.2).

The main theorem of Chapter 3, Theorem 3.2.4, shows that, for a real-valued Fourier transform multiplier of $L^{p}(G)$, the existence and uniform boundedness of the appropriate multiplier projections is necessary and sufficient for the multiplier to define a well-bounded
operator. Examples and counterexamples are given.....
In Chapter 4 we study well-bounded Riesz operators. The Riesz operators form a larger class of operators which satisfy the Riesz theory of compact operators, but we are able to prove, in Theorem 4.2.3, that a well-bounded Riesz operator is necessarily compact. As an application, we use this theorem and our characterisation of wellbounded multiplier operators to show that the singular multiplier of Figa-Talamanca and Gaudry does not define a well-bounded operator.

The layout of this thesis is as follows. Each chapter is divided into three or four sections, numbered consecutively within each chapter only. All cross-references give the full chapter, section and result number. Display numbers are consecutive within each section only; on only one or two occasions is a display belonging to another section referred to.
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## CHAPTER 1

## PRELIMINARIES

In this chapter we review the basic notions used in the thesis. The theory of well-bounded operators requires careful discussion of Stieltjes integration in a vector-valued setting, a definitive account of which was given by Spain [32], based on ideas of Krabbe [23]. We outline this material in §1.2. In §1.3 we sumarise the theory of well-bounded operators.

## \%1.1. Basic notions

We denote the real mmbers, the complex numbers, the integers, the rationals and the unit cirole by $\underline{R}, \underline{C}, \underline{Z}, Q$ and $T$ respectively. Throughout the thesis $X$ will be a complex Banach space. The norm of an element $x \in X$ will be denoted by $\|x\|$. By a linear subspace of $X$ we shall mean simply a subset of $X$ which is itself a linear space; wo not assume a linear subspace to be closed.

If $X$ and $Y$ are Banach spaces, a linear operator between $X$ and $Y$ will be a linear map $T: D(T) \rightarrow Y$, where the donain $Q(T)$ is a linear subapace of $X$. When $X=Y$ we refer to $T$ as a linear operator on $X$. The set of (everywhere defined) bounded linear operators between $X$ and $Y$ will be denoted by $B(X, Y)$, and $B(X, X)$ will be abbreviated to $B(X)$. We denote the dual of $X$ by $X^{*}$, and the adjoint of $T \in B(X, Y)$ by $T^{*}$ 。If $\phi \in X^{*}$ and $x \in X$, then we shall sometimes use $\langle\phi, x\rangle$ to stand for the evaluation $\phi(z)$. We denote the speotrum of $T$ by $\sigma(T)$ and the resolvent set of $T$ by $\rho(T)$.

A linear subspace $X_{1} \subset X$ is invariant for a linear operator $T$ on $X$ if, for all $x \in X_{1} \cap(T), T x \in X_{1}$. The restriction $T \mid X_{1}$ of $T$ to an invariant subspace $X_{1}$ is the operator $T \mid X_{1}$ : $X_{1} \cap \odot(T) \rightarrow X_{1}$ given by $\left(T \mid X_{1}\right) x=T x\left(x \in X_{1} \cap D(T)\right)$. If for the linear operators $S, T$ we have $P(S) C D(T)$ and $S x=T x$ ( $x \in$ ( (S)) then we shall write SCT.

If $\Omega \subset \underline{C}$ and $F$ is an algebra of oomplex-valued functions on $\Omega$ which contains the unit function $1: \omega \rightarrow 1(\omega \subset \Omega)$ and the identity function $j: \omega \rightarrow \omega(\omega \in \Omega)$, then an F-functional calculus for an operator $T$ on $X$ is a mapping $P \rightarrow P(T)$ from $F$ to operators on $\dot{X}$, which takes 1 to the identity operator $I$ and $j$ to $T$, and has the following properties:
(i) $(\lambda f)(T)=\lambda(f(T))(\lambda \in \underline{G}) ;$
(ii) $(f+g)(T) \supset f(T)+g(T)$;
(iii) $\left(f_{g}\right)(T) \supset f(T) g(T)$,
for all $f, g \in F$.
If $a$ is a subset of $B(X)$, then $a^{\prime}$ will denote the commutant of $G$, that is, the subalgebra of $B(X)$ consisting of all $T \in B(X)$ suoh that $A T=T A$ for every $A$ in $Q$. The commutant of $a \prime$ is denoted by $a^{\prime \prime}$.

## §1.2. Integration theory

DEFINITION 1.2.1. We shall be considering the following spaces of complex-valued funotions:
(i) $\operatorname{BV}[a, b]$ is the space of all functions of bounded variation on the compact real interval $[a, b]$. $\operatorname{BV}[a, b]$ beoomes a Banach
algebra when given either of the equivalent norms

$$
\begin{aligned}
& \|f\|_{[a, b]}=|f(b)|+\operatorname{var}_{[a, b]} f, \\
& \left\|\|f\|_{[a, b]}^{0}=\sup _{t \in[a, b]}|f(t)|+\operatorname{var}_{[a, b]} f(f \in \operatorname{BV}[a, b]),\right.
\end{aligned}
$$

where $\underset{[a, b]}{\operatorname{var}} f$ is the total variation of $f$ over [ $a, b]$. It is
obvious that the norm $\left\||\cdot \||_{[a, b]}^{\prime}\right.$ is submultiplicative, but the fact that $\||\cdot|| |_{[a, b]}$ is also submultiplicative requires proof. An indirect and exceedingly oomplicated proof, whioh gives muoh additional information, is given in [29], Theorem 5.2. We give an elementary proof in an appendix to this chapter.
(ii) $\operatorname{NBV}[a, b]$ is the subalgebra of $\operatorname{BV}[a, b]$ consisting of those functions which are oontinuous on the left at each point of ( $a, b$ ].
(iii) $A C[a, b] \subset \operatorname{BV}[a, b]$ is the algebra of absolutely contimuous functions on $[a, b]$. For $f \in A C[a, b]$, we can write

$$
\underset{[a, b]}{\operatorname{var}} \mathbf{f}=\int_{a}^{b}\left|f^{\prime}(t)\right| d t
$$

Hence the polynamials are norm dense in AC[a,b].
(iv) $B V(\underline{R})$ is the Banach algebra of functions on $\underline{R}$ whioh have finite total variation. We use the norm

$$
\|f\|_{\underline{R}}=\sup _{t \in \underline{R}}|f(t)|+\operatorname{var}_{\underline{R}} f(f \in \operatorname{sV}(\underline{R})) \text {. }
$$

$(\underset{)}{ } \operatorname{LBV}(\underline{R})$ is the space of functions $f: \underline{R} \rightarrow \underline{C}$ suoh that $f$ is of bounded variation on each oompact interval.
$\operatorname{NLBV}(\underline{R})$ consists of those functions in $\operatorname{LBV}(\underline{R})$ whioh are continuous on the left at each point of $R$.
$\operatorname{LAC}(\underline{R}) \subset \operatorname{LBV}(\underline{R})$ consists of those functions whioh are absolutely continuous on eaoh oompaot interval.

DEFINITION 1.2.2. A subdivision of the oompact real interval [a,b] is a finite sequenoe $t=\left\{t_{k}\right\}_{k=0}^{m}$ of points of $[a, b]$ such that

$$
a=t_{0}<t_{1}<\cdots<t_{m}=b .
$$

We denote the set of all subdivisions of $[a, b]$ by $P[a, b]$ (abbreviated to $P$ when $[a, b]$ is understood).

A marked partition of $[a, b]$ is a pair ( $t, t^{*}$ ), where $t \in$ $P[a, b]$ and $t^{*}$ is a sequence $\left\{t_{k}^{*}\right\}_{k=1}^{m}$ suoh that $t_{k}^{*} \in\left[t_{k-1}, t_{k}\right]$ $(k=1, \ldots, m)$. We denote the set of all marked partitions of $[a, b]$ by $P *[a, b]$.

If $\underline{s}$ and $t$ are subdivisions, we say that $s$ is a refinement of $t$ if $t$ is a subsequence of $\underline{s}$. The relation $\leqslant$, where s $\underset{t}{ } \underline{f}$ if and only if $t$ is a refinement of $s$, is a partial ordier on $P[a, b]$. We order $P *[a, b]$ by setting $\left(\underline{s}, \underline{s}^{*}\right) \leqslant\left(\underline{t}, \underline{t}^{*}\right)$ if and only if $s \in \underline{t}$.

We consider the subsets $P_{r} ;[a, b]$ and $P_{i} ;[a, b]$ of $P *[a, b]$, where
$\left(\underline{t}, t^{*}\right) \in P_{i}[a, b]$ if and only if $t_{k}^{*}=t_{k}$ for all $k$;
( $t, t^{*}$ ) $\subset P_{i}[a, b]$ if and only if $t_{k} \in\left(t_{k-1}, t_{k}\right)$ for all $k$. Under the order $\leqslant, P, P_{*}, P_{\boldsymbol{r}}, P_{i}$ are all directed sets, and $P *$ and $P_{i}$ are ocfinal in $P *$ 。

DEFINITION 1.2.3. Let $f$ and $g$ be functions on $[a, b]$, one taking complex values, and the other taking values either in $C$ or in $B(X)$ for some Banach space $X$. For each ( $\left.t, t^{*}\right) \in P^{*}[a, b]$, let

$$
\sum\left(f, \Delta_{g}, t_{g} t^{*}\right)=\sum_{k=1}^{m} f\left(t_{k}^{*}\right)\left(g\left(t_{k}\right)-g\left(t_{k-1}\right)\right)
$$

Then the following integrals are defined as net limits in the strong operator topology, whenever the limits exist:
(i) $\int_{a}^{b} \mathrm{fdg}=\lim _{\left(\underline{t}, \underline{t}^{*}\right) \mathrm{ef}^{*}} \sum\left(f, \Delta g, \underline{t}, \underline{t}^{*}\right)$;
(ii) $\int_{[\mathrm{a}, \mathrm{b}]}^{\mathrm{r}} \mathrm{Pdg}=\lim _{\left(\underline{\mathrm{t}}, \mathrm{t}^{*}\right) \mathrm{ef}_{\mathbf{r}}} \sum_{\mathrm{F}}\left(\mathrm{f}, \Delta \mathrm{g}, \underline{\mathrm{t}}, \underline{\mathrm{t}}^{*}\right)$;
(iii) $\int_{[\mathrm{a}, \mathrm{b}]}^{i} \mathrm{fdg}=\lim _{\left(\underline{t}, \mathrm{t}^{*}\right) \subset \mathcal{P}_{i}^{*}}\left(\mathrm{f}, \Delta \mathrm{g}, \mathrm{t}, \mathrm{t}^{*}\right)$.

DEFINITION 1.2.4. Let $E$ be a $B(X)$-valued function on an interval containing $[a, b]$. For $g \in \operatorname{BV}[a, b]$, let

$$
P *(g)= \begin{cases}P *[a, b] & \text { if } g \in \operatorname{NBV}[a, b] \\ P *[a, b] & \text { if } g \in \operatorname{BV}[a, b] \backslash \operatorname{NBV}[a, b]\end{cases}
$$

Then, if the limit exists in the strong operator topology, we define the integral

$$
\oint_{[a, b]} \operatorname{Edg}=\lim _{\left(\underline{t}, \underline{t}^{*}\right) \in P^{*}(g)} \sum\left(E, \Delta g, \underline{t}, \underline{t}^{*}\right)
$$

PROPOSITION 1.2.5 ([32], Theorem 1). If $E: R \rightarrow B(X)$ is a function such that
(i) $\lim _{s \rightarrow t+0} E(s) x=E(t) x(x \in X, t \in \underline{R}) ;$
(ii) $\lim _{s \rightarrow t-0} F(s) x$ exists in $X(x \in X, t \in R)$;
(iii) $\mathbf{B}(\mathrm{t})=0(\mathrm{t}<\mathrm{a}) ; \mathrm{F}(\mathrm{t})=\mathrm{E}(\mathrm{b})(\mathrm{t} \geqslant \mathrm{b})$;
then, for each $G \in \operatorname{BV}[a, b], \oint$ sag exists and [arb]

$$
\left\|\oint_{[a, b]} E d_{B}\right\| \leqslant \sup _{t \in[a, b]}\|E(t)\|_{[a, b]}^{\operatorname{var}} g .
$$

PROPOSITION 1.2.6 ([32], Theorem 2). Let $E$ be as in 1.2.5, and let $\left\{g_{\alpha}\right\}$ be a bounded net in $\operatorname{BV}[a, b]$ and $g \in \operatorname{BV}[a, b] a$ function such that $g_{\alpha}(t) \rightarrow g(t)(t \in[a, b])$. Then

$$
\oint_{[a, b]} E d g=\lim _{\alpha} \oint_{[a, b]} E d g_{\alpha}
$$

in the strong operator topology.

DEFINITION 1.2.7. FOr $B$ as in 1.2 .5 and $g \in \operatorname{BV}[a, b]$, let

$$
\int_{[a, b]}^{\oplus} g d E=g(b) E(b)-\oint_{[a, b]} B d g
$$

## PROPOSITION 1.2.8 ([32], Theorem 3 and Lemma 6). Let $E$ be as

 in 1.2.5, and $g \in \operatorname{BV}[a, b]$. Then$$
\int_{[a, b]}^{\oplus} g d B=\left\{\begin{array}{l}
B(a) E(a)+\int_{a}^{b} \operatorname{gdB}(g \in \operatorname{NBV}[a, b]) \\
g(a) E(a)+\int_{[a, b]}^{r} g d B \quad(g \in \operatorname{BV}[a, b] \backslash \operatorname{NBV}[a, b]),
\end{array}\right.
$$

and

$$
\left\|\int_{[a, b]}^{\oplus} g d E\right\| \leqslant \sup _{t \in[a, b]}\|B(t)\|\| \|_{g}\| \|_{[a, b]}
$$

N.B. When applying the operator $\int_{[a, b]}^{\oplus} g d B$ to a vector $x$ we
shall use the notation $\int_{[a, b]}^{\oplus} g(\lambda) d B(\lambda) x$, with similar variants for the other integrals defined.

## §1.3. Summary of the theory of well-bounded operators

DEFINITION 1.3.1. An operator $T \in B(X)$ is wall-bounded if there exist a compact interval [a,b] and a constant $K>0$ such that

$$
\begin{equation*}
\|P(T)\|^{\leqslant} \leqslant K\|p\| \|_{[a, b]} \tag{1}
\end{equation*}
$$

for every complex polynomial $p$. If (1) is satisfied, then we shall say that the well-bounded operator $T$ is implemented by ( $K,[a, b]$ ).

Obviously, if $T$ is implemented by ( $K,[a, b]$ ), then it is also implemented by ( $K,\left[a^{\prime}, b^{\prime}\right]$ ) whenever $a^{\prime} \leqslant a, b^{\prime} \geqslant b$.

It follows immediately from Definition 1.3.1, and the faot that the polynomials are dense in $A C[a, b]$, that there exists a continuous $A C[a, b]$-functional calculus into $B(X)$ for $T$; furthermore, $f(T) \in\{T\}$ '', for every $f \in A C[a, b]$.

It is also immediate that, if $T$ is well-bounded and implemented by ( $\dot{K},[a, b]$ ), then sc is $T^{*}$, and the functional oalculus for $T^{*}$ is related to that for $T$ by $f\left(T^{*}\right)=f(T) *(f \in A C[a, b])$.

DEFINITION 1..3.2. A spectral family for $X$ is a projectionvalued funotion $E: R \rightarrow B(X)$ which satisfies the following conditions:
(i) $\|\mathcal{R}(\lambda)\| \leqslant K(\lambda \in \mathbb{R})$, for some constant $K<\infty$;
(ii) $E(\lambda) E(\mu)=E(\mu) E(\lambda)=E(\min (\lambda, \mu))(\lambda, \mu \in \underline{R})$;
(iii) (a) $\lim _{\mu \rightarrow \lambda_{+} 0} E(\mu) x=E(\lambda) x \quad(\lambda \in \underline{R}, x \in X)$;

$$
\begin{aligned}
& \text { (b) } \lim _{\mu \rightarrow \lambda-0} E(\mu) x \text { exists in } X(\lambda \in \underline{R}, x \in X) \text {; } \\
& \text { (iv) } \lim _{\lambda \rightarrow-\infty} E(\lambda) x=0(x \in X) ; \lim _{\lambda \rightarrow \infty} E(\lambda) x=x(x \in X) \text {. }
\end{aligned}
$$

If $E$ satisfies the stronger condition
(iv') there exist $a, b \in \mathbb{R}$ such that

$$
E(\lambda)=0(\lambda<a) ; E(\lambda)=I(\lambda \geqslant b),
$$

then we shall say that $E$ has oompact support.

Remark. There is some redundancy here. Conditions (ii)-(iv) together imply (i). If $Z$ is reflexive, (i) and (ii) imply the existence of $\lim _{\mu \rightarrow \lambda+0} E(\mu) x$ and $\lim _{\mu \rightarrow \lambda-0} E(\mu) x$, for all $\lambda \in \underline{R}, x \in X$, by a well-known theorem of Lorch ([25], Theorem 3.2).

The left-hand limit $E(\lambda-0)$ is itself a projection in $B(X)$ WIth norm at most $K$, for each $\lambda \in \underline{R}$.

We shall sometimes refer to a spectral family in this sense as a strong spectral family.

Well-bounded operators on reflexive spaces were characterised by Smart and Ringrose, [30] and [26], in the following way:

PROPOSITION 1.3.3. Let $X$ be reflexive and $T \in B(X)$. Then $T$ is well-bounded if and only if there exists a spectral family $E$, satisfying $1.3 .2\left(i v^{\circ}\right)$, such that

$$
\begin{equation*}
T \mathbf{x}=\int_{a-\theta}^{b+\theta} \lambda d E(\lambda) x(x \in X), \tag{2}
\end{equation*}
$$

where $\theta>0$ is arbitrary. We may write (2) in the alternative form

$$
\begin{equation*}
T x=a E(a) x+\int_{a}^{b} \lambda d E(\lambda) x \quad(x \in X) \tag{3}
\end{equation*}
$$

The well-bounded operator $T$ is then implemented by ( $K,[a, b]$ ), and $f(T)$ is given by

$$
\begin{equation*}
f(T) x=f(a) E(a) x+\int_{a}^{b} f(\lambda) d E(\lambda) x \quad(x \in X, f \in A C[a, b]) \tag{4}
\end{equation*}
$$

Furthermore, $E$ is unique, and $E(\lambda) \in\{T\}: 1(\lambda \in R)$.
When $X$ is not reflexive, the characterisation is less simple, and in general we can only obtain projections in $B\left(X^{*}\right)$ with much weaker continuity properties.

DEPINITION 1.3.4. A dual spectral family for $X$ is a projectionvalued function $F: \underline{R} \rightarrow B\left(X^{*}\right)$ satisfying the following conditions:
(1) $\|F(\lambda)\| \leqslant K(\lambda \in \underline{R})$, for some oonstant $K<\infty$;
(i1) $F(\lambda) F(\mu)=F(\mu) F(\lambda)=F(m \ln (\lambda, \mu))(\lambda, \mu \in \underline{R}) ;$
(iii) there exist $a, b \subset \underline{R}$ such that

$$
F(\lambda)=0(\lambda<a) ; F(\lambda)=I(\lambda \geqslant b) ;
$$

(iv) for each $\phi \in X^{*}, X \in X$, the function $\lambda \rightarrow\langle F(\lambda) \phi, 工\rangle$ is Lebesgue measurable;
(v) for any $\phi \in X^{*}, x \in X$ and $\mu \in[a, b)$, if
$\lim _{h \rightarrow 0+\frac{1}{h}} \int_{\mu}^{\mu+h}<F(\lambda) \phi, x>d \lambda$ exists, then the valus of the limit is $<\vec{F}(\mu) \phi, D ;$
(vi) for each $x \in X$, the map $X^{*} \rightarrow L^{\infty}[a, b]=L^{1}[a, b]$ which sends $\phi$ to $(\lambda \rightarrow\langle\mathbb{F}(\lambda) \phi, \infty)$ is continuous when both spaces are
given the weak* topology.

Ringrose [27] introduced this concept and called it a "decomposition of the identity", but we prefer not to use the term in order to avoid confusion with the Colojoara-Foias theory of decomposable operators ([7], Chapter 2). Well-bounded operators are examples of "decomposable operators" in that sense.

PROPOSITION 1.3.5. $T \in B(X)$ is well-bounded if and only if there exdsts a dual spectral family $F$ such that $T$ is the unique operator in $B(X)$ satisfying

$$
\begin{equation*}
\langle\phi, T x\rangle=b<\phi, x-\int_{a}^{b}\langle F(\lambda) \phi, x\rangle d \lambda \quad\left(\phi \in X^{*}, x \in X\right), \tag{5}
\end{equation*}
$$

where $a, b$ are the numbers in 1.3.4(iii). $T$ is then implemented by ( $K,[a, b]$ ), and the functional calculus is given by

$$
\begin{align*}
& \langle\phi, f(T)>\rangle=f(b)\langle\phi,>\rangle-\int_{a}^{b}\langle P(\lambda) \phi, \gamma\rangle f^{\prime}(\lambda) d \lambda  \tag{6}\\
& \text { ( } \phi \in X^{*}, x \in X, f \in A C[a, b] \text { ). }
\end{align*}
$$

Proof. The result is obtained by combining Theorems t, 2 and 6 of [27].

Remark. If the well-bounded operator $T$ is implemented by ( $K,[a, b]$ ), then $\sigma(T) \subset[a, b]$ ([27], p.620, Corollary i). The converse is also true (Lemma 4.2.1).

In general, the dual speotral family $F$ associated with a wellbounded operator by (5) need not be unique, nor need the $F(\lambda)$ 's be adjoints of projections in $B(X)$.

DEFTNLTION 1.3.6. A projection-valued function $B: E \rightarrow B(X)$ is
a weak speotral family if $\mathrm{E}^{*}: \underline{R} \rightarrow B\left(X^{*}\right)$ (where $E^{*}(\lambda)=E(\lambda) *$ is a dual spectral family.

PROPOSITIION 1.3.7 ([27], Theorem 8). If $E$ is a weak spectral family, then $\mathrm{E}^{*}$ is the unique dual speotral family associated with the well-bounded operator $T$ given by

$$
\begin{equation*}
\langle\phi, T x\rangle=b<\phi, x\rangle-\int_{a}^{b}\langle\phi, E(\lambda) x\rangle d \lambda \quad\left(\phi \in X^{*}, x \in X\right) . \tag{7}
\end{equation*}
$$

Furthermore, $F(\lambda)<\{T\}$ '' $(\lambda \in \underline{R})$.

PROPOSITION 2.03.8 ([27], Theorem 9). If $X$ is weakly oomplete, then a well-bounded operator $T \in B(X)$ has a unique dual spectral family if and only if is has a weak speotral family (i.e. if and only if there is a meak spectral family satisfying (7)).

A weak speotral family need not be a strong spectral family. (Examples are given in §̧ 6 of [3].)

DEFINITION 1.3.9. A well-bounded operator is said to be of type Bif it has a strong spactral family which satisfies (7), i.e. if it has a (unique) dusl spectral family which is the adjoint of a strong spectral family.

This concept was introduced in [3]. Well-bounded operators of type B are characterised as follows.

PROPOSITION 1.3.10 ([32], Theorem 5). Let $T \in B(X)$. Then the following statements are equivalent:
(i) T is a well-bounded operator of type $B$, implemented by ( $K,[a, b]$ ).
(i1) there exists a (strong) spectral family $E: \underline{R} \rightarrow B(X)$, satiafying $1.3 .2\left(\right.$ iv $\left.^{\circ}\right)$, such that

$$
\begin{equation*}
T x=\int_{[a, b]}^{\oplus} \lambda d B(\lambda) x \quad(x \in x) ; \tag{8}
\end{equation*}
$$

(iii) $T$ is a well-bounded operator, implemented by ( $K,[a, b]$ ), such that the functional calculiug $\phi: A C[a, b] \rightarrow B(X)$ takes bounded sets to sets which are relatively oompaot in the weak operator topology;
(iv) $T$ is a well-bounded operators implemented by ( $x,[a, b]$ ), such that, for eaoh $x \in X$, the map $\psi_{x}: f \rightarrow f(T) x(f \in A C[a, b])$ is weakly oompaot;
(v) $T$ is a well-bounded operator, implemented by ( $K,[a, b]$ ), such that, for eaoh $x \in X$, the map $f_{x}: f \rightarrow f(T) x(f \in A C[a, b])$ is oompact.

If $T$ satisfies (i)-( $v$ ), then $f(T)$ is given by

$$
\begin{equation*}
f(T) x=\int_{[a, b]}^{\oplus} f(\lambda) \alpha E(\lambda) x \quad(x \in X) \tag{9}
\end{equation*}
$$

for all $f \in A C[a, b]$.

Every well-bounded operator on a reflexive space is of type B. Berkson and Dowson [5] also define an intermediate concept, that of "type A", when there is a weak spectral family which need only satisfy 1.3.2(iii)(a), and not necessarily 1.3.2(iii)(b). However, the operator $T$ given in Example 6.2 of [3] is of type A but not of type $B$, whereas $-T$ is not of type $A$; it follows from 1.3 .10 (see 2.2.6) that, if $T$ is of type $B$, then so is $-T$.

PROPOSITION 1.3.11 ([32], Theorem 6). Let $T \in B(X)$ be a wellbounded operator of type $B$, implemented by ( $K,[a, b]$ ). Then the $A C[a, b]-f u n c t i o n a l$ calculus for $T$ extends to $\operatorname{BV}[a, b]$, with the same norm $K$, and $f(r)$ is given by (9) for all $f \in \operatorname{BV}[a, b]$. If $\left\{f_{a}\right\}$ is a bounded net in $B V[a, b]$ converging pointwise to $f$ c $\operatorname{BV}[a, b]$, then $f_{\alpha}(T) x \rightarrow f(T) x(x \in X)$.

For an arbitrary well-bounded operator it is possible to obtain extensions of the homomorphism $f \rightarrow f\left(T^{*}\right): A C[a, b] \rightarrow B\left(X^{*}\right)$ to the subalgebra of $\operatorname{NBV}[a, b]$ consisting of those functions whose contimuous singular parts vanish (see [27], Lemma 5). However, these extensions need not be unique.

## §4.4. Appendix: BV[a,b] as a Banach algebra

We prove here the remark made in 1.0.1(1). We presume this proof to be known, but have been unable to locate it in the literature.

THEOREM 1.4.1. With the norm $\left\||\cdot \||_{[a, b]}\right.$ defined in 1.2.1(i), $B V[a, b]$ is a Banach algebra.

Proof. It is slightly more convenient to prove the result for the norm

$$
\|f\|_{[a, b]}=\| f(a) \mid+\underset{[a, b]}{\operatorname{var}} f
$$

From standard Banach algebra considerations, it is sufficient to work In the maximal ideal $\mathrm{BV}_{0}[a, b]$ of functions vanishing at $a$, and to prove that $\underset{[a, b]}{\operatorname{var}} \mathbf{f g} \underset{[a, b]}{\operatorname{var}} \underset{[a, b]}{\operatorname{var}} \mathrm{g}$ for all $\mathrm{f}, \mathrm{g} \in \mathrm{BV}_{0}[\mathrm{a}, \mathrm{b}]$.

Let $f, g \in B V_{0}[a, b]$, and $f i x$ $t \in P[a, b]$. We split $f$ in the following way. Let

$$
f_{k}(t)= \begin{cases}0 & t_{0} \\ f(t)-f\left(t_{k-1}\right) & t_{k-1} \leqslant t \leqslant t_{k-1} \\ f\left(t_{k}\right)-f\left(t_{k-1}\right) & t \geqslant t_{k}\end{cases}
$$

for $k=2, \ldots, m-1$, and

$$
\begin{aligned}
& f_{1}(t)= \begin{cases}f(t) & 0 \leqslant t \leqslant t_{1} \\
f\left(t_{1}\right) & t \geqslant t_{1},\end{cases} \\
& f_{m}(t)= \begin{cases}0 & 0 \leqslant t \leqslant t_{m-1} \\
f(t)-f\left(t_{m-1}\right) & t \geqslant t_{m-1}\end{cases}
\end{aligned}
$$

Then

$$
\begin{aligned}
& f=\sum_{k=1}^{m} f_{k}, \\
& \left.\operatorname{var} f=\sum_{k=1}^{m} \operatorname{var} f_{k}=\sum_{k=1}^{m} \operatorname{var}_{k-1}, t_{k}\right]
\end{aligned}
$$

and

$$
\begin{aligned}
& f_{k}\left(t_{j}\right)=\left\{\begin{array}{ll}
0 & j<k \\
f\left(t_{k}\right)-f\left(t_{k-1}\right) & j \geqslant k .
\end{array} .\right. \\
& \therefore \text { Now, } \\
& \sum_{j=1}^{m}\left|f\left(t_{j}\right) g\left(t_{j}\right)-f\left(t_{j-1}\right) g\left(t_{j-1}\right)\right| \\
& =\sum_{j=1}^{m}\left|\sum_{k=1}^{m}\left[f_{k}\left(t_{j}\right) g\left(t_{j}\right)-f_{k}\left(t_{j-1}\right)_{g}\left(t_{j-1}\right)\right]\right| \\
& \leqslant \sum_{j=1}^{m} \sum_{k=1}^{m}\left|f_{k}\left(t_{j}\right)_{g}\left(t_{j}\right)-f_{k}\left(t_{j-1}\right) g\left(t_{j-1}\right)\right| \\
& =\sum_{k=1}^{m} \sum_{j=1}^{m}\left|f_{k}\left(t_{j}\right) g\left(t_{j}\right)-f_{k}\left(t_{j-1}\right) g\left(t_{j-1}\right)\right| \\
& =\sum_{k=1}^{m}\left(\left|\left[f\left(t_{k}\right)-f\left(t_{k-1}\right)\right] g\left(t_{k}\right)\right|\right. \\
& \left.+\sum_{j=\sum_{k+1}}^{m}\left|\left[f\left(t_{k}\right)-f\left(t_{k-1}\right)\right]\left[g\left(t_{j}\right)-g\left(t_{j-1}\right)\right]\right|\right)
\end{aligned}
$$

$$
\begin{aligned}
& \text { k } \sum_{k=1}^{m}\left|f\left(t_{k}\right)-f\left(t_{k-1}\right)\right|\left(\left|g\left(t_{k}\right)-0\right|+\sum_{j=k^{\prime}+1}^{m}\left|g\left(t_{j}\right)-g\left(t_{j-1}\right)\right|\right) \\
& \text { 4 } \sum_{k=1}^{m}\left|f\left(t_{k}\right)-f\left(t_{k-1}\right)\right| \underset{[a, b]}{\operatorname{var}} 8 \\
& \underset{[\mathrm{aj}, \mathrm{~b}]}{\operatorname{tar}} \underset{[\mathrm{a}, \mathrm{~b}]}{\mathrm{var}} \mathrm{E} .
\end{aligned}
$$

Since this is true for all $t \in P[a, b]$, it follows that $\underset{[a, b]}{\operatorname{var}} \mathrm{fg}_{\mathrm{g}}$ $\underset{[a, b] \quad \underset{[a, b]}{\operatorname{var}} \underset{\sim}{\operatorname{var}} \text { for all } f, g \in B V_{0}[a, b] \text {, and so the theorem is }}{ }$ proved.

## CHAPTER 2

## SEMIGROUPS OF WELL-BOUNDED OPERATORS

In this chapter we discuss an unbounded analogue of the wellbounded operator. Such an operator, to be termed well-boundable, satisfies a form of the spectral theorem, with respect to a spectral family whose support (Definition 2.1.1) may be an unbounded subset of $R$. The oonstruction of the well-boundable operator may be thought of as the development of integrals similar to those of $\delta 1.2$, but with an unbounded range of integration. It is also a parallel for well-bounded operators to the passage from bounded to unbounded scalar type spectral operators considered in [10], Chapter XVIII. In §2.1 we carry out the construction, and develop a functional calcuilus for the well-boundable operator.

In §2.2 we employ the functionsl calculus and various standard techniques to develop the spectral theory of the well-boundable operator. The main results are that the spectral family is unique (Theorem 2.2.8), and that its support is equal to the spectrum of the operator (Theorem 2.2.13).

There are some interesting examples, to be disoussed in Chapter 3, of well-bounded operators which constitute strongly continuous semigroups. The final theorem of this chapter (Theorem 2.5.2) is a generalisation to semigroups of well-bounded operators of type $B$ of the Hille-Sz.-Nagy theorem on strongly continuous semigroups of selfadjoint operators. It turns out that the infinitesimal generator of suoh a samigroup is a well-boundable operator.

## §2.1. Construction of unbounded operators

In this section $E$ will be a fixed spectral family for $X$, with the bound $K$ as in 1.3.2(i).

DEFINITION 2.1.1. If $E$ is a spectral family, then the support of $E$, denoted by $\operatorname{supp} E$, is the set
supp $E=$ 县 $\{\lambda \in \mathbb{R}: E$ is constant in a neighbourhood of $\lambda\}$.

Obviously supp $E$ is always closed; in $£ 1.3$ wo assumed supp $E$ to be compaot, but we now drop that assumption.

The following lemma is fundamental in ensuring that our unbounded operators have the oorrect domains. Before stating it, let us remark that if $E$ is a speotral family, and

$$
T: \underset{a, b \in \mathbb{R}}{U}(E(b)-E(a)) X \rightarrow X
$$

is a linear operator, then $E(\lambda) D(T) \subset Q(T)(\lambda \in \underline{R})$. (Obviously $\Phi(T)$ is a linear space.) If, in addition, $E(\lambda) T x=T E(\lambda) x(\lambda \in \underline{R}$, $x \in \mathbb{O}(T))$, then $T(E(b)-E(a)) \mathbf{x} \subset(E(b)-E(a)) X(a, b \in \underline{R})$.

LEMMA 2.1.2. Let $E$ be a speotral family for $X$, and

$$
T_{0}: \bigcup_{a, b \in \mathbb{R}}^{U}(E(b)-E(a)) X \rightarrow X
$$

a linear operator. Suppose that $E(\lambda) T_{0} x=T_{0} E(\lambda) x(\lambda \in \underline{R}, x \in \Phi(T))$, and that the restrictions $T_{0} \mid(E(b)-E(a)) X$ are all bounded. Let $\left\{\left[a_{n}, b_{n}\right]\right\}$ be an increasing sequence of bounded real intervals, such that $a_{n} \rightarrow-\infty$ and $b_{n} \rightarrow+\infty$. Define the operator $T$ by

$$
\begin{aligned}
& \nabla(T)=\left\{x: \lim T_{0}\left(E\left(b_{n}\right)-E\left(a_{n}\right)\right) x \text { exists in } x\right\}, \\
& T x=\lim T_{0}\left(E\left(b_{n}\right)-E\left(a_{n}\right)\right) x(x \in D(T)) .
\end{aligned}
$$

Then $T$ is a closed, densely defined linear operator, independent of the choice of sequence $\left\{\left[a_{n}, b_{n}\right]\right\}$ and satisfying
(i) $E(\lambda) \mathbb{D}(T) \subset \mathbb{D}(T) \quad(\lambda \in \underline{R})$;
(ii) $T \mathbb{T E}(\lambda) x=E(\lambda) T x \quad(\lambda \in \mathbb{R}, x \in D(T))$;
(iii) $T(E(b)-E(a)) x=T_{0}(E(b)-E(a)) x(a, b<\underline{R}, x<X)$.

Proof. Clearly $T$ is linear. Choose $a, b \in \underline{R}, x \in X$, and let $y=(E(b)-E(a)) x$. There exists an $N$ such that $[a, b] \subset\left[a_{n}, b_{n}\right]$ for all $n \geqslant N$. If $n \geqslant N$, then me have

$$
\begin{aligned}
T_{0}\left(E\left(b_{n}\right)-E\left(a_{n}\right)\right) y & =T_{0}\left(E\left(b_{n}\right)-E\left(a_{n}\right)\right)(B(b)-E(a)) x \\
& =T_{0}(E(b)-E(a)) x \\
& =T_{0} y .
\end{aligned}
$$

Therefore lim $T_{0}\left(E\left(b_{n}\right)-E\left(a_{n}\right)\right) y$ exists and equals $T_{0} y$. Hence $D\left(T_{0}\right) \subset D(T)$ and (iii) is proved.

For all $x \in X, E(b) x \rightarrow x$ as $b \rightarrow+\infty$ and $E(a) x \rightarrow 0$ as $a \rightarrow$ $-\infty$, so $\mathbb{D}\left(T_{0}\right)$, and henoe also $D(T)$, is dense in $X$. Since

$$
\begin{aligned}
T_{0}\left(E\left(b_{n}\right)-E\left(a_{n}\right)\right) E(\lambda) x & =E(\lambda) T_{0}\left(E\left(b_{n}\right)-E\left(a_{n}\right)\right) x \\
& \rightarrow E(\lambda) T x
\end{aligned}
$$

for all $x \in \mathbb{D}(T), \lambda \in \underline{R}$, we have (i) and (ii).
To check that $T$ is closed, let $\left\{x_{m}\right\}$ be a sequence in $D(T)$ such that $X_{m} \rightarrow x$ and $T x_{m} \rightarrow Y$. For fixed $n, T_{0}\left(E\left(b_{n}\right)-E\left(a_{n}\right) x_{m}\right.$ $=\left(E\left(b_{n}\right)-E\left(a_{n}\right)\right) T x_{m} ;$ by (ii), so $T_{0}\left(E\left(b_{n}\right)-E\left(a_{n}\right)\right) x_{m} \rightarrow$ $\left(E\left(b_{n}\right)-E\left(a_{n}\right)\right) y$ as $m \rightarrow \infty$. But since $T_{0} \mid\left(E\left(b_{n}\right)-E\left(a_{n}\right)\right) X$ is bounded, $T_{0}\left(E\left(b_{n}\right)-E\left(a_{n}\right) x_{m}\right.$ also tends to $T_{0}\left(E\left(b_{n}\right)-E\left(a_{n}\right)\right) x$, as $m \rightarrow \infty$. Therefore, for all $n$,

$$
\begin{aligned}
T_{0}\left(E\left(b_{n}\right)-E\left(a_{n}\right)\right) x & =\left(E\left(b_{n}\right)-E\left(a_{n}\right)\right) y \\
& \rightarrow y
\end{aligned}
$$

as $n \rightarrow \infty$, and so $x \in \mathscr{D}(T)$ and $T x=y$. Therefore $T$ is closed.

For the uniqueness, suppose that $\left\{\left[0_{n}, d_{n}\right]\right\}$ is another increasing sequence of real intervals, with $c_{n} \rightarrow-\infty$ and $d_{n} \rightarrow+\infty$, and lot the corresponding operator be $\hat{T}$. Let $x \in \Phi(\hat{T})$. Then

$$
\begin{aligned}
\hat{T x} & =\lim T_{0}\left(E\left(d_{n}\right)-E\left(c_{n}\right)\right) x \\
& =\lim T\left(E\left(d_{n}\right)-E\left(c_{n}\right)\right) x \\
& =T x
\end{aligned}
$$

sinoe $T$ is closed. So $\hat{T} \subset T$. Similarly $T \subset \hat{T}$, giving $T=\hat{T}$. We now ain to give a meaning to the expression $\int_{\underline{R}}^{\oplus}$ ads when $E$ is an arbitrary spectral family, and $\alpha \in L B V(R)$. It will turn out to be equal to a closed operator $T_{\alpha}$ construoted by the mothod of Lemma 2.1.2. There are tro possible ways to construct this integral. Firstly, we can consider the strong limit as $a \rightarrow \infty$ of integrals over $[-a, a]$. Altermatively, we can look at limits of nets of Stieltjes sums over partitions of the extended real line $\overline{\mathrm{R}}=[-\infty, \infty]$. This second method may not work if $\alpha \in B V(\underline{R})$ - However, we shall show in 2.1.14 that when $\alpha \in \operatorname{BV}(\underline{R})$ the two versions coincide, and the common value is a bounded operator.

Recall from 1.2.8 the value of the integral

$$
\int_{[a, b]}^{\Theta} \alpha(\lambda) d E(\lambda) x= \begin{cases}\alpha(a) E(a) x+\int_{a}^{b} \alpha(\lambda) d E(\lambda) x & (\alpha \in \operatorname{NBV}[a, b]) \\ a(a) E(a) x+\int_{[a, b]}^{r} \alpha(\lambda) d E(\lambda) x & (\alpha \in \operatorname{BV}[a, b] \backslash\end{cases}
$$

In subsequent arguments we shall use

$$
\int_{[a, b]}^{a} a d E \text { to denote the }
$$

integral whioh is defined by $\int_{a}^{b} a d E$ when $\alpha \in \operatorname{NBV}[a, b]$ and by

$$
\int_{[a, b]}^{r} \alpha d E \text { when } \alpha \in \operatorname{BV}[a, b] \operatorname{NBV}[a, b]
$$

DEFINITION 2.1.3. For $\alpha \in \operatorname{LBV}(\underline{B}), x \in \mathbb{X}$, let

$$
\int_{\underline{E}}^{\oplus} \alpha(\lambda) d E(\lambda) x=\lim _{u \rightarrow \infty} \int_{[-u, u]}^{\infty} \alpha(\lambda) d E(\lambda) x
$$

whenever the limit exists. Then $\alpha \in \operatorname{NLBV}(\underline{R})$, we shall denote this integral by $\int_{-\infty}^{\infty} \alpha(\lambda) d E(\lambda) x$.

DEFINITION 2.1.4. For $\alpha \in \operatorname{LBV}(\underline{R})$, define

$$
T_{\alpha}^{(0)}: \bigcup_{a, b \in \underline{R}}(E(b)-E(a)) X=\bigcup_{u>0}(E(u)-E(-a)) X \rightarrow X
$$

by

$$
T_{\alpha}^{(0)} x=\int_{[-u, u]}^{\oplus} \alpha(\lambda) d E(\lambda) x(x \in(E(u)-E(-u)) x)
$$

$$
\text { If } x \in(E(u)-E(-u)) x \text { and } x \in(E(v)-E(-v)) x \text {, where }
$$ $0<u<v$, then the integrals over $[-u, u]$ and $[-v, v]$ have the same value, since

$$
\begin{aligned}
\int_{[-\nabla, v]}^{\oplus} \alpha(\lambda) \operatorname{ar}(\lambda) x & =\alpha(-v) E(-\nabla) x+\int_{[\nabla, v]}^{*} \alpha(\lambda) d E(\lambda) x \\
& =0+\left(\int_{[-\nabla,-u]}^{*}+\int_{[-u, u][u, v]}^{*}+\int^{*}\right) \alpha(\lambda) \alpha E(\lambda) x \\
& =0+\int_{[-u, u]}^{\oplus} \alpha(\lambda) d B(\lambda) x-\alpha(-u) B(-u) x+0
\end{aligned}
$$

$$
=\int_{[-u, u]}^{\oplus} \alpha(\lambda) d E(\lambda) x,
$$

and so $T_{\alpha}^{(0)}$ is well-defined.
Clearly $E(\lambda) T_{\alpha}^{(0)} x=T_{\alpha}^{(0)} E(\lambda) x \quad\left(\lambda \in \underline{R}, x \in \mathbb{D}\left(T_{\alpha}^{(0)}\right)\right)$,
and, if $[a, b] \subset[-u, u]$, then

for all $x \in(E(b)-E(a)) x$, by 1.2 .8 , and so 代 $(E(b)-E(a)) X$ is bounded for all $a, b \in \underline{R}$.

The operator $T_{\alpha}^{(0)}$ therefore satisfies the hypotheses of Lemma 2.1.2; hence there exists a closed, densely defined linear operator $T_{\alpha}$, extending $T_{\alpha}^{(0)}$, corresponding to the operator $T$ of 2.1.2.

We now consider the operators $T_{\alpha}^{(u)}(u>0)$, where

$$
T_{\alpha}^{(u)} x=\int_{[-u, u]}^{\oplus} x_{(-u, u]}^{(\lambda) \alpha(\lambda) \alpha B(\lambda) x \quad(x \in X)}
$$

(Here $X_{A}$ denotes the indicator function of the set $A: \chi_{A}(\lambda)=1$ if $\lambda \in A$, and $x_{A}(\lambda)=0$ if $\lambda / A$.) It follows from the next proposition and (1) that $T_{\alpha}^{(u)} \in B(X)$ for all $\alpha \in \operatorname{LBV}(\underline{R})$, up.

PROROSITION 2.1.5. For all $\alpha \in \operatorname{LBV}(\underline{R}), u>0$ and $x \in X$,

$$
\begin{aligned}
T_{\alpha}^{(u)} x & =\int_{[-u, u]}^{\oplus} \alpha(\lambda) d E(\lambda)(E(u)-E(-u)) x \\
& =T_{\alpha}^{(0)}(E(u)-E(-u)) x \\
& =\int_{[-u, u]}^{\oplus} \alpha(\lambda) d E(\lambda) x-\alpha(-u) E(-u)_{x}
\end{aligned}
$$



$$
\begin{aligned}
& P_{r}^{*}[-u, u] \text { if } x(-u, u]^{\alpha / \& N B V[-u, u]) \text {, we have }} \\
& T_{\alpha}^{(u)} x=0+\int_{[-u, u]}^{*} x_{(-u, u]}(\lambda) \alpha(\lambda) \alpha E(\lambda) x
\end{aligned}
$$

$$
\begin{aligned}
& =\lim X_{(-u, u]}\left(w_{1}^{*}\right) \alpha\left(w_{i}^{*}\right)\left(E\left(w_{1}\right)-E(-u)\right) x \\
& +\lim \sum_{k=2}^{m} \alpha\left(\nabla_{k}^{*}\right)\left(E\left(w_{k}\right)-E\left(w_{k-1}\right)\right) x \text {. } \\
& \int_{[-u, u]}^{\oplus} \alpha(\lambda) \alpha B(\lambda)(E(u)-E(-u)) x=\alpha(-u) E(-u)(E(u)-E(-u)) x \\
& +\int_{[-u, u]}^{*} \alpha(\lambda) d E(\lambda)(E(u)-E(-u)) x \\
& =0+\lim \sum\left(\alpha, \Delta E, \underline{\underline{H}}, \underline{W}^{*}\right) x \text {. }
\end{aligned}
$$

The difference between corresponding sums in the two nets is $\chi_{(-u, u]}\left(w_{1}^{*}\right) \alpha\left(w_{1}^{*}\right)\left(E\left(w_{1}\right)-E(-u)\right) x$, which tends to zero, proving equality between the first two members of the assertion.

The fact that

$$
\int_{[-u, u]}^{\oplus} \alpha(\lambda) d E(\lambda)(E(u)-E(-u)) x=T_{\alpha}^{(0)}(E(u)-E(-u)) x
$$

is immediate by definition.
Finally,

$$
\begin{aligned}
\int_{[-u, u]}^{\oplus} \alpha(\lambda) d E(\lambda) x-T_{\alpha}^{(u)} & =\int_{[-u, u]}^{\oplus} x_{\{-u\}}(\lambda) \alpha(\lambda) d E(\lambda) x \\
& =\alpha(-u) E(-u) x+\int_{-u}^{u} x_{\{-u\}}(\lambda) \alpha(\lambda) \alpha B(\lambda) x \\
& =\alpha(-u) E(-u) x
\end{aligned}
$$

COROLLARY 2.1.6. For $a \in \operatorname{LBV}(\underline{R}), x \in D\left(T_{\alpha}\right)$ if and only if $\lim T_{\alpha}^{(u)} x$ exists in $X$ as $u \rightarrow \infty$. In that case $T_{\alpha} x=\lim T{ }_{\alpha}^{(u)} x$. Proof. The result follows from the first two equalities in 2.1 .5.

COROLLARY 2.1.7. If $\alpha \in \operatorname{LBV}(\underline{R})$, then $x \in \mathbb{D}\left(T_{\alpha}\right)$ if and only if $\int_{\underline{R}}^{\oplus} \alpha(\lambda) d E(\lambda) x$ exists, in which case $T_{\alpha} x=\int_{\underline{R}}^{\oplus} \alpha(\lambda) d E(\lambda) x$. Proof. The result follows from 2.1.6, the definition of $\int_{\underline{R}}^{\oplus}$, and the last equality in 2.1.5.

We now consider integrals defined as net limits of Stieltjes sums over subdivisions of $\overline{\mathrm{R}}$.

DEFINITION 2.1.8. A subdivision of $\bar{R}$ is a finite sequence $\underline{t}=\left\{t_{k}\right\}_{k=0}^{m}$ of points such that

$$
-\infty=t_{0}<t_{1}<\cdots<t_{m}=+\infty
$$

The set of all subdivisions of $\vec{R}$ will be denoted by $P(\underline{R})$.
A marked partition of $\overline{\underline{A}}$ is a pair ( $\underline{\underline{t}}, \underline{t}^{*}$ ), where $\underline{t} \in \mathbb{P}(\underline{R})$ and $t^{*}$ is a sequence $\left\{t_{k}^{*}\right\}_{k=1}^{m}$ such that $t_{k}^{*} \in\left[t_{k-1}, t_{k}\right] \quad(k=1, \ldots$ .."I); we allow $t_{1}^{*}=-\infty$, $t_{m}^{* *+\infty} . P *(\underline{R})$ denotes the set of all marked partitions of $\underline{\underline{R}}$. The relation and the subsets $P_{r}^{*}(\underline{R}), P_{i}^{*}(\underline{R})$ have similar meanings to those in 1.2 .2 , and sums $\sum\left(f, \Delta g, t, t^{*}\right)$ are defined analogously to those in 1.2.3.

DEFINITION 2.1.9. For $\alpha \in \operatorname{BV}(\underline{R})$; let

$$
\varphi^{*}(\alpha, \underline{R})= \begin{cases}P^{*}(\underline{R}) & \text { if } \alpha \in \operatorname{NBV}(\underline{R}) \\ P_{\mathbf{r}}^{*}(\underline{R}) & \text { if } \alpha \in \operatorname{BV}(\underline{R}) \backslash \operatorname{NBV}(\underline{R})\end{cases}
$$

We define $s(\alpha, d E, \underline{R})$ to be the integral

$$
\mathrm{S}(\alpha, \mathrm{AE}, \underline{\mathrm{R}})={ }_{\left(\underline{t}, \underline{t}^{*}\right) \in \mathrm{P}^{*}(\alpha, \underline{R})}^{\lim ^{\sum\left(\alpha, \Delta E, \underline{t}, \underline{t}^{*}\right)} .}
$$

in the strong operator topology. (We take $\alpha( \pm \infty)=\lim _{t \rightarrow \pm \infty} \alpha(t)$,
$\mathrm{E}(-\infty)=0, \mathrm{E}(+\infty)=\mathrm{I}$.

PROPOSITION 2.1.10. Let ( $a, b$ ) be any bounded open interval
and $\phi:(a, b) \rightarrow \underline{R}$ an increasing homeomorphism with $\quad \lim \phi(t)=-\infty$, $t \rightarrow a+0$
$\lim _{t \rightarrow b-0} \phi(t)=+\infty$. Then the :mapping $\left(\underline{t}, \underline{t}^{*}\right) \rightarrow\left(\underline{v}, \underline{v}^{*}\right)$, where $\nabla_{k}=\phi\left(t_{k}\right)$, $\nabla_{k}^{*}=\phi\left(t_{i}^{*}\right)$, determines a one-to-one correspondence from $P \&[a, b]$ onto $P *(R)$, which preserves the partial order, and also takes $P{ }_{r}[a, b]$, $P_{i}^{*}[a, b]$ onto $P_{r}^{*}(\underline{R}), P_{i}^{*}(\underline{R})$ respectively.

PROPOSITION 2.1.11. Let $\phi$ be as in 2.1.10. For each $\alpha \in$ $\operatorname{BV}(\underline{R})$, define $\tilde{a} \times \operatorname{BV}[a, b]$ by

$$
\tilde{\alpha}(\lambda)=\alpha(\phi(\lambda)) \quad(\lambda \in(a, b)) ; \tilde{\alpha}(a)=\alpha(-\infty) ; \tilde{\alpha}(b)=(+\infty) .
$$

Similarly, set

$$
\tilde{E}(\lambda)=E(\phi(\lambda)) \quad(\lambda \in(a, b)) ; \tilde{E}(a)=0 ; \widetilde{E}(b)=I .
$$

Then $S(\alpha, \alpha B, \underline{R})$ exists and equals $\int_{\alpha}^{(\infty} \alpha \tilde{E}$.

$$
[a, b]
$$

Proof. The result follows immediately from 2.1 .10 , since $\alpha \rightarrow \bar{\alpha}$ preserves the continuity properties of $\alpha$, and so the corresponding limits are taken over the correct nets of Stieltjes sums.

LEMMA: 2.1.12. For $\alpha \in B V(\underline{R})$ and $u>0$, let $\alpha_{u}=\chi_{(-u, u]^{\alpha}}$. Then

$$
S(\alpha, d E, \underline{R})=\lim _{u \rightarrow \infty} S\left(\alpha_{u}, d R, \underline{\underline{E}}\right)
$$

in the strong operator topology.
Proof. The net $\left\{\alpha_{u}\right\}_{w>0}$ is bounded in the topology of $\operatorname{BV}(\underline{R})$,. with $\alpha_{u}(t) \rightarrow \alpha(t)$ as $u \rightarrow \infty$, for all $t \in R$. Consequently $\left\{\tilde{\alpha}_{u}\right\}_{w>0}$ is a bounded net in $\operatorname{BV}[a, b]$ with

$$
\tilde{\alpha}_{u}(\lambda) \rightarrow \tilde{\alpha}(\lambda)-\hat{\alpha}(\lambda) \quad(\lambda \in[a, b])
$$

where

$$
\hat{\alpha}(\lambda)= \begin{cases}\tilde{\alpha}(a)=\alpha(-\infty) & (\lambda=a) \\ \tilde{\alpha}(b)=\alpha(+\infty) & (\lambda=b) \\ 0 & (a<\lambda<b)\end{cases}
$$

By 1.2.6, therefore,

$$
\begin{aligned}
\oint_{[a, b]} \tilde{E d} \tilde{\alpha} & =\lim _{u \rightarrow \infty} \oint_{[a, b]} \tilde{E d} \tilde{\alpha}_{u}+\oint_{[a, b]} \tilde{E} d \hat{\alpha} \\
& =\lim _{u \rightarrow \infty} \tilde{\alpha}_{u}(b) \underset{E}{E}(b)-\lim _{u \rightarrow \infty} \int_{[a, b]}^{\infty} \tilde{\alpha}_{u} d \tilde{E}+\oint_{[a, b]} \tilde{E} d \hat{\alpha} .
\end{aligned}
$$

We have $\tilde{a}_{u}(b)=0(u>0)$, and

$$
\begin{aligned}
& \oint_{[a, b]} \tilde{\mathrm{E} d} \hat{\alpha}=\left(\underline{t}, \underline{t}^{*}\right) \lim _{r}^{\lim }[a, b]^{\sum_{( }}\left(\mathrm{E}, \Delta \hat{\alpha}, \underline{t}, t^{*}\right) \\
& =\lim \left(\tilde{\alpha}(b) \widetilde{\mathbb{E}}\left(t_{\text {II }}^{*}\right)-\tilde{\alpha}(a) \widetilde{E}\left(t_{1}^{*}\right)\right) \\
& =\alpha(\infty) I \text {. }
\end{aligned}
$$

Thus

$$
\begin{aligned}
\int_{[a, b]}^{\oplus} \tilde{\alpha} d \tilde{E} \tilde{E} & =\tilde{\alpha}(b) \tilde{E}(b)+\lim _{u} \int_{[a, b]}^{\oplus} \tilde{\alpha}_{u} d \tilde{B}-\oint_{[a, b]} \tilde{E} d \hat{\alpha} \\
& =\alpha(\infty) I+\lim _{u} \int_{[a, b]}^{\oplus} \tilde{\alpha}_{u} d \tilde{E}-\alpha(\infty) I
\end{aligned}
$$

$$
=\lim _{u} S\left(\alpha_{u}, d E, \underline{\underline{R}}\right),
$$

in the atrong operator topology. The result therefore follows from 2.1.11.

LEMMA 2.1.13. If $\alpha<\operatorname{BV}[-u, u]$ is considered as a member of $B V(\underline{R})$ by letting $\alpha(t)=0(t /[-u, u])$, then
(i) $s(\alpha, d E, \underline{R})=\int_{[-u, u]}^{\oplus} \alpha d B-\alpha(-u)_{E}(-u-0)$;
(ii) $s\left(x_{(-u, u]}^{\alpha, d E, \underline{R})}=S(\alpha, d E, \underline{R})-\alpha(-u)(E(-u)-E(-u-0))\right.$.

In particular, if $\beta \in \operatorname{BV}(\underline{R})$, then
(iii) $s\left(\beta_{u}, d B, \underline{R}\right)=\int_{[-u, u]}^{\oplus} \beta_{u} d B$.

Proof. Consider $\underset{\underline{m}}{ }=\left\{W_{k}\right\}_{k=0}^{m} \in P(\underline{R})$, where $W_{1}=-u$ and $w_{m-1}=u$. A typical refinement of $E$ is of the form $v$, where

$$
\begin{array}{r}
-\infty=v_{0}<v_{1}<\ldots<v_{n_{1}}=-u<v_{n_{1}+1}<\cdots \\
\ldots<v_{n_{m-1}}=u<\ldots<\eta_{n_{m}}=+\infty,
\end{array}
$$

and $v_{n_{j}}=w_{j}(j=1,2, \ldots, m)$. A corresponding sum is

$$
\begin{aligned}
& \sum\left(\alpha, \Delta E, \underline{v}, \underline{v}^{*}\right)=\alpha\left(v_{n_{1}}\right)\left(E(-u)-E\left(v_{n_{1}-1}\right)\right)+\sum_{k=n_{1}+1}^{n_{m-1}} \alpha\left(v_{k}^{*}\right)\left(E\left(v_{k}\right)-B\left(v_{k-1}\right)\right) \\
& +\alpha\left(v_{n_{m-1}}+1\right)\left(E\left(v_{n_{m-1}+1}\right)-E(u)\right) \quad,
\end{aligned}
$$

all other terms vanishing. The last term tends to 0 , since $E$ is right-continuous, and the sum in the middle tends to $\int_{[-\mathrm{u}, \mathrm{u}]}^{*} \alpha d \mathrm{~s}$

If $\alpha$ is left-contimuous on $\underline{R}$, then $\alpha(t)=0(t \leqslant-u)$, and if not
then eaoh $v_{n_{1}}^{*}=-u$, so in either case the first term tends to $\alpha(-u)(E(-u)-E(-u-0))$. Therefore $S(\alpha, d B, \underline{R})=\int_{[-u, u]}^{*} a d s+\alpha(-u)(E(-u)-E(-u-0))$ $=\int_{[-u, u]}^{\oplus} \alpha d E-\alpha(-u) E(u-0)$,
and so (1) is proved. To obtain (ii), we see that

$$
\begin{aligned}
S\left(x(-u, u]^{\alpha, d B ; R}\right) & =\int_{-u, u]}^{\oplus} x(-u, u]^{\alpha d R} \\
& =\int_{[-u, u]}^{\oplus} \alpha d B-\alpha(-u) E(-u),
\end{aligned}
$$

by 2.1.5. Fart (iii) follows immediately from (i).

We summarise the result for $\alpha \in B V(R)$ in the following theorem:

THEOREFE 2.1.14. For eaoh $\alpha \in \operatorname{BV}(\underline{R}), D\left(T_{\alpha}\right)=X$ and

$$
\begin{aligned}
T_{\alpha} x & =\lim _{u \rightarrow \infty} T_{\alpha}^{(0)}(F(u)-E(-u)) x \\
& =\int_{\underline{R}}^{\infty} \alpha(\lambda) \alpha E(\lambda) x \\
& =S(\alpha, d E, \underline{R}) x \quad(x \in \mathbb{X}) .
\end{aligned}
$$

Thus $T_{\alpha} \in B(X)$, and moreover $\left\|T_{\alpha}\right\| \leqslant K\|\alpha\| \|_{\underline{R}}$ •
Proof. For eaoh $x \in X$ and $u>0$ we have, by 2.1 .5 and 2.1.18(iii),

$$
\begin{aligned}
T_{\alpha}^{(u)} x & =T_{\alpha}^{(0)}(E(u)-E(-u)) x \\
& =\int_{[-u, u]}^{\infty} \alpha_{u}(\lambda) d E(\lambda) x \\
& =s\left(\alpha_{u} ; \partial E, \underline{R}\right) x .
\end{aligned}
$$

Letting $\mathbf{u} \rightarrow \infty$, therefore, the equalities in the statement follow from 2.1.6, 2.1.7 and 2.1.12.

To obtain the bound for $\left\|T_{\alpha}\right\|$, note that from (1) of 2.1 .4 we have
$\left\|T_{\alpha}^{(0)} x\right\| \leqslant K\| \| \alpha\| \|_{[-u, u]} f \mid x\|\leqslant K\|\|a\|_{\underline{R}}\|x\| \quad(x \in(E(u)-E(-u)) x)$, and therefore $\left\|T_{\alpha}^{(0)} x\right\| \leqslant K\|\alpha\|\left\|_{\underline{R}}\right\| x \| \xrightarrow{( }\left(x \in D\left(T_{\alpha}^{(0)}\right)\right)$; hence in this case $T_{\alpha}$ is just the extension by continuity of $T_{\alpha}^{(0)}$ to $X$, and so $\left\|T_{\alpha}\right\| \leqslant K\|\alpha\| \|_{\underline{R}}$.

We next obtain the multiplicative property of the representation $\alpha \rightarrow T_{\alpha}$ -

PROPOSITION 2.1.15. If $\alpha, \beta \in \operatorname{LBV}(\underline{R}), x \in X$ and $u>0$, then $T{ }_{\alpha \beta}^{(u)} x=T_{\alpha}^{(u)_{\beta}{ }^{(u)} x}$.

Proof. Let $F^{(u)}(\lambda)=E(\lambda) \mid(E(u)-E(-\alpha)) X \quad(\lambda<\underline{R})$. Then

$$
F^{(u)}(\lambda)= \begin{cases}0 \mid(B(u)-E(-u)) x & (\lambda \leqslant-u) \\ (E(\lambda)-E(-u)) \mid(E(u)-E(-u)) x(-u<\lambda<u) \\ I \mid(E(u)-E(-u)) X & (\lambda \geqslant u) .\end{cases}
$$

Since $F^{(u)}$ clearly has the required continuity property, it is a spectral family for $(E(u)-E(-u)) X$, with $\operatorname{supp} F^{(u)} C[-u, u]$. Hence, by 1.3 .10 and 1.3 .414 , the operator $s^{(u)} \in B((B(u)-E(-u)) x)$, where

$$
S^{(u)_{x}=} \int_{[-u, u]}^{\oplus} \lambda d p^{(u)}(\lambda) x \quad(x \in(R(u)-E(-u)) x)
$$

is a well-bounded operator of type $B$, with functional calculus given by
$f\left(S^{(u)}\right) x=\int_{[-u, u]}^{\oplus} f(\lambda) d f^{(u)}(\lambda) x \quad(f \in B V[-u, u], x \in(E(u)-E(-u)) x)$.
Since, when $y=(E(u)-E(-u)) x$,

$$
\int_{[-u, u]}^{\oplus} \alpha(\lambda) d F^{(u)}(\lambda) y=\int_{[-u, u]}^{\oplus} \alpha(\lambda) d E(\lambda)(E(u)-E(-u)) x=T_{\alpha}^{(u)} x
$$

by 2.1 .5 , it follows that

$$
\begin{aligned}
T_{\alpha \beta}^{(u)} x & =\int_{[-u, u]}^{\oplus} a(\lambda) \beta(\lambda) d F^{(u)}(\lambda) y \\
& =\int_{[-u, u]}^{\oplus} a(\lambda) d F^{(u)}(\lambda)(E(u)-E(-u)) \int_{[-u, u]}^{\oplus} \beta(\lambda) d F^{(u)}(\lambda) y \\
& =T_{\alpha}^{(u)_{T}(u)}{ }_{\beta}^{(u)}
\end{aligned}
$$

PROPOSTTION 2.1.16. For all $a, \beta \in \operatorname{LBV}(\underline{R})$,
(ㄷ.) $T_{\alpha_{+} \beta} \supset T_{\alpha}+T_{\beta}$;
(ii) $T_{\alpha \beta} \supset T_{\alpha} T_{\beta}$ and $D\left(T_{\alpha} T_{\beta}\right)=D\left(T_{\alpha \beta}\right) \cap \Phi\left(T_{\beta}\right)$.

Proof. (1) If $x \in D\left(T_{\alpha}+T_{\beta}\right)=P\left(T_{\alpha}\right) \cap D\left(T_{\beta}\right)$, then

$$
T_{\alpha+\beta}^{(n)} x=T_{\alpha}^{(n)} x+T_{\beta}^{(n)} x \rightarrow T_{\alpha} x+T_{\beta} x
$$

Therefore $x \in \Phi\left(T_{\alpha_{+} \beta}\right)$ and $T_{\alpha_{+} \beta} x=T_{\alpha} x+T_{\beta} x$.
(ii) If $x \in \mathbb{D}\left(T_{a} T_{\beta}\right)$ then for $n=1,2, \ldots$,

$$
\begin{aligned}
T_{\alpha \beta}^{(n)} x & =T_{\alpha}^{(n)} T_{\beta}^{(n)} x \\
& =T_{\alpha}^{(0)}(E(n)-E(-n)) T_{\beta}^{(0)}(E(n)-E(-n)) x \\
& =T_{\alpha}^{(E(n)-E(-n)) T_{\beta}(E(n)-E(-n)) x} \\
& =T_{\alpha}(E(n)-E(-n)) T_{\beta} X
\end{aligned}
$$

$$
\begin{aligned}
& =(E(n)-E(-n)) T_{\alpha} T_{\beta} X^{x} \\
& \rightarrow T_{\alpha} T_{\beta} \mathbf{x},
\end{aligned}
$$

using 2.1.15, 2.1.5, 2.1.2(iii), and finally 2.1.2(i1) titmice, noting that $x \in \mathbb{D}\left(T_{\beta}\right)$ and $T_{\beta} x \in \mathbb{D}\left(T_{\alpha}\right)$. Therefore $\lim _{n}(n) x$ exists and equals $T_{a} T_{\beta^{x}}$, so $x \in O\left(T_{\alpha \beta}\right)$ and $T_{\alpha \beta} x=T_{\alpha} T_{\beta} x$.

If $x \in \mathbb{D}\left(T_{\alpha \beta}\right) \cap \cap\left(T_{\beta}\right)$, then

$$
\begin{aligned}
& T_{\alpha}^{(n)} T_{\beta} X=T_{\alpha}^{(n)}(E(n)-E(-n)) T_{\beta} x \\
& =T_{\alpha}^{(n)} T_{\beta}(B(n)-B(-n)) x \\
& =\mathrm{T}_{\alpha}^{(n)} \mathrm{T}_{\beta}^{(n)}(\mathrm{E}(\mathrm{n})-\mathrm{E}(-\mathrm{n})) \mathrm{x} \\
& =T{ }_{\alpha \beta}^{(n)}(B(n)-E(-n)) x \\
& =T{ }_{\alpha \beta}^{(n)} \\
& \rightarrow T_{\alpha \beta} \mathbf{x} \text {, }
\end{aligned}
$$

using 2.1.5, 2.1.2(11), 2.1.5 and 2.1.2(ii), 2.1.15 and 2.1.5 in the respective steps. Therefore $\lim _{n} T_{\alpha}(n) T_{\beta^{x}}$ exists and equals $T_{\alpha \beta} x$, so $T_{\beta} x \in D\left(T_{\alpha}\right)$ and $T_{\alpha} T_{\beta} x=T_{\alpha \beta} x$.

PROPOSITION 2.1.1.7. $T_{1}=I$.
Proof. Let $a, b$ and $\tilde{E}$ be as in 2.1.11. Then

$$
\begin{aligned}
T_{1} & =S(1, d E, \underline{R}) \\
& =\int_{[a, b]}^{\oplus} 1 d \tilde{B} \\
& =\widetilde{E}(a)+\int_{a}^{b} 1 d \tilde{E} \\
& =0+\tilde{E}(b)-\tilde{E}(a) \\
& =I \quad
\end{aligned}
$$

In the applications we shall need to use certain integration by parts, change of variable and change of order of integration processes. We have not investigated the best possible results along these Ines, but Lemmas $2.1 .18,2.1 .20$ and 2.1 .25 will suffice for the applications we shall make.

LEMMA 2.1.18. If $\alpha \in \operatorname{LBV}(\underline{R})$ with $\alpha(t)$ bounded as $t \rightarrow-\infty$, and $\alpha(t) \rightarrow 0$ as $t \rightarrow \infty$, then

$$
\int_{\underline{R}}^{\oplus} \alpha(\lambda) d E(\lambda) x=-\lim _{u \rightarrow \infty} \oint_{[-u, u]} E(\lambda) x d \alpha(\lambda) \quad\left(x \in D\left(T_{\alpha}\right)\right)
$$

Proof. If $x \in \mathscr{D}\left(T_{\alpha}\right)$, then

$$
\begin{align*}
\int_{\underline{R}}^{\oplus} \alpha(\lambda) d E(\lambda) x & =\lim _{u \rightarrow \infty} \int_{[-u, u]}^{*} \alpha(\lambda) d E(\lambda) x \\
& =\lim _{u \rightarrow \infty}\left[\int_{[-u, u]}^{\infty} \alpha(\lambda) d E(\lambda) x-\alpha(-u)_{E}(-u) x\right] \tag{2}
\end{align*}
$$

$=\lim _{u \rightarrow \infty}\left[\alpha(u) E(u) x-\oint_{[-u, u]} E(\lambda) \times d \alpha(\lambda)\right]$

$$
=-\lim _{u \rightarrow \infty} \oint_{[-u, u]} E(\lambda) \operatorname{xd} a(\lambda),
$$

the equality between (2) and (3) following from 1.2.7.

DEFINITION 2.1.19. For $\alpha \in \operatorname{NLBV}(\underline{R})$ and $x \in \mathbb{D}\left(T_{\alpha}\right)$, we define $\int_{-\infty}^{\infty} E(\lambda) x d \alpha(\lambda)$ to be $\lim _{u \rightarrow \infty} \int_{-u}^{u} E(\lambda) x d \alpha(\lambda)$.

Thus, if $\alpha$ satisfies the hypotheses of 2.1.18, we have

$$
\int_{\underline{R}}^{\oplus} \alpha(\lambda) d E(\lambda) x=-\int_{-\infty}^{\infty} E(\lambda) x d \alpha(\lambda)
$$

It is easily seen that the method used in 2.1 .11 generalises in the following way:

LEMMA 2.1.20. If $\phi:[c, d] \rightarrow[a, b]$ (where $a, b, c, d$ may take the values $\pm \infty$ ) is an increasing homeomorphism, and $E$ and $F$ are spectral families, with supports contained respectively in [a,b] and $[c, d]$, such that $F(\lambda)=F(\phi(\lambda))(\lambda \in[c, d])$, then for each $\alpha$ $\epsilon \operatorname{BV}[a, b]$ wave

$$
\int_{[a, b]}^{*} \alpha(\lambda) d E(\lambda)=\int_{[c, d]}^{*} \alpha(\phi(\lambda)) d F(\lambda),
$$

where, if either interval is infinite, $\int^{*}$ is a not integral with a similar meaning to the finite case (see remarks before 2.1.3).

Proof. ( $\left.\underline{t}, \underline{t}^{*}\right) \rightarrow\left(\underline{w}, \underline{w}^{*}\right)$, where $w_{k}=\phi\left(t_{k}\right)$ and $w_{k}^{*}=\phi\left(t_{k}^{*}\right)$ sets up an order-preserving correspondence between $P *[c, d]$ and $P *[a, b]$, and since $\phi$ is a homeomorphism, the integrals for $\alpha$ and $\alpha_{0} \phi$ are taken over correctly corresponding nets of Stieltjes sums.

Lemana 2.1.21. Let $[a, b]$ be a compact interval and $g:[a, b]$ $\rightarrow \underline{\text { C }}$ a continuously differentiable function. Then, for each $x \in \mathbb{X}$, $\int_{a}^{b} g^{\prime}(\lambda) E(\lambda) x d \lambda$ exists and equala $\int_{a}^{b} E(\lambda) x d g(\lambda)$.

Proof. Let $\epsilon>0$, and let ( $\left.\underline{s}, \underline{s^{*}}\right) \in P \neq[a, b]$ be such that

$$
\left\|\sum\left(E, d g, t, t^{*}\right) x-\int_{a}^{b} E(\lambda) x d g(\lambda)\right\|<c
$$

whenever $\left(\underline{t}, t^{*}\right) \geqslant\left(\underline{s}, \underline{s}^{*}\right)$. Let $\delta>0$ be such that $\left|g^{\prime}(s)-g^{\prime}(t)\right|$ $<c$ if $|\mathrm{s}-\mathrm{t}|<\delta$ and $\mathrm{s}, \mathrm{t} \in[\mathrm{a}, \mathrm{b}]$. Let $\underline{\mathrm{V}}$ be a refinement of $\underline{s}$ such that $\max \left(\nabla_{i} \boldsymbol{v}_{i-1}\right)<\delta$. Let $\left(\underline{u}, \underline{u}^{*}\right) \in P *[a, b]$ with $\underline{u} \geqslant \underline{v}$. Then, if $f(\lambda) \equiv \lambda$,

$$
\begin{aligned}
& \left\|\left(E, d g, \underline{u}, \underline{u}^{*}\right) x-\sum\left(g^{*} E, d j, \underline{u}, \underline{u}^{*}\right) x\right\| \\
& =\left\|\sum_{i} E\left(u_{i}^{*}\right)\left(g^{t}\left(u_{i}^{*}\right)-g^{i}\left(u_{i}^{*}\right)\right)\left(u_{i}-u_{i-1}\right) x\right\| \\
& \leqslant K\|x\| \epsilon(b-a),
\end{aligned}
$$

each $u_{i}^{* *}$ being a point in ( $u_{i-1}, u_{i}$ ) whose existence is given by the mean value theorem. Thus

$$
\left\|\Sigma\left(g^{\prime} E, d j, \underline{u}, \underline{u}^{*}\right) x-\int_{a}^{b} E(\lambda) x d g(\lambda)\right\| \leqslant(K\|x\|(b-a)+1) \epsilon
$$

whenever $\underline{u} \geq$, giving the required result.

GOROLLARY 2.1.22: If $f:[a, b] \rightarrow \underline{C}$ is continuous, then $\int_{a}^{b} f(\lambda) E(\lambda) x d \lambda$ exists.

Proof. Take $g(\lambda)=\int_{a}^{\lambda} f(t) d t$ in 2.1.21.

LRMA 2.1.2S. Let $\mathrm{f}: \underline{\mathrm{R}} \rightarrow \underline{\mathrm{C}}$ be continuous, with $\int_{-\infty}^{\infty}|f|<\infty$. Then $\lim _{u+\infty} \int_{-u}^{u} f(\lambda) s(\lambda) \operatorname{xd} \lambda$ exists for each $x \in X$, defining a bounded linear operator, to be denoted by $\int_{-\infty}^{\infty} f(\lambda) E(\lambda) d \lambda$. A similar result holds with $\underline{R}$ replaced by ( $-\infty, b]$.

Proof. Let $g(\lambda)=\int_{-\infty}^{\lambda} f(t) d t$. Then $g$ is continuously differentiable and belongs to $B V(\underline{R})$. Using 2.1.21, we have ${ }^{-}$

$$
\begin{aligned}
\int_{-u}^{u} f(\lambda) E(\lambda) x d \lambda & =\int_{-u}^{u} E(\lambda) x d g(\lambda) \\
& =g(u) E(u) x-g(-u) E(-u) x-\int_{-u}^{u} g(\lambda) d E(\lambda) x \\
& \rightarrow\left(\int_{-\infty}^{\infty} f(\lambda) d \lambda\right) x-\int_{\underline{R}}^{\oplus} g(\lambda) d E(\lambda) x
\end{aligned}
$$

This gives the required result.

COROLLARY 2.1.24. If $\mathrm{g}: \underline{\mathrm{R}} \rightarrow \underline{\mathrm{C}}$ is a function suoh that $\mathrm{g}^{\prime}$ is continuous and integrable, then

$$
\int_{-\infty}^{\infty} E(\lambda) x d g(\lambda)=\int_{-\infty}^{\infty} g^{\prime}(\lambda) E(\lambda) x d \lambda
$$

A similar result holds with R replaoed by ( $-\infty, \mathrm{b}$ ].

LЕMMA 2.1.25. Let $g: \underline{\underline{R}} \times[c, d] \rightarrow \underline{C} \quad([c, d]$ oompaot) be continuous, and let $x \in \mathbb{X}$. Suppose that
(i) $\int_{-\infty}^{\infty} \int_{0}^{d}|g(t, u)| d u d t<\infty$;
(ii) for each $u, c[c, d]$ the function $g(\cdot, u)$ is integrable over $(-\infty, \infty)$, and the $x$-valued function

$$
u \rightarrow \int_{-\infty}^{\infty} g(t, u) k(t) x d t
$$

is contimuous on [ $c, d$ ]. Then the integrals

$$
\int_{0}^{d}\left[\int_{-\infty}^{\infty} g(t, u)_{E}(t)_{x d t}\right] d u
$$

and

$$
\int_{-\infty}^{\infty}\left[\int_{0}^{d} g(t, u) d u\right] E(t) x d t
$$

are defined and equal. A similar result holds with $\underline{R}$ replaoed by ( $-\infty, \mathrm{b}$ ].

Proof: The first integral exists sinoe the integrand
$\int_{-\infty}^{\infty} g(t, u) E(t) x d t$ is, by hypothesis, a continuous $X$-valued function on [c,d]. The seoond is defined, by 2.1.23, since the function

$$
t \rightarrow \int_{0}^{d} g(t, u) d u
$$

is contimuous and integrable on $R$. For each $X^{*} \in X^{*}$,
$\left\langle x^{*}, \int_{c}^{d}\left[\int_{-\infty}^{\infty} g(t, u)_{B}(t)_{x d t}\right] d u\right\rangle=\int_{0}^{d}\left[\int_{-\infty}^{\infty}\left\langle x^{*}, g(t, u) E(t)_{x>d t}\right] d u\right.$
and
$\left\langle x^{*}, \int_{-\infty}^{\infty}\left[\int_{e}^{d} g(t, u) d u\right] E(t) x_{d} t\right\rangle=\int_{-\infty}^{\infty}\left[\int_{c}^{d}\left\langle x^{*}, g(t, u) E(t) x \partial d u\right] d t \quad\right.$. Since $\left\langle X^{*}, g(t, u) E(t) \leq\left. K\left\|x^{*}\right\|\|x\|\right|_{g}(t, u)\right|$, hypothesis (i) and Fubini's theorem, together with the Hahn-Banach theorem, give the required equality of integrals.

## §2.2. Speotral theory of well-boundable operators

DEFINITION 2.2.1. A closed linear operator $T: \mathbb{D}(T) \subset X \rightarrow X$ (in general unbounded) is well-boundable if there exdsts a speotral family $E: R \rightarrow B(X)$ for which $T=T_{j}$, where $J$ is the function $f(\lambda) \equiv \lambda(\lambda \in \underline{R})$.

The aim of this seotion is to demonstrate the uniqueness of the spectral family of a well-boundable operator, and to identify o(T)
as the support of the spectral family of " $T$ ". Until the uniqueness has been proved, we shall describe a spectral family $E$ satisfying 2.2 .1 as a "spectral family for $T$ ". As in §2.1, we shall denote $\sup \|E(\lambda)\|$ by $K$. $\lambda \in \mathrm{R}$

If $T: D(T) \subset X \rightarrow X$ is a closed linear operator, and $\mu \in$ $\rho(T)$, then we shall denote the resolvent, ( $\mu \mathrm{I}-\mathrm{T})^{-1}$, by $\mathrm{R}(\mu ; \mathrm{T})$.

PROPOSITION 2.2.2. If $T: D(T) \subset X \rightarrow X$ is a well-boundable operator and $E$ is a spectral family for $T$, then $\sigma(T) \subset \underline{R}$ and, for $\mu \in \underline{C} \backslash \underline{R}, R(\mu ; T)$ is given by

$$
R(\mu ; T) x=\int_{\underline{R}}^{\oplus}(\mu-\lambda)^{-1} d E(\lambda) x \quad(x \in X)
$$

Furthermore,

$$
\|R(\mu ; T)\|=O\left(|\operatorname{Im} \mu|^{-1}\right)
$$

Proof. Let $\alpha(\lambda)=\mu-\lambda, \beta(\lambda)=(\mu-\lambda)^{-1}(\lambda \in \underline{R})$. Note that

$$
\underset{\underline{R}}{\operatorname{var}} \beta=\int_{-\infty}^{\infty} \frac{d \lambda}{|\mu-\lambda|^{2}}=\frac{\pi}{|\operatorname{Im} \mu|},
$$

so $\beta \in \operatorname{BV}(\underline{R})$ - By 2.1.16, $T_{\alpha \beta} \supset T_{\alpha} T_{\beta}$ and $\nabla\left(T_{\alpha} T_{\beta}\right)=9\left(T_{\alpha \beta}\right) \cap \Phi\left(T_{\beta}\right)$. Using 2.1.17, this gives $\left.I=T_{1} \supset T_{\mu-j} T_{(\mu-j}\right)^{-1}$ and $\left.D\left(T_{\mu-j} T^{(\mu-j}\right)_{-1}\right)$ $=\Phi\left(T_{1}\right) \cap \Phi\left(T_{(\mu-j)-1}\right)=X$. Thus

$$
\begin{equation*}
I=(\mu I-T) T(\mu-j)-1 \tag{1}
\end{equation*}
$$

Similarly, $\left.\quad I=T_{1} \supset T_{(\mu-j}\right)^{-1} T_{\mu-j}$ and $\left.\oplus\left(T_{(\mu-j)}\right)^{-1} T_{\mu-j}\right)=\oplus\left(T_{1}\right) \cap$ $\Phi\left(T_{\mu-j}\right)=\mathscr{P}(T) \cdot T \mathrm{mus}$

$$
\begin{equation*}
x=T_{(\mu-j)^{-1}(\mu I-T) x} \quad(x \in \mathscr{D}(T)) \tag{2}
\end{equation*}
$$

Combining (1) and (2), we have

$$
T_{(\mu-j)^{-1}}=R(\mu ; T)=\int_{\underline{R}}^{\oplus}(\mu-\lambda)^{-1} d B(\lambda)
$$

By 2.1.14,

$$
\begin{aligned}
\|\mathrm{R}(\mu ; T)\| & \leqslant K\| \|(\mu-j)^{-1}\| \|_{\underline{R}} \\
& =K\left(|\operatorname{Im} \cdot \mu|^{-1}+\int_{-\infty}^{\infty} \frac{d \lambda}{|\mu-\lambda|^{2}}\right) \\
& =K(1+\pi)|I \operatorname{Im} \mu|^{-1} \bullet
\end{aligned}
$$

DEFINTITON 2.2.3. A closed linear operator $T$ is said to satisfy condition $\left(G_{1}\right)$ if $\sigma(T) \subset R$ and there exists a constant $K_{1}$ such that $\left\{\mathrm{Im} \mu \mid\|\mathrm{R}(\mu ; T)\| \leqslant \mathrm{K}_{1} \quad(\mu \in \underline{\mathrm{C}} \underline{\mathrm{R}})\right.$.

This definition is due to Bartle [1]. Proposition 2.2 .2 therefore says that a well-boundable operator satisfies ( $G_{1}$ ).

DEFINIUION 2.2.4. For $x \in X$, an analytic extension of $R(\mu ; T) x$ is an analytic function $F: D(F) \supset \rho(T) \rightarrow X$ (where $D(F)$ is open), such that

$$
\begin{equation*}
(\mu I-P) P(\mu) \quad=\quad x \quad(\mu \in \Phi(P)) \tag{3}
\end{equation*}
$$

A point $\mu_{0} \in \underline{C}$ is said to be in the analytio point spectrum of $T$ if there exist a neighbourhood $V$ of $\mu_{0}$ and an analytic function $G: V \rightarrow X$, such that $G\left(\mu_{0}\right) \neq 0$, and

$$
\begin{equation*}
(\mu I-T) G(\mu)=0 \quad(\mu \in V) \tag{4}
\end{equation*}
$$

Equivalently, $\mu_{0}$ is in the analytio point spectrum of $T$ if there exists a vector $x \in X$ for which $(\mu \rightarrow R(\mu ; T) X)$ has analytic extensions $P_{1}, P_{2}$ satisfying (3) but not agreeing at $\mu_{0}$, nor, therefore, on some neighbourhood $V$ of $\mu_{0}, V \supset \Phi\left(F_{1}\right) \cap Q\left(F_{2}\right)$.

T has the single-valued extension property (s.v.e.p.) if its analytic point spectrum is empty. If $T$ has s.v.e.p., then, for each $x \in X, R(\mu ; T) x$ has a unique maximal analytic extension $\tilde{x}(\mu ; T)$, whose domain $\rho(x ; T)$ is called the local resolvent set of
$x$. The complement, $\sigma(x ; T)$, of $\rho(x ; T)$ is called the local spectrum of x -

REMARKS 2.2.5. (i) If $\sigma(T)$ is nowhere dense in $C$, then $T$ has s.v.e.p. In particular, this holds when $\sigma(T) \subset R$.
(ii) If $T$ has s.v.e.p., then it is implicit in the definition that $\tilde{x}(\mu ; T) \in \Phi(T)(x \in X, \mu \in \rho(x ; T))$ - $\tilde{x}(\mu ; T)$ is defined for all $x \in X$, not merely for $x \in \Phi(T)$.
(iii) If $T$ has s.v.e.p. and $A \in B(X)$ commutes with $T$, then $(A X)^{\sim}(\mu ; T)=A \tilde{x}(\mu ; T)(\mu \in \rho(x ; T)), A \tilde{X}(\mu ; T)$ being analytic, and so $\sigma(A x ; T) \subset \sigma(x ; T)$.

PROPOSITION 2.2.6. Let $T \in B(X)$ be a well-bounded operator of type B, with spectral family E.
(i) If $E(\lambda)=0\left(\lambda^{\prime}<a\right)$ and $E(\lambda)=I(\lambda \geqslant b)$; then the functional calculus $\phi: \operatorname{BV}[a, b] \rightarrow B(X)$ for $T$ gives

$$
\psi\left(X_{[a, \mu]}\right)=E(\mu) \quad(a \leqslant \mu \leqslant b)
$$

(ii) -1 is also a well-bounded operator of type $B$, with spectral family E' given by

$$
E^{\prime}(\lambda)=I-E(-\lambda-0) \quad(\lambda \in R)
$$

(iii) $(E(\nu)-E(\mu-0)) X=\{x \in X: \sigma(x ; T) \subset[\mu, \nu]\}(\mu \leqslant \nu)$.

Proof. (1) We have, noting that $\chi_{[a, \mu]} \in \operatorname{NBV}[a, b]$,

$$
\begin{aligned}
\chi_{[a, \mu]}(T) x & =\int_{[a, b]}^{\oplus} \chi_{[a, \mu]}(\lambda) d E(\lambda) x \\
& =E(a) x+\int_{a}^{b} \chi_{[a, \mu]}(\lambda) \alpha F(\lambda) x
\end{aligned}
$$

$$
\begin{aligned}
& =E(a) x+\int_{a}^{\mu} d E(\lambda)_{x} \\
& =E(\mu) x \quad(a \leqslant \mu \leqslant b, x \in X) \quad .
\end{aligned}
$$

(ii) It follows from 1.3 .11 that

$$
\chi_{[a, \mu)^{(T)}}=E(\mu-0) \quad(a<\mu \leqslant b) .
$$

Consider the map $\mathbf{f} \rightarrow \tilde{\mathbf{f}}$, where $\tilde{\mathbf{f}}(\lambda)=\tilde{f}(-\lambda)$. We see that the maps

$$
A C[-b,-a] \xrightarrow{\longrightarrow} A C[a, b] \xrightarrow{\psi} B(x)
$$

satisfy

where $j(\lambda)=\lambda(\lambda \in[-b,-a])$. Therefore $\tilde{\psi}=\psi 0 \sim$ is a functional calculus for the well-bounded operator $-T$, and it clearly satisfies any of the compactness properties (iii) $-(v)$ of 1.3 .10 . Hence $-T$ is of type $B$, and $\tilde{\phi}$ gives

$$
\begin{aligned}
E^{\prime}(-\lambda)=\tilde{\Psi}\left(x_{[-b,-\lambda]}\right) & =x_{[-b,-\lambda]}(-T) \\
& =I-x_{(-\lambda,-a]}(-T) \\
& =I-x_{[a, \lambda)}(T) \\
& =I-E(\lambda-0) \quad(a<\lambda \leqslant b), \\
\text { with } E^{\prime}(-\lambda)=I(\lambda \leqslant a) \text { and } E^{\prime}(-\lambda) & =0(\lambda>b) \text {. Thus (ii) is }
\end{aligned}
$$ proved.

(iii) We have $E(\lambda) X=\{x \in X: O(x ; T) \subset(-\infty, \lambda]\}$ ( $\lambda \in \underline{R})$, from [3], Theorem 5.7. It follows that $E^{\prime}(\lambda) X=\{x \in X: \sigma(x ;-T) \subset$ $(-\infty, \lambda]\}(\lambda \in \underline{R})$. Therefore, if $x \in(E(\nu)-E(\mu-0)) X$, then $x \in E(\nu) X$ and $x \in E^{\prime}(-\mu) X$, hence $\sigma(x ; T) \subset(-\infty, \nu]$ and $\sigma(x ;-T) \subset(-\infty,-\mu]$, which implies $\sigma(x ; T) \subset[\mu, \nu]$.

Conversely, if $\sigma(x ; T) \subset[\mu, \nu]$, then $x \in E(\nu) X ;$ also,

$$
\begin{aligned}
& \alpha(x ; T) \subset[-\nu,-\mu] \text {, so } x \in E^{\prime}(-\mu) X \text {. Hence } x \in E(\nu)(I-E(\mu-0) X= \\
& (E(\nu)-E(\mu-0)) X .
\end{aligned}
$$

PROPOSITION 2.2.7. Let $T:(T) \subset X \rightarrow X$ be a well-boundable operator and $E$ a spectral family for $T$. Then
(1) $E^{\prime}(\lambda)=I-E(-\lambda-0)$ is a spectral family for the wellboundable operator $-T$.
(ii) $(E(\nu)-E(\mu-0)) X=\{x \in X: \sigma(x ; T) \subset[\mu, \nu]\}(\mu \leqslant \nu) \quad$.

Proof. (1) Firstily, note that $E^{\prime}$ actually is a spectral family, the order and contimuity properties being obvious. Let $S$ be the well-boundable operator associated with the spectral family $F^{\prime \prime}$. Suppose that $x \in D(T) ;$ then $T x=\underset{n}{\lim T\left(u_{n}\right)} x$, where

$$
T_{j}^{\left(u_{n}\right) x=\int_{\left[-u_{n}, u_{n}\right]}^{\infty} \lambda d E(\lambda)\left(E\left(u_{n}\right)-E\left(-u_{n}\right)\right) x}
$$

and $\left\{u_{n}\right\}$ is any increasing sequence of positive mumers such that $u_{n} \rightarrow \infty$. We recall from 2.1.2 that $T x$ is independent of the actual choice of the sequence $\left\{u_{n}\right\}$. In view of the Lemma on p. 330 of $[30]$, tho function $\lambda \rightarrow E(\lambda) x$ has only countably many discontinuities. It is possible, therefore, to choose $\left\{u_{n}\right\}$ in such a way that $E\left(\Psi_{n}\right) x$ $-E\left(\Psi_{n}-0\right) x=0$ for all $n$. (This choice of $\left\{u_{n}\right\}$ depends on $x$, of course.)

Each $T_{j}^{\left(u_{n}\right)} \mid\left(B\left(u_{n}\right)-E\left(-u_{n}\right)\right) X$ is well-bounded of type $B$ and has speotral family $E(\lambda) \mid\left(E\left(u_{n}\right)-E\left(-u_{n}\right)\right) x$; consequently eaoh $T_{j}^{\left(u_{n}\right)} \mid\left(E\left(u_{n}\right)-E\left(-u_{n}\right)\right) X$ is also of type $B$ and has spectral family $E^{\prime}(\lambda)\left|\left(E\left(u_{n}\right)-H^{\prime}\left(-u_{n}\right)\right) X=F^{\prime}(\lambda)\right|\left(F^{\prime}\left(u_{n}-0\right)-B^{\prime}\left(-u_{n}-0\right)\right) X$. Hence, with the obrious notation,

$$
\begin{aligned}
\mu_{j}\left(u_{n}\right)_{x} & =\int_{\left[-u_{n}, u_{n}\right]}^{\oplus} \lambda d E^{\prime}(\lambda)\left(E\left(u_{n}\right)-E\left(-u_{n}\right)\right) x \\
& =\int_{\left[-u_{n}, u_{n}\right]}^{\theta} \lambda d E^{\prime}(\lambda)\left(E^{\prime}\left(u_{n}\right)-E^{\prime}\left(-u_{n}\right)\right) x \\
& =S_{j}^{\left(u_{n}\right) x}
\end{aligned}
$$

Since $-{ }_{j}^{\left(u_{n}\right)} x \rightarrow-\mathbb{x}$, it follows that $x \in Q(S)$ and $S x=-T x$. By interchanging the roles of $S$ and $T$, and noting that $\left(E^{\prime}\right)^{\prime}=E$, we see that $S=-T$.
(ii) Suppose $\sigma(x ; T) \subset[\mu, \nu]$. Then

$$
(\lambda I-T) \tilde{X}(\lambda ; T)=x \quad(\lambda \notin[\mu, \nu])
$$

Using 2.1.2(ii) and 2.2.5(iii), we see that for any $k_{1}, k_{2} \in \underline{R}$,

$$
\begin{aligned}
(\lambda I-T)\left(E\left(\kappa_{2}\right)-E\left(k_{1}\right)\right) \tilde{x}(\lambda ; T) & =\left(E\left(\kappa_{2}\right)-E\left(k_{1}\right)\right)(\lambda I-T) \tilde{x}(\lambda ; T) \\
& =\left(E\left(k_{2}\right)-E\left(k_{1}\right)\right) x .
\end{aligned}
$$

Hence $\left.\sigma\left(E\left(k_{2}\right)-E\left(k_{1}\right)\right) x ; T \mid\left(E\left(\kappa_{2}\right)-E\left(k_{1}\right)\right) X\right) \subset[\mu, \nu]$. Since $T \mid\left(E\left(k_{2}\right)-E\left(k_{1}\right)\right) X$ has unique spectral family $E \mid\left(E\left(\kappa_{2}\right)-E\left(k_{1}\right)\right) X$, it follows from 2.2.6(iii) that

$$
\left(E\left(k_{2}\right)-E\left(k_{1}\right)\right) x \quad \in(E(v)-E(\mu-0))\left(E\left(k_{2}\right)-E\left(k_{1}\right)\right) X,
$$

hence

$$
\left(E\left(k_{2}\right)-E\left(k_{1}\right)\right) x=(E(v)-E(\mu-0))\left(E\left(k_{2}\right)-E\left(\kappa_{1}\right)\right) x
$$

Letting $\kappa_{1} \rightarrow+\infty, k_{2} \rightarrow+\infty$ gives $x \in(E(\nu)-E(\mu-0)) X$.
Conversely, if $x \in(E(v)-E(\mu-0)) X$, then, since the spectrum of the type B operator $T(E(v)-E(\mu-0)) X$ is contained in $[\mu, v]$, we have

$$
(\lambda I-T) R(\lambda ; T \mid(E(\nu)-E(\mu-0)) X) x=x(\lambda /[\mu, \nu]),
$$

and therefore $\sigma(x ; T) \subset[\mu, \nu]$.

THE OREN 2.2.8. The spectral family of a well-boundable
operator is unique.
Proof. Let $T:(T(T) \subset X \rightarrow X$ be well-boundable, and $E, F$ be spectral families for $T$. Choose real numbers $\mu, \nu$ with $\mu<\nu$, and let

$$
M_{\mu, \nu}=\{x \in X: \sigma(x ; T) \subset[\mu, \nu]\}
$$

Then, by 2.2.7,

$$
\mathbf{M}_{\mu, \nu}=(E(\nu)-E(\mu-0)) X=(F(\nu)-F(\mu-0)) X .
$$

Moreover, in view of 2.2 .5 (iii), $M_{\mu, \nu}$ is an invariant subspace for both $E(\lambda)$ and $F(\lambda)$, for all $\lambda \in$ R .

Consider the speotral family $G$, where

$$
G(\lambda)=E(\lambda) \mid M_{\mu, \nu} \quad(\lambda \in \underline{R}),
$$

so that

$$
G(\lambda)= \begin{cases}I \mid \mathbf{M}_{\mu, \nu} & \lambda \geqslant \nu \\ (B(\lambda)-E(\mu-0)) \mid \mathbf{M}_{\mu, \nu} & \mu \leqslant \lambda<\nu \\ 0 & \lambda<\mu\end{cases}
$$

If $x \in M_{\mu, \nu}$, then

$$
\int_{[\mu, \nu]}^{\oplus} \lambda d G(\lambda) \mathbf{x}=\mu(E(\mu)-E(\mu-0)) \mathbf{x}+\int_{\mu}^{\nu} \lambda d E(\lambda) \mathbf{x}
$$

$$
\begin{equation*}
=\mu(E(\mu)-E(\mu-0)) \mathbf{x}+\int_{\mu}^{\nu} \lambda d E(\lambda)(E(\nu) E(\mu-0)) \mathbf{x} . \tag{5}
\end{equation*}
$$

Now $\mu_{\mu, \nu} C D(T)$; if $x \in M_{\mu, \nu}$, then by $2.1 .6, T x=\lim _{n \rightarrow \infty} T^{(n)} x_{0}$, where

$$
T^{(n)} x=\int_{[-n, n]}^{\oplus} \lambda \alpha E(\lambda)(E(n)-\pi(-n)) x
$$

Suppose that $n>\nu$ and $-n<\mu$. Then

$$
\begin{align*}
T_{T}^{(n)} x & =-n E(-n)(E(n)-E(-n)) x+\int_{-n}^{n} \lambda d E(\lambda)(E(n)-E(-n)) x \\
& =\int_{-n}^{n} \lambda d E(\lambda)(E(n)-E(-n)) x \tag{6}
\end{align*}
$$

We have

$$
\begin{align*}
(E(n)-E(-n)) x & =(E(n)-E(-n))(E(\nu)-E(\mu-0)) x \\
& =(E(\nu)-E(\mu-0)) x \\
& =x . \tag{7}
\end{align*}
$$

Therefore

$$
\begin{align*}
& \int_{-n}^{\mu} \lambda \operatorname{dE}(\lambda)(E(n)-E(-n)) x \\
& =\lim _{\left(\underline{\lambda}, \lambda^{*}\right) \in P^{*}[-n, \mu]}^{\lim _{m}} \lambda_{m}^{*}\left(E(\mu)-E\left(\lambda_{m-1}\right)\right)(E(\nu)-E(\mu-0)) x \\
& =\mu(E(\mu)-E(\mu-0)) x, \tag{8}
\end{align*}
$$

and, since $E(\lambda)(E(\nu)-E(\mu-0)) x=0(\lambda \geqslant \nu)$,

$$
\begin{equation*}
\int_{\nu}^{n} \lambda d E(\lambda)(E(n)-E(-n)) x=0 \tag{9}
\end{equation*}
$$

On comparing (5) with (6)-(9), we obtain

$$
T^{(n)} X=\int_{[\mu, \nu]}^{\oplus} \lambda d G(\lambda) x \quad\left(x \in M_{\mu, \nu}, n>\max (-\mu, \nu)\right)
$$

Therefore, by $1.3 .10, T \mid M_{\mu, \nu}$ is a well-bounded operator of type $B$ with spectral family $G=E \mid M_{\mu, \nu} \cdot$
The above calculation can be repeated with E replaced by $F$ throughout, yielding that $F \mid M_{\mu, \nu}$ is also a spectral family for $T \mid M_{\mu, \nu}$. Since the spectral family for $\left.T\right|_{\mu, \nu}$ is unique, we have

$$
E(\lambda) y=F(\lambda) y \quad\left(y \in M_{\mu, \nu}, \lambda \in \underline{R}\right)
$$

Therefore

$$
E(\lambda)(E(\nu)-E(\mu-0)) x=F(\lambda)(E(\nu)-\mathbb{E}(\mu-0)) x \quad(x \in \mathbb{X}, \lambda \in \underline{R})
$$

Letting $\nu^{-} \rightarrow+\infty, \mu \rightarrow-\infty$ gives $E(\lambda) x=F(\lambda) x(x \in X, \lambda \in \underline{R})$, and so $E=F$.

THEOREM 2.2.9. Let $T: Q(T) \subset X \rightarrow X$ be a well-boundable operator with spectral family $E$. Then, for each $\lambda \in \mathbb{R}$,

$$
\begin{aligned}
(E(\lambda)-E(\lambda-0)) X & =\{x<X: \sigma(x ; T) \subset\{\lambda\}\} \\
& =\{x \in X: x \in \mathbb{D}(T) \text { and } T x=\lambda x\}
\end{aligned}
$$

Proof. Equality between the first two members was proved in 2.2.7.

If $(\lambda I-T) x=0$, then

$$
\tilde{x}(\mu ; T)=\frac{x}{\mu-\lambda}
$$

setisfies

$$
(\mu \mathrm{I}-T) \widetilde{x}(\mu ; T)=x \quad(\mu \neq \lambda),
$$

and so $\sigma(x ; T) \subset\{\lambda\}$.
Conversely, suppose $\sigma(x ; T) \subset\{\lambda\}$. Since $x \in(E(\lambda)-E(\lambda-0)) X$, $x \in Q(T)$. We have

$$
(\mu I-T) \tilde{x}(\mu ; T)=x \quad(\mu \neq \lambda)
$$

Therefore, since $E$ commutes with $T$,

$$
(\mu \mathrm{I}-T)(E(n)-E(-n)) \tilde{X}(\mu ; T)=(E(n)-E(-n)) x \quad(\mu \neq \lambda) .
$$

As in 2.2.5(iii), then,

$$
\sigma((E(n)-E(-n)) x ; T \mid(E(n)-E(-n)) x) \subset\{\lambda\} \quad .
$$

Since $T(E(n)-E(-n)) X$ is a well-bounded operator of type $B$, it follows from Theorem 4.3 (iii) of [3] that

$$
T(E(n)-E(-n)) x=\lambda(E(n)-E(-n)) x
$$

Now let $n \rightarrow \infty$; since $T$ is closed, we have $T x=\lambda x$ 。

The next theorem is a special case of a result proved by Kocan ([18], Corollary 1.15(i)), where it is proved under the assumption that $T$ is an operator satisfying a condition ( $G_{n}$ ) which includes $\left(G_{1}\right)$. We give here a proof depending on the properties of wellboundable operators, and not involving use of the integrals $I_{r}$ considered in [18].

THEOREM 2.2.10. Lat $T: \Phi(T) \subset X \rightarrow X$ be a well-boundable operator, and let $x \in X$ such that $o(x ; T) \subset[a, b]$, where $-\infty<a<b<\infty$. Let $\Gamma$ be a closed, rectifiable, positively oriented Jordan contour with o( $x ; T)$ contained in the interior of I. Then

$$
x=\frac{1}{2 \pi \dot{j}} \int_{\Gamma} \tilde{x}(\mu ; T) \mathrm{d} \mu
$$

Proof. Let F be the spectral family of $T$. For $n=1,2, \ldots$, denote $(E(n)-E(-n)) x$ by $x_{n}$ and $T(F(n)-E(-n)) X$ by $T_{n}$. By the same argument as in 2.2.9, we have

$$
\begin{aligned}
\sigma\left(x_{n} ; T\right) \subset[a, b] & , \\
(\mu I-T)(E(n)-E(-n)) \tilde{x}(\mu ; T) & =\left(\mu I-T_{n}\right)(E(n)-\mathbb{E}(-n)) \widetilde{x}(\mu ; T) \\
& =x_{n},
\end{aligned}
$$

and

$$
\tilde{x}_{n}(\mu ; T)=\tilde{x}_{n}\left(\mu ; T_{n}\right)=(E(n)-E(-n)) \tilde{x}(\mu ; T) \quad\left(\mu \notin\left[a_{2} b\right]\right) .
$$

Therefore

$$
\begin{aligned}
\frac{1}{2 \pi 1} \int_{\Gamma} \tilde{x}_{n}(\mu ; T) \mathrm{d} \mu & =\frac{1}{2 \pi I} \int_{\Gamma} \tilde{x}_{n}\left(\mu ; T_{n}\right) \mathrm{d} \mu \\
& =\frac{1}{2 \pi I} \int_{\Gamma_{n}} \tilde{x}_{n}\left(\mu ; T_{n}\right) \mathrm{d} \mu,
\end{aligned}
$$

 the interior of $\Gamma_{n}$. But, since $T_{n}$ is a bounded operator with $\sigma\left(T_{n}\right) \subset[-n, n], \tilde{x}_{n}\left(\mu ; T_{n}\right)=R(\mu ; T)_{x_{n}}$ on $Y_{n}$, and so

$$
\frac{1}{2 \pi I} \int_{\Gamma} \tilde{x}_{n}(\mu ; T) d \mu=\frac{1}{2 \pi I} \int_{\Gamma_{n}} R(\mu ; T) x_{n} d \mu=x_{n}
$$

$$
\text { As } n \rightarrow \infty, x_{n} \rightarrow x \text {, and }
$$

$$
\begin{aligned}
\int_{\Gamma} \tilde{x}_{n}(\mu ; T) \mathrm{d} \mu & =(E(n)-E(-n)) \int_{\Gamma} \tilde{x}(\mu ; T) d \mu \\
& \rightarrow \int_{\Gamma} \tilde{x}(\mu ; T) d \mu,
\end{aligned}
$$

and so the result follows.

## LEMMA 2.2.11. Let $\mathbf{f}: \underline{T} \rightarrow \mathbf{X}$ be bounded and have left and

 right hand limits at each point. Let$$
\tilde{f}\left(r \theta^{i t}\right)=\frac{1}{2 \pi} \int_{0}^{2 \pi} P_{r}(\theta-t) f\left(e^{i \theta}\right) d \theta \quad(0 \leqslant r<1,0 \leqslant t<2 \pi),
$$

where $P_{r}$ is the Poisson kernel $P_{r}(t)=\frac{1-r^{2}}{1-2 r 00 s t+r^{2}}$. If $z=$ $r e^{i t}$ tends to $z_{0}=e^{i t_{0}}$ along a continuously differentiable path in $\{z:|z|<1\}$ whose tangent at $z_{0}$ is radial, then

$$
\tilde{f}(z) \rightarrow \frac{1}{2}\left[f\left(e^{i\left(t_{0}+0\right)}\right)+f\left(e^{i\left(t_{0}-0\right)}\right)\right] .
$$

Proof. This is a standard result for scalar-valued functions ([54], Theorem III.6.15). We sketch the argument here, giving details
where the validity for vectorwalued functions needs to be stressed. Let

$$
\mu_{r}(\delta)=\max _{\delta \leqslant t \leqslant \pi} P_{r}(t) \quad(0<\delta \leqslant \pi)
$$

In view of the estimate

$$
P_{r}(t) \leqslant \frac{A(1-r)}{t^{2}}(0<t \leqslant \pi, 0 \leqslant r<1)
$$

([34], III.6.9), it follows that

$$
\mu_{r}(\delta) \leqslant \frac{A(1-r)}{\delta^{2}} \quad(0<\delta \leqslant \pi, 0 \leqslant r<1)
$$

hence

$$
\begin{equation*}
\mu_{r}(\delta) \rightarrow 0 \text { as } r \rightarrow 1 \tag{10}
\end{equation*}
$$

for each fixed $\delta$.
For each $z \in T$, consider the function $\phi_{z}$, where

$$
\begin{aligned}
& \phi_{z}(u)=\frac{f\left(e^{i u_{z}}\right)+f\left(e^{-i u_{z}}\right)-2 f(z)}{2} \quad(u \not p 0) \\
& \phi_{z}(0)=0
\end{aligned}
$$

$\phi_{z_{0}}$ is continuous at $u=0$, provided we normalise $f\left(z_{0}\right)=$ $\frac{1}{2}\left[f\left(e^{i\left(t_{0}+0\right)}\right)+f\left(e^{i\left(t_{0}-0\right)}\right)\right] \quad\left(z_{0}=e^{i t_{0}}\right)$.

Suppose $f$ is continuous at $z_{0}$. Let $c>0$. Then there is an arc $C=\left\{e^{i t}: t_{1} \leqslant t \leqslant t_{2}\right\}$ with $t_{1}<t_{0}<t_{2}$, and $a \delta=\delta(\epsilon)$, independent of $z \in C$, such that

$$
\left\|\phi_{z}(u)\right\|<\frac{\epsilon}{2}(0 \leqslant|u|<\delta, E \in C)
$$

Then by standard manipulation, taking into account that $P_{r}(\cdot)$ is an even function and $\frac{1}{2 \pi} \int_{0}^{2 \pi} P_{r}(t) d t=1 \%$ we reach

$$
\tilde{f}\left(r_{e}^{i t}\right)-f\left(e^{i t}\right)=\frac{1}{2 \pi} \int_{0}^{2 \pi} P_{r}\left(u \phi_{z}(u) d u,\right.
$$

where $z=e^{\text {it }}$. Therefore

$$
\begin{aligned}
\left\|\tilde{f}\left(r e^{i t}\right)-f\left(e^{i t}\right)\right\| & \leqslant \frac{1}{2 \pi} \frac{c}{2} \int_{0}^{\delta} P_{r}(u) d u+\mu_{r}(\delta) \\
& \leqslant \frac{c}{2 \pi} \int_{\delta}^{\pi}\left\|\phi_{z}\right\|_{\infty} d t \\
& <\epsilon \frac{\mu_{r}(\delta)}{2 \pi} \cdot \pi \cdot d\|f\|_{\infty} .
\end{aligned}
$$

provided $r$ is near 1 , since the right hand side of (11) is independent of $s \in C$, and by (10) its second term tends to zero as $r \rightarrow 1$, independently of $\mathbf{z}$. This shows that the function equal to $\tilde{f}\left(r^{i t}\right)$ for $0 \leqslant r<1$ and $f\left(e^{i t}\right)$ when $r=1$ is continuous at $z_{0}$ -

Now suppose $f$ is not continuous at $z_{0}$. Without loss of generality we may assume $z_{0}=1$. We again assume $f(1)$ to be normalised as the average of the upper and lower limits along $T$. Let

$$
d=f\left(e^{1(0+0)}\right)-f\left(e^{1(0-0)}\right)
$$

be the discontinuity at 1 , and let

$$
\phi(t) \sim \sum \frac{\sin n t}{n}
$$

Then, exactly as in [34], p.98, we apply the result of the case where P is continuous at 1 to the function $g=P-\frac{\Phi}{\pi}$, which satisfies

$$
\begin{equation*}
\tilde{f}\left(r \theta^{i t}\right)=\tilde{B}\left(r e^{i t}\right)+\arctan \left(\frac{r \sin t}{1-r \cos t}\right) \frac{d}{\pi} \tag{12}
\end{equation*}
$$

Along a continuously differentiable path, arotan $\left(\frac{r \sin t}{i-r 00 s t}\right)$ tends to the angle between the tangents to the path and the circle at 1. The result now follows from (12).

THEOREM 2.2.12. Let $T: \Phi(T) \subset X \rightarrow X$ be a well-boundable operator with spectral family E . Let $-\infty<a<b<\infty$ and $0<c$ $<\eta$, and let the contour $\Delta_{c}$ be the union of the directed polygonal contours $[b+i \epsilon, b+i \eta, a+i \eta, a+i \epsilon]$ and $[a-i \epsilon, a-i \eta, b-i \eta, b-i \epsilon]$.


Then
$\frac{1}{2}[E(b)+E(b-0) E(a)-E(a-0)] x=\lim _{\epsilon \rightarrow 0} \frac{1}{2 \pi i} \int_{\Delta_{c}} R(\mu ; T) x d \mu(x \in X)$.
Remark: Kocan ([19], Appendix) proved this formula under the assumption that $E$ is strongly continuous.

Proof. For $\mu / \mathrm{I}$ we have, by 2.2.2,

$$
R(\mu ; T) x=\int_{\underline{R}}^{\oplus}(\mu-\lambda)^{-1} d E(\lambda) x=\int_{-\infty}^{\infty}(\mu-\lambda)^{-1} d E(\lambda) x \quad(x \in X)
$$

Since $\lambda \rightarrow(\mu-\lambda)^{-1}$ satisfies the hypotheses of 2.1 .18 and 2.1 .24 , and is in $\operatorname{NGV}(\mathrm{R})$, we have

$$
\begin{equation*}
R(\mu ; T) x=-\int_{-\infty}^{\infty} \frac{E(\lambda) x}{(\mu-\lambda)^{2}} d \lambda \quad(x \in X, \mu / R) \quad . \tag{15}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
\frac{1}{2 \pi I} \int_{\Delta_{e}} R(\mu ; T) x d \mu=-\frac{1}{2 \pi I} \int_{\Delta_{e}}\left[\int_{-\infty}^{\infty} \frac{E(\lambda) x}{(\mu-\lambda)^{2}} \mathrm{~d} \lambda\right] d \mu \tag{14}
\end{equation*}
$$

To justify the change of order of integration in (14), we put $g(\lambda, \mu)=(\mu-\lambda)^{-2}$ in 2.1.25. Condition 2.1.25(i) becomes $\int_{-\infty}^{\infty} \int_{\epsilon} \frac{1}{|\mu-\lambda|^{2}} \operatorname{dm}(\mu) \mathrm{d} \lambda<\infty$, where $m$ is linear measure on $\Delta_{\epsilon}$; it is easily verified that this integral is finite. For each $\mu \in \Delta_{\epsilon}$,
$\int_{-\infty}^{\infty} \frac{d \lambda}{|\mu-\lambda|^{2}}=\frac{\pi}{|\operatorname{Im} \mu|}<\infty$, and the continuity requirement is given by (13), so $2.1 .25(i i)$ is also satisfied. Therefore

$$
\frac{1}{2 \pi \mathrm{I}} \int_{\Delta_{\epsilon}} R(\mu ; \mathrm{T}) \operatorname{xd} \mu=-\frac{1}{2 \pi^{1}} \int_{-\infty}^{\infty}\left[\int_{\Delta_{\epsilon}} \frac{d \mu}{(\mu-\lambda)^{2}}\right] E(\lambda) \operatorname{xd} \lambda
$$

We have

$$
\begin{equation*}
-\frac{1}{2 \pi I} \int_{\Delta \epsilon} \frac{d \mu}{(\mu-\lambda)^{2}}=\frac{1}{2 \pi I}\left[\int_{a+i \epsilon}^{b+i \epsilon}-\int_{a-i \epsilon}^{b-i \epsilon} \frac{d \mu}{(\mu-\lambda)^{2}}\right] \tag{1.5}
\end{equation*}
$$

since the integrals round the rectangles $[b+i \epsilon, b+i \eta, a+i \eta, a+i \epsilon]$ and [b-ic,a-ic,a-i $\eta, b-i \eta]$ are zero. Therefore, evaluating the right hand side of (15),

$$
-\frac{1}{2 \pi i} \int_{\Delta \epsilon} \frac{d \mu}{(\mu-\lambda)^{2}}=\frac{\epsilon}{\pi}\left[\frac{1}{(b-\lambda)^{2}+\epsilon^{2}}-\frac{1}{(a-\lambda)^{2}+\epsilon^{2}}\right],
$$

and so
$\frac{1}{2 \pi i} \int_{\Delta_{\epsilon}} R(\mu ; T) x d \mu=\frac{\epsilon}{\pi} \int_{-\infty}^{\infty} \frac{E(\lambda) x d \lambda}{(b-\lambda)^{2}+\epsilon^{2}}-\frac{\epsilon}{\pi} \int_{-\infty}^{\infty} \frac{E(\lambda) x d \lambda}{(a-\lambda)^{2}+\epsilon^{2}}$.
In order to obtain the limit as $\epsilon \rightarrow 0$, we make the conformal transformation

$$
\phi: z \rightarrow \frac{1+i z}{1-i z}
$$

of $\underline{C}$, which takes $\underline{R}$ to $\underline{T}$, and the upper half plane to the unit disc. If $\lambda \in \mathbb{R}$, then

$$
\phi(\lambda)=\frac{1+i \lambda}{1-\dot{j}}=e^{i \theta(\lambda)} \text {, where }-\pi<\theta(\lambda)<\pi \text {, }
$$

and if $z=a+i \epsilon, \epsilon>0$, then $\phi(z)=r e^{i t}$, where $r<1,0 \leqslant t$ $<2 \pi$. Let

$$
F(\theta)=E\left(\phi^{-1}\left(e^{i \theta}\right)\right) \quad(-\pi<\theta<\pi)
$$

Then
$\frac{\epsilon}{\pi} \int_{-\infty}^{\infty} \frac{E(\lambda) x d \lambda}{(a-\lambda)^{2}+\epsilon^{2}}$ becomes $\frac{1}{2 \pi} \int_{-\pi}^{\pi} P_{r}(\theta-t) F(\theta) x d \theta$,
since

$$
\frac{1}{2^{\pi}} \frac{\mathrm{d} \theta}{\mathrm{~d} \mathrm{\lambda}}=\frac{1}{\pi} \frac{1}{1+\lambda^{2}}
$$

and

$$
\frac{\epsilon\left(1+\lambda^{2}\right)}{(a-\lambda)^{2}+\epsilon^{2}}=\operatorname{Re}\left[\frac{e^{i \theta}+r e^{i t}}{e^{i \theta}-r e^{i t}}\right]=P_{r}(\theta-t)
$$

As $c \rightarrow 0, a+i \epsilon \rightarrow a \in \underline{R}$ along a vertical line; therefore $r e^{\text {it }}$ $\rightarrow e^{i \theta(a)}$ along $a$ (continuously differentiable) path in $\{z:|z|<1\}$ whose tangent at $e^{i \theta(a)}$ is radial, since the transformation $\phi$ is conformal. It now follows from Lemma 2.2 .11 that the limit as $c \rightarrow 0$ is $\frac{1}{2}[F(\theta(a))+F(\theta(a)-0)] x=\frac{1}{2}[E(a)+E(a-0)] x$, thas oompleting the proof of the theorem.

Remark. The formula proved in 2.2 .12 can be used to provide an alternative proof of the uniqueness of the spectral family for a well-boundable operator.

THEORE 2.2.13. Let $T: \Phi(T) \subset X \rightarrow X$ be a well-boundable operator with speotral family $E$. Then $\sigma(T)=\operatorname{supp} E$.

Proof. Let. $\mu \in \underline{R}$ and $\delta>0$ such that $E$ is constant on [ $\mu-\delta, \mu+\delta]$. Thon for all $\alpha \in \operatorname{LBV}(\underline{R})$,

$$
\int_{\underline{R}}^{\oplus} \chi_{(\mu-\delta, \mu+\delta]}(\lambda) \alpha(\lambda) d E(\lambda)=0
$$

In particular,

$$
\int_{\underline{R}}^{\oplus} x_{(\mu-\delta, \mu+\delta]}(\lambda) \operatorname{dE}(\lambda) x=0 \quad(x \in x)
$$



Let

$$
\begin{aligned}
& \alpha(\lambda)= \begin{cases}(\mu-\lambda)^{-1} & \lambda<(\mu-\delta, \mu+\delta] \\
0 & \lambda \in(\mu-\delta, \mu+\delta]\end{cases} \\
& \beta(\lambda)=\mu-\lambda \quad(\lambda \in \underline{R}) \\
& \gamma(\lambda)=1-x_{(\mu-\delta, \dot{\mu})}(\lambda) \quad(\lambda \in \underline{R})
\end{aligned}
$$

Then $\alpha \beta=\gamma$, and $T_{y}=I$. Applying the argument of 2.2.2, and noting that $\alpha \in \operatorname{BV}(\mathrm{R})$, wee that $\mathrm{T}_{\alpha}=\mathrm{R}(\mu ; \mathrm{T})$. Therefore $\mu \in$ $\rho(T)$.

Conversely, suppose $\mu \subset \rho(T)$. Then, since no point in a neighbourhood of $\mu$ is an eigenvalue of $T, 2.2 .9$ shows that $E$ is contimeous in a neighbourhood $(\mu-\delta, \mu+\delta)$ of $\mu$. Choose $a, b$ such that $\mu-\delta<a<\mu<b<\mu+\delta$, and let $\eta>0$. If $\Delta$ is the rectangular contour joining $\{a \pm i \eta, b+i \eta\}$, then a neighbourhood of $\Delta$ and its interior is contained in $\rho(T)$. Let $\Delta_{c}$ be the contour defined in 2.2.12. Then, by 2.2.12,

$$
\begin{aligned}
(E(b)-E(a)) x & =\lim _{\epsilon \rightarrow 0} \frac{1}{2 \pi I} \int_{\Delta c} R(\lambda ; T)_{x d} \lambda \\
& =\frac{1}{2 \pi i} \int_{\Delta} R(\lambda ; T) x d \lambda \\
& =0 \quad(x \in X),
\end{aligned}
$$

and so E is constant in $(\mu-\delta, \mu+\delta)$.

THEORKM 2.2.14. If $\alpha \in \operatorname{LAC}(\underline{R})$, then $\sigma\left(T_{a}\right) \supset \alpha(\sigma(T))$.
Proof. Let $\lambda_{0} \in \sigma(T)$. Then the function $\beta: \lambda \rightarrow \alpha\left(\lambda_{0}\right)-\alpha(\lambda)$ is also in $\mathrm{LAC}(\underline{\mathrm{R}})$. Let $\mathrm{C} \geqslant 0$. By the definition of absolute continuity, there exists $\delta_{1}>0$ such that, if $\left\{\left(s_{k}, t_{k}\right)\right\}_{k=1}^{m}$ is a disjoint collection of intervals contained in some fixed compact
interval [arb] with $\sum\left(t_{k}-s_{k}\right)<\delta_{1}$, then $\sum\left|\alpha\left(t_{k}\right)-\alpha\left(s_{k}\right)\right|<\frac{e}{2}$.
Consequently, if $t \in\left[\lambda_{0} \frac{-\delta}{2}, \lambda_{0}+\frac{\delta_{1}}{2}\right]$, then $\sum\left|\alpha\left(t_{k}\right)-\alpha\left(t_{k-1}\right)\right|=$ $\sum\left|\beta\left(t_{k}\right)-\beta\left(t_{k-4}\right)\right|<\frac{\epsilon}{2}$; therefore the variation of $\beta$ over $\left[\lambda_{0} \frac{-\delta}{2}, \lambda_{0}+\frac{\delta}{2},\right]$ is bounded by $\frac{c}{2}$. It follows also that, if $\left|\lambda-\lambda_{0}\right|<$ $\delta_{1}$, then $\left|\alpha(\lambda)-\alpha\left(\lambda_{0}\right)\right|<\frac{\epsilon}{2}$. Therefore there exists $\delta>0$ such that $\|\|\beta\|\|_{J}<\epsilon$, where $J=\left[\lambda_{0}-\delta, \lambda_{0}+\delta\right]$.

By 2.2.13, there exist $\lambda_{1}, \lambda_{2}$ with $\lambda_{0}-\delta \leqslant \lambda_{1}<\lambda_{0}<\lambda_{2} \leqslant \lambda_{0}+\delta$ and $E\left(\lambda_{1}\right) \neq E\left(\lambda_{2}\right)$. Hence there is a $y \in X$ such that $E\left(\lambda_{1}\right) y=0$ and $E\left(\lambda_{2}\right) y=y \neq 0$. Then

$$
\begin{aligned}
\left\|\left(\alpha\left(\lambda_{0}\right) I-\mathbb{P}_{\alpha}\right) y\right\| & =\left\|\int_{\underline{R}}^{\oplus}\left(\alpha\left(\lambda_{0}\right)-\alpha(\lambda)\right) d B(\lambda) y\right\| \\
& =\left\|\int_{\lambda_{1}}^{\lambda_{2}}\left(\alpha\left(\lambda_{0}\right)-\alpha(\lambda)\right) d E(\lambda) y\right\| \\
& \leqslant K\|\beta\|\left\|_{J}\right\| H \| \\
& <K \| y, y
\end{aligned}
$$

and so $\alpha\left(\lambda_{0}\right) \in \sigma\left(T_{\alpha}\right)$.
§2.3. An extension of the Hille-Sz. - Nagy theorem to wall-

## bounded operators

We recall some basic notions from the theory of semigroups of operators.

By a strongly continuous semigroup in $B(X)$ we mean a set $\{T(t)\}_{t \geqslant 0} \subset B(X)$ which satisfies
$\left.\begin{array}{l}\text { (i) } T(s+t)=T(s) T(t) \quad(s, t \geqslant 0) ; \\ \text { (ii) } T(0)=I \text {; } \\ \text { (iii) } T(\cdot) x \text { is continuous for each } x \in X \quad\end{array}\right\}$
(The apparently weaker hypothesis of right continuity for each $T(\cdot) x$ is in faot equivalent: see [5], Proposition 1.1.2.) It follows from the uniform boundedness theorem that $\|T(t)\|$ is bounded on every compact interval. We also have

$$
\begin{equation*}
\omega_{0}=\lim _{t \rightarrow \infty} \frac{\log \|T(t)\|<\infty}{t} . \tag{2}
\end{equation*}
$$

A strongly oontinuous semigroup $\{T(t)\}$ is oharacterised by its infinitesimal generator $A$, where

$$
A x=\lim _{t \rightarrow 0_{+}} \frac{T(t) x-x}{t}
$$

whenever the limit exists. The operator is closed, and $\Phi(A)$ is dense in $X ; A \in B(X)$ if and only if $t \rightarrow T(t)$ is norm contimuous. The spectrum of $A$ is contained in the left half plane $\{\lambda: \operatorname{Re} \lambda \leqslant$ $\left.\omega_{0}\right\}$, where $\omega_{0}$ is as in (2), and the resolvent is given by

$$
\begin{equation*}
R(\lambda ; A) x=\int_{0}^{\infty} e^{-\lambda t} T(t) x d t \quad\left(\operatorname{Re} \lambda>\omega_{0}, x \in X\right), \tag{3}
\end{equation*}
$$

([5], Theorem 1.3.5).
$T(t)$ can be recovered from $A$ by

$$
T(t) x=\lim _{\lambda \rightarrow \infty} e^{-\lambda t} \sum_{k=0}^{\infty} \frac{(\lambda t)^{k}}{k!}[\lambda \dot{R}(\lambda ; A)]^{k} x \quad(x \in x),
$$

([5], Proposition 1.3.11).
The well-known theorem of Hille and Sz.-Nagy ([16], Theorem 22.3.1) states that if $X$ is a Hilbert space, and $\{T(t)\}$ is a strongly continuous semigroup of self-adjoint operators, then $A$
is self-adjoint, and

$$
T(t)=\int_{\underline{R}} e^{\lambda t_{t}} K(d \lambda),
$$

where $K$ is the spectral measure of $A$. This representation for $T(t)$ is unique. Sz.-Nagy generalised the result to normal operators ([16], Theorem 22.4.2). A similar result for scalar type spectral operators on a weakly complete space was given by Sourour (see [2] and [31]). We give here a version of the theorem for well-bounded operators of type B.

PROPOSITION 2.3.1. Let $A$ and $B$ be two linear operators on $X$ - Suppose there exists $\mu \in \rho(A) \cap(B)$ such that $R(\mu ; A)=R(\mu ; B)$. Then $\mathrm{A}=\mathrm{B}$.

Proof. Denote the common value $R(\mu ; A)=R(\mu ; B)$ by $Q$. Then

$$
\begin{aligned}
& Q(\mu I-A) x=x \quad(x \in \mathbb{D}(A)), \\
& Q(\mu I-B) x=x \quad(x \in D(B)), \\
& (\mu I-A) Q x=x \quad(x \in X), \\
& (\mu I-B) Q x=x \quad(x \in X) .
\end{aligned}
$$

In particular, $Q x \in \mathbb{D}(A) \cap D(B)$ and $A Q X=B Q x$, for all $x \in X$. Consequently $x \in \mathscr{D}(A)$ implies $x=Q(\mu I-A) x \in \mathbb{D}(B)$, and $A x=$ $\mathrm{AQ}(\mu \mathrm{I}-\mathrm{A}) \mathrm{x}=\mathrm{BQ}(\mu \mathrm{I}-\mathrm{A}) \mathrm{x}=\mathrm{Bx}$. Therefore $\mathrm{A} \subset \mathrm{B}$. Similarly $\mathrm{B} \subset \mathrm{A}$, so $A=B$.

THEOREM 2.3.2. Let $\{T(t)\}_{t \geqslant 0}$ be a strongly continuous semigroup in $B(X)$, with each $T(t)$ a well-bounded operator of type $B$ whose spectral family is $E_{t}$. Let $A$ be the infinitesimal generator of $\{T(t)\}$. Then $A$ is well-boundable, and its speotral family is
$G$, where $G(\lambda)=E_{1}\left(e^{\lambda}\right)(\lambda \in \underline{R})$. Furthermore;

$$
\begin{equation*}
T(t) x=\int_{-\infty}^{\infty} e^{\lambda t} d G(\lambda) x \quad(x \in X, t \geqslant 0) \tag{4}
\end{equation*}
$$

and $G$ is the unique spectral family which satisfies (4).
Proof. Since $\sigma(T(t))=\sigma\left(T(t / 2)^{2}\right)=[\sigma(T(t / 2))]^{2}$, by the spectral mapping theorem, we have $\sigma(T(t)) \subset \underline{R}^{+}(t>0)$. Choose a $>0$ such that $\sigma(T(1)) \subset[0, a]$. Let $a_{n}=a^{1 / n} ;$ then $\sigma(T(1 / n)) \subset$ $\left[0, a_{n}\right], n=1,2, \ldots$. We have

$$
\begin{aligned}
& T(1) x=\int_{[0, a]}^{\oplus} \lambda d E_{1}(\lambda) x \quad(x \in X), \\
& T(1 / n) x=\int_{\left[0, a_{n}\right]}^{\oplus} \lambda d B_{1 / n}(\lambda) x \quad(x \in X)
\end{aligned}
$$

By the functional calculus in 1.5.10,

$$
T(1) x=\left[T(1 / n)^{n}\right] x=\int_{\left[0, a_{n}\right]}^{\oplus} \lambda^{n} \partial E_{1 / n}(\lambda) x \quad(x \in x)
$$

We claim that

$$
\begin{equation*}
E_{1 / n}(\lambda)=E_{1}\left(\lambda^{n}\right) \quad(\lambda \geqslant 0 ; n=1,2, \ldots) \tag{5}
\end{equation*}
$$

To see this, let

$$
\begin{aligned}
& F(\lambda)=F_{1 / n}\left(\lambda^{1 / n}\right)(\lambda \geqslant 0) \\
& F(\lambda)=E_{1 / n}(\lambda)=0 \quad(\lambda<0)
\end{aligned}
$$

Then $F$ is a spectral family, and for each $x \in X$

$$
\begin{aligned}
\int_{[0, a]}^{\oplus} \lambda d F(\lambda) x & =\left(\lambda_{0} \lambda_{\lambda^{*}}\right) \lim _{P *[0, a]} \sum \lambda_{k}^{*}\left(F\left(\lambda_{k}\right)-F\left(\lambda_{k-1}\right)\right) x \\
& =\left(\lambda_{0}, \lambda^{*}\right) \in P^{*}[0, a]
\end{aligned}
$$

$$
\begin{aligned}
& =\operatorname{l\mu ,~}_{\left(\mu, \mu^{*}\right) e_{P}^{*}\left[0, a_{n}\right]}^{\lim } \sum \mu_{k}^{* n_{1}}\left(E_{1 / n}\left(\mu_{k}\right)-E_{1 / n}\left(\mu_{k-1}\right)\right) x \\
& =\int_{\left[0, a_{n}\right]}^{\oplus} \lambda^{n} d E_{1 / n}(\lambda) x,
\end{aligned}
$$

using the correspondence between $Q *[0, a]$ and $P *\left[0, a_{n}\right]$ (2.1.20). Therefore

$$
\begin{aligned}
\int_{[0, a]}^{\oplus} \lambda d F(\lambda) x & =\int_{\left[0, a_{n}\right]}^{\oplus} \lambda^{n_{n}} d E_{1 / n}(\lambda) x \\
& =T(1) x \\
& =\int_{[0, a]}^{\oplus} \lambda d E_{1}(\lambda) x \quad(x \in x)
\end{aligned}
$$

Since the spectral family of $T(1)$ is unique, $F=E_{1}$, and so (5) holds. It follows that

$$
\begin{aligned}
T(1 / n) x & =\int_{\left[0, a_{n}\right]}^{\oplus} \lambda d E_{1 / n}(\lambda) x \\
& =\int_{\left[0, a_{n}\right]}^{\oplus}\left(\lambda^{n}\right)^{1 / n_{d E_{1 / n}}(\lambda) x} \\
& =\int_{[0, a]}^{\oplus} \mu^{1 / n_{d E_{1}}(\mu) x} \quad(x \in x ; n=1,2, \ldots),
\end{aligned}
$$

and therefore, by the functional calculus,

$$
T(m / n) x=\int_{[0, a]}^{\oplus} \mu^{m / n_{d E}^{1}}(\mu) x \quad(x \in X)
$$

for each rational $m / n>0$.

If $t>0$ and $q_{n} \rightarrow t$, where $\left\{q_{n}\right\}$ is a sequence in $Q^{+}$, then $\mu^{9_{n}} \rightarrow \mu^{t}(\mu \in[0, a])$. Since $\left\|\left\|\left\|_{\mu}^{q_{n}}\right\|\right\|_{[0, a]}\right\}$ are bounded, it follows from 1.3.11 that

$$
T\left(q_{n}\right) x \rightarrow \int_{[0, a]}^{\oplus} \mu t_{d B_{1}}(\mu) x \quad(x \in x)
$$

as $n \rightarrow \infty$. Hence, by the strong continuity of $T(t)$,

We next consider $G$, defined by $G(\lambda)=E_{1}\left(e^{\lambda}\right)$. It is clear that $G(\lambda)=I(\lambda \geqslant \log a)$ and that $G$ inherits the order, continuity and boundedness properties from $E_{1}$, so in order to show that $G$ is a speotral family we have only to establish that $\lim G(\lambda)_{x}=0$ $(x \in X)$. For this we need to show $E_{1}(0)=0$. Lat $x \in E_{1}(0) X$. Then $x=E_{1}(0) x$, and

$$
\begin{aligned}
T(t) x & =\int_{[0, a]}^{\oplus} \mu_{d E_{1}}^{t}(\mu) E_{1}(0) x \\
& =0 . E_{1}(0) x+\int_{0}^{a} \mu^{t} \mathrm{dE}_{1}(\mu) E_{1}(0) x \\
& =0 \quad(t>0)
\end{aligned}
$$

By the strong continuity of $T(t), x=T(0) x=\lim _{t \rightarrow 0} T(t) x=0$. There fore $E_{1}(0)=0$.

It follows from 2.1.20 that

$$
T(t) x=\int_{[0, a]}^{\oplus} \mu^{t} \mathrm{dF}_{1}(\mu) x
$$

$$
\begin{aligned}
& =\int_{0}^{a} \mu^{t} d E_{1}(\mu) x \\
& =\int_{-\infty}^{\log a} e^{\lambda t} d G(\lambda) x \\
& =\int_{-\infty}^{\infty} \lambda t d G(\lambda) x \quad(t>0 ; x \in x),
\end{aligned}
$$

since $G(\lambda)=I \quad(\lambda \geqslant \log a)$.
Let $H$ be any spectral family such that

$$
\begin{equation*}
T(t) x=\int_{-\infty}^{\infty} \lambda t{ }_{e} d H(\lambda) x \quad(t>0 ; x \in x) \tag{6}
\end{equation*}
$$

Form the corresponding well-boundable operator B, where

$$
\begin{equation*}
B x=\int_{-\infty}^{\infty} \lambda d H(\lambda) x \quad(x \in \Phi(B)) \tag{7}
\end{equation*}
$$

and $D(B)$ is precisely the set of $x \in X$ for whioh (7) converges. By Theorem 2.2.14, $\sigma(T(1)) \supset \exp (\sigma(B))$. Since $\sigma(B)=\operatorname{supp} H$, by 2.2 .15 , and $T(1)$ is bounded, there exists $d \in R$ such that $H(\lambda)=$ I ( $\lambda \geqslant \mathrm{d})$. Hence, when $\mu>\mathrm{d}$, similar considerations to 2.2 .13 allow us to write

$$
R(\mu ; B) x=\int_{-\infty}^{d}(\mu-\lambda)^{-1} d H(\lambda) x \quad(x \in X)
$$

Using (3), and substituting for $T(t)$ fron (6), we obtain

$$
R(\mu ; A) x=\int_{0}^{\infty}\left[\int_{-\infty}^{\infty} e^{(\lambda-\mu) t^{\prime}} \chi_{(-\infty, d]}(\lambda) d H(\lambda) x\right] d t
$$

for all real $\mu>\omega_{0}$. Let $\mu>\max \left(d, \omega_{0}\right)$. For each fixed $t \geqslant 0$, the function $h_{t}(\lambda)=e^{(\lambda-\mu)} t_{(-\infty, d]}(\lambda)$ is bounded and left-contimous and vanishes at $+\infty$. Therefore we can apply 2.1.18, obtaining

$$
\begin{aligned}
& R(\mu ; A) x=-\int_{0}^{\infty}\left[\int_{-\infty}^{\infty} H(\lambda) x d h_{t}(\lambda)\right] d t \\
& =-\int_{0}^{\infty}\left[\int_{-\infty}^{d} H(\lambda) x_{d} h_{t}(\lambda)-e^{(d-\mu) t} x\right] d t \\
& =-\int_{0}^{\infty}\left[\int_{-\infty}^{d} t_{\theta}(\lambda-\mu) t_{H}(\lambda) x d \lambda\right] d t+\frac{x}{\mu-d} \\
& =-\lim _{N \rightarrow \infty} \int_{0}^{N}\left[\int_{-\infty}^{d} t_{e}(\lambda-\mu) t_{H}(\lambda) \operatorname{xd\lambda }\right] d t+\frac{x}{\mu-d},
\end{aligned}
$$

using 2.1.24 in the penultimate step. Let

$$
g(\lambda, t)=t_{e}^{(\lambda-\mu) t} \quad(-\infty<\lambda \leqslant d, 0 \leqslant t \leqslant N) \quad .
$$

It is easily verified that $g$ satisfies 2.1.25(i), and that $g(\theta, t)$ is integrable over $(-\infty, d]$ for every $t \in[0, N]$. Furthermore

$$
\begin{aligned}
\int_{-\infty}^{d} t e(\lambda-\mu) t_{H}(\lambda) x d \lambda & =\int_{-\infty}^{d} H(\lambda) x d h_{t}(\lambda)=\int_{-\infty}^{\infty} H(\lambda) x d h_{t}(\lambda)+h_{t}(d) x \\
& =-\int_{-\infty}^{d}(\lambda-\mu) t_{d H}(\lambda) x=-\int_{-\infty}^{\infty} h_{t}(\lambda) d H(\lambda) x+e^{(d-\mu) t} x \\
& =-e^{-\mu t} T(t) x+e^{(d-\mu) t} x
\end{aligned}
$$

which is a continuous function of $t$. Thus the conditions of 2.1 .25 are satisfied, and so
$R(\mu ; A) x=\lim _{N \rightarrow \infty} \int_{-\infty}^{d}\left[\int_{0}^{N} t_{e}(\lambda-\mu) t d t\right] H(\lambda) x+1 \lambda+\frac{x}{\mu-d}$

$$
\begin{equation*}
=+\lim _{\mathrm{N} \rightarrow \infty} \int_{-\infty}^{\mathrm{d}}\left[\frac{\mathrm{Ne}-(\mu-\lambda) \mathrm{N}}{\mu-\lambda}+\frac{\mathrm{e}^{-(\mu-\lambda) \mathrm{N}}}{(\mu-\lambda)^{2}}-\frac{1}{(\mu-\lambda)^{2}}\right] H(\lambda) \mathrm{xd} \lambda \tag{8}
\end{equation*}
$$

Since

$$
+\frac{x}{\mu-d}
$$


and
$\int_{-\infty}^{d^{-}-(\mu-\lambda) N}(\mu-\lambda)^{2} d \lambda<\frac{1}{(\mu-d)^{2}} \int_{-\infty}^{d}-(\mu-\lambda) N_{d \lambda}=\frac{e^{-(\mu-d) N}}{N(\mu-d)^{2}} \rightarrow 0$, the first two members of the right-hand side of (B) tend to zero. Therefore, using 2.1.18,

$$
\begin{aligned}
R(\mu ; A) x & =-\int_{-\infty}^{d} \frac{H(\lambda) x}{(\mu-\lambda)^{2}} d \lambda+\frac{x}{\mu-d} \\
& =\int_{-\infty}^{\infty}(\mu-\lambda)^{-1} x_{(-\infty, d]}(\lambda) d H(\lambda) x \\
& =\int_{-\infty}^{d}(\mu-\lambda)^{-1} d H(\lambda) x \\
& =R(\mu ; B) x \quad\left(\mu>\max \left(d, \omega_{0}\right) ; x \in x\right) .
\end{aligned}
$$

Therefore, by 2.3.1, $A=B$.
Thus A is a mell-boundable operator with spectral family $H$, for any $H$ satisfying (6). Since $G$ is such a spectral family, and the speotral family of a well-boundable operator is unique, $G$ must be the spectral family of $A$ and the unique spectral family which satisfies (4). This completes the proof of the theorem.

## CHAPIER 5

## WELL-BOUNDED OPERATORS AND MULTLPLIERS

In this chapter discuss a mumber of interesting examples of well-bounded operators which are multiplier operators, i.e. bounded operators on some $L^{p}(G)$ which commute with all translations. The relevant notions are reviewed in §3.1. Well-bounded multiplier operators are characterised in §3.2; the criterion is simply the existence and uniform boundedness of certain multiplier projections. In $\delta 3.3$ we assemble some known facts about the existence of such projections to obtain examples and counterexamples on well-bounded multiplier operators. Some of these operators satisfy the semigroup property, and so Theorem 2.3.2 can be applied to them.

Certain of the operators considered here have been studied by previous authors, notably G. L. Krabbe [20-22], who obtained spectral theorems both for bounded and for a class of unbounded operators. In §3.4 we use our theorem on semigroups of well-bounded operators to clarify the se earlier results.

## §s.1. Multipliors

Let $G$ be a locally oompact abelian group, with dual group r. We denote the pairing between elements of $g$ and $\Gamma$ by $(\gamma, x)$, $y \in \Gamma, x \in G$. Choose Haar measures $m$ on $G$ and $\eta$ on $I$, normalised so that the Plancherel identity holds. For $1 \leqslant p<\infty$, let $L^{P}(G)$ denote the usual spaces of equivalence olasses of functions
modulo null sets. For $p=\infty$, the appropriate space to use is the space of equivalence classes of bounded measurable functions modulo locally null sets. (This technicality takes account of the possibility that m may fail to be o-finite: for an example and discussion on this point, see [15], note 11.35, Theorem 12.2 and Definition 12.11.) The Fourier transform

$$
\hat{f}(y)=\int_{G} \overline{(y, x)} f(x) \operatorname{dm}(x) \quad(y \in \Gamma)
$$

is defined for all $f \in L^{1}(G)$. The Hausdorff-Young theorem states that if $1 \leqslant p \leqslant 2$ and $p \in L^{1}(G) \sim^{p}(G)$, then $\|\hat{f}\|_{p} \leqslant\|p\|_{p}$ (where $\frac{1}{p}+\frac{1}{p}, 1$ ), and therefore the mapping $p \rightarrow \hat{f}$ extends by continuity to an operator in $B\left(L^{P}(G), L^{P^{\prime}}(G)\right)$, which will also be denoted by $f \rightarrow \hat{f}$. When $p>2, \hat{f}$ exists for all $f$ in the dense subspace $L^{2}(G) \mu^{p}(G)$ of $L^{p}(G)$, although it need not then be an element of $L^{P^{\prime}}(G)$ and the transform will not, in general, extend to the whole of $L^{p}(G)$.

By a multiplier operator in $B\left(L^{P}(G)\right)(1 \leqslant p<\infty)$ whall mean a bounded linear operator which commutes with each translation operator. Nultiplier operators are characterised by the following:

PROPOSITITON 3.1.1 ([4], Theorem 4.4). An operator $T \in B\left(L^{p}(G)\right)$ $(1 \leqslant p<\infty)$ is a multiplier operator if and only if there exists a bounded measurable funotion $\phi: \Gamma \rightarrow \underline{C}$ such that

$$
\begin{equation*}
(T f)^{\wedge}=\phi \hat{f} \tag{1}
\end{equation*}
$$

for all $P \in L^{2}(G) \cap L^{p}(G)$. The equivalence class of $\phi$ in $L^{\infty}(\Gamma)$ is unique.

The function $\phi$ of 3.1 .1 will be referred to as a p-multiplier. If $1 \leqslant p \leqslant 2$, relation (1) holds for all $f \in L^{p}(G)$. For each $p$.
 the multiplier operator in $B\left(L^{p}(G)\right)$ satisfying (1) will be dencted by $T_{\phi}$ (or by $T_{\phi}^{(p)}$ when the partioular value of $p$ is to be stressed).

In the proof of 3.1 .1 , the following duality relation is established. We shall require this result in §3. 2.

PROPOSITION S.1.2. If $1<p<\infty$, then $M_{p}(\Gamma)=M_{p i}(\Gamma)$. If the operators corresponding to the multiplier $\phi$ are $T(p), T\left(p_{\phi}\right)$ with norms $\|T(p)\|_{p},\left\|T{ }_{\phi}^{\left(p^{\prime}\right)}\right\|_{p}$ respeotively, $\quad(S f)(x)=f(-x)$ for any measurable function $f: G \rightarrow \underline{C}$, and $\langle f, g\rangle=\int_{G} f_{g}$, then
(1) $\left\langle T{ }_{\phi}^{(p)} S f, S \&\right\rangle\left\langle f, T{ }_{\phi}^{\left(p^{\prime}\right)} g\right\rangle \quad\left(f \in L^{p}(G), G \in L^{p^{\prime}}(G)\right) ;$ (ii) $\left\|T_{\phi}^{(p)}\right\|_{p}=\left\|T_{\phi}^{\left(p^{i}\right)}\right\|_{p^{\prime}}$.

Proof. See [4], §4.6, or [24], Theorem 4.1.2.

It is well-knom that $H_{2}(\Gamma)=L^{\infty}(\Gamma)$, and that $H_{1}(\Gamma)$ is the set of all Fourier-Stieltjes transforms of bounded regular complex Borel measures on $G$. If $G$ is infinite, then $X_{p_{i}}(\Gamma)$ is properly contained in $p_{p_{2}}(\Gamma)$ when $\left|\frac{1}{2}-\frac{1}{p_{1}}\right|>\left|\frac{1}{2}-\frac{1}{p_{2}}\right|$ ([24], Theorem 4.5.5).

Remarik. We have reserved the term "multiplier" for the funotion $\phi$ rather than the operator $T_{\phi}$; many authors define a multiplier as en operator in $B\left(I^{p}(G)\right)$ wich commutes with translations.

## §5.2. Characterisation of well-bounded multiplier operators

LEMMA 3.2.1. Let $(\Omega, \Sigma, \mu)$ be a measure space and $\left\{f_{n}\right\}$ a sequence in $L^{p}(\Omega, \Sigma, \mu)(1 \leqslant p<\infty)$.
(i) If $\left\|f_{n}-f\right\|_{P} \rightarrow 0$, then there exists a subsequence $\left\{f_{n_{k}}\right\}$ such that $f_{n_{k}}(\omega) \rightarrow f(\omega)$ almost everywhere (a.e.)。
(ii) If $\left\|f_{n}-f\right\|_{p} \rightarrow 0$ and $f_{n}(\omega) \rightarrow g(\omega)$ ara., then $f(\omega)=$ $g(\omega)$ ace.

Proof. (i) Combine III.5.6(i) and III.6.13(a) of [9]. Part (ii) follows immediately.

PROPOSITION 3.2.2. Let $\phi \in M_{p}(\Gamma)(1 \leqslant p<\infty)$ be real -valued, and suppose that $T_{\phi} \in B\left(I^{p}(G)\right)$ is well-bounded. Let $T_{\phi}$ be implemented by ( $K,[a, b]$ ), where $[a, b]$ is large enough so that $\left[-\|\phi\|_{\infty}\|\phi\|_{\infty}\right] \subset[a, b]$. Then the $A C[a, b]$-functional calculus for $T_{\phi}$ is given by

$$
\left[\alpha\left(T_{\phi}\right) f\right]^{n}=(\alpha \cdot \phi) \hat{f} \quad\left(\alpha \in A C[a, b], f \in L^{p}(G) \Psi^{2}(G)\right)
$$

Proof. In view of 3.1 .2 , may assume $1 \leqslant p \leqslant 2$. For each $\alpha$ $\in \operatorname{AC}[a, b], \alpha\left(T_{\phi}\right) \in\left\{T_{\phi}\right\} \prime \prime$ and so commutes with translations. Hence there exists $\phi_{\alpha} \in M_{p}(\Gamma)$ san that $\left[\alpha\left(T_{\phi}\right) f\right]^{n}=\phi_{\alpha} \hat{I}$ for all $f \in$ $L^{p}(G)$. If $q$ is a polynomial then obviously $\left[q\left(T_{\phi}\right) f\right]^{\wedge}=(q \cdot \phi) \hat{f}$. Let $\left\{q_{n}\right\}$ be a sequence of polynomials such that $\left\|q_{n}-\alpha\right\| \|_{[a, b]} \rightarrow 0$. Then it follows that $q_{n}(\lambda) \rightarrow \alpha(\lambda)$ for all $\lambda \in[a, b]$, and so

$$
q_{n}\left(\phi(y) \hat{f}(y) \rightarrow \alpha(\phi(y)) \hat{f}(y) \quad\left(y \in \Gamma^{\text {ae. }}, f \in L^{p}(G)\right)\right.
$$

We also have, for each $f \in L^{p}(G)$,

$$
\left\|\left(q_{n} \cdot \phi\right) \hat{f}-\phi_{a} \hat{f}\right\|_{p},=\left\|\left[q_{n}\left(T_{\phi}\right) f\right]^{\wedge}-\left[\alpha\left(T_{\phi}\right) f\right]^{\wedge}\right\|_{p}
$$

$$
\begin{aligned}
& \leqslant\left\|q_{n}\left(T_{\phi}\right) p-\alpha\left(T_{\phi}\right) f\right\| \\
& \leqslant K\left\|q_{n}-\alpha\right\|\left\|_{[a, b]}\right\| f \| \\
& \rightarrow 0 .
\end{aligned}
$$

By 3.2.1(ii), therefore, $\psi_{\alpha}(y) \hat{f}(\gamma)=\alpha(\phi(\gamma)) \hat{f}(\gamma)$ a.e., and so $\psi_{\alpha} \hat{f}$ $=(\alpha \circ \phi) \hat{f}$ as elements of $L^{p^{\prime}}(\Gamma)$, for all $f \in L^{p}(G)$.

LEMMA 3.2.3. In the notation of 1.2.3, if

$$
\lim _{\left(\underline{t}, \underline{t}^{*}\right) \in Q^{*}} \sum\left(f, \Delta g, \underline{t}, \underline{t}^{*}\right)=h,
$$

then there is a sequence $\left(\underline{t}^{(n)}, \underline{t}^{*}(n)\right.$ in $P *$, with $\max _{k}\left(t_{k}^{(n)}-t_{k-1}^{(n)}\right)$ $\rightarrow 0$ as $n \rightarrow \infty$, such that $\sum\left(f, \Delta g, t^{(n), t^{*}}(n)\right) \rightarrow h$.

Proof. We construct the sequence inductively as follows. Let $t^{(1)}$ be any partition such that $\max \left(t_{k}^{(1)}-t_{k-1}^{(1)}\right)<\frac{1}{2}$. For each $n=$ $1,2, \ldots$, suppose we have found a partition $\underline{t}^{(n)}$ such that $\underset{k}{\max }$ $\left(t_{k}^{(n)}-t_{k-1}^{(n)}\right)<2^{-n}$. The Stieltjes sums converge, by assumption, so there exists $\underline{s}^{(n)} \in P$ such that $\left\|\sum\left(f, \Delta g, \underline{s}, \underline{s}^{*}\right)-h\right\|<2^{-n}$ for all ( $\left.\underline{g}, \underline{g}^{*}\right) \in \mathbb{P}$ such that $\underline{s} \geqslant \underline{s}^{(n)}$. Since $P$ is a directed set, there is $a \underline{u}^{(n)} \in \mathbb{P}$ with $\underline{u}^{(n)} \geqslant \underline{t}^{(n)}, \underline{u}^{(n)} \geqslant \underline{s}^{(n)}$. We can find a refinemont $\underline{t}^{(n+1)}$ of $\underline{u}^{(n)}$ with $\max _{k}\left(t_{k}^{(n+1)}-t_{k-1}^{(n+1)}\right)<2^{-n-1}$. Then $\underline{t}^{(n+1)} \not \underline{u}^{(n)} \not \underline{E}^{(n)}$, and so any $\left(\underline{t}^{(n+1)}, \underline{t}^{(n+1)}\right) \in \mathbb{P} *$ satisfies $\left\|\sum\left(f, \Delta g, \underline{t}^{(n+1)}, \underline{t}^{(n+1)}\right)-h\right\|<2^{-n}$.
Thus we have partitions $\left\{t^{(n)}\right\}_{n=1}^{\infty}$ such that $\max _{k}\left(t_{k}^{(n)} t_{k-1}^{(n)}\right)<2^{-n}$ $(n \geqslant 1)$ and $\left\|\sum\left(f, \Delta g, \underline{t}^{(n)}, \underline{t}^{(n)}\right)-n\right\|<2^{-n+1} \quad(n \geqslant 2)$, and so the result is proved.

THEOREM 3.2.4. Let $\phi \in M_{p}(\Gamma)(1<p<\infty)$ be real-valued. Then $T_{\phi}$ is well-bounded if and only if each $\chi_{(-\infty, \lambda]^{\circ} \phi \in M_{p}(\Gamma) \text { and there } . ~}^{p}$. exists $K<\infty$ such that $\left\|_{\left.\chi_{(-\infty, \lambda}\right]^{\bullet}}\right\| \leqslant K(\lambda \in \underline{R})$. The spectral family $E$ of $T_{\phi}$ is then given by $E(\lambda)=T_{X_{(-\infty, \lambda]}^{\circ} \phi}$ ( $\lambda \in \underline{R}$ ) (Of course, $T_{\phi}$ is self-adjoint when $\left.p=2.\right)$

Proof. As in 3.2.2, we may assume $1<\mathrm{p} \leqslant 2$. Suppose $T_{\phi}$ is well-bounded, and implemented by $(K,[a, b])$, where $[a, b]$ is large enough so that $\left[-\|\phi\|_{\infty}\|\phi\|_{\infty}\right] \subset[a, b]$. Since $E(\lambda) \in\left\{T_{\phi}\right\}$ ": for all $\lambda \in \underline{R}$, each $E(\lambda)$ commutes with all translations. Therefore, for each $\lambda \in \mathbb{R}$, there exists $\phi_{\lambda} \in M_{p}(I)$ such that $[E(\lambda) f]^{\wedge}=\psi_{\lambda} \hat{f}$ ( $f \in L^{P}(G)$ ) . We need to show that $\psi_{\lambda}=\chi_{(-\infty, \lambda]^{\circ} \phi \text { Locally ae. }}$ Since $L^{P}(G)$ is reflexive, $T_{\phi}$ is of type $B$, and therefore there is a $\operatorname{BV}[a, b]$-functional calculus for $T_{\phi}$. By 2.2.6(i)

$$
E(\lambda)=\chi_{[a, \lambda]}\left(T_{\phi}\right) \quad(a \leqslant \lambda<b)
$$

Fix $\lambda \in[a, b)$. Let $\beta_{n} \in \operatorname{AC}[a, b]$ be the function which is 1 on $[a, \lambda], \theta$ on $\left[\lambda+\frac{b-\lambda}{n}, b\right]$ and linear on $\left[\lambda, \lambda+\frac{b-\lambda}{n}\right]$. Then $\beta_{n}(\mu) \rightarrow \chi_{[a, \lambda]}(\mu)$ for all $\mu \in[a, b]$, and $\left\|\beta_{n}\right\| \|_{[a, b]}=1$ for all n. By 1.3.11, therefore,

$$
\left\|\beta_{n}\left(T_{\phi}\right) f-\chi_{[a, \lambda]}\left(T_{\phi}\right) f\right\|_{p} \rightarrow 0 \quad\left(f \in L^{p}(G)\right)
$$

For each $n$, by 3.2.2,

$$
\left[\beta_{n}\left(T_{\phi}\right) f\right]^{\wedge}=\left(\beta_{n} \bullet \phi\right) \hat{f} \quad\left(f \in L^{p}(G)\right)
$$

and so

$$
\begin{aligned}
\left\|\left(\beta_{n} \bullet \phi\right) \hat{f}-\psi \hat{f}^{\hat{f}}\right\|_{p} & =\left\|\left[\beta_{n}\left(T_{\phi}\right) f\right]^{\wedge}-[E(\lambda) f]^{\wedge}\right\|_{p} \\
& \leqslant\left\|\beta_{n}\left(T_{\phi}\right) f-E(\lambda) f\right\|_{p}
\end{aligned}
$$

$$
\begin{aligned}
& =\left\|\beta_{n}\left(T_{\phi}\right) f-\chi_{[a, \lambda]}\left(T_{\phi}\right) f\right\|_{p} \\
& \rightarrow 0
\end{aligned}
$$

Since $\beta_{n}(\mu) \rightarrow \chi_{[a, \lambda]}(\mu)$ for all $\mu \in\left[a_{0} b\right]$, also have that

$$
\beta_{n}(\phi(y)) \hat{f}(y) \rightarrow \chi_{[a, \lambda]}(\phi(y)) \hat{\mathrm{f}}(y) \quad\left(y \in \Gamma, f \in \mathbb{L}^{\mathrm{P}}(G)\right)
$$

From 3.2.1(ii) it follows that $\psi_{\lambda^{\prime}} \hat{f}=\left(\chi_{[a, \lambda]} \phi\right) \hat{f}$ in $L^{p}(r)$, for all $f \in L^{P}(G)$ Therefore, taking into account the assumption on $[a, b]$ and $\|\phi\|_{\infty}$, have $E(\lambda)=T_{\left.\chi_{(-\infty, \lambda}\right]^{\circ} \phi}(\lambda \in \underline{R})$.

Conversely, suppose the stated condition is satisfied. For each $\lambda \in \underline{R}, \operatorname{lot} L_{\lambda}=\{y \in \Gamma: \phi(y) \leqslant \lambda\}$ and set

$$
\begin{equation*}
E(\lambda)=T_{\chi_{L_{\lambda}}}=T_{\left.\chi_{(-\infty, \lambda}\right]^{\circ \phi}} \tag{1}
\end{equation*}
$$

By hypothesis,

$$
\begin{equation*}
\|E(\lambda)\| \leqslant K \quad(\lambda \in \underline{R}) \tag{2}
\end{equation*}
$$

Obviously (1) implies

$$
\begin{equation*}
\mathrm{E}(\lambda) \mathrm{E}(\mu) \quad=\mathrm{E}(\min (\lambda, \mu)) \quad(\lambda, \mu \in \underline{R}) \tag{3}
\end{equation*}
$$

It is also clear that, if $a=$ esse inf $\phi(\gamma)$ and $b=$ os sup $\phi(\gamma)$, then

$$
\begin{equation*}
E(\lambda)=0(\lambda<a) ; E(\lambda)=I(\lambda \geqslant b) \tag{4}
\end{equation*}
$$

Properties (2), (3) and the reflexivity of $L^{p}(G)$ imply, by Lurch's theorem ([25], Theorem 3.2), that thelimits $E(\lambda+0)$ and $E(\lambda-0)$ exist in the strong operator topology, for all $\lambda \in R$. We claim that

$$
\begin{equation*}
E(\lambda) P=E(\lambda+0) P \quad\left(P \in L^{P}(G), \lambda \in \underline{R}\right) \tag{5}
\end{equation*}
$$

To obtain (5), Let $G=\lim _{\mu \rightarrow \lambda+0} E(\mu) f \in L^{p}(G)$. Let $\left\{\mu_{n}\right\}$ be a sequence of real numbers decreasing to $\lambda$. Then

$$
\left\|E\left(\mu_{n}\right) f-g\right\|_{p} \rightarrow 0
$$

Consequently

$$
\left.\|\left(\chi_{\left(-\infty, \mu_{n}\right.}\right]^{\circ \phi}\right) \hat{f}-\hat{g} \|_{p^{\prime}} \rightarrow 0,
$$

and so by 3.2 .1 a subsequence $\left\{\mu_{n_{k}}\right\}$ exists for which

$$
\chi_{\left(-\infty, \mu_{n_{k}}\right]}(\phi(y)) \hat{f}(y) \rightarrow \hat{g}(\gamma) \text { a.e. }
$$

But $\left.\chi_{\left(-\infty, \mu_{n_{k}}\right.}\right]^{(x) \rightarrow \chi_{(-\infty, \lambda]}(x)(x \in \underline{R}) \text {, hence }}$

$$
\begin{aligned}
{[E(\lambda) f]^{\wedge}(y) } & =\chi_{(-\infty, \lambda]}(\phi(y)) \hat{f}(y) \\
& =\lim \chi_{\left(-\infty, \mu_{n_{k}}\right]}(\phi(y)) \hat{f}(y) \\
& =\hat{g}(y) \text { as. }
\end{aligned}
$$

Thus $[E(\lambda) P]^{\wedge}=\hat{g}$ in $L^{P^{\prime}}(\Gamma)$, hence by the injectivity of the Fourier transform, $E(\lambda) f=g$.

Properties (2)-(5) mean that $F$ is a spectral family, so by 1.3.3,

$$
T=a E(a)+\int_{a}^{b} \lambda d E(\lambda)
$$

exists, the integral being strongly convergent, and is a wellbounded operator. We must show that $T=T_{\phi}$.

For any $P \in L^{P}(G)$,

$1(\underline{\lambda})$ being the number of intervals of the subdivision $\boldsymbol{\lambda}=\left\{\lambda_{k}\right\}_{k=\overline{0}}^{1(\lambda)}$. Therefore,

By 3.2.3 there exists a sequence $\left\{\underline{\lambda}^{(n)}, \underline{\lambda}^{(n)}\right\}$ in $P *[a, b]$ with $\max _{k}\left(\lambda_{k}^{(n)}-\lambda{ }_{k-1}^{(n)}\right) \rightarrow 0$, such that
$(T f)^{\wedge}=a[E(a) f]^{\wedge}+\|\cdot\|_{P_{n \rightarrow \infty}}-1 l_{m} \sum_{k=1}^{1} \lambda_{k}^{*}(n)\left[\left(E\left(\lambda_{k}^{(n)}\right)-E\left(\lambda_{k \rightarrow 1}^{(n)}\right)\right) f\right]^{\wedge} \quad$.
By 3.2.1(i) there is a subsequence, also to be denoted by $\left\{\underline{\lambda}^{(n)}\right.$, $\lambda^{*}(n)$, such that
$a[E(a) f]^{\wedge}(y)+\sum_{k=1}^{1} \lambda^{*}(n)\left[\left(E\left(\lambda_{k}^{(n)}\right)-E\left(\lambda_{k-1}^{(n)}\right)\right) f\right]^{\wedge}(y)$

$$
\begin{equation*}
\rightarrow(T f)^{\wedge}(y) \quad \text { a.e. } \tag{6}
\end{equation*}
$$

Each of the expressions on the left hand side of (6) is of the form $a \chi_{(-\infty, a]}(\phi(y)) \hat{f}(y)+\sum_{k=1}^{1} \lambda_{k}^{*}\left[\chi_{L_{\lambda_{k}}}(y)-\chi_{L_{\lambda_{k-1}}}(y)\right] \hat{f}(y) \quad$.

If $\phi(y)>a$, then, for each $\lambda, \lambda_{k_{0}-1}<\phi(y) \leqslant \lambda_{k_{0}}$ for some $k_{0}$. Thus $y \in L_{\lambda_{k}}$ for $k \geqslant k_{0}$, and $y, \nmid L_{\lambda_{k}}$ for $k<k_{0}$, and so (7) has the value $\lambda_{k_{0}^{*}} \hat{f}(y)$. For each $n, \lambda_{k_{0}-1}^{(n)}<\phi(y) \leqslant \lambda_{k_{0}}^{(n)}$ and $\lambda_{k_{0-1}}^{(n)} \leqslant \lambda_{k_{0}^{*}}^{(n)} \leqslant \lambda_{k_{0}}^{(n)}$, so since $\max _{k}\left(\lambda_{k}^{(n)}-\lambda_{k-1}^{(n)}\right) \rightarrow 0$, it follows that $\underset{k_{0}^{*}}{(n)} \rightarrow \phi(y)$ - If $\phi(y)=a$, then for each subdivision
has the value $a[B(a) f]^{\wedge}(y)=a \hat{f}(y)=\phi(y) \hat{f}(y)$, all other terms vanishing.

Therefore the left hand side of (7) tends to $\phi(y) \hat{f}(y)$ ace., and so $(T f)^{\wedge}(y)=\left(T_{\phi} f\right)^{\wedge}(y)$ ace. Since this is true for all $f \in$ $L^{P}(G)$, we have $T=T_{\phi}$.

Finally, we relate the result for $p>2$ to that for the conjugate index by using 3.1.2. Since $T_{\phi}^{(p)}$ is similar, via the
invertible isometry $S$, to $T\left(\mathrm{p}^{\mathrm{l}}\right)$. it is well-bounded. Furthermore, the spectral family of $T_{\phi}^{(p)}$ is $\lambda \rightarrow E(\lambda)^{(p)}, E(\lambda)^{(p)}$ being similar. in the same way to $E(\lambda)^{\left(p^{\prime}\right) *}$, for all $\lambda \in \mathbb{R}$.

COROLLARX 3.2.5. Let $\phi: \underline{R} \rightarrow \underline{R}$ be bounded and piecewise monotone; that is, there exists a finite set of real points $\left\{x_{j}\right\}_{j=1}^{m-1}$, together with $x_{0}=-\infty, x_{m}=+\infty$, such that $\phi$ is monotone and bounded on each interval $K_{j}=\left(x_{j-1}, x_{j}\right)(j=1,2, \ldots, m)$. (The values $\phi\left(x_{j}\right)(j=1,2, \ldots, m-1)$ can be assigned arbitrarily.) Then $\phi \in M_{p}(\underline{R})$ $(1<\mathrm{p}<\infty)$, and $\mathrm{T}_{\phi}^{(\mathrm{p})}$ is a well-bounded operator.

Proof. Obviously $\phi \in \operatorname{BV}(\underline{R})$, and so, by a theorem of Steckin ([12], Theorem 6.2.5) , $\phi \in M_{p}(\underline{R})(1<p<\infty)$. For each $\lambda \in \underline{R}$, the set $L_{\lambda}$ introduced in the proof of Theorem 3.2 .4 differs by only a finite set from a union $\mathbb{m}_{j=1} L_{j, \lambda}$, where each $L_{j, \lambda}$ is a subinterval of $K_{j}$, possibly empty. Thus

$$
x_{(-\infty, \lambda]}(\phi(y))=\sum_{j=1}^{m} x_{L_{j, \lambda}}(y) \text { a.e. }
$$

Each $T_{X_{L_{j, \lambda}}}$ is the difference of two operators of the form $P_{s}$,
where

$$
\left(P_{s} f\right)^{\wedge}=\chi_{(-\infty, s)^{\hat{f}}} \quad\left(a \in \underline{R}, f \in L^{1}(\underline{R}) \Lambda^{P}(\underline{R})\right)
$$

Let

$$
\left(U_{B} f\right)(x)=e^{-i s x_{f}} f(x)
$$

for almost all $x \in \underline{R}$, and all $s \in \underline{R}, f \in L^{p}(\underline{R})$. Then, for all $f$ $\in L^{1}(\underline{R}) \sim^{p}(\underline{R})$,

$$
\begin{aligned}
\left(U_{s} f\right)^{\wedge}(y) & =\hat{f}(y+s) \\
\left(P_{s} f\right)^{\wedge}(y) & =\chi_{(-\infty, 0)}(y-s) \hat{f}(y) \\
\left(U_{s} P_{s} f\right)^{\wedge}(y) & =\left(P_{s} f\right)^{\wedge}(y+s)
\end{aligned}
$$

$$
\begin{aligned}
& =\chi_{(-\infty, 0)}(y) \hat{f}(y+s) \\
& =\chi_{(-\infty, 0)}(y)\left(U_{s} f\right)^{\wedge}(y) \\
& =\frac{1}{2}\left((I-i H) U_{s} f\right)^{\wedge}(y) \quad \text { a.e., }
\end{aligned}
$$

where $H$ is the Hilbert transform operator, whioh is the multiplier operator corresponding to $\psi(y)=-i \operatorname{sgn} y(y \in \underline{R})$. The faot that $\phi$ $\epsilon M_{p}(\underline{R})(1<p<\infty)$ is a theorem of M . Riesz ([12], Theorem 6.2.3). It follows that

$$
P_{s}=\frac{1}{2} U_{-s}(I-i H) U_{s} \quad(s \in \underline{R})
$$

and

$$
\left\|P_{B}\right\|_{p} \leqslant \frac{1}{2}\left(1+\|H\|_{P}\right) \quad(s \in \underset{R}{R}, 1<p<\infty)
$$

Consequently, if we set

$$
\begin{equation*}
E^{(p)}(\lambda)=T_{\chi_{(-\infty, \lambda]}}(p) \quad=\sum_{j=1}^{m} T_{\chi_{L_{j, \lambda}}}, \tag{8}
\end{equation*}
$$

then

$$
\left\|S^{(p)}(\lambda)\right\|_{p} \leqslant m\left(1+\|H\|_{p}\right)<\infty \quad(\lambda \in \underline{R}) \quad \text { (9) }
$$

(8) and (9) imply that the condition of Theorem 3.2.4 is satisfied, and so $\underset{\phi}{(p)}$ is well-bounded and has spectral family $E^{(p)}$.

Let by be the space of all sequences $\left\{\xi_{n}\right\}_{n=-\infty}^{\infty}$ of complex numbers such that $\sum_{-\infty}^{\infty}\left|\xi_{n}-\xi_{n-1}\right|<\infty$. By another theorem of Steçkin ([12], Theorem 6.3.5), bv $\subset M_{p}(\underline{z})(1<p<\infty)$.

COROLLARY 3.2.6. If $\xi=\left\{\xi_{n}\right\}_{n=-\infty}^{\infty}$ is a piecewise monotone bounded sequence of real numbers, then $\xi \in M_{p}(\underline{z})(1<p<\infty)$ and ${ }_{T}{ }_{\xi}^{(p)}$ is a mell-bounded operator.

Proof. The proof is exactly analogous to Corollary 3.2.5, with the conjugate operator for funotions on $T$ replacing the Hilbert transform on R .

COROLLARY 3.2.7. If $\psi: \underline{T} \rightarrow \underline{R}$ is piecewise monotono and bounded, then $\psi \in M_{p}(\underline{T})(1<p<\infty)$ and $T \underset{\psi}{(p)}$ is a well-bounded operator.

Proof. In this case there is another Steckin theorem which states that $\operatorname{BV}(\underline{T}) \subset M_{p}(\underline{T})$, with $\| T\left(\underset{\theta}{(p)}\left\|\leqslant K_{p}\right\| \theta\| \|(\theta \in \operatorname{BV}(\underline{T}))\right.$ ([12], Theorem 6.4.4). (It is immaterial which norm we give BV(T) •) In particular, when $\theta=\chi_{[0, \lambda]}(0 \leqslant \lambda \leqslant 2 \pi),\left\|T_{\theta}\right\| \leqslant 2 K_{p}$ and so it follows as in Corollary 3.2 .5 that the appropriate projections $E(\lambda)$ $(\lambda \in \underline{R}$ ) will be uniformly bounded.
§3.3. Examples of well-bounded multiplier operators

In this section we give examples and counterexamples to illustrate 3.2.4-3.2.7.

THEOKEM 3.3.1. (i) The Poisson operators $P(t)$, where

$$
\begin{aligned}
{[P(t) f](x) } & =\frac{t}{\pi} \int_{-\infty}^{\infty} \frac{f(x-u)}{t^{2}+u^{2}} d u .\left(0<t<\infty, f \in L^{p}(\underline{R})\right) \\
P(0) & =I
\end{aligned}
$$

are well-bounded operators in $B\left(I^{p}(\underline{R})\right)(1<p<\infty)$.
(ii) If $D$ is the operator on $L^{p}(\underline{R})(1<p<\infty)$ where

$$
\begin{aligned}
D(D) & =\left\{f \in L^{p}(\underline{R}) \cap L A C(\underline{R}): f^{\prime} \in L^{p}(\underline{R})\right\} \\
D f & =f^{\prime} \quad(f \in \mathscr{D}(D))
\end{aligned}
$$

and $H$ is the Hilbert transform, then $D H$ is a well-boundable operator on $L^{p}(\underline{R})$.

Proof. (i) The kernel $p(t ; x)=\frac{1}{\pi} \frac{t}{t^{2}+x^{2}}$ has Fourier transform $\hat{p}(t ; y)=e^{-t|y|}$, therefore

$$
[P(t) f]^{\wedge}(y)=e^{-t|y|} \hat{f}(y) \quad\left(y \in \underline{R}, f \in L^{1}(\underline{R}) \pi^{p}(\underline{R}), 0 \leqslant t<\infty\right)
$$ Since $e^{-t|y|}$ satisfies the condition of 3.2.5, it is immediate that $P(t)$ is well-bounded.

(ii) The operators $\{P(t)\}_{t \geqslant 0}$ form a strongly continuous semigroup in $B\left(I^{p}(\underline{R})\right)$, whose infinitesimal generator $A$ is given by

$$
\begin{aligned}
\Phi(A) & =\left\{f \in L^{p}(\underline{R}): H P \in \operatorname{LAC}(\underline{R}) \text { and }(H P) \cdot \in L^{P}(\underline{R})\right\} \\
A P & =-D H P \quad(f \in \mathscr{D}(A)),
\end{aligned}
$$

which also satisfies

$$
\begin{aligned}
\varphi(A) & =\left\{f \in L^{P}(\underline{R}):(y \rightarrow|y| \hat{f}(y)) \in\left[L^{P}(R)\right]^{\wedge}\right\} \\
(A f)^{\wedge}(y) & =-|y| f(y),
\end{aligned}
$$

when $1<p \leqslant 2$. These facts are proved in [5], Theorem 4.2.10 and Lemma 4.2.11. It follows from Theorem 2.3.2 that $-D H$ is well-boundable, and from 2.2.7(i) that $D H$ is also well-boundable.

THEOREM 3.3.2. (i) The Gauss-Weierstrass operators $W(t)$, where

$$
\begin{aligned}
{[W(t) f](x) } & =\frac{1}{\sqrt{4 \pi t}} \int_{-\infty}^{\infty} f(x-u) e^{-u^{2} / 4 t} d u \quad\left(0<t<\infty, f \in L^{P}(\underline{R})\right) \\
W(0) & =I
\end{aligned}
$$

is a well-bounded operator in $B\left(L^{P}(\underline{R})\right)(1<p<\infty)$.
(ii) The operator $D^{2}$ on $L^{P}(\underline{R})(1<p<\infty)$, where $D$ is as in 3.3.1, is well-boundable.

Proof. (i) The kernel $W(t ; x)=\frac{1}{\sqrt{4 \pi t}} e^{-x^{2} / 4 t}$ has Fourier transforint $\hat{w}(t ; y)=e^{-t y^{2}}$, therefore

$$
[W(t) f](y)=e^{-t y^{2}} \hat{f}(y)\left(y \in \underline{R}, f \in L^{1}(\underline{R}) \Lambda^{P}(\underline{R}), 0 \leqslant t<\infty\right)
$$

Since $e^{-t y^{2}}$ satisfies 3.2.5, the result follows.
(ii) The operators $\{W(t)\}_{t \geqslant 0}$ form a strongly continuous semi-
group whose infinitesimal generator is $D^{2}$ ([5], Theorem 4.3.11), so the result again follows from 2.3.2.

THEOREM 3.3.3. The following periodic analogues of 3.3.1 and 3.3 .2 hold:
(i) the periodic Poisson semigroup $\{T(t)\}$, where

$$
\begin{aligned}
{[T(t)](\zeta)=} & \frac{1}{2 \pi} \int_{0}^{2 \pi} \frac{\left(1-e^{-2 t}\right) f(\zeta-\phi)}{1-2 e^{-t} \cos \phi+e^{-2 t} d \phi} \\
& \left(f \in L^{p}(\underline{T}), \zeta \in \underline{T}, 0<t<\infty\right) \\
T(0)= & I,
\end{aligned}
$$

is a strongly continuous semigroup of well-bounded operators in $B\left(L^{P}(\underline{T})\right)(1<p<\infty)$ corresponding to the multipliers $n \rightarrow e^{-t|n|}$ in $M_{p}(\underline{z})$;
(ii) the periodic Gauss-Weierstrass semigroup $\{V(t)\}$, where $[V(t)](\zeta)=\frac{1}{2 \pi} \int_{0}^{2 \pi} f(\zeta-\phi) \theta_{g}(\phi ; t) d \phi \quad\left(f \in I^{p}(\underline{T}), \zeta \in \underline{T}\right.$,
$0<t<\infty)$,
$\nabla(0)=I$,
$\left(\theta_{3}(; t)\right.$ is the Jacobi theta function $\left.\phi \rightarrow \sum_{k=-\infty}^{\infty} e^{-k^{2} t_{e} i k \phi}\right)$, is a strongly continuous semigroup of well-bounded operators in $B\left(L^{P}(\underline{T})\right)$ ( $1<p<\infty$ ) corresponding to the multipliers $n \rightarrow e^{-n^{2} t}$ in $H_{p}(z)$;
(iii) the infinitesimal generators $A$ of $\{T(t)\}$ and $B$ of $\{V(t)\}$ are given by

$$
\begin{aligned}
\Phi(A) & =\left\{f \in L^{P}(\underline{T}): \tilde{f} \in A C(\underline{T}) \text { and }(\tilde{f}): \in L^{p}(\underline{T})\right\} \\
& =\left\{f \in L^{P}(\underline{T}):(n \rightarrow|n| \hat{f}(n)) \in\left[\underline{L}^{P}(\underline{T})\right]^{\wedge}\right\}, \\
A P & =-(\tilde{f}) \cdot \quad(f \in \mathbb{D}(A)), \\
(A f)^{\wedge}(n) & =-|n| \hat{f}(n) \quad(f \in \mathbb{D}(A) ; n \in \underline{Z}),
\end{aligned}
$$

where $\vec{f}$ is the conjugate function of $P$, and

$$
\begin{aligned}
D(B) & =\left\{f \in L^{p}(\underline{T}): f, f^{\prime} \in A C(\underline{T}) \text { and } f^{\prime \prime} \in L^{p}(\underline{T})\right\} \\
& =\left\{f \in L^{p}(\underline{T}):\left(n \rightarrow n^{2} \hat{f}(n)\right) \in\left[L^{p}(\underline{T})\right]^{n}\right\}, \\
B f & =f^{\prime \prime} \quad(f \in \mathbb{D}(B)), \\
(B f)^{n}(n) & =-n^{2} \hat{f}(n) \quad(f \in \mathbb{D}(B), n \in \underline{Z}),
\end{aligned}
$$

and are well-boundable operators.
Proof. The relevant facts about $\{T(t)\}$ and $\{V(t)\}$ are given in [5], Proposition 1.5.1 and Theorems 1.5.3, 1.5.10. It is clear that the multiplier sequences $\left\{e^{-|n| t}\right\}$ and $\left\{e^{-n^{2} t}\right\}$ satisfy 3.2.6, so $T(t)$ and $V(t)$ are well-bounded. The fact that $A$ and $B$ are well-boundable follows from 2.3.2.

THEOREM 3.3.4. The Poisson and Gauss-Weierstrass operators on $L^{P}\left(\mathbb{R}^{n}\right)(1<p<\infty, p \neq 2)$ given by

$$
\begin{aligned}
& {[P(t) f](x)=c_{n} t \int_{\mathbb{R}^{n}} \frac{f(x-u)}{\left(t^{2}+|u|^{2}\right)^{(n+1) / 2}} d u \quad(0<t<\infty,} \\
&\left.f \in L^{P}\left(\mathbb{R}^{n}\right)\right)
\end{aligned}
$$

where $c_{n}=\frac{\Gamma[(n+1) / 2]}{\pi(n+1) / 2}$, and

$$
\begin{array}{r}
{[W(t) f](x)=\frac{1}{(4 \pi t)^{n / 2}} \int_{\underline{R}^{n}} f(x-u) e^{-|u|^{2} / 4 t} d u \quad(0<t<\infty,} \\
\left.f \in L^{p}\left(\underline{R}^{n}\right)\right),
\end{array}
$$

are not well-bounded if $n>1$.
Proof. Let $1<p<2$. When expressed in the multiplier


$$
\begin{aligned}
& {[P(t) f]^{\wedge}(y)=e^{-t|y| \hat{f}(y)}} \\
& {[w(t) f]^{\wedge}(y)=e^{-t y^{2}} \hat{f}(y)}
\end{aligned}
$$

for all $f \in L^{P}\left(\underline{R}^{n}\right)$. Each set $\left\{y \in \underline{R}^{n}: \phi(y) \leqslant \lambda\right\}$, for both $P(t)$ and $W(t)$, is therefore the exterior of a sphere in $\underline{R}^{n}$. It was proved by Fefferman [13], that, if $B_{n}=\left\{x \in \underline{\underline{R}}^{n}:|x| \leqslant 1\right\}$, then $X_{B_{n}} \notin M_{p}\left(\underline{R}^{n}\right)$ for any $p \notin 2$, if $n>1$. It therefore follows from 3.2.4 that neither $P(t)$ nor $W(t)$ can be well-bounded when $n>1$.

Not all real-valued functions in $\operatorname{BV}(\underline{R})$ yield well-bounded operators when considered as multipliers. To obtain a counterexample, we need the following concept:

DEFTNITION 3.3.5. A set of uniqueness for $L^{p}(\Gamma)$ is a measurable set $F \subset G$ such that, if $f \in L^{1}(G), f=0$ ace. on $G \backslash$, and $\hat{f} \in L^{P}(\Gamma)$, then $\hat{f}=0$ ate.

PROPOSITION 3.3.6. If $F$ is a set of uniqueness for $L^{P}(G)$, with $0<\eta(F)<\infty$, then $X_{F} \leqslant x_{p}(\Gamma)(1<p<2)$.

Proof. Let $H \supset F$ be a compact set with $\eta(H)<\infty$. It is a standard fact (see [28], §2.6) that there exists $h \in L^{1}(G) N L^{P}(G) \cap$ $L^{2}(G)$ such that $\hat{h}$ is equal ace. to a continuous function of compact support which takes the value $i$ on $H$.

$$
\begin{aligned}
& \text { If } x_{F} \in M_{p}(\Gamma), \text { then } \\
& \qquad x_{F} \hat{P}^{p}\left[L^{p}(G)\right]^{\wedge} \quad\left(f \in L^{p}(G)\right) .
\end{aligned}
$$

Hence $X_{F}=X_{F} \hat{h} \in\left[L^{p}(G)\right]^{\wedge}$, and so there exists $g \in L^{p}(G)$ with $\hat{G}=X_{F}$. But since $\chi_{F} \in L^{1}(\Gamma) \Lambda^{2}(\Gamma)$, its inverse transform $\check{x}_{F}$ exists, and wave

$$
\check{x}_{F}=(\hat{g})^{v}=g<L^{p}(G)
$$

Therefore $F$ satisfies the conditions $X_{F} \in L^{1}(\Gamma), X_{F}=0$ ave. on
$I \backslash F$, and $\check{x}_{F} \in L^{p}(G)$ of 3.3.5. Since $F$ is a set of uniqueness, we must have $X_{F}=0$ a.e. But $\eta(F)>0$, which is a contradiction. Therefore $\chi_{F} \not M_{p}(\Gamma)$.

The existence of non-trivial sets of uniqueness wes shown by a construction of Figà-Talamanca and Gaudry, reproduced in [24], Theorem 4.4.1:

PROPOSITION 3.3.7. Let $G$ be a nondiscrete locally compact abelian group, and $H C G$ a measurable set such that $0<m(H)<\infty$. If $\epsilon>0$, then there exists a measurable set FCH such that
(i) $m(F)>m(H)-C$;
(ii) $F$ is a set of uniqueness for $L^{p}(I)(1 \leqslant p<2)$.

THEOREM 3.3.8. There is a real-valued function $\phi \in \mathrm{BV}(\underline{R}) \subset$ $M_{p}(\underline{R})$ such that $T_{\phi} \in B\left(L^{p}(\underline{R})\right)$ is not well-bounded $(1<p<\infty)$.

Proof. Let $F$ be a set of uniqueness as in Proposition 3.3.7. By 3.3.6, $\chi_{F} / \mu_{p}(\underline{R})(1<p<\infty)$. We refer to [24], pp. 103-108, to examine the construction of $F$ : it is an intersection $F=\bigcap_{n=1}^{\infty} F_{n}$, where each $F_{n}$ is a finite union of dyadic subintervals of $[0,1]$. The dyadic numbers being a countable set, we may assume that each $F_{n}$ is a closed set. Then $F$ is also closed, and so $F_{0}=[0,1] \backslash(F \cup\{0,1\})$ is an open subset of $\underline{R}$, such that $X_{F_{0}}<{\underset{p}{M}}^{(R)}(1<p<2)$ - Being open, $F_{0}$ can be expressed as a union $F_{0}=\bigcup_{n=1}^{\infty} D_{n}$ of disjoint open intervals $D_{n}=\left(a_{n}, b_{n}\right)$.

Now let $\phi(x)=0\left(x \notin F_{0}\right), \phi\left(\frac{1}{2}\left(a_{n}+b_{n}\right)\right)=n^{-2}$, with $\phi$ linear on each interval $\left(a_{n} \frac{1}{2}\left(a_{n}+b_{n}\right)\right)$ and $\left(\frac{1}{2}\left(a_{n}+b_{n}\right), b_{n}\right)$. Then
$\{x \in \underline{R}: \phi(x) \leqslant 0\}=F(-\infty, 0] \cup[1, \infty)$. If $T_{\phi}$ were well-bounded, then the spectral projeotion $E(0)$ would be $T_{X_{(-\infty, 0]^{\circ}} \phi}$; but this does. not exist in $B\left(L^{P}(\underline{R})\right)$, sinoe $X_{(-\infty, 0]}, X_{[1, \infty)} \in M_{p}(\underline{R})(1<p<\infty)$ and $X_{F} \notin M_{p}(R)$.

It remains to check that $\phi \in B V(\underline{R})$. Let $t \in \mathbb{P}[0,1]$. If $t_{k}$, $t_{k-1} k F_{0}$ then $\phi\left(t_{k}\right)-\phi\left(t_{k-1}\right)=0$. If $t_{k} \in F_{0}$ and $t_{k-1}<F_{0}$, then $t_{k} \in\left(a_{n(k)}, b_{n(k)}\right)$, say, and so $\left|\phi\left(t_{k}\right)-\phi\left(t_{k-1}\right)\right|=\phi\left(t_{k}\right) \leqslant$ $n(k)^{-2}$. If $t_{k} \nless F_{0}$ and $t_{k-1} \in F_{0}$, then $\left|\phi\left(t_{k}\right)-\phi\left(t_{k-1}\right)\right| \leqslant$ $n(k-1)^{-2}$. Finally, if $t_{k}, t_{k-1} \in F_{0}$, then either $n(k)=n(k-1)$, in which case $\left|\phi\left(t_{k}\right)-\phi\left(t_{k-1}\right)\right| \leqslant n(k)^{-2}$, or else $n(k) \notin n(k-1)$, in which case there exists an $s \in\left(t_{k-1}, t_{k}\right)$ such that $\phi(s)=0$, so that $\left|\phi\left(t_{k}\right)-\phi\left(t_{k-1}\right)\right| \leqslant\left|\phi\left(t_{k}\right)-\phi(s)\right|+\left|\phi(s)-\phi\left(t_{k-1}\right)\right| \leqslant n(k)^{-2}+$ $n(k-1)^{-2}$. Therefore wee that $\underset{\underline{R}}{\operatorname{var}} \phi=2 \sum_{n=1}^{\infty} n^{-2}<\infty$.

## §3.4. Connection with results of Krabbe

The fact that operators of the type $T_{\phi}$ arising in 3.2 .5 and 3.2.7 satisfy a Riemann-Stieltjes form of the spectral theorem is not new. Such theorems were established by Krabbe in [20] and [21], using direct oalculations. Krabbe's results are more general than ours in that he is able to handle two-dimensional integrals by using spectral projections associated with rectangles, and so obtains results for complex-valued multipliers. However, for the real case, his treatment does not reveal that the mere existence and uniform boundedness of
the spectral projections is itself necessary and sufficient for wellboundedness, thus, in view of 1.5 .3 , reducing the problem of finding a uniformly bounded spectral family for $T_{\phi}$ to the (aifficult) harmonic analysis question of determining those sets whose characteristic functions are wultipliers.

In [20] it is shown that for certain functions. $\phi$ in $\operatorname{BV}(\underline{T})$, namely those for which $\chi_{J} \bullet \phi \in \operatorname{BV}(\underline{T})$ whenever $J$ is a half-open rectangle or a singleton, then, for $1<p<\infty$,

$$
\left.\left\langle g, T \phi^{f}\right\rangle=\int \lambda d<g, E(\lambda) f\right\rangle \quad\left(f \in I^{p}(\underline{z}), B \in I^{P^{\prime}}(\underline{z})\right)
$$

where $E(J)=T_{\chi_{J} \circ \phi}$ for all such $J$, and the integral in (1) is a two-dimensional Stieltjes integral. However, the only functions actually identified in [20] as belonging to this class are those whose real and imaginary parts are piecewise monotone ([20], remarks on p. 458 and Theorem 8.10). The apecial case $\phi(j) \equiv j(j \in[0,2 \pi])$ is studied in [8], where it is shown that $T_{\phi}$ is well-bounded for this choice of $\phi$; our general version is based on the ideas in [8]. The analogous results for the group $\underline{R}$ are established in [21]. If $\psi: \underline{R} \rightarrow \underline{C}$ is a bounded function whose real and imaginary parts are piecewise monotone, then the multiplier operator $T_{\phi} \in B\left(L^{P}(\underline{R})\right)$ (1. $<\mathrm{p}<\infty$ ) satisfies

$$
\begin{equation*}
T_{\psi} \mathbf{f}^{f}=\int \lambda d E(\lambda) f \quad\left(f \in L^{p}(\underline{R})\right) \tag{2}
\end{equation*}
$$

where this time the integral in (2): is a strongly convergent twodimensional Stieltjes integral ([21], Theorem 6.14). (We have not
examined in detail the reason for the discrepancy between the weak convergence in (1) and strong convergence in (2).)

In [22] (Theorem 9.4, Corollaries 9.5, 9.9) it is shown that when $Q$ is one of the operators $I D, D^{2}$ and $D H$ (where $D$ is as in 3.3.1) then

$$
\begin{equation*}
Q P=\int \lambda d E(\lambda) f(f \in \mathbb{Q}(Q)) \tag{3}
\end{equation*}
$$

for a oertain strongly convergent integral over $R$ which is similar to our $\int_{\underline{R}}^{\oplus}$. A connection between the bounded and unbounded results is pointed out in [22], §9.10, via a form of funotional calclulus, but the intimacy of the relation betwe on the results for the semigroups $\{P(t)\},\{W(t)\}$ and their generators $-D H, D^{2}$ is obscured by the direot but independent constructions of the integrals in (2) and (3). In our case, however, Theorem 2.3.2, and in particular equation (4) of §2.3, give a direot interpretation of the form $T(t)=\exp (t A)$ when $\{T(t)\}$ is one of the semigroups $\{P(t)\}$, $\{W(t)\}$ -

Finally, we remark that there is at present no satisfactory generalisation of the theory of well-bounded operators to operators with complex spectrum. In view of the above observations, such a theory would need to cover the complex-valued oases of Krabbe's results, and to permit an extension of Theorem 2.3.2 in analogy to the theorems for normal operators ([16], Theorem 22.4.2) and for scalar type operators (even for complex spectrum) ([31], Theorem 5.3). An
interpretation of Krabbe's spectral theorem for iD (since $D$ is the infinitesimal generator of the group of translations) might then be possible.

## CHAPIER 4

## WELI-BOUNDED RTESZ OPERATORS

The class of Riesz operators in $B(X)$ is defined in such a way that it consists of all those operators which satisfy the Riesz theory of oompaot operators. We summarise this theory below in §4.1; the additional hypothesis of well-boundedness permits a little simplification. The main result of this chapter is that a wellbounded Riesz operator is necessarily compact; this is proved in $\$ 4.2$ (Theorem 4.2.3). As an application, in $\$ 4.3$ we use this result to show that the singular multiplier in $M_{p}(z)(1<p<2)$ construoted by Figa-Talamanca and Gaudry [14], does not define a wellbounded operator.

## §4.1. Preliminaries on Riesz operators

DEFTNITION 4.1.1. An operator $T \in B(X)$ is a Fredholm operator if dim ker $T$ and dim $X / T X$ are both finite.

The second of these conditions implies that $T X$ is closed: see [6], Corollary 3.2.5.

If $\lambda I-T$ is Fredholm for all $\lambda \in \mathbb{C} \backslash\{0\}$ (which implies that $T$ is not Fredholm unless dim $X<\infty$, then $T$ is called a Riesz operator.

We denote the set of Riesz operators in $B(X)$ by $R(X)$, and the compact operators by $K(X)$; of course, $K(X) \subset R(X)$.

PROPOSTTION 4.1.2. (i) If $T \in B(X)$, then $T$ is Fredholm if and only if $\tilde{T}$, the image of $T$ under the canonical map $B(X) \rightarrow$ $B(x) / K(x)$, is invertible.
(ii) If $T \in B(X)$, then $T \in R(X)$ if and only if $\tilde{T}$ is quasinilpotent.
(iii) For $T \in B(X), T$ is Fredholm if and only if $T^{*}$ is Fredholm.
(iv) $T \in R(X)$ if and only if $T^{*} \in R\left(X^{*}\right)$.

Proof. (i) [6], Theorem 3.2.8.
(ii) follows from (i) and the observation that of $T$ ) $\neq \varnothing$.
(iii) follows from the definition and [6], Proposition 1.2.7. (iv) follows from (iii).

Remark. The question as to whether $T \in R(X)$ can always be expressed in the form $T=C+Q$, with $C$ compact and $Q$ quasinilpotent, is unsolved.

PROPOSITION 4.1.3. If $T \in R(X)$ and $\lambda \in O(T) \backslash\{0\}$, then $\lambda$ is a pole of $(\mu \rightarrow R(\mu ; T))$ with order $p \neq 0$, and we have

$$
\mathbb{X}=\mathbb{R}_{\lambda} \oplus n_{\lambda}
$$

where $R_{\lambda}=(\lambda I-T)^{P} X$ and $n_{\lambda}=\operatorname{ker}(\lambda I-T)^{P}$. This decomposition reduces $T ;(\lambda I-T) \mid R_{\lambda}$ is invertible, $(\lambda I-T) \mid n_{\lambda}$ is nilpotent, and $\Pi_{\lambda}$ is finite-dimensional. Furthermore, $\lambda$ is an isolated point of $\sigma(T)$, and the spectral projection.

$$
P_{\lambda}=\frac{1}{2 \pi^{i}} \int_{\Gamma} \mathrm{R}(\mu ; \mathrm{T}) \mathrm{d} \mu
$$

where $\Gamma$ is a oontour in $\rho(T)$ separating $\lambda$ from $\sigma(T) \backslash\{\lambda\}$, has
range $n_{\lambda}$ and null space $\mathbb{R}_{\lambda}$.
Proof. These results are all in [6], Chapter 3 . We use the the characterisation ([6], Theorem 3.2.2) as our definition, which is equivalent to ([6], Definition 3.1.1); the other results are in ([6], Lemma 3.4.2).

It follows that if $T \in R(X)$, then $\sigma(T)$ is a sequenoe $\left\{\lambda_{n}\right\}$ whose only limit point is zero. Unless dim $X<\infty$, we have 0 e $\sigma(T)$, even if $\sigma(T)$ is finite, because $T$ is not Fredholm, and therefore oannot be invertible.

If $Y \subset X$ and $Z \subset X^{*}$, let

$$
\begin{aligned}
& Y^{\perp}=\left\{\phi \in X^{*}: \phi(y)=0 \text { for all } y \in Y\right\}, \\
& Z_{\perp}=\{x \in X: \phi(x)=0 \text { for all } \phi \in Z\}
\end{aligned}
$$

PROPOSITION 4.1.4. If $T \in R(X)$ is well-bounded, and $\lambda \in \sigma(T)$ $1\{0\}$, then
(i) $X=(\lambda I-T) X \oplus \operatorname{ker}(\lambda I-T)$;
(ii) $\mathrm{X}^{*}=\left(\lambda \mathrm{I}^{*}-\mathrm{T}^{*}\right) \mathrm{X}^{*} \oplus \operatorname{ker}\left(\lambda \mathrm{I}^{*}-\mathrm{T}^{*}\right)$;
(iii) $(\lambda I-T) X=\left[\operatorname{ker}\left(\lambda I *-T^{*}\right)\right]_{\perp}$;
(iv) $\left(\lambda I^{*}-T^{*}\right) \mathrm{X}^{*}=[\operatorname{ker}(\lambda I-T)]^{\perp}$;
(v) dim ker $(\lambda I-T)=$ dim ker $\left(\lambda I *-T^{\infty}\right)$;
( $\nabla 1$ ) $P_{\lambda}^{*}$ has range $[(\lambda I-T) X]^{\perp}=\operatorname{ker}\left(\lambda I *-T^{*}\right)$ and null space $[\operatorname{ker}(\lambda I-T)]^{\perp}=\left(\lambda I^{*}-T^{*}\right) X^{*}$.

Proof. (i) follows from repeated applications of [30], Lemma 2.7; alternatively, we can use [1], Theorem 7, since any well-bounded operator satisfies condition ( $G_{1}$ ).
(ii) is immediate from (i), since $T^{*} \in R\left(X^{*}\right)$ is also well-
bounded.
(iii) is true for any operator with closed range ([33], Theorem. . 4.6-D).
(iv) We need only show that $[\operatorname{ker}(\lambda I-T)]^{\perp} \subset\left(\lambda I^{*}-T^{*}\right) X^{*}$, since the rever se inclusion is true for any bounded operator. Let $y^{*} \epsilon$ $[\operatorname{ker}(\lambda I-T)]^{\perp}$. For each $y \in(\lambda I-T) X$, define $\phi_{0}(y)=y^{*}(x)$, where $x \in \mathbb{Z}$ is any vector for which $(\lambda I-T) x=y$. Since $y^{*} \in$ $[\operatorname{ker}(\lambda I-T)]^{\perp}, \phi_{0}(y)$ is well-defined, so $\phi_{0}$ is a linear functional on $(\lambda I-T) X$. Since $(\lambda I-T) \mid(\lambda I-T) X$ is invertible, there is an $M>0$ such that, for each $y \in(\lambda I-T) X$, there is an $x$ with $(\lambda I-T) x=y$ and $\|x\| \leqslant \mathbb{X}\|y\|$. Consequently $\phi_{0}$ is continuous. By the Hahn-Banach theorem, oan extend $\phi_{0}$ to $\phi \in \mathbb{X}^{*}$. Then $\langle\phi,(\lambda I-T)>\rangle=\left\langle y^{*}, x\right\rangle$ $(x \in X)$, and so $y^{*}=\left(\lambda I^{*}-T^{*}\right) \phi$.
(v) The proof of this part is the same as that of the corresponding result for compaot operators ([35], Theorem 5.5-H). We shall not present it in full, but make the following observation about its validity for Riesz operators. The proof proceeds by constructing a suitable finite rank perturbation $A$ of $T$ (resp. $B$ of $T^{*}$ ), showing that $(\lambda I-A)^{-1}$ (resp. $(\lambda I-B)^{-1}$ ) exists, and obtaining a contradiction of the hypothesis $m<n$ (resp. $m>n$ ), where $m=$ dim ker $(\lambda I-T), n=d i m$ ker $\left(\lambda I *-T^{*}\right)$. The fact that $A$ and $B$ are Riesz operators in our case follows from 4.1.2(i). Onoe we have shown that $\operatorname{ker}(\lambda I-A)=\{0\}$, then 4.1 .3 implies that $(\lambda I-A) \mathbb{X}=\mathbb{X}$, and $=$ so $(\lambda I-A)^{-1}$ exists. A similar argument works for $B$. Consequently the procedure for obtaining the oontradiction is still valid. Finally, it should be noted that we have also proved dim ker ( $\lambda I-T)^{n}$
$=$ dim ker $\left(\lambda I^{*}-T^{*}\right)^{n}$, for all $n$, for any $T \in R(X)$, since by 4.1.2(ii) and the spectral radius formula any polynomial in $T$ with-. out constant term is a Riesz operator, and so $(\lambda I-T)^{n}=\lambda^{n} I-S$, where $S \in R(X)$. (N.B. we have not used well-boundedness in this part.) (vi) For any projection $P$ in a Banach space, kar $P *=(P X)^{\perp}$ and $P * X^{*}=[(I-P) X]^{\perp}$. Therefore ker $P_{\lambda}^{*}=[\operatorname{ker}(\lambda I-T)]^{\perp}=$ $\left(\lambda I^{*}-T^{*}\right) X^{*}$ by (iv), and $P_{\lambda}^{*} X^{*}=[(\lambda I-T) X]^{\perp}=\left[\operatorname{ker}\left(\lambda I^{*}-T^{*}\right)\right]_{\perp}^{1} \partial$ ker $\left(\lambda I^{*}-T^{*}\right)$, so in view of (ii) we must have $P_{\lambda}^{*} X^{*}=\operatorname{ker}\left(\lambda I^{*}-T^{*}\right)$.

PROPOSITTION 4.1.5. Under the hypotheses of 4.1.4, $[(\lambda I-T) X]$ is isomorphic (but not isometric) to ( $\lambda I^{*}-T^{*}$ ) $X^{*}$, and $[\operatorname{ker}(\lambda I-T)] *$ is isomorphic (but not isometric) to ker ( $\lambda I^{*}-T^{*}$ ) .

Proof. $[(\lambda I-T) X]$ is isometrically isomorphic to $X^{*} /[(\lambda I-T) X]^{1}$ $=X^{*} /$ ker $\left(\lambda I^{*}-T^{*}\right)$, which is clearly isomorphic to ( $\left.\lambda I^{*}-T^{*}\right) X^{*}$ because of 4.1.4(vi). It is easily seen that if $\phi \in\left(\lambda I^{*}-T^{*}\right) X^{*}$ and $\phi^{0}$ is the image of $\phi$ in $[(\lambda I-T) X]$, then $\langle\phi, x\rangle=\left\langle\phi^{0}, \gamma\right\rangle(x \in$ $(\lambda I-T) X)$. The other part is similar.

## §4.2. Compactness of well-bounded Riesz operators

NOTATION. If $T \in R(X)$ is well-bounded, we shall denote the positive and negative parts of the spectrum respectively by $\left\{\lambda_{i}\right\}_{i \geqslant 1}$ and $\left\{\mu_{j}\right\}_{j \geqslant 1}$, arranged so that $\left\{\lambda_{i}\right\}_{i \geqslant 1}\left[\left\{\mu_{j}\right\}_{j \geqslant 1}\right]$ is a decreasing [increasing] sequence, possibly finite, of positive [negative] numbers, which tends to zero if infinite. (Either sequence may be absent.) The spectral projections $P_{\lambda_{i}}\left[P_{\mu_{j}}\right]$ of $\S 4.1$ will henceforth be denoted by $Q_{i}\left[P_{j}\right]$.

LEMMA 4.2.1. Let $T \in B(X)$ be a well-bounded operator implemented by $(K,[a ; b])$, and $F$ a dual spectral family for $T$. Let $c=\inf o(T)$ and $d=\sup \sigma(T)$. Then $F(\lambda)=0(\lambda<c)$ and $F(\lambda)=I^{*}(\lambda \geqslant d)$, so that $T$ is implemented by (K, $\left.[c, d]\right)$.

Proof. The hypotheses of the lemma imply $a \leqslant c \leqslant d \leqslant b$. Suppose that $a \leqslant \lambda<c$. Then; by [27], Theorem 3, of $\left.T^{*} \mid F(\lambda) X^{*}\right) \subset$ $[a, \lambda]$. Since $\sigma\left(T^{*}\right)$ does not separate $\underline{C}$, of $\left.T^{*} \mid F(\lambda) X^{*}\right) \subset \sigma\left(T^{*}\right) \subset$ [c, d] also. Therefore $\sigma\left(T^{*} \mid F(\lambda) X^{*}\right)=\varnothing$ and so $F(\lambda) X^{*}=\{0\}$ $(\lambda<c)$. Similarly, $\cap_{\mu<\lambda}^{n}(I-F(\mu)) X^{*}=\{0\}$ if $\mathrm{d}<\lambda \leqslant \mathrm{b}$. Since $\left(I^{*}-F(\lambda)\right) X^{*} \subset\left(I^{*}-F(\mu)\right) X^{*}(\mu<\lambda) \quad$ it follows that $\left(I^{*}-F(\lambda)\right) X^{*}=\{0\}$ ( $\alpha<\lambda \leqslant b$ ). Therefore by $1.3 .4(v) F(\lambda) X^{*}=X^{*}(\lambda \geqslant d)$. The fact that $T$ is implemented by ( $K,[c, d]$ ) follows from 1.3.5.

TTEOREM 4.2.2. If $T \in R(X)$ is well-bounded and $F$ is a dual spectral family for $T$, then

$$
P(\lambda)= \begin{cases}0 & \lambda<\mu_{1} \\ P_{1}^{*}+\cdots+P_{n}^{*} & \mu_{n} \leqslant \lambda<\mu_{n+p} \\ I^{*}-\left(Q_{1}^{*}+\cdots+Q_{n}^{*}\right) & \lambda_{n+1} \leqslant \lambda<\lambda_{n} \\ I^{*} & \lambda \gtrsim \lambda_{1},\end{cases}
$$

leaving $F(0)$ as the only value that is possibly not uniquely determined.

Proof. The required values of $F(\lambda)$ for $\lambda<\left[\mu_{1}, \lambda_{1}\right)$ are given by 4.2.1. Starting from the decomposition 4.1.4(i) with $\lambda=\mu_{1}$ we consider $T \mid\left(\mu_{1} I-T\right) X$. This operator is well-bounded, by definition, and Riesz, by [6], Lemma 3.5.1. We can therefore repeat the decomposition, and since it is easily shown that

$$
\operatorname{ker}\left(\mu_{2} \mathrm{I}-\mathrm{T}\right)=\operatorname{ker}\left[\left(\mu_{2} \mathrm{I}-T\right) \mid\left(\mu_{1} \mathrm{I}-\mathrm{T}\right) \mathrm{X}\right],
$$

we have

$$
X=\left(\mu_{1} I-T\right)\left(\mu_{2} I-T\right) X \oplus \operatorname{ker}\left(\mu_{1} I-T\right) \oplus \operatorname{ker}\left(\mu_{2} I-T\right)
$$

After $n$ applications of 4.1.4(1) we get
$X=\left(\mu_{1} I-T\right)\left(\mu_{2} I-T\right) \cdots\left(\mu_{n} I-T\right) X \oplus$ ger $\left(\mu_{1} I-T\right) \oplus \ldots \oplus$ er $\left(\mu_{n} I-T\right) .(1)$ Similarly,

$$
\left.\begin{array}{rl}
X^{*}=\left(\mu_{1} \mathrm{I}^{*}-\mathrm{T}^{*}\right)\left(\mu_{2} \mathrm{I}^{*}-\mathrm{T}^{*}\right) \cdots\left(\mu_{\mathrm{n}} \mathrm{I}^{*}-\mathrm{T}^{*}\right) \mathrm{X} \oplus \operatorname{ker}\left(\mu_{1} \mathrm{I}^{*}-\mathrm{T}^{*}\right) \oplus \ldots \\
\ldots \oplus \operatorname{ker}\left(\mu_{\mathrm{n}} \mathrm{I}^{*}-\mathrm{T}^{*}\right)
\end{array}\right) \quad(2)
$$

Let

$$
\begin{aligned}
X_{n} & =\left(\mu_{1} I-T\right) \cdots\left(\mu_{n} I-T\right) X, \\
N_{j} & =\operatorname{ker}\left(\mu_{j} I-T\right) \quad(j=1, \ldots, n), \\
\left(X^{*}\right)_{n} & =\left(\mu_{1} I^{*}-T^{*}\right) \cdots\left(\mu_{n} I^{*}-T^{*}\right) X^{*}, \\
M_{j} & =\operatorname{ker}\left(\mu_{j} I^{*}-T^{*}\right)(j=1, \ldots, n), \\
T_{n} & =T \mid X_{n}, \\
U_{j} & =T N_{j} \quad(j=1, \ldots, n) \quad
\end{aligned}
$$

Then

$$
\begin{aligned}
& \sigma\left(T_{n}\right)=\left\{\lambda_{1}\right\}_{i \geqslant 1} \cup\left\{\mu_{j}\right\}_{j \geqslant n+1} \cup\{0\}, \\
& \sigma\left(U_{j}\right)=\left\{\mu_{j}\right\} \quad(j=1, \ldots, n)
\end{aligned}
$$

The decomposition (1) reduces $T$, and $T_{n}, U_{j}(j=1, \ldots, n)$ are all well-bounded Riesz operators. If $F_{n}, G_{j}$ are any dual spectral families for $T_{n}, U_{j}$ respectively, then we have, by 4.2.1,

$$
\begin{align*}
& F_{n}(\lambda)=0 \\
& G_{j}(\lambda)= \begin{cases}0 & \lambda<\mu_{n+1} \\
\left.I^{*}\right|_{M_{j}} & \lambda \geqslant \mu_{j}\end{cases} \tag{3}
\end{align*}
$$

on identification of $N_{j}{ }^{*}$ with $M_{j}$.

The proof is complicated by the fact that, for an arbitrary spectral family $P$ for $T$, we cannot assume a prior that $F(\lambda) P_{j} *=P_{j} * F(\lambda)$ $\left(j=1, \ldots, n, \lambda \in\left[\mu_{1}, \lambda, j\right)\right.$, in which case the result would follow immediately. We shall show, however, that there is a dual spectral family $F^{\prime}$ for $T$, which agrees with $F$ on $\left(-\infty, \mu_{n+1}\right)$ and commutes with $P_{1} *, \ldots, P_{n}^{*}$. We do this by analysing the function $\omega_{x, \phi}$ introduced in [27], Lemma 3, which states that given any $x \in X$, $\phi \in X^{*}$, there exists a function $\omega_{x, \phi} \in L^{\infty}\left[\mu_{1}, \lambda_{1}\right]$, uniquely determined up to equivalence a.e., such that
$\left\langle f\left(T^{W}\right)_{\phi, x\rangle}=f\left(\lambda_{1}\right)\langle\phi, x\rangle-\int_{\mu_{1}}^{\lambda_{1}} \omega_{x, \phi}(\lambda) \mathrm{df}(\lambda) \quad\left(f \in \operatorname{AC}\left[\mu_{1}, \lambda_{1}\right]\right)\right.$.
The equivalence class of $\omega_{x, \phi}$ depends linearly on both $x$ and $\phi$. For $x \in X$, we obtain from (1) a unique decomposition

$$
x=x_{0}+x_{1}+\cdots+x_{n}
$$

where $x_{0} \in X_{n}, x_{j} \in N_{j}(j=1, \ldots, n)$. Analogously for $\phi \in X^{*}$ we obtain from (2) a unique deoomposition

$$
\phi=\phi_{0}+\phi_{1}+\cdots+\phi_{n}
$$

with $\phi_{0} \in\left(X^{*}\right)_{n}, \phi_{j} \in M_{j}(j=1, \ldots, n)$.
By 4.1.5 we can identify $\left(X_{n}\right) *$ with $\left(X^{*}\right)_{n}$ and $N_{j} *$ with $M_{j}$, up to isomorphism. We shall write $X_{n}^{*}$ for both $\left(X_{n}\right)$ and $\left(X^{*}\right)_{n}$, and $\left\langle\phi, x\left(\phi \in X_{n}^{*}, x \in X_{n}\right)\right.$ for the common evaluation. It is clear that

$$
\left\langle T^{*} \phi, X\right\rangle=\left\langle T_{n}^{*} \phi, x\right\rangle \quad\left(\phi \in X_{n}^{*}, x \in X_{n}\right)
$$

Therefore

$$
\left\langle p\left(T^{*}\right) \phi, x\right\rangle=\left\langle p\left(T_{n}^{*}\right) \phi_{p},>\quad\left(\phi \in X_{n}^{*}, x \in X_{n}\right),\right.
$$

and so

$$
\left.\left\langle p\left(T_{n}\right) \phi, x\right\rangle=p\left(\lambda_{1}\right)<\phi, x\right\rangle-\int_{\mu_{1}}^{\lambda_{1}} \omega_{x, \phi}(\lambda) d p(\lambda)
$$

for each polynomial p, from (4). Since

$$
f \rightarrow\left\langle\phi, f\left(T_{n}\right) \gg f\left(\lambda_{1}\right)<\phi, x\right\rangle+\int_{\mu_{1}}^{\lambda_{1}} \omega_{x, \phi}(\lambda) d f(\lambda)
$$

is a continuous linear functional on $\operatorname{AC}\left[\mu_{1}, \lambda_{1}\right]$, which vanishes on polynomials, and the polynomials are dense in $\operatorname{AC}\left[\mu_{1}, \lambda_{1}\right]$, it follows that
$\left\langle f\left(T_{n}{ }^{*}\right) \phi, \gg f\left(\lambda_{1}\right)<\phi, x\right\rangle-\int_{\mu_{1}}^{\lambda_{1}} \omega_{x, \phi}(\lambda) \operatorname{df}(\lambda) \quad\left(f \in \operatorname{AC}\left[\mu_{1}, \lambda_{1}\right]\right)$,
for all $\phi \in X_{n}^{*}, x \in X_{n}$.
We require an expression like (5) to hold with $\operatorname{AC}\left[\mu_{1}, \lambda_{1}\right]$ and $\int_{\mu_{1}}^{\lambda_{1}}$ replaced by $A C\left[\mu_{n+1}, \lambda_{1}\right]$ and $\int_{\mu_{n+1}}^{\lambda_{1}}$, with the same $\omega_{x, \phi}$. To show this is possible, let $g \in \operatorname{AC}\left[\mu_{n+1}, \lambda_{1}\right]$ and let $f \in \operatorname{AC}\left[\mu_{1}, \lambda_{1}\right]$ be equal to $g$ on $\left[\mu_{n+1}, \lambda_{1}\right]$ and identically equal to the constant $g\left(\mu_{n+1}\right)$ on $\left[\mu_{1}, \mu_{n+1}\right]$. Then

$$
\begin{align*}
\left\langle f\left(T_{n}^{*}\right)_{\phi, 2\rangle}\right. & \left.=f\left(\lambda_{1}\right)<\phi, x\right\rangle-\int_{\mu_{n+1}}^{\lambda_{1}} \omega_{x, \phi}(\lambda) \mathrm{d} f(\lambda) \\
& \left.=g\left(\lambda_{1}\right)<\phi, x\right\rangle-\int_{\mu_{n+1}}^{\lambda_{1}} \omega_{x, \phi}(\lambda) \mathrm{dg}(\lambda) . \tag{6}
\end{align*}
$$

In the notation of [27], Theorem 3, $f-g \in R_{\mu_{n+1}}$. Now, by 4.2.1, any dual spectral family for $T_{n}$ is zero on $\left(-\infty, \mu_{n+1}\right)$, so it follows from [27], Theorem 3(ii) that

$$
X_{n}^{*}=\left\{\phi \in X_{n}^{*}: h\left(T_{n}^{* *}\right)_{\phi}=0 \text { for all } h \in R_{\mu_{n+1}}\right\}
$$

Therefore $(f-g)\left(T_{n}^{*}\right) \phi=0$ for all $\phi \in X_{n}^{*}$, and so we can replace $f$ by $g$ on the left of (6) to obtain

$$
\left.\left.<g\left(T_{n}^{*}\right) \phi, x\right\rangle=g\left(\lambda_{1}\right)<\phi, x\right\rangle-\int_{\mu_{n+1}}^{\lambda_{1}} \omega_{x, \phi}(\lambda) d_{g}(\lambda)
$$

$$
\left(g \in A C\left[\mu_{n+1}, \lambda_{1}\right], \phi \in X_{n}^{*}, x \in X_{n}\right)
$$

Thus if $\omega_{x, \phi}^{(n)}$ is the function associated with $\phi \in X_{n}^{( }, x \in X_{n}$ by the well-bounded operator $T_{n}$, then we have $\omega_{x, \phi}(\lambda)=\omega_{x, \phi}(n)$ a.e. in $\left[\mu_{n+1}, \lambda_{1}\right]$ - Since (5) gives

$$
\begin{aligned}
0=\left\langle h\left(T_{n}^{*}\right) \phi, x\right\rangle & =\left\langle h\left(T^{*}\right) \phi, x\right\rangle \\
& =h\left(\lambda_{1}\right)_{\phi \phi, x\rangle}-\int_{\mu_{1}}^{\lambda_{1}} \omega_{x, \phi}(\lambda) d h(\lambda) \\
& =-\int_{\mu_{1}}^{\mu_{n+1}} \omega_{x, \phi}(\lambda) \operatorname{dh}(\lambda)
\end{aligned}
$$

for all $h \in R_{\mu_{n+1}}$, it follows that for $\phi \in X_{n}^{*}, x \in X_{n}$ we have

$$
\begin{aligned}
& \omega_{x, \phi}(\lambda)=0 \text { abe. on }\left[\mu_{1}, \mu_{n+1}\right] \\
& \text { For } j=1, \ldots, n, \text { if } x \in N_{j} \text { and } \phi \in M_{j} \text {, then } \\
& \left\langle\phi, T X=\left\langle\phi, U_{j} x\right\rangle=\left\langle T^{*} \phi, x\right\rangle=\left\langle U_{j}^{*} \phi, X\right\rangle=\mu_{j}\langle\phi, X\rangle\right.
\end{aligned}
$$

and so clearly

$$
\begin{aligned}
\left.<p\left(T^{*}\right) \phi, \infty\right\rangle & =\left\langle p\left(U_{j}^{*}\right) \phi, X\right\rangle \\
& =p\left(\mu_{j}\right)<\phi, \infty> \\
& \left.=p\left(\lambda_{1}\right)<\phi, x\right\rangle-\int_{\mu_{j}}^{\lambda_{1}}<\phi, x>\operatorname{dp}(\lambda)
\end{aligned}
$$

for each polynomial $p$. It therefore follows that

$$
\omega_{x, \phi}(\lambda)=\left\{\begin{array}{lll}
0 & \text { a.e. } & \text { on }\left[\mu_{1}, \mu_{j}\right] \\
\langle\phi, x> & \text { a.e. } & \text { on }\left[\mu_{j}, \lambda_{1}\right]
\end{array}\right.
$$

In each of the cases $x \in N_{j}, \phi \in M_{k}(j \neq k), x \in X_{n}, \phi \in M_{k}$ $(k=1, \ldots, n)$ or $x \in N_{j}(j=1, \ldots, n), \phi \in X_{n}^{*}$, it is easily verified that $\langle\phi, x\rangle=\langle\phi, \mathrm{T}\rangle=0$. Substitution in (4) gives

$$
0=\left\langle f\left(T^{*}\right) \phi, \infty=0-\int_{\mu_{1}}^{\lambda_{1}} \omega_{x, \phi}(\lambda) d f(\lambda) \quad\left(f \in A C\left[\mu_{1}, \lambda_{1}\right]\right)\right.
$$

and so $\omega_{x, \phi}(\lambda)=0$ ace.
It follows from the bilinearity of $\omega_{x, \phi}$ and the foregoing calculations that

$$
\begin{aligned}
& { }_{x, \phi}=\sum_{j=0}^{n} \omega_{x_{j}}, \phi_{j} \\
& = \begin{cases}\sum_{j=1}^{m}\left\langle\phi_{j}, x_{j}\right\rangle & \text { a. } \theta, \text { on }\left[\mu_{m}, \mu_{m+1}\right] \\
\sum_{j=1}^{n}\left\langle\phi_{j}, x_{j}\right\rangle+\omega_{x_{0}, \phi_{0}}^{(n)} & \text { on }\left[\mu_{n+1}, \lambda_{j}\right]\end{cases}
\end{aligned}
$$

for all $\phi \in X^{*}, x \in X$.
In particular $\lim _{h \rightarrow 0+} \int_{\lambda}^{\lambda+h} \omega_{x, \phi}(\mu) \mathrm{d} \mu$ exists for all $\lambda \epsilon$ $\left[\mu_{1}, \mu_{n+1}\right.$ ) . Now, by the argument used in the proof of [27], Theorem 7, it follows that if $F$ is any dual spectral family for $T$, then $\langle F(\lambda) \phi, x\rangle=\omega_{x, \phi}(\lambda)$ ace., and so, by $1.3 .4(v), F(\lambda)$ is uniquely determined for $\lambda \in\left[\mu_{1}, \mu_{n+1}\right)$. Now, since $P_{j} T=T P_{j}(j=1, \ldots, n)$, it follows from [27], Theorem 6, that there is a dual speotral family $F^{\prime}$, necessarily coinciding with $F$ on $\left[\mu_{1}, \mu_{n+1}\right)$, such that $P_{j}^{*} F^{\prime}(\lambda)=F^{\prime}(\lambda) P_{j} *\left(j=1,2, \ldots, \lambda \in\left[\mu_{1}, \lambda_{1}\right]\right)$, and of course $T^{\star} F^{t}(\lambda)$ $=F^{\prime}(\lambda) T^{*} \quad\left(\lambda \in\left[\mu_{1}, \lambda_{1}\right]\right)$.

Having established that $F^{\prime}, T^{*}$, and $P_{j}^{*}$ all commute, we can now write
$\left\langle P_{j}^{*} \phi, f\left(U_{j}\right) P_{j} \gg f\left(\lambda_{1}\right)\left\langle P_{j}^{*} \phi, P_{j}>-\int_{\mu_{1}}^{\lambda_{1}}\left\langle P_{j}{ }^{*} F^{\prime}(\lambda) P_{j}^{*} \phi, P_{j} \gg f^{\prime}(\lambda) d \lambda\right.\right.\right.$
$(j=1, \ldots, n)$,
with a similar expression holding with $I-P_{1}-\ldots-P_{n}$ and $T_{n}$ in place of $P_{j}$ and $U_{j}$. Then $F^{\prime} P_{j}{ }^{*}=P_{j}^{*} F^{t}$ is the dual spectral family for $U_{j}$, and $F^{\prime}\left(I^{*}-P_{1} *-\ldots-P_{n}^{*}\right)=\left(I^{*}-P_{1} *-\ldots-P_{n}^{*}\right) F^{\prime}$ a dual spectral family for $T_{n}$. Since we know what these are on $\left[\mu_{1}, \mu_{n+1}\right.$ ) (equations (3)), the values of $F=F^{\prime}$ on $\left[\mu_{1}, \mu_{n+1}\right.$ ) asserted by the theorem follow.

It is clear that a similar calculation can be done on $\left[\lambda_{n+1}, \lambda_{i}\right]$ which yields the values $I^{*}-Q_{1}^{*}-\ldots-Q_{j}^{*}$ on $\left[\lambda_{j+1}, \lambda_{j}\right)$.

Remark. Of course, the evaluation of $\omega_{x, \phi}$ on $\left[\mu_{n+1}, \lambda_{1}\right]$ is not actually needed to prove the theorem, but it provides a little more insight into what is going on.

THEOREM 4.2.3. If $T \in R(X)$ is well-bounded, then $T \in K(X)$. Furthermore,

$$
\begin{equation*}
\mathrm{Tx}=\sum_{i \geqslant 1} \lambda_{i} Q_{i} \mathrm{x}+\sum_{j \geqslant 1} \mu_{j} P_{j} x \quad(x \in x), \tag{7}
\end{equation*}
$$

each infinite sum in (7) converging in norm. (Either the positive or negative parts of (7) could be absent.)

Proof: Suppose, without loss of generality, that $\|T\|=1$. For each positive $s \leqslant 1$, choose $t$ such that $0<t<s$ and that no eigenvalue of $T$ lies in $(-s,-t]$ or in $[t, s)$. Let the function $\eta_{s, t} \in \operatorname{AC}[-1,1]$ be defined by

$$
\eta_{s, t}(\lambda)= \begin{cases}\lambda & -1 \leqslant \lambda \leqslant-s \\ \frac{s(\lambda+t)}{s-t} & -s \leqslant \lambda \leqslant-t \\ 0 & -t \leqslant \lambda \leqslant t \\ \frac{s(\lambda-t)}{s-t} & t \leqslant \lambda \leqslant s \\ \lambda & s \leqslant \lambda \leqslant 1\end{cases}
$$

If $j(\lambda) \equiv \lambda$, then

$$
j(\lambda)-\eta_{s, t}(\lambda)= \begin{cases}0 & -1 \leqslant \lambda \leqslant-s \\ \frac{-t(\lambda+s)}{s-t} & -s \leqslant \lambda \leqslant-t \\ \lambda & -t \leqslant \lambda \leqslant t \\ \frac{t(s-\lambda)}{s-t} & t \leqslant \lambda \leqslant s \\ 0 & s \leqslant \lambda \leqslant 1,\end{cases}
$$

and so $\left\|\left\|_{j-\eta}^{s, t}\right\|_{[-1,1]}=4 t\right.$. Therefore $\| j(T)-\eta_{s, t}(T) \|=$ $\left\|T-\eta_{s, t}(T)\right\| \leqslant 4 K t<4 K s \rightarrow 0$ a:s $s \rightarrow 0$. Once we have demonstrated that

$$
\begin{equation*}
\eta_{s, t}(T)=\sum_{\lambda_{i} \in[s, 1]} \lambda_{i} Q_{i}+\sum_{\mu_{j} \in[-1,-s]} \mu_{j} P_{j} \tag{8}
\end{equation*}
$$

it will follow that $T$ is a norm limit of finite rank operators, and so is compact.

We know from 1.3 .5 that for all $\phi \in X^{*} ; x \in X$,

$$
\begin{align*}
\left.\left\langle\phi, \eta_{s, t}(T)\right\rangle\right\rangle & =\eta_{s, t}(1)\langle\phi, x\rangle-\int_{-1}^{1}\langle F(\lambda) \phi, x\rangle \mathrm{d} \eta_{s, t}(\lambda) . \\
& =\langle\phi, x\rangle-\int_{-1}^{1}\langle F(\lambda) \phi, x\rangle d \eta_{s, t}(\lambda) \tag{9}
\end{align*}
$$

$\int_{-1}^{1}\langle F(\lambda) \phi, x\rangle \eta_{s, t}^{\prime}(\lambda) d \lambda$

$$
\left.=\left[\int_{-1}^{-s}+\int_{s}^{1-}\right]<F(\lambda) \phi, \gg d \lambda+\left[\int_{-s}^{t}+\int_{t}^{s}\right]<F(\lambda) \phi, x\right\rangle \frac{s}{s-t} d \lambda .
$$

Let $\mu_{1}, \mu_{2}, \ldots, \dot{\mu}_{m_{s}}$ be the eigenvalues of $T$ in $[-1,-8]$, and $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{L_{s}}$ the eigenvalues in $[s, 1]$. Then substitution from 4.2.2 gives the following equations

$$
=(1-s)<\phi, \gg-\left(\lambda_{1}-s\right)<\phi, Q_{1} \gg-\left(\lambda_{2}-s\right)<\phi, Q_{2} \gg-\ldots-\left(\lambda_{1}-s\right)<\phi, Q_{1} \infty
$$

$$
\begin{equation*}
\int_{-s}^{-t}\left\langle F(\lambda) \phi_{g} x \frac{s}{s-t} d \lambda=\int_{-s}^{-t}\left\langle\phi_{p}\left(P_{1}+\cdots+P_{m_{s}}\right) x_{s} \frac{s}{s-t} d \lambda\right.\right. \tag{11}
\end{equation*}
$$

$$
\begin{equation*}
=s<\phi_{9}\left(P_{1}+\ldots+P_{m_{B}}\right)_{x} \tag{12}
\end{equation*}
$$

$\int_{t}^{s}\left\langle P(\lambda) \phi_{g} X \frac{s}{s-t} d \lambda=\int_{t}^{s}\left\langle\phi_{p}\left(I-Q_{1} \cdots Q_{1_{B}}\right) \frac{s}{s-t} d \lambda\right.\right.$

$$
\begin{align*}
& \left.\int_{-1}^{-8}\left\langle\mathbb{F}(\lambda) \phi, \gg \mathrm{d} \lambda=\left(\mu_{2}-\mu_{1}\right)<\phi, P_{1} x\right\rangle+\left(\mu_{3}-\mu_{2}\right)<\phi,\left(P_{1}+P_{2}\right) x\right\rangle+\ldots \\
& \cdots+\left(\mu_{m_{s}}-\mu_{m_{s}-1}\right)<\phi_{9}\left(P_{1}+\cdots+P_{m_{s}-1}\right)_{x>} \\
& +\left(-s-\mu_{m_{s}}\right)<\phi_{s}\left(P_{1}+\cdots+P_{m_{s}}\right)_{x} \\
& \left.=-\left(s+\mu_{1}\right)<\phi, P_{1}\right\rangle-\left(s+\mu_{2}\right)<\phi, P_{2} \nabla-\ldots-\left(s+\mu_{m_{s}}\right)<\phi_{\phi} P_{m_{s}} \gg .  \tag{10}\\
& \left.\int_{\mathrm{s}}^{1}\left\langle F(\lambda) \phi, \infty \mathrm{d} \lambda=\left(1-\lambda_{1}\right)<\phi, x\right\rangle+\left(\lambda_{1}-\lambda_{2}\right)<\phi_{1}\left(I-Q_{1}\right)\right\rangle \nabla+ \\
& +\left(\lambda_{2}-\lambda_{3}\right)<\phi_{p}\left(I-Q_{1}-Q_{2}\right)>+\cdots \\
& \left.\cdots+\left(\lambda_{I_{B}-1}-\lambda_{I_{B}}\right)<\phi,\left(I-Q_{1}-\ldots-Q_{1_{B}-1}\right)>\right\rangle \\
& +\left(\lambda_{I_{s}}-s\right)<\phi,\left(I-Q_{1} \cdots-Q_{1_{s}}\right)_{\nabla}
\end{align*}
$$

$$
\begin{equation*}
\left.=s<\phi, x\rangle-s<\phi,\left(Q_{1}+\cdots+Q_{1}\right) x\right\rangle \quad . \tag{13}
\end{equation*}
$$

Substituting (10)-(13) in (9) gives

$$
\left\langle\phi, \eta_{s, t}(T)_{x\rangle}=\langle\phi, x\rangle+\sum_{j=1}^{m_{s}}\left(s+\mu_{j}\right)\left\langle\phi, P_{j}\right\rangle\right\rangle-(1-s)\langle\phi, x\rangle
$$

$$
+\sum_{i=1}^{l_{s}}\left(\lambda_{i}-s\right)\left\langle\phi, Q_{i}\right\rangle-s \sum_{j=1}^{m}\left\langle\phi, P_{j} \gg-s<\phi, \gg\right.
$$

$$
+B \sum_{i=1}^{1_{8}}\left\langle\phi, Q_{i}\right\rangle
$$

$$
\left.\left.=\sum_{i=1}^{l_{s}} \lambda_{i}\left\langle\phi, Q_{i}\right\rangle\right\rangle+\sum_{j=1}^{m_{s}} \mu_{j}\left\langle\phi, P_{j}\right\rangle\right\rangle
$$

for all $\phi \in X^{*}, x \in X$, and therefore (8) follows. This completes the proof of the theorem.

## §4.3. Application: the singular multiplier

We first require a characterisation of compact multiplier operators on $L^{p}(\underline{T})(1 \leqslant p<\infty)$. The following theorem is apparently well-known, and is hinted at in several plaoes in the literature, but we have been unable to find a published proof.

THEOREM 4.3.1. Let $T \in B\left(L^{p}(\underline{T})\right)$ ( $1 \leqslant \mathrm{p}<\infty$ ) be a multiplier operator. Then $T$ is compact if and only if it is a norm limit of multiplier operators corresponaing to sequences of finite support.

Proof. ( $p>1$ ). Suppose $T$ is compact. For $n=1,2, \ldots$, let $U_{n}$ be the operator given by

$$
\left(U_{n} f\right)^{\wedge}(m)= \begin{cases}\hat{f}(m) & |m| \leqslant n \\ 0 & |m|>n\end{cases}
$$

Then $U_{n} T=T U_{n}$, and $\left\|U_{n}\right\| \leqslant K_{p}<\infty$ for all $n$. Given $\epsilon>0$, for any $f \in L^{p}(\underline{T})$ there is a trigonometric polynomial, $q$ such that
$\|f-q\|<\epsilon$. For sufficiently $\operatorname{large} n, U_{n} q=q$, and so

$$
\begin{aligned}
\left\|U_{n} f-f\right\| & \leqslant\left\|U_{n} f-U_{n} q\right\|+\left\|U_{n} q-q\right\|+\|q-f\| \\
& <\epsilon\left\|U_{n}\right\|+0+\epsilon \\
& \leqslant\left(1+K_{p}\right)_{\epsilon}
\end{aligned}
$$

for sufficiently large $n$. Therefore $U_{n} \rightarrow I$ strongly, and so $T U_{n}$ $\rightarrow T$ strongly.

Let $B$ be the unit ball of $L^{p}(\underline{T})$. Let $\in>0$. Then for each $g \in \mathbb{B}$ there exists $n(g)$ such that

$$
\left\|U_{n} T g-T g\right\|<\epsilon \quad(n>n(g))
$$

Now $\left\{\left\{f \in L^{p}(\underline{T}):\|T g-f\|<\epsilon\right\}: g \in \mathbb{B}\right\}$ is an open cover of $\overline{T B}$, so since $T$ is compact there exist $g_{1}, \ldots, g_{k}$ such that

$$
\left.\overline{T B} \subset{\underset{j=1}{k}\left\{f \in L^{p}(\underline{i n})\right.}_{\square} \cdot\left\|\mathrm{Tg}_{j}-f\right\|<\epsilon\right\}
$$

Let $n_{0}=\max _{j=1, \ldots, k} n\left(g_{j}\right)$. Let $f \in \mathbb{L}^{p}(\underline{T})$ be any function with $\|f\|$ $=1$, so that $\left\|\mathrm{Tg}_{j}-T Y\right\|<\epsilon$ for some $j$. Then $\left\|\left\|_{n} \mathrm{Tg}_{j}-\mathrm{Tg}_{j}\right\|<\epsilon\right.$ for all $n>n_{0} \geqslant n\left(g_{j}\right)$, and so

$$
\begin{aligned}
\left\|U_{n} T P-T P\right\| & \leqslant\left\|U_{n} T P-U_{n} T g_{j}\right\|+\left\|U_{n} T g_{j}-T g_{j}\right\|+\left\|T_{g_{j}}-T P\right\| \\
& <K_{p} \epsilon+\epsilon+\epsilon=\left(2+K_{p}\right) \epsilon \quad\left(n>n_{0}\right)
\end{aligned}
$$

Since this is true for all $f$ such that $\|f\|=1$, it follows that $\mathrm{U}_{\mathrm{n}} \mathrm{T} \rightarrow \mathrm{T}$ in norm.

The converse is obvious.

$$
(p=1) . M_{1}(\underline{Z}) \text { is }[M(\underline{T})]^{\wedge} \text {, the algebra of Fourier-Stieltjes }
$$ transforms of regular complex morel measures on $T$, and $\left\|T_{\hat{\mu}}\right\|=\|\mu\|$ ( $\mu \in \mathbb{M}(\underline{T})$ ). The closure of the trigonometric polynomials in $\mathbb{M}(\underline{T})$ is

$L^{1}(\underline{T})$. The result now follows from the theorem of [17].

If $\xi \in\left[L^{1}(\underline{T})\right]^{\wedge}$, say $\xi=\hat{f}$, then $T_{\xi^{g}}=f * g\left(g \in L^{p}(\underline{T})\right)$, and $\left\|\mathrm{T}_{\xi}\right\| \leqslant\|\mathbb{P}\|_{1}$ ([15], Corollary 20.14). Since the trigonometrio polynomials are dense in $L^{1}(\underline{T})$, it follows from this that we can replace multipliers of finite support (i.e. Fourier series of trigonometric polynomiais) by $\left[L^{1}(\underline{T})\right]^{\wedge}$ in 4.3.1:

THEOREM 4.3.1.. Let $T \in B\left(L^{p}(\underline{2})\right)(1 \leqslant p<\infty)$ be a multiplier operator. Then $T$ is compaot if and only if it is a norm limit of multiplier operators of the form $T_{\xi}$, where $\xi \in\left[\mathrm{L}^{1}(\underline{T})\right]^{\wedge}$.

The space of multipliers in ${\underset{p}{p}}^{(z)}$ giving compact multiplier operators will be denoted by $m_{p}(\underline{Z})$. (N.B. in the harmonic analysis literature, e.g. in [11], p.276, the characterisation 4.3.1' is usually taken as the definition of $m_{p}(\underline{z})$.)

Since $M_{p}(\underline{Z}) \subset I^{\infty}(\underline{Z}),\|\phi\|_{\infty} \leqslant\|T\|_{p}\left(\phi \in M_{p}(\underline{Z})\right)$, and $\left[L^{1}(\underline{T})\right]^{\wedge}$ $C c_{0}(\underline{z})$, it is obvious that

$$
\begin{equation*}
m_{p}(\underline{z}) \subset c_{0}(\underline{z}) \cap M_{p}(\underline{z}) \tag{1}
\end{equation*}
$$

The question arises as to whether the inclusion (1) is proper; in fact, this is so for $1 \leqslant p<2$. When $p=1$, there exist singular measures $\mu$ on $\underline{T}$ such that $\hat{\mu} \in c_{0}(\underline{Z})$, although $\hat{\mu} / m_{1}(\underline{Z})=$ $\left[L^{1}(\underline{T})\right]^{\wedge}$ : we can take $\mu$ to be a Riesz product (see [34], §V.7). For $1<p<2$, the counterexample, constructed by Figà-Talamanca and Gaudry, is known as a singular multiplier. The construction of the singular multiplier $\phi_{p} \in M_{p}(\underline{z})$ is as follows ([14], or [12], §9.3):
$\phi_{p}(n)= \begin{cases}0 & n \leqslant 0 \\ \hat{\rho}_{j-1}\left(n-2^{j-1}\right) 2^{-(j-1) / r} & n=2^{j-1}, 2^{j-1}+1, \ldots, 2^{j}-1, j \geq 1\end{cases}$ where in (2) $r=2 p /(2-p)$ and $\left\{\rho_{j}\right\}_{j=0}^{\infty}$ are the Rudin-Shapiro polynomials. These are defined inductively by

$$
\begin{aligned}
\rho_{0} & =\sigma_{0}=1 \\
\rho_{n}\left(e^{i t}\right) & =\rho_{n-1}\left(e^{i t}\right)+\exp \left(i 2^{n-1} t\right) \sigma_{n-1}\left(e^{i t}\right) \\
\sigma_{n}\left(e^{i t}\right) & =\rho_{n-1}\left(e^{i t}\right)-\exp \left(i 2^{n-1} t\right) \sigma_{n-1}\left(e^{i t}\right)
\end{aligned}
$$

$\hat{\rho}_{n}$ is therefore supported on $\left\{0,1,2, \ldots, 2^{n}-1\right\}$, where it takes only the values $\pm 1$ -

We use Theorem 4.2 .3 to prove the (unsurprising) fact that $T_{\phi_{p}}^{(q)}$ is not well-bounded (unless $q=2$ ).

THEOREM 4.3.2. For $1<p<2$, let $\phi_{p} \in{\underset{p}{\mu}}_{(\underline{Z})}$ be as defined in (2). Then $T_{\phi_{p}}^{(q)}$ is not well-bounded for any $q, p \leqslant q<2$.

Proof. The point of the example is, of course, that $\phi_{p} \phi$ ${\underset{p}{m}}_{(z)}\left(\underline{i . e} . T_{\phi_{p}}^{(p)}\right.$ is not compact ([12], Theorem 9.3.5). However $\phi_{p}^{2}$ $\epsilon \mathrm{m}_{\mathrm{q}}(\underline{z})$ for all $p, q, 1<p, q<2$. To see this, note that, since

$$
\phi_{p}(n)^{2}= \begin{cases}0 & n \leqslant 0 \\ 2^{-2(j-1) / x} & n=2^{j-1}, \ldots, \cdots, 2^{j}-1, j \geqslant 1\end{cases}
$$

the sequence $\left\{\phi_{p}(n)^{2}\right\}_{n=1}^{\infty}$ is decreasing. Consequently, by the remarks before 3.2.6, $\phi_{p}^{2} \in \mu_{q}(\underline{Z})(1<p, q<2)$. If $U_{n}$ is as in 4.3 .1 and $\left(U_{n} T_{\phi}{ }^{2} f\right)^{n}(m)=\psi_{p}^{(n)} \hat{f}(m)\left(f \in L^{q}(\underline{q}), m \in \underline{Z}, n=1,2, \ldots\right)$ then $\underset{p}{(n)} \rightarrow \phi_{p}^{2}$ in the norm of $b v$, and therefore by [12], Theorem 6.3.5,
$\left\|U_{n} T_{\phi_{p}}^{(q) 2}-T_{\phi_{p}}^{(q)}\right\|_{q} \rightarrow 0$, so that, by $4.3 .1, T_{\phi_{p}}^{(q) 2}$ is compact $(1<p, q<2)$.

Since $\phi_{p}^{2} \in m_{p}(\underline{z}), T_{\phi_{p}}^{(p)}$ is a Riesz operator, by 4.1.2(ii); but $T_{\phi_{p}}^{(p)}$ is not compact, so by 4.2.3 $T_{\phi_{p}}^{(p)}$ cannot be well-boumded. It remains to show that $T_{\phi_{p}}^{(q)}$ is not well-bounded for $p<q$ <2. For suppose $T_{\phi_{p}}^{(q)}$ is well-bounded; then 3.2 .4 enables us to


 $\phi_{q}$ does not affect the fact that the weights $2^{-(j-1) / r}$ decrease, and the distribution of the signs remains the same. But, again by 3.2 .4 , if $\left\{{\underset{p}{p}}_{(q)}^{(\lambda)}: \lambda \in \underline{R}\right\}=\left\{{\underset{X}{X}}_{(-\infty, \lambda]^{\circ} \phi_{p}}^{(q)}: \lambda \in \underline{R}\right\}=$ $\left\{\mathrm{T}_{\chi(-\infty, \lambda]^{\circ} \mathrm{q}_{\mathrm{q}}}^{(\mathrm{q})}: \lambda \in \underline{R}\right\}$. is a bounded set in $B\left(L^{q}(\underline{T})\right)$, then $T_{\phi_{q}}^{(q)}$ is well-bounded, which is a contradiction. Therefore $T_{\phi_{p}}^{(q)}$ is not well-bounded ( $\mathrm{p}<\mathrm{q}<2$ ) .
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