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Abstract

Wave-based models of sound propagation can be used to predict and synthesize sounds as they would
be heard naturally in room acoustic environments. The numerical simulation of such models with tradi-
tional time-stepping grid-based methods can be an expensive process, due to the sheer size of listening
environments (e.g., auditoriums and concert halls) and due to the temporal resolution required by audio
rates that resolve frequencies up to the limit of human hearing. Finite difference methods comprise a
simple starting point for such simulations, but they are known to suffer from approximation errors that
may necessitate expensive grid refinements in order to achieve sufficient levels of accuracy. As such, a
significant amount of research has gone into designing finite difference methods that are highly accurate
while remaining computationally efficient.

The problem of designing and using accurate finite difference schemes is compounded by the fact
that room acoustics models require complex boundary conditions to model frequency-dependent wall
impedances over non-trivial geometries. The implementation of such boundary conditions in a numeri-
cally stable manner has been a challenge for some time. Stable boundary conditions for finite difference
room acoustics simulations have been formulated in the past, but generally they have only been useful
in modelling trivial geometries (e.g., idealised shoebox halls). Finite volume methods have recently
been shown to be a viable solution to the problem of complex boundary conditions over non-trivial
geometries, and they also allow for the use of energy methods for numerical stability analyses. Finite
volume methods lend themselves naturally to fully unstructured grids and they can simplify to the types
of grids typically used in finite difference methods. This allows for room acoustics simulation models
that balance the simplicity of finite difference methods for wave propagation in air with the detail of
finite volume methods for the modelling of complex boundaries.

This thesis is an exploration of these two distinct, yet related, approaches to wave-based room acous-
tic simulations. The overarching theme in this investigation is the balance between accuracy, computa-
tional efficiency, and numerical stability. Higher-order and optimised schemes in two and three spatial
dimensions are derived and compared, towards the goal of finding accurate and efficient finite difference
schemes. Numerical stability is analysed using frequency-domain analyses, as well as energy techniques
whenever possible, allowing for stable and frequency-dependent boundary conditions appropriate for
room acoustics modelling. Along the way, the use of non-Cartesian grids is investigated, geometric
relationships between certain finite difference and finite volume schemes are explored, and some prob-
lems associated to staircasing effects at boundaries are considered. Also, models of sound absorption
in air are incorporated into these numerical schemes, using physical parameters that are appropriate for

room acoustic scenarios.
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Chapter 1

Introduction

1.1 Introductory remarks

One of the aims of room acoustics modelling is to reproduce the behaviour of sound waves in an en-
closed space (i.e., the acoustics of a room), so that one can predict how a room will sound, and even-
tually to understand what makes certain rooms “sound better” than others. The ability to accurately
reproduce the acoustics of a room has many applications: it can aid in the architectural design of any
enclosed space—in particular, spaces meant for listening and musical production, such as sound record-
ing studios, auditoriums, and concert halls [140]; it can be used for the creation of virtual (acoustic)
spaces [226]; and it can serve as a digital audio effect [315], adding artificial reverberation [284] to
musical compositions and recordings.

A natural starting point for a model of room acoustics is the wave equation, a partial differential
equation (PDE) that describes sound waves in air [73, 74], among other wave phenomena. By combining
this PDE with a geometrical model of a room (the domain) and a description of the enclosing walls (the
boundary conditions), one arrives at a basic mathematical and physical model that encapsulates the
acoustics of a room [140]. Solutions to such PDE problems can be shown to exist and to be unique (for
a given domain and set of boundary conditions), but they are not generally known in analytic forms. As
such, these types of problems must be solved numerically. In other words, the acoustics of a room must
be simulated, and typically with the aid of a computer.

For the last 50 years, room acoustics simulation techniques have relied mainly on the simplifying
assumptions of geometrical acoustics—wherein sound is assumed to behave akin to light rays. From
this simplified description of room acoustics, simulation techniques could be employed at relatively low
computational costs, on digital computers in the late 1960s and and in the 1970s [138, 232, 3]. Such sim-
ulation techniques—henceforth, geometric methods—are still used today due to their simplicity [190],
although they make use of high-frequency approximations, so they are, in general, not reliable in low
(audible) frequencies [228]. Research in geometric methods has progressed towards the inclusion of
missing wave-like properties (such as diffraction and phase effects) in order to extend their validity into
low frequencies, but this requires additional complexities and compromises the inherent simplicity of
these methods.

In the room acoustics community, simulation techniques (numerical methods) that aim to directly
solve the wave equation, or related PDEs, without such simplifying assumptions, are classified as wave-
based methods [298]. In contrast to geometric methods, wave-based methods can be computationally
expensive, as they typically rely on a grid-based, time-stepping approach, which carries unavoidable



computational costs due to sampling considerations in time (related to the range of audible frequencies)
and space (related to the spatial wavelengths of audible frequencies). Furthermore, the desire to ob-
tain an accurate numerical solution, relatively free of approximation errors, may necessitate expensive
grid refinements. On the other hand, as they are free from the simplifying assumptions of geometrical
acoustics, wave-based methods allow for all wave-like phenomena to be simulated in a natural way.

At the time when geometric methods started to be used for room acoustics simulations (in the 1970s),
the use of wave-based methods for room acoustics simulation would have been unimaginable. In 1973,
Schroeder said it would be “utterly impossible” [233] using computers at the time. In the early 1990s,
when wave-based approaches started to become computationally viable, finite difference methods—a
classic family of numerical methods with a long history in simulating wave equations [60, 206, 86, 2]
and related PDE systems [311, 264, 195, 295]—started to be applied to the problem of simulating 3-D
room acoustics in low-frequencies, using mathematical formulations stemming from analogous equa-
tions in electromagnetics [51, 37] and, independently, stemming from developments in digital waveg-
uide sound synthesis techniques [246, 286, 223]. Other well-known families of numerical methods
were also applied to room acoustic problems, including finite volume (in the time-domain) [37, 38],
and finite element and boundary element methods in both time- and frequency-domains (see [262] and
references therein). With regards to the methods implemented for the wave equation itself (i.e., in
the time-domain), finite difference methods seem to have gained the most popularity over the years
(e.g., [181, 48, 218, 222, 136]), most likely due to their simplicity in formulation and ease in implemen-
tation.

While wave-based methods will most likely remain more expensive than the simplest forms of geo-
metric methods for some time, there is no question that the geometrical acoustics model is insufficient as
a description of room acoustics in low frequencies, where wave diffraction and interference effects play
a major role [140]. Consequently, finite difference methods (or more generally, wave-based methods)
are increasingly being seen as necessary alternatives to geometric methods for low frequencies [299].
A balance of these two distinct approaches may be appropriate, i.e., a hybridization of wave-based
and geometric methods, respectively used for low and high frequencies [243, 299, 228], where the di-
vision of frequencies is justified by perceptual characteristics of large-room acoustics [299], or more
strictly—adhering to the fundamental principles of geometric acoustics—by the dimensions of surfaces
in the room under analysis. However, as wave-based methods are not limited to any frequency range
(in theory), finite difference methods—or any other wave-based methods—can be seen as complete al-
ternatives to geometric methods when accuracy is of primary concern, as they are ultimately based on a
more physically correct and generally applicable description of acoustics, from which perceptual char-
acteristics of room acoustics can be reproduced naturally. Indeed, finite difference simulations of large
spaces in the full audible range carry immense computational costs (by today’s standards), but they are
increasingly becoming more accessible thanks to continued increases in computing power. Furthermore,
there is currently an important trend towards expanding computing power into parallel architectures, and
these methods benefit greatly from parallel implementations, such as on repurposed computer graphics
hardware [210, 236, 303, 215].

It should also be mentioned that geometric methods are typically only used for the calculation of
the various global attributes used in room acoustics (such as reverberation time and clarity) [299] or
for the calculation of point-to-point impulse responses to be convolved with dry audio signals for au-
ralization purposes [128]. The scope of time-domain finite difference methods is not limited to these
interests. Finite difference methods also comprise essential tools in the physical modelling sound syn-
thesis framework [24]—a framework that is widely used in the area of computer-based music [209]. As



they inherently solve for the entire acoustic field in a space, finite difference methods allow for the em-
bedding and two-way acoustical coupling with other physically modelled sounding objects that occupy
space and emit sound directionally according to their physical shape, such as, e.g., virtual percussion
instruments [202, 33, 273]—something that would be difficult (to say the least) to accomplish from a
ray-based (geometrical) description of acoustics. Not only that, there is scope for the integration of head
and torso models (occupying space), in order to extract binaural audio in a natural way [310, 305], as
well as the ability to have multiple sources—potentially occupying space, and with directionality being
modelled naturally—and multiple listening positions, moving throughout the space in the run-time loop
at no extra cost.

While finite difference methods have shown promise over the years for room acoustics modelling
(and for physically modelled sound synthesis), there is much work still to be done. In particular, and
despite important recent work in the application of these numerical methods to room acoustics mod-
elling [131, 136], two fundamental properties have been somewhat lacking: consistency (with the un-
derlying boundary value problem) and (guarantees of) numerical stability. Without both of these prop-
erties, one cannot make the claim that a particular numerical method actually solves the PDE problem in
question. More generally, without these properties, one cannot reliably close the gap between the math-
ematical model of room acoustics and the real-world room acoustics. Indeed, consistency and stability
are relatively straightforward to obtain with finite difference schemes over the interior of the domain,
which is largely governed by the wave equation (e.g., [60, 86, 241, 53]). But as it turns out, it is decep-
tively difficult to simultaneously achieve consistency over the boundary of the domain in room acoustics
simulations and maintain numerical stability, as these types of simulations require accurate modelling
of non-trivial boundary surfaces (i.e., beyond a rectangular box or infinite flat wall conveniently aligned
with Cartesian grid axes), along with frequency-dependent behaviours over both the interior and the
boundary of the domain. Furthermore, all of this has to be achieved while keeping computational costs
to a minimum, as they are already quite heavy (as dictated by sampling considerations), and are addition-
ally subject to the needs of mitigating approximation errors, mainly in the form of numerical dispersion
over the interior of the domain. By addressing some of these issues—using finite difference methods
and closely-related finite volume methods—this thesis can be seen as a step towards the ultimate goal

of accurate, efficient, and detailed room acoustics numerical modelling.

1.2 Thesis objectives

The objective of this thesis is to develop an efficient framework that allows for the accurate and numer-
ically stable modelling of the wave behaviour of sound in an enclosed space, while incorporating the
following details:

e Accurate geometrical modelling of non-trivial domains
e Accurate numerical modelling of general frequency-dependent boundary conditions
e Accurate numerical modelling of sound absorption in air

To achieve these goals, finite difference methods will be primarily used, operating over regular grids
in order to cover most of the interior of the domain, which is governed, largely, by the acoustical
wave equation. The accurate and efficient simulation of the wave equation in free-space is thus an
important area of investigation for the purposes of this thesis. Finite volume methods, operating over
unstructured (or structured) grids will be employed as a generalisation of finite difference methods, in



order to address concerns at the boundaries. As such, the relationship between finite volume and finite
difference methods, using not only conventional Cartesian grids, is an important topic to be addressed
in this thesis. Energy methods will be essential in order to ensure numerical stability, as such techniques
allow for a global and flexible approach to stability analysis. Not only that, they provide numerical
energy calculations that can be used to verify the numerical correctness (down to the limits of machine
precision) of practical implementations of these methods. Frequency-domain stability analyses will also
be used for the problem of free-space wave propagation, as well as matrix stability analyses to discuss
some of the challenges associated with boundary modelling using only finite difference methods, and in

discussing underlying problems in other popular approaches that can be found in the literature.

1.3 Outline of thesis

An outline for the rest of the thesis is as follows.

Chapter 2

Chapter 2 is a background chapter. It presents the model equations and boundary conditions that we
aim to discretise in the subsequent chapters. It also provides a brief description of the wave-behaviour
of sound, including details on sound absorption in air, simple point sources, plane-waves and reflection
coefficients, and the concept of a room impulse response. This chapter also includes a review of compu-
tational methods that are commonly used for room acoustics, covering (briefly) geometric methods, and
covering some other wave-based methods that have been applied to the simulation of room acoustics.
A detailed review of related work in the area of finite differences for room acoustics is also provided in

this chapter.

Chapter 3

Chapter 3 is an introduction to the use of finite difference methods for room acoustics modelling in
three spatial dimensions, under the guarantees of energy-based stability, and considering frequency-
dependent losses over the interior and boundaries. In this chapter, we discretise most of the equations
and boundary conditions presented in Chapter 2, using the simplest Cartesian finite difference scheme.
As such, this chapter presents a simple, yet detailed, discrete model for wave-based room acoustics, but
certainly not one that completely addresses the concerns of this thesis. In another sense, this chapter is

an introduction to some of the challenges associated with the ultimate goals of this thesis.

Chapter 4

Chapter 4, while admittedly long, is about tackling the computational cost of accurate finite difference
modelling of wave propagation over the interior of a large enclosed space. The interest here is to
identify accurate and computationally efficient schemes, from the point of view of mitigating numerical
dispersion over a wide range of frequencies, and from the point of view of traditional accuracy (i.e., order
of accuracy). As such, Chapter 4 is an exploration of finite difference schemes for the wave equation
in free space (i.e., not considering boundary modelling), in one, two, and three spatial dimensions.
We begin with the simplest form of the wave equation (in one spatial dimension) in order to illustrate
and discuss, in a simple and clear manner, the important concepts that relate to the overall accuracy of
these methods. This is followed by the wave equation in two and three spatial dimensions (the more



challenging cases). There should be, hopefully, a clear progression in the approaches used to derive
schemes as we consider higher spatial dimensions, since in many cases, the possible schemes found in
various dimensions are closely-related (such as, e.g., the well-known simple Cartesian one [60, 86]).
This chapter explores computational stencils that reach out to more than just nearest-neighbours on a
Cartesian grid, and it also explores the use of non-Cartesian (lattice-based) grids, including hexagonal
grids in 2-D, and analogous grids in 3-D (face-centered cubic and body-centered cubic), which are
somewhat unconventional in the wider use of finite difference methods. We make use of modified
equation methods to derive schemes with high orders of accuracy, in both space and time, and we
identify schemes that have numerical dispersion optimised over a wide range of frequencies. These
schemes are also compared to conventional schemes that employ high-order differencing in space (with
stencils reaching out along coordinate directions only). Many new schemes are identified, with potential
for use not only in room acoustics. The development of schemes using non-Cartesian (hexagonal, face-
centered cubic and body-centered cubic) grids and the analysis of these non-Cartesian schemes in the
frequency domain, taking into account the appropriate non-Cartesian wavenumber domains of analysis,
are important contributions of this chapter. Implicit formulations are also used to derive other (novel)

high-order accurate schemes.

Chapter 5

In Chapter 5 we take a closer look at the challenges associated with finite difference boundary mod-
elling in room acoustics, in order to identify what is missing from approaches previously seen in the
literature. This chapter considers the simplest scheme in many spatial dimensions, and it considers the
stability and accuracy of commonly-used finite difference boundary conditions, including those derived
in Chapter 3. For stability analyses in this chapter, we make use of matrix and energy stability tech-
niques, and we discuss the relationships between these two approaches. Simple examples (such as boxes
conveniently aligned with grid axes) are used to demonstrate fundamental and informative properties of
these schemes. An important contribution of this chapter is to identify the problem of complex eigenval-
ues arising in the underlying Laplacian matrix for some widely-used boundary models, and to provide

insights on instabilities that have been observed recently in the literature.

Chapter 6

Chapter 6 is concerned with the use of finite volume methods for room acoustics modelling. These
finite volume schemes, while formulated for completely unstructured grids, are considered in a com-
plementary role to finite difference methods, in order to accomplish the goals of this thesis for which
regular-grid finite difference schemes are simply ill-equipped. An introduction to finite volume methods
is provided, followed by energy analyses for stability conditions and frequency-independent boundary
conditions, and implicit formulations. Connections are established between the finite volume frame-
work and finite difference approaches, providing underlying geometrical interpretations for various dig-
ital waveguide mesh topologies (and associated finite difference schemes) that have appeared in the
literature over the years, as well as some discrete boundary models. Additionally, in this chapter we
investigate staircasing effects with various test cases, and we present detailed and complex finite vol-
ume (and finite difference) simulations of room acoustics, on non-trivial geometries, using fitted tilings
of finite volume cells, and with general impedance frequency-dependent boundary conditions, while

demonstrating stability and conservation of numerical energy to machine precision.



Chapter 7

In Chapter 7 we give concluding remarks and provide insights into future developments.
A glossary is provided at the end of the thesis, comprising a list of abbreviations and acronyms and

a redundant list of symbols by chapter.

1.4 Main contributions

The main contributions of this thesis are as follows:

e A systematic presentation of the simple Cartesian scheme in 3-D considering energy-based sta-

bility and incorporating frequency-dependent losses over the interior and boundary (Chapter 3)

e A comprehensive analysis and comparison of high-order Cartesian grid—based schemes for the
wave equation in 2-D and 3-D, leading to novel high-order accurate schemes (Sections 4.3.5—
4.3.8 and 4.5.4-4.5.6)

e A derivation of novel high-order explicit and implicit finite difference schemes using modi-
fied equation methods employing non-Cartesian grids in two and three spatial dimensions (Sec-
tions 4.4.4,4.4.5,4.6.4, and 4.7)

e A comprehensive investigation and explanation of instabilities that can arise in seemingly innocu-
ous approaches to finite difference boundary modelling, relating to some recently proposed and

widely-used boundary models in the room acoustics literature (Section 5.4)

e An exposition of inconsistencies in the simulation of room decay times due to staircasing effects
in finite difference modelling, revealing important shortcomings of finite difference methods, and

other methods that exhibit staircasing effects (Section 6.6.2)

e Various simulations using fitted (irregular) finite volume cells in 2-D and 3-D, derived from Carte-
sian, hexagonal, and face-centered cubic grids, maintaining numerical stability and computational
efficiency, and demonstrating conservation of numerical energy to machine precision when rele-
vant (Sections 6.3, 6.6.1 and 6.6.2-6.8.1)

e Simulations over non-trivial domains, using general frequency-dependent losses modelling real-
world materials (in collaboration with others), demonstrating insensitivity to the choice of the
finite volume grid (mesh), indicating convergence to the unique underlying solution of a given

room acoustics model (Section 6.8.2)
There are various incremental contributions along the way, and some perhaps worth mentioning are:

e A discussion of spatial decoupling effects in some commonly-used compact explicit schemes
(Sections 4.3.4 and 4.6.1)

e A general family of parametrised discrete Laplacians on hexagonal grids (Section 4.4.2)

e A systematic derivation via energy methods of centered impedance boundary conditions in finite

difference schemes over d-dimensional shoebox domains (Section 5.2.2)

e Establishing some connections between stability conditions derived using energy methods and
those derived using matrix-type stability analyses (Section 5.2.2)



e Two novel multi-dimensional digital waveguide mesh topologies (Section 6.4.3)
e Finite volume interpretations of centered finite difference impedance boundary conditions 6.5.1

e An analysis and review of some digital waveguide mesh—type boundary conditions, from the point

of view of corresponding finite volume tilings (Section 6.5)

e Provably-stable fixes to re-entrant corner instabilities observed in some commonly used finite

difference impedance boundary conditions (Section 6.5.2)

e Establishing connections between finite volume frequency-dependent boundary conditions and

some previously proposed finite difference frequency-dependent boundary conditions (Appendix A)
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Chapter 2

Background

In this chapter we review some of the physical equations describing room acoustics, including the main
partial differential equation of interest (the 3-D wave equation), as well as models for sound absorption
in air that are appropriate for room acoustics, and models for frequency-dependent boundary conditions.
We also discuss the concepts of plane waves, reflection coefficients, simple sound sources, and room
impulse responses. Finally, we review some of the computational methods (geometric and wave-based)

that are typically used for room acoustics simulation and modelling.

2.1 Room acoustics fundamentals

In this section we present some of the equations related to wave-based models of 3-D room acoustics.
We begin with model equations of lossless sound propagation in air, namely the conservation equations
of linear acoustics and the 3-D wave equation. We discuss some properties of the wave equation that are
relevant to room acoustics, followed by a brief description of simple sound sources in free-space. The
subject of boundary conditions is covered next, with models of locally-reacting walls. This begins with
simple frequency-dependent immittance (admittance or impedance) conditions, and ends with a more
general frequency-dependent boundary model inspired by passive electrical circuit networks. We then
discuss viscothermal extensions of the lossless sound propagation model in free space to dissipation
due to viscothermal and molecular relaxation effects. Finally, we discuss the concept of room impulse

responses in the context of room acoustic PDE models.

2.1.1 Linear and lossless sound propagation in air

From a general perspective, sound propagation in air is governed by the non-linear equations of fluid
dynamics, such as the Navier-Stokes equations or the Euler equations. In the context of room acoustics,
several simplifying assumptions can be made in order to reduce such equations to a simpler set of
linear equations. For brevity we omit a detailed derivation, as this can be found in many acoustics
textbooks (e.g. [174, 127, 46]); but briefly, the simplifications are as follows. In the absence of viscosity
and thermal conduction, the Navier-Stokes can be reduced to the Euler equations, which in turn can
be linearised about atmospheric pressure and density and zero mean velocity. Using various other

assumptions (irrotational flow, homogeneous medium, source-free), one arrives at the following system
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of equations:

iBtp =-V-v (2.1a)

pov = —=Vp (2.1b)

Here, p = p(x,t) is a scalar field that represents the acoustic pressure (the deviation from ambient
pressure), in units of kg/(m-s?), v = v(x, t) is the vector particle velocity (components in m/s), ¢ is the
speed of sound in m/s, and p is the ambient density of the fluid (kg/m?). The variable ¢ represents time,
x = (z,y, z) is a position vector in 3-D space, the symbol J; represents a partial derivative with respect
to time, V- is the 3-D divergence operator (V - v = 0,v, + 0yvy + 0,v;), and V is the 3-D gradient
operator (Vp = (0,p, Oyp, 0.p)T. As these equations feature first-order time derivatives, the equations
themselves are said to be first-order. This system, which could be seen as two equations (one scalar
and one vector) or as four scalar equations, comprises the conservation equations of linear acoustics.
In particular, (2.1b) represents conservation of momentum. Eq. (2.1a) is known as the equation of
continuity and it represents conservation of mass [127, 46, 208]. The bulk modulus x sometimes appears

in (2.1a) via the substitution:

1
k=p = —Op=-V-v 2.2)

K
Initial conditions (initial data at ¢ = 0) required for this system are p(x, 0) and v(x, 0). In the context of

room acoustics, c is generally taken be in the range of 340-344 m/s (indoor temperatures of air ranging
from 15°C-20°C), and p is taken to be in the range of 1.21-1.25 kg/m? [194].

Apart from mass and momentum, another important conserved quantity is the total energy of the

system. This is shown by multiplying (2.1a) by p and integrating over the full-space (R®), which gives:

1
pc?

/ p(pt)dx=—/ p(V-v)dx (2.3)
R3 R3

where here we have used the shorthand notation p; = 9;p, p;; = 07p, etc.; this shorthand will be used
throughout this thesis when convenient. After making use of the divergence theorem (applied to the

product of a scalar function and a vector field), the chain rule, and (2. 1b),! we obtain an energy balance

of the form: d
&H(t) =0, HE)=VEt)+T{) 2.4)
where )
_ 2 _P 2
V(t) = 59 Rap dx, T(t) 5 /R3 |v|® dx (2.5)

The quantity # represents the total energy (in Joules), also known as the Hamiltonian, and V and T
represent potential and kinetic energies, respectively. Eq. (2.4) says the total energy remains constant

over time (conservation of energy).

While pressure and/or particle velocity are generally the quantities of interest in the room acoustics
literature, another useful representation for acoustic fields in fluids is the acoustic velocity potential

U = U(x,t) with units m?/s. In the absence of losses, this quantity can be related to the pressure and

'More specifically, the divergence theorem says that: — [i3 p(V - v)dx = [r3 v+ (Vp)dx and the chain rule gives:

(%pg)t = p(pt). After substituting in (2.1b) and subsequent application of the chain rule to scalar components of v, one ob-
tains (2.4) and (2.5).
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velocity fields by [174]:

— (2.62)
v=-VU¥ (2.6b)

where the second relation holds when the particle velocity field is irrotational. In some texts, ¥ takes the
opposite sign [127, 46], affecting the above relations, but the convention taken here follows [174, 15].
This representation, although somewhat of an abstraction, is useful because it encapsulates both the
pressure and particle velocity fields.

Another useful equation—central to this thesis—results by substituting the above relations into (2.1a):
Uy = ATV 2.7)

where A := 92 + 85 + &2 is known as the 3-D Laplacian operator. This second-order PDE is known as
the 3-D wave equation and it will be the primary focus of this work. Initial conditions required for this
system are ¥(x,0) and ¥;(x,0).

In terms of U, the energy balance (2.4) can also be expressed with:

V(t) = L / Wdx, T#) =2 / IV dx 2.8)
262 R3 2 R3
where these terms could be derived from direct substitution of (2.6) into (2.5), or by multiplying (2.7)

by (p/c?)0; ¥ and making use of the divergence theorem and chain rule.?

One could also recover a wave equation in terms of the pressure field by applying pd; to (2.7)
and making use of (2.6a), or by applying p0; to (2.1a) and substituting in (2.1b). This pressure wave
equation is written as:

pu = Ap 2.9)

which requires the initial conditions p(x, 0) and p;(x, 0).

Travelling wave solutions to the wave equation

The wave equation gets its name from the fact that it admits wave-like solutions. A classic example of a
wave-like solution results if we make the following simplifying assumption. Suppose that p only varies
along the x-direction. It can then be written as a one-dimensional wave equation:

Pt = Py (2.10)

where here p = p(x,t). Although originally derived as a model for a vibrating string [147], in which
case the variable p would be replaced by another symbol (e.g., ) representing the transverse displace-
ment of the string, the 1-D wave equation can represent acoustic wave propagation through a tube with
a uniform cross-section [73]. A general solution for this 1-D wave equation can then be written as the

sum of right- and left-going travelling waves:

p(z,t) =pT(x—ct)+p (v +ct) 2.11)

2In this case, the divergence theorem gives: Jrs Ut (V- V) dx = — [33(VTy) - (VT) dx, with AV = V- (V).

13



The above is known as d’ Alembert’s travelling wave solution, after [147]. An example of this solution

is provided in Fig. 2.1, demonstrating the behaviour of the two components p™ and p~ and their sum p.

0.5[" B 0.5[" B 0.5[1 *
= 0 & 0 -
—0.5 | —0.5 \ =
—10 0 —10 0 10
T
(at=0
0.5[" 'bl 0.5["
Y
. 0 — a 0
—0.5 1 \ —0.5 1
—10 0 —10 0 10
T T T
dt=6 e)t=28 Ht=12

Figure 2.1: Snapshots of the solution to 1-D wave equation with arbitrary left and right travelling wave
components, and ¢ = 1. Red: p™ (x — ct), green: p~(z + ct), blue: p = p™(z — ct) + p~ (z + ct).

When p is varying along more than one direction, there is not a known general solution available that
is so simply expressed as a sum of travelling waves. There is however another special case in 3-D that
leads to similar expressions of travelling wave solutions. Consider a solution p that is radially symmetric
about some point, such as the origin (x = 0). The wave equation expressed in spherical coordinates, as

opposed to Cartesian coordinates, then simplifies to:

1
Prt — 62;(rp)rr (2.12)

where the term on the right is the Laplacian operator, expressed in spherical coordinates, applied to the
spherically symmetric p = p(r,t) with » > 0. This equation can also be seen as a 1-D wave equation in
the variable rp, and a travelling wave solution, similar to d’ Alembert’s solution, results [15]:

p=—(pt(r—ct)+p (r+ct)) (2.13)

S|

In this case, the travelling waves decay by a factor of 1/r, where r is the distance from the origin. As a
model of sound propagation in air, this 1/r scaling intuitively makes sense, since a listener at a distance
from a sound source hears sounds softer than a listener close to the source does.

Another agreement with our intuition about sound arises from this solution in the case of a localised
sound source (expressed as some initial data for the PDE). Consider the case where p™ and p~ are
localised around the origin at ¢ = 0. The behaviour of p* predicts that the total pressure field p would
be non-zero at some distance r after a time 7 /c. This relates to the experience that sound from a distance
is generally heard after an amount of time that follows the time-instant of sound generation. The sound
of thunder arriving after a flash of lighting is a classic example of this. On the other hand, the solution
p~ (r + ct) describes a sound that would be heard at a distance r > 0 for ¢ < 0, or before the sound-
generating event; this goes against intuition (thunder heard before lightning). Since p~ violates the
principle of causality, it is often discarded in the context of sound propagation [211].

It is important to note that while the travelling wave component p* decays in amplitude over dis-
tance, the system as a whole remains lossless since the total energy of the system must obey (2.4). The
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energy is spread evenly over the surface of a growing sphere, so the amplitude at any given point on the
sphere must decrease appropriately. We will return to the discussion of sound sources in 3-D space (in

Section 2.1.2), but for now we move on to other well-known solutions to the wave equation.

Plane-wave solutions to the wave equation

Another important wave-like solution is a plane wave, that is, a wave with a fixed rate of oscillation that
varies, and travels, along a single direction (and is defined over the whole space). In 3-D, this means that
the plane is constant along 2-D planes perpendicular to the direction of propagation, hence the name. A

real-valued plane wave can be written as:
U = Acos(B - x — wt) (2.14)

where A € R represents a maximum amplitude, 3 := (5, 3,, 8.) € R? is a spatial angular frequency,
also known as the wave vector (or vector wavenumber), and w is an angular (temporal) frequency in rad/s
(radians per second). The frequency in Hertz (cycles per second) is related to the angular frequency by
w = 2 f. The magnitude of the wave vector, 8 := |8, is the wavenumber and has units rad/m. The

direction of the wave vector, denoted 3 := 3/|3|, will be called the wave direction.

Let us consider this plane wave as a trial solution to (2.7). After insertion into (2.7), we arrive at the
following dispersion relation (a relation between temporal and spatial frequencies) that must be satisfied
by the plane wave solution:

W= = w=+cp (2.15)

As this dispersion relation is linear (between w and () the system is said to be non-dispersive. That the
dispersion relation features two possible plane-wave solutions for each w is a consequence of the PDE

being second-order in time.

A plane wave, while already occupying an infinite space, can also be said to be “travelling”. In order

to see this travelling behaviour, we rewrite the solution as:
U =Acos(f(w—ct)), w=p % (2.16)

In the above form, ¥ can more readily be seen as a travelling wave that moves in the direction B with a
speed of propagation ¢, and is constant along planes where w = B -X is constant. An example 1-D plane
wave is illustrated in Fig. 2.2. Note that all such plane waves travel with the same speed, ¢, which is a
result of the system being non-dispersive. Note also that the maximum amplitude (A) does not decay

with time, which is ultimately a result of the system being lossless.

@t=0 b)yt=4 ©)t=28 dt=12

Figure 2.2: Snapshots of a 1-D plane-wave solution ¥ = cos(8(x — ct)) with ¢ = 1 and 8 = 0.5. The
red arrow serves as a travelling frame of reference.
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2.1.2 Sound sources in free space

Let us return to the subject of sound sources. For the purposes of this study, the sound source model em-
ployed will be based around a simple point source. This can be expressed in terms of the inhomogeneous

(or nonhomogeneous) pressure wave equation:
pre — AP = cpds(t)5(x — x0) (2.17)

where §(x — xg) is a Dirac delta® in 3-D (centered around xg), ¢s = g, (t) is called the source volume

velocity [194, 211] and ¢; = %qs. In terms of the acoustic velocity potential,* the equation reads:
Uy — AV = c2q,(t)6(x — X0) (2.19)

In 3-D, the solution to the above equation for a distance D = ||x — xg|| > 0 reads:

_qs(t—=DJc)
v= 0 (2.20)

Thus, the acoustic field generated by the point source takes the form of a travelling spherical wave,
expanding away from the source position x(. Note that the acoustic response at the source position goes
to infinity as D — 0. As such, the source is assumed to occupy a finite region of space, and typically,
it is assumed that the size of the source is smaller than the smallest wavelength generated by the sound

source [174].

The above solution can also be obtained from the closely-related problem:
W), — ATV = 25(1)d(x — x0) (2.21)

The solution to this problem, ¥’, is known as a free-space Green’s function [15, 68]. For the 3-D wave

equation, this is:
d(t—DJc)
=17
47D ’

Given a source term ¢, (t), the solution to (2.19) is then recovered by convolution (over time) with U’:

D = |x — x¢] (2.22)

U= (V' xq,)(t) = /0 V' (x,7)qs(t — 1) dr (2.23)

One can also consider multiple sound sources with the equation:

M®

Uy — AV =2 Z ¢™(t)s (x — Xém)) (2.24)
m=1
where M® is the number of sources, each with respective source volume velocity qgm) and source
3The Dirac delta (in 1-D) can be defined by [15]:
/ 2 o(2)8(z) dz = {g(O) if0 € [acl,acg] 2.18)
z1 0 otherwise

The Dirac delta in 3-D is then §(x) = §(z)d(y)d(2).
“4Here we must assume that the time-derivative of the particle velocity is irrotational.
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location x(()m). The solution follows from the previous example by linearity:

MY (m)

¢ (t=Dm/c) _ (m)
\D_E:Agjgﬁgggw Dy, = ||x —xg™| (2.25)

m=1

In the case of a sound source that is arbitrarily distributed over space, one has the equation:
Uy — ATV = P2F (2.26)

where now F' = F'(x,t) represents the more general source (forcing) term, and the solution reads [211,

175]:
_ [ Fl.t-Dfe) _
v [ F Py D k- @.27)

where dy is a differential element over space, and the volumetric integral is over the entire space.

In terms of an energy analysis, the energy balance in the above case becomes:

d
SH() = 3() 228)

where H is as before ((2.4)), and § is

50 = [ (WP dx (2.29)

Thus the energy balance of the system takes into account the energy injected into the system by the

source term.

2.1.3 Boundary conditions modelling locally reactive walls

For a model of room acoustics, we need to move from the unbounded (free-space) problem to a problem
involving the wave equation on a closed domain. As acoustic waves travelling between the walls of a
room impinge on a bounding wall they are expected to reflect, and subsequently travel in a direction
pointing away from the wall. Upon reflection, a wave may lose energy, but it should not gain energy
as this could lead to an unphysical growth in the system. In other words, the boundaries should be
passive for a well-posed system.’ For the purposes of this thesis, only boundary conditions that serve to
model locally reactive walls will be presented. In essence, locally reactive boundary conditions mean
that the wall does not act as a vibrating system of its own (such as, e.g., a wall being modelled as a plate
or membrane). This is an assumption that is commonly employed in order to simplify room acoustics
problems [140].

Passive boundary conditions for room acoustics modelling can be derived from an energy analysis
of the wave equation on a closed domain (i.e., a domain that includes a boundary). Consider a closed do-
main = QUT, where €2 represents the interior (without the boundary) and I" represents the boundary.®

An energy analysis for the lossless wave equation, carried out over such a domain, then reads:

SH(W) =B, H) =V(0) +T() (2.30)

>One example where waves could gain energy at walls is it the walls were moving and exerting a force on the acoustic field.
In this case the walls would be active. Such scenarios will not be considered in this thesis.

5Typically, a room will also be a bounded domain, along with being closed, but to analyse portions of a room, it helps to
consider unbounded, closed domains, such as half-spaces. As such, we do not restrict Qto being bounded.
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where V and 7 are now:

_ 1 2 _P 2
V) = 3o /ﬁp dx, T(t) = Q/QM dx 231)
and B is a boundary term:’
B(t) = /pvJ_ do = — /(p\Ilt)(ﬁ -VU)do (2.32)
r r

where, here, do is a differential surface element over the boundary with outward normal vector 1 (i.e.,

normal to the wall), and v is the outward normal component of v:
v, :=n-v, xel (2.33)

Thus, the total energy of the system will be non-increasing (a stable system) as long as B(t) > 0. Three

simple boundary conditions that produce a non-negative B are:

p=0, xel (2.34a)
v, =0, xel (2.34b)
v, =Yp, xeTl (2.34¢)

where in the third case Y = Y'(x) is the real-valued characteristic admittance of the boundary, which
can also be written as:
Y =Yy (2.35)

where Yy = (pc)~! is the characteristic admittance of air, and v = ~(x) € R is a specific surface
admittance. Note that v > 0 is required for B > 0.

The first condition, (2.34a), is known as a (homogeneous) Dirichlet condition and it models “soft”
walls; these are not commonly used in room acoustics models.® The second condition, (2.34b), models
rigid walls and it is the starting point of room acoustics models. Both of these Dirichlet-type boundaries
are lossless, i.e., B = 0. The third condition, (2.34c¢), is a simple admittance (resistive) condition, and it
models frequency-independent wall losses. In the case of v > 0, energy is dissipated from the system

through the walls and the term B represents a power outflow.

Clearly, v; = 0 is a special case of the admittance condition (when v = 0), but the soft-wall
condition (2.34a) could also be seen as a special case of the admittance condition, (2.34c). We can also

rewrite the admittance condition as an impedance condition:
p=2Zv,, xel', Z=£&2, (2.36)

where Z = Z(x) is the real-valued characteristic impedance of the boundary, £ = 1/ > 0 is a specific
surface impedance of the boundary surface and Zy = 1/Yy = pc is the characteristic impedance of air.

Then the boundary condition p = 0 is a special case of the above with £ = 0.

It is also worth rewriting these boundary conditions in terms of the acoustic velocity potential. The

"In this case, the divergence theorem gives: [ ¥ (V - V¥)dx = — [ (V) - (VI)dx + [ (V) (A V) do.
8 A “soft wall” is simply the opposite of a rigid wall, but, as opposed to a rigid wall, the soft wall does not have a clear physical
realisation in the context of room acoustics.
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conditions (2.34) are then:

U, =0, xel (2.37a)

A-VU=0, xel (2.37b)

—a-vU=2w,, xeT (2.37¢)
C

In terms of the velocity potential, we can identify (2.37b) (the rigid wall condition) as a homogeneous
Neumann condition. Although of limited physical significance to room acoustics, the “soft wall” condi-
tion (2.37a) could also be more simply expressed as ¥ = 0 (which implies (2.37a)), in which case it is

a homogeneous Dirichlet condition in W,

Modal solutions and room modes

Modal solutions to the wave equation are fundamental in the study of room acoustics. In many cases,
the method of separation of variables can be used to assume a solution to the wave equation of the
form U(x,t) = ¢(x)y(t). Inserting this trial solution into the wave equation results in an ordinary
differential equation (ODE) and a PDE, respectively:

P(t) = —B%(t) (2.38)
A¢(x) = = (x) (2.38b)

The first equation, (2.38a), is in the form of a simple harmonic oscillator with frequency w = c¢f.
The second equation, (2.38b), is an eigenvalue problem for the Laplace operator, also known as the
Helmholtz equation, which plays a central role in the frequency-domain analysis of room acoustics.’

In the free-space case, one obtains a continuous spectrum of eigenvalues from the Helmholtz equa-
tion, pertaining to plane-wave solutions. In the case of a closed, bounded domain, the eigenvalues appear
as a discrete, yet infinite set. Provided that the solution is indeed separable in that case (such as, e.g.,

under rigid wall conditions), one can write a more general solution as a weighted sum of modes:
U(x, 1) = Y () (am coS(Bmct) + by, sin(Bmct)) (2.39)

where m is a modal index, and a,,, b,,, are modal coefficients that can be determined from a set of initial
conditions for the problem. In this context, each frequency f,, = cf—ﬂ' (in Hz) is known as a modal
frequency, and ¢,,, (x) is its associated modal shape.

In order to make use of this modal solution to the wave equation, one has to first solve the Helmholtz
eigenvalue problem, which is generally not solvable by simple means, apart from some special cases.
One well-known such special case, particularly relevant to room acoustics, is that of a box-shaped
domain (an simplified shoebox hall) with Neumann conditions (rigid walls). Considering a box of size

L, x L, x L, (dimensions in metres), under rigid wall conditions the mode-shapes take the form:

_(mgTx ((myTy (maTz
¢m(X)—COb< I )c%( L, >c05 (Lz ) (2.40)

where m is a vector modal index, and m = (m, My, m,) € 73+ .19 These modal shapes oscillate at

9 As opposed to time-domain analysis, which is governed largely by the second-order wave equation.
1073+ is defined as Z3t = {(=,y,2) € Z3,2 > 0}.
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the associated modal frequencies:

c My 2 my\ 2 m, 2
- E) - ()
x Yy z

From this expression for the modal frequencies, we can start to discuss the modal density of the room.

Clearly, the modal frequencies appear in an inharmonic series that is sparse in low frequencies, and
becomes increasingly more dense in high frequencies. In fact, it can be worked out that there will be,
% £ modal frequencies below some f in Hz [174]. Thus, the modal density under

some frequency f in a box-shaped room is proportional to f3.

on average,

In the case of a non-rectangular room, it is not as simple to express the modal frequencies in an
analytic form. Nevertheless, it can still be said that the modal density of any room (in 3-D), regardless of
shape, has (on average) a modal density proportional to f2 under some frequency f [174]. These number
of these modal frequencies is directly related to the number of degrees of freedom of the underlying PDE
problem. As such, we can say that this 3-D problem has a complexity that scales as O(f3). This has
natural consequences for any numerical algorithm that aims to solve to for the acoustic field ¥ (to be

discussed more in Section 2.2.2.

Reflection coefficients for frequency-independent boundaries

At this point we should discuss in more detail how energy is dissipated in the simple admittance bound-
ary model, and how acoustical waves reflect off a surface. First, consider as a domain the half-space

Z3* with a boundary along x = 0. Next we consider a sum of two complex-valued plane waves:

U = A @Bz By B2)%) | Boi(wtt(=Be.8y,82) %) (2.42)

There are two assumptions built into this trial solution. The first assumption is that one wave is travelling
towards the wall (the incident wave) and the other is travelling away from the wall (the reflected wave),
and the other assumption is that the wave vectors are related by a simple change of sign in the z-
component (the direction normal to the boundary). This means that the angle of incidence will be equal
to the angle of reflection, so the boundary acts like a mirror does to light rays.!!

It remains to determine the relationship between A and B and the characteristic admittance of the
wall, v. To derive this relationship, we impose the admittance boundary condition (2.37c) at z = 0
with v > 0 left unspecified. Inserting this trial solution into (2.37c) and noting that the normal outward

vector on the boundary is = —é, we get the following relation at z = 0:
(A— B)cost =~(A+ B) (2.43)

where 6 € [0, 7/2) is the angle of incidence. This reduces to:

B cosf —~

R:Z_cosﬁ—l—w

(2.44)
where R = R(#) is an angle-dependent reflection coefficient. Note that |R| < 1, which means that the
reflected wave cannot be larger in amplitude than the incident wave. This is a consequence of passivity,
as one could easily see that v < 0 also leads to |R| > 1, and indeed v < 0 violates the energy stability

condition.

This is of course and underlying principle in the geometrical acoustics model, to be discussed in Section 2.2.1.
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Some special cases of interest are: when v = 0, R = 1 (rigid wall, behaviour independent of angle);
when v = cos 6, R = 0 and the wall is completely absorbing for angle #; and when v — oo, R — —1
(a limiting case) and the reflected wave is phase-reversed with respect to the incident wave. The special
case of 7 = 1, is known as a first-order Engquist-Majda absorbing boundary condition [69], and it is
fully absorbing (R = 0) at normal incidence (§ = 0). It is also worth mentioning that this reflection
coefficient can be written in terms of the impedance £ = 1/~:

& —cosb

RO) =t se (2.45)

In this case, the rigid wall is a limiting case, i.e., £ — oo, R — 1.

Positive real functions for frequency-dependent conditions

So far we have considered the real-valued immittances, and as such, reflection coefficients that are
independent of frequency. However, aside from walls that are very rigid, this only provides a superficial
description of walls in the real-world. For a more detailed description of walls, one must consider walls
that have a complex immittance (admittance or impedance), leading to a frequency-dependent behaviour,
with frequency-dependent losses and storage of energy. Of course, this complicates the formulation of a
stable boundary value problem. Fortunately, stable frequency-dependent boundaries can be constructed
with the help of positive real functions [306]. A positive-real function F'(s) is complex-valued function

in the variable s = o + jw (with o € R) that satisfies the following conditions:

R{F(s)} >0 ifoc>0
S{F(s)} =0 ifw=0

Frequency-dependent admittance boundary condition

A general locally-reactive admittance boundary condition can be written in the Laplace domain as:
vy (x,8) =Y (x,9)p(x,s), x€T (2.46)
A simple example of a positive-real function is the following admittance boundary condition:
Y(x,s) = Yy(As + B+ Cs™) (2.47)

Here, A = A(x) > 0, B = B(x) > 0, and C = C(x) > 0 are quantities that represent acous-
tic analogues of an electrical inductance (A, in units s, resistance (B, dimensionless), and inverse-
capacitance (C, in units s) in a parallel “RLC” circuit. In this electrical circuit analogy, the pressure is
taken to be the analogue of voltage, and the normal velocity is the analogue of current. The coefficients
A, B, C can vary over the boundary but must remain non-negative.

In the time domain, this boundary condition can be written as:
v, =Yy(Aps+Bp+Cyqg), Owg=p, x€T (2.48)

where g = g(x, t) is an extra variable on the boundary, linked to the storage of energy over the boundary.
For A = C = 0, B is simply ~ from the frequency-independent admittance condition (2.34c), so this
condition can be seen as a generalisation of (2.34c¢).

21



Under this boundary condition, the energy balance of the lossless wave equation system is:

&’Hi(t) =—=B(t), Hi(t)=V(t)+T({) (2.49)
where H; represents the stored energy on the interior, with V) and 7 are as before (in (2.31)), and B is
now: d

B(t) = 3, Ho(t) + Q) (2.50)
where Hy is the stored energy over the boundary, and Q is the power dissipated over the boundary.

These terms are written as:

Y,
Qt) = Yo / Bp*do >0, Hy(t) = 70 / Ap?* + Cg*do >0 (2.51)
I I

where the chain rule was applied in order to obtain H},. The energy balance can then be rewritten as:

% (Hi+Hy) = —Q (2.52)
and the total stored energy H = H; + H, is thus non-increasing over time, and we can say that the
system is stable, or passive. As a consequence of this passivity, it must be the case that R = R(w, 0)—
now complex and a function of both angle and frequencies—is bounded as |R| < 1 for w € [0, 7] and
R{s} =0.

For an admittance-type condition of the form (2.46), the frequency-dependent reflection coefficient

at normal incidence (6 = 0) is expressed as:

Yy -Y(w)

B =3 =70

(2.53)
A plot of the magnitude and phase of R(w) is shown in Fig. 2.3, for various choices of non-zero A, B, C;
also shown in that figure are three examples of the frequency-independent admittance condition with
parameter v € R.

In each of the frequency-dependent cases in Fig. 2.3, it can be seen that there is a “dip” in the
magnitude (|R|) when the phase (£R) crosses zero—this is due to a resonance at approximately f =
% % Hz in the equivalent circuit network. If the frequency-dependence of a wall model calls for
more than one such resonance, a more general immittance circuit can be employed; this will be treated
shortly. The frequency-independent examples (with v € R) in Fig. 2.3 have no such resonances and
indeed, in these cases R has no dependence on frequency. For the case v = 5, R is negative and thus the
reflection at the boundary is phase-reversing (this happens when v > 1), while for v < 1 the reflection
is phase-preserving. The homogeneous Neumann condition v = 0 has R = 1 (phase-preserving). It can
also be observed that with this admittance condition, R — —1 (|R| — 1 and ZR — ) as w — 0 when

there is a frequency-dependence (A and/or C' non-zero).

Frequency-dependent impedance boundary condition

A similar boundary condition can be written in terms of an impedance, generalising the simple impedance
condition (2.36). In general, a locally-reactive impedance boundary condition can be written in the
Laplace domain as:

p(x,8) = Z(x,s)v) (x,8), x€T (2.54)
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Figure 2.3: Reflection coefficients for admittance boundary conditions at normal incidence.

One possible generalisation of (2.36), in the electrical analogy, is a series RLC circuit. This is expressed
in the Laplace domain as:
Z(x,8) = Zo(Ds + E+ Fs™ 1) (2.55)

where Zy = pc is the characteristic impedance of air, and D, E/, F' > 0 are analogous to series induc-
tance (D, in units s™!), resistance (F, dimensionless), and inverse-capacitance (F, in s), and all of these
coefficients can spatially vary over the boundary (D = D(x), etc.). In the time domain, this boundary

condition can be written as:
p=2Zy(DOw, + FEv, +Fgqg), Og=v,, x€T (2.56)
and it is straightforward to arrive at an energy balance of the form (2.49) and (2.50), where now
2 Zo 2 2
Q(t)=2y | Evido >0, Hp(t)= 5 Dvi + Fg°do >0 (2.57)
r r

As in the frequency-dependent admittance case, we have here that the total energy of the system is
non-increasing. For the impedance condition, a frequency-dependent reflection coefficient at normal

incidence is written as:
Z(w) — Z()

Z((JJ) + ZO

This reflection coefficient is plotted in Fig. 2.4 for various choices of D, E, F', and also for various

R(w) = (2.58)

(frequency-independent) choices of ¢ € R. The numerical values are chosen to be the same respective
values as A, B, C in Fig. 2.3, and it can be seen that | R| behaves exactly as in the admittance case, but
Z R has changed by 7 rad. In particular, it can be noted that when D > 0 and/or ' > 0, R — 0 as
w — 0. Thus, as opposed to the frequency-dependent admittance conditions which approach the “soft

wall” at DC, these conditions approach a rigid wall at DC.
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Figure 2.4: Reflection coefficients for impedance boundary conditions at normal incidence

A general impedance boundary condition

As explained earlier, each equivalent RLC circuit network in the above boundary condition is capable of
producing at most one resonance. When the wall to be modelled has a more complex behaviour (though
still locally reactive), a more general boundary condition is required.

Keeping with positive-real functions, one possible boundary condition that can lead to such general
frequency dependences has recently been proposed in [30], and it is also based on equivalent circuit
representations. This general impedance model is made up of a parallel combination of M® > 1
series RLC circuit branches, where the analogues of voltage and pressure are again pressure and normal
velocity. The circuit network is illustrated in Fig. 2.5.1?

The total admittance of this network is:

Y(x,s) = MZ“ > (2.59)
) - m m 1 .
me=1 L( )(X)$2 + R( )(X)S + m

where R(m), L(m)7 C(™) are the resistance, inductance, and capacitance of the mth of M ® branches, as
illustrated in Fig. 2.5, and they are permitted to vary over the boundary, yet must remain non-negative.
The condition C™ > 0 is imposed such that zero admittance (rigid walls) is enforced at DC [30].

The boundary condition associated with this admittance is expressed by (2.54) (in the Laplace do-
main). In order to express this boundary condition in the time domain, the normal velocity boundary

component is split into M branch components (as illustrated in the figure):

M®

ve=> o™ (2.60)

The pressure (voltage) at the boundary, which is constant across each branch, is related to the branch

12The convention of using the symbols R(m) | 1,(m) (M) jn this section follows [30], whereas previously we used the sym-
bols D, E, F (or A, B, C) to describe simpler frequency-dependent immittance boundary conditions, which follows the notation
used in [26]. In the case of a single branch (M = 1), we have that (L(1), RV 1/C(M) = Z4(D, E, F).
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normal velocity (branch current) by M® parallel impedance relations:

m m 1 m
p =L (™ 4 Ry 4 Wg“") C O™ =0 m=1,... M®, xeT (26l

A reflection coefficient R(w) (not to be confused with a branch-resistance R(™)) can be expressed
by (2.58). The energy balance is of the form (2.49), where now (2.50) has:

M® 2 M® 7.(m) o\ 2 1 )

(2.62)
Reflection coefficients and admittances from an example three-branch circuit network are plotted in
Fig. 2.6. It can be seen that the combined reflection coefficient has three resonances, each of which is
close to a resonance of the individual branches.

2.1.4 Sound absorption in air

So far we have only considered lossless propagation of sound in air, but we also need a description of
sound absorption (attenuation) in air for a more complete model of room acoustics. Let us then return
to the case of free-space wave propagation. The classic model for sound attenuation in air is Stokes’

equation [258], which can be written as:
Uy = AT + enAT, (2.63)

where 7 is a constant that has dimensions of metres, and it is related to viscous and/or thermal effects in
air. This constant is generally a small value, and in this work it will be assumed that < ¢/w for the
temporal frequencies of interest.'> Note that this equation reduces to the lossless wave equation when
n — 0. It will also be convenient to define the time 7,, as:

T, =n/c (2.64)

This is also known as a relaxation time, and it is related to an interpretation of viscothermal losses as a
molecular relaxation effect [174].

In order to take a first look at the behaviour of this system, it is useful to conduct an energy analysis
in the free-space case. Multiplying both sides of (2.63) by (p/c?)d; ¥ and integrating over the full-space,

an energy balance can be written as:

d
el — 2.
SHO =—Q) 2.65)
where H is: )
2 P 2
_ 4 2.
o [t d [ P ax 2.66)
and Q is a power outflow:
Qt) = —c% (0,)(enAT,) dx = an/ VT, [2dx >0 (2.67)
R3 R3

where the above equality follows from the application of the divergence theorem. Thus, the additional

3For example, with ¢ = 340m/s and w = 400007 rad/s (generally taken to be the limit of human hearing), we assume that
n < 2.7e-3 m, whereas 7 should be on the order 10~% m-10—" m for indoor conditions, as will be seen shortly.
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Figure 2.6: Reflection coefficients and surface admittances for three-branch general impedance bound-
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individual branches and for the combined network.
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term in (2.63) (over that of the wave equation) leads to energy dissipation. In a sense, energy is still

conserved, but in this case energy conservation is expressed using the accumulation of power dissipated:

H(t) = H(0) - /0 o(r) dr (2.68)

where H(0) is the energy of the system at time zero.

It is important to note, however, that while this energy balance reduces to the physical energy of
the lossless system when 1 — 0, it is not, strictly speaking, the correct physical energy of the system.
Here, the energy balance is in terms of energetic (energy-like), positive semi-definite quantities (similar

to Lyapunov functions [161]) that are used to bound the behaviour of the system.'*

Frequency-dependence of viscothermal losses

In order to get a more detailed view of the behaviour of Stokes’ equation, let us consider a complex
wave-like trial solution:
U = Aest—ifx (2.69)

where s = 0 + jw and o € R represents a decay factor when ¢ < 0 and a growth factor when o > 0.
When o = 0, this trial solution satisfies the lossless wave equation (2.7), and its real part is equivalent

to (2.16)." Inserting this trial solution into (2.63) leads to a characteristic equation in s:
2+ enBis+ 2% =0 (2.70)
which has the following complex roots for w < ¢/n (see [47]):

~
~

_np?
2

+jw 2.71)

Also, for w < ¢/, we find that the system is dispersive but that the effect is negligible, and thus we

can take w & +cf [47]. Then we can take the solution to be (replacing ‘=’ by ‘="):

U = Ae“telwi=Bx) (2.72)
where 5
o= “’27’7 2.73)

The coefficient « can be called a temporal absorption coefficient, and by (2.72) the amplitude Ae™ ¢ de-
creases by a factor of e ™ every second (still frequency-dependent). Since the decay rate is proportional
to the square of the frequency, the absorption is said to follow a power law. The absorption coefficient
is also sometimes expressed in units of Nepers, in which case the decay rate is « Nepers/s. An example
1-D solution with viscothermal dissipation (using unrealistic coefficients, for illustrative purposes) is
shown in Fig. 2.7, analogous to the lossless example featured in Fig. 2.1.

One can also express the decay rate as a function of space through the wave speed c:

d=alc = VU= Ao~ ctei(wt=Bx) 2.74)

14A more correct energy follows from the more general linearised Navier-Stokes system, but for small 1 (w < c/7), the
behaviour of this second-order equation is virtually identical to that of the more general first-order system. See [99] (published
work of the current author) for more detail.

I5While a real-valued trial solution could be employed, this complex-valued wave is preferred for its ease of mathematical
manipulation.
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Figure 2.7: Snapshots of a 1-D plane-wave solution ¥ = e~ cos(B(z — ct)) withc = 1, 8 = 0.5, and
a = 1/8. The red arrow serves as a travelling frame of reference.

and then it can be said that any sound will decay by a (frequency-dependent) factor of e~ for every

metre of distance travelled, or o Nepers/m.

Specific values for 7

With the absorption behaviour of Stokes’ equation sufficiently described, it remains to specify an appro-
priate value for 7. It should be mentioned that while we will continue to make use of Stokes’ equation,
7 will not necessarily represent the same quantities as originally considered by Stokes’ [258].

As originally formulated by Stokes [258], the value of 17 was taken to be a combination of viscosity

terms and p, c for the fluid of interest:

1 (4
n=ly= <3u + ub> 2.75)

where £ and jip represent dynamic (shear) and bulk viscosities, respectively.'® For air at standard condi-
tions, the dynamic viscosity is known and generally taken to be a constant [174, 194, 127]. Meanwhile,
the bulk viscosity pp remains unknown, as it is difficult to measure [65], but it is estimated to be on the
order of the dynamic viscosity [194, 65]. Stokes assumed that the effect of bulk viscosity was negligible
and it was set to zero in his original formulation [258]. With 7 defined as above, Stokes’ equation can
also be called the “viscous wave equation”. One could also derive a viscous wave equation in terms of
the pressure [127]:

pre = *Ap + cly Apy (2.76)

Another effect that can induce a decay of sound is thermal conduction in air. For thermal effects, we

define the characteristic length:
!/

= (2.77)

Cppc
where ' is the coefficient of thermal conductivity (not to be confused with # the bulk modulus), and Cp

is the heat coefficient at constant pressure for a constant unit mass. These constants are also known for
air [174, 194, 127]. Then we have for 7:

1 /4 K
=1, "Dl =— | = 1) — 2.78
n=1l+ (" =1 pc(3u+ub+(7 )Cp) (2.78)
where +' is the ratio of specific heats. In this case, o’ is known as the modified classical absorption
coefficient [194] (simply classical when the bulk viscosity is neglected). Taking the known values of

p, &', Cp for air into account, and with an estimated bulk viscosity on the order of the dynamic viscosity,

16The dynamic viscosity is associated to losses due to shear stress, whereas the bulk viscosity is typically associated to losses
due to translation and rotational molecular relaxation effects [194].
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the value of 7 is on the order of 107 m [174]. With the inclusion of heat conduction, Stokes’ equation
is only changed by the value of 7, but at this point it is more appropriate to refer to (2.63) as the

“viscothermal wave equation”.

In this case, the pressure is related to the acoustic velocity potential through the following equation,

which can be derived from a linearised Navier-Stokes system [174, 99]:

p = p¥y — pcl, AV (2.79)

Viscothermal effects can also be seen as components of molecular relaxation effects, namely the
translational modes of molecules [174]. Other relaxation effects include those due to vibrational and
rotational modes of molecules. For the frequencies of acoustical interest, the rotational modes of
molecules in air induce a power-law absorption on the order of the classical absorption [194] and the

two are often lumped together [117].

As for the vibrational relaxation effects in air, mainly due to oxygen and nitrogen molecules, the
associated absorption behaves as follows:

Otyip fr

where f; is a relaxation frequency, or the inverse of a relaxation time: the time it takes for relaxation
process to reach an equilibrium state. According to the above relation, the absorption due to vibrational
relaxation processes behaves as a power-law for f < f; and as a constant for f > f;. Thus, if the
latter behaviour is dominant in the frequencies of interest, then the viscothermal wave equation is only

a first-order approximation to more general relaxation effects.

Typically, the sound absorption coefficient is expressed as a sum of the aforementioned effects [117]:
ot = &' + i o + AibN (2.81)

where o’ now encompasses the power-law rotational and translation relaxation effects (or from another
point of view, the viscothermal effects). These absorption coefficients can be calculated as a function of

frequency, temperature, ambient pressure, and relative humidity according to [117] or [16].

Fixing the ambient pressure to standard conditions, the absorption coefficients cy, is a function
of temperature, relative humidity, and frequency. Considering four distinct pairs of temperature and
humidity, the absorption coefficient (2.81) is plotted as a function of frequency in Fig. 2.8, in terms of
decibels (dB) per metre attenuation. It can be seen from the figure that the classical absorption dominates
in ultrasonic frequencies (> 20kHz), whereas the total absorption is dominated by the vibrational
relaxation effects of oxygen and nitrogen in audible and subsonic frequencies.

It can be seen in Fig. 2.8 that for 40%—-60% relative humidity and 15-20 degrees Celsius, which are
typical indoor conditions, the sound attenuation in 2-20 kHz is dominated by the power-law absorption
due to oxygen vibrational modes. Since the bulk viscosity is ultimately unknown, we can attribute such
relaxation effects to the value of p,, and thus into 7, after [194, 174]. Taking a first-order approximation
to the absorption coefficient v, o from [117], we can then find a suitable value for . A full expression
for this temperature and humidity-dependent first-order approximation to a0 is left out for brevity
(this can be obtained from [117]), but as an example, at 20°C and 30% relative humidity, the value for
n would be approximately 2 x 10 m, and this value would also work for 15°C and 40% relative humid-
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ity.!” Extracting a value for 7 from a first-order approximation of a0 is a valid approximation (i.e.,
agrees with [117, 16]) for frequencies in the 2-20 kHz range for standard indoor conditions (e.g., 40—
60%) (it can be assumed that wall absorption will dominate under 2 kHz). Outside of these standard
indoor conditions, a more detailed wave equation taking into account full relaxation effects may be re-
quired for accurate modelling of sound absorption in air, but such models are beyond the scope of this

work.

Boundary conditions with viscothermal losses

Let us now consider extensions of the frequency-dependent boundary models to the viscothermal case.
We should note that viscothermal effects are accompanied by boundary layer effects [174], but these
are generally only significant in tubes and ducts. It can safely be assumed that boundary layer effects
are too small to be significant in the context of room acoustics [140], so we will ignore them for the
purposes of this study.

For the viscothermal case, boundary conditions can be obtained in a simple manner: by redefining

the normal component of the velocity field to be:
v, =-—n- (V¥ +7,V¥) (2.82)

This association leads to an energy-like balance of the form

d
3 (Ha(0) + Hu(0) = = (Q(0) + (1) . (2.83)

where
Hi(t) = %/ﬁﬁlfdx—&-g/ﬂw\dex, Oi(t) = C%/Q|V\Ilt|2dx (2.84)

and Hy,, Qp are given by either (2.51) (for the admittance boundary condition) or (2.57) (for the impedance
boundary condition). In the energetic quantities above, v is of the modified form (2.82). As in the
free-space viscothermal case, this is not the physical energy of the system, it is akin to a Lyapunov func-
tion [161] that reduces to the physical energy when  — 0. Since all the individual terms are positive,

the “energy” of the system is non-increasing.

2.1.5 Room impulse responses

A central topic in the study and reproduction of room acoustics is the concept of a room impulse response
(RIR). A room impulse response represents a signal that would be recorded at some listening position in
a room (using an infinitely small omnidirectional microphone) in response to an impulsive point-source

I'® signature of the

located at some other source position in the same room. This serves as a partia
acoustics of the room, and can be used in a straightforward manner to produce artificial reverberation
through the convolution operation (in time).

In order to illustrate this concept, we will consider the following PDE problem:
Uy — AV — enAT, = AF(x,t), F(x,t) = qs(t)d(x — xq) (2.85)

on an enclosed domain € with some associated boundary conditions over the boundary surface, and

1750% relative humidity and 18°C—20°C is perhaps more typical for indoor conditions, in which case =~ le-6 m.
18 There are an infinite number of impulse responses for a given room—one for each source and listener pair of positions.
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Figure 2.8: Absorption coefficients in dB/m and relaxation frequencies, for various values of tempera-
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with the initial conditions on the acoustic field such that ¥ = ¥, = 0 for ¢t < 0.

The input to this linear system is considered to be x(t) = ¢4(t) at the source position xq. The output
of the system is considered to be y(t) = W¥(x1,t), where x; is known as the listening position.!” With
the constants ¢, p, n fixed, we can consider this input/output system in the form of a signal processing
block diagram, as shown in Fig. 2.9. In this context, the block that represents the room can be seen as a
filter, and the transformation from (%) to y(t) is known as a filtering operation.

Q, boundary conditions
z(t) —— X0, X1 — y(t)
G P, etc.

Figure 2.9: Representation of a room as a time-domain filter.

Since this PDE problem is both linear and time-invariant,”’ we can completely describe this filter
by its impulse response. The impulse response is obtained by using the Dirac delta as an input to the
system, and the output, denoted h(t), is the impulse response of the filter, which is also a “room impulse

response”. Fig. 2.10 illustrates the acquisition of the impulse response.

Q, boundary conditions
5(t) — X0, X1 I— 0
G P, ete.

Figure 2.10: Ilustration of method to obtain impulse response

Provided that one can obtain this impulse response, the output y(t) to the filtering operation illus-
trated in Fig. 2.9 can be calculated by the convolution operation:

y(t) = (2 + B)(t) = / Y e (h(r — by dr (2.86)

— 00

The above convolution operation can also be represented in the frequency domain as a multiplication:

V(w) = X(w)H(w) (2.87)
where -
X(w) = / z(t)e It dt (2.88)

and as such, H (w) serves as a frequency-domain signature of the room in question. Finally, we note
that the limits of integration in the above convolution operation can be reduced to [0, t] provided that
z(t) =0fort < 0.

190ne could equally start with the pressure wave equation (2.17) and then the input to the system could be s () and the output
would be in terms of a pressure signal.

20This wave equation is time-invariant because O; is a time-invariant operator, provided that the source and receiver are static.
In the case of a moving source or listener, the system is no longer time-invariant. Moving sources and listeners can be incorporated
into a wave-based model of room acoustics (not necessarily using impulse responses), but they will not be considered in this work.
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2.2 Computational methods for room acoustics in the time-domain

In this section, we give an overview of some computational methods that can be applied to the simu-
lation of room acoustics, starting with the standard geometric methods (ray-tracing and image source
methods), followed by numerical methods for solving the wave equation and related PDEs, such as
finite difference, finite element, finite volume, and boundary element methods, and as well as Fourier

transform-based spectral methods.

2.2.1 Geometric methods
Geometrical acoustics

Geometrical methods are based on the geometrical acoustics description of sound, which is to as-
sume the sound wavelength is small in comparison to the dimensions of the room or obstacles in the
room [140], precluding wave diffraction effects. Under these assumptions, sound can be described by
“sound rays” (akin to light rays in optics) which represent normals to infinitely small portions of a
spherical sound wave emanating from a simple point source. It is assumed that sound rays travel in
straight lines and decay in intensity (energy) proportionally to 1/72 where r is the distance from the
source [298].2! Sound rays reflect off surfaces in a room, and a portion of a given reflection is taken
to be specular, behaving according to a mirror-image principle,?> while the other portion is taken to
be non-specular, which means that rays scatter in a somewhat random direction, or uniform directions
due to the roughness of the boundary surface [140]. The ratio of non-specular to specular reflection is
defined by a scattering coefficient or a diffusion coefficient [63]. Also at each reflection, a portion of the
energy of the sound ray is absorbed, as characterised by an absorption coefficient for the surface. All of
these coefficients take on values between zero and one [228]. Absorption coefficients may be defined in
terms of a specific incidence angle (e.g., normal incidence), or specific as angle-averaged coefficients,
under the assumptions of a diffuse field [63].

From this geometrical framework, various geometric methods (simulation techniques) have been de-
veloped over the years, but we will only cover the two main approaches: the ray-tracing approach [232,
138] and the image-source method [3, 35]. See [228] for an exhaustive review of the various other
geometric methods presently available. There are of course important extensions of geometric meth-
ods to include simplistic diffractions effects, using geometric interpretations of diffraction [125], but
we cannot reasonably cover them here; see, e.g., [263, 278, 228]. Air absorption effects are treated in
various ways: either by lumping air absorption losses into octave-band propagation decays, by applying
a frequency-dependent filter to each propagation path [115], or by post-processing the impulse response
with frame-based filters [253].

The main algorithm

Before describing these methods individually, it is worth explaining what they both aim to achieve;
something we will refer to as the “main algorithm”.

The aim of both ray-tracing and image source methods is to retrace, or reconstruct, some or all of the
possible paths taken by a ray emanating from a source position—considered to be a point—and arriving

at some listener position, which is considered to be a point or a small volume. Generally these methods

21Sound rays can be seen as plane waves, as described by (2.16), and in accordance with a plane-wave decomposition of the
free-space Green’s function (2.22).
22The plane-wave interpretation of a fully specular reflection is described in Section 2.1.3.
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differ in the manner by which they reconstruct the paths that include wall reflections. Once a valid
path between the source and listener is reconstructed by either the image source or ray tracing methods,
the distance travelled by the ray, combined with the speed of sound, and the reflections undertaken—
characterised by absorption and possibly scattering coefficients—determine the amount of energy (or
pressure amplitude) that arrives from that ray during some epoch of time. This energy, along with the
energy from other valid ray-paths, is collected into a histogram, wherein each bin corresponds to a time-
sample, whose duration is chosen according to some sampling frequency. This histogram is also called
an echogram [228], and is interpreted as the energy envelope of a room impulse response (RIR), which
is also known as the “energy impulse response” [297].

This main algorithm is terminated at some point as designated by the user, e.g., based on some
decision about a sufficient number of paths being reconstructed, or based on some assumption about the
decay of energy over time in the system (e.g., using Sabine’s formula [140]).

From the echogram, one can compute room acoustics attributes such as reverberation time and
clarity [297]. If one desires an (approximate) impulse response for auralization purposes, one must
convert from the energy impulse response to a pressure impulse response. Generally, the phase is not
modelled by these methods (inherently), so this conversion is not uniquely determined, but various
conversion methods have been proposed [297, 141], and the simplest approaches are taking the (positive)
square root of the energy histogram [297], or simply reinterpreting the energy as a pressure [228].
The resulting impulse response can then be convolved with a dry audio signal in order to provide an
auralization [128] of the room.??

Frequency-dependent behaviour can be incorporated in the following approaches by assuming that
the energy associated with each ray pertains to some frequency band of a given width (e.g., an octave).
This type of frequency-dependency requires multiple simulations, one for each frequency band of in-
terest. The individual responses obtained can then be recombined using a bank of digital filters. An
alternative way to incorporate frequency-dependence into geometric methods is to interpret the ray as
a travelling Dirac delta impulse, and to interpret a wall reflection as a convolution of the Dirac delta
with a digital filter representation (impulse response) of the wall’s frequency response. Reflections
from multiple wall materials can be treated by additional convolutions with associated wall impulse

responses [10].

Ray-tracing

In the classic ray-tracing approach [232, 138], ray-paths are traced from the source to the listener (re-
ceiver) by shooting a large number of rays in various directions and checking if they eventually strike
the receiver. Since one cannot be sure which firing directions will yield valid paths, it makes sense to
distribute the firing directions uniformly over a sphere, or to randomise the paths according to some
probability distribution (e.g., uniformly for an omnidirectional source) [298]. Since the chances of iden-
tifying a valid path between the source and pointwise listener position will be generally quite small, it
makes sense for the receiver to occupy some volume (rather than being a point in space), in order to
increase the chances of “collecting” a ray. Rays do not necessarily terminate upon hitting the listener,
they can keep being traced. The amount of energy collected at a receiver can also depend on the distance
travelled through the receiver volume [228].

The ray tracing algorithm allows for non-specular reflections, either by redirecting ray reflections

randomly (weighted accordingly to the scattering coefficient), or splitting them into specular + diffuse

23This process is described by (2.86) in Section 2.1.5, but it is important to note that the obtained impulse response in geometric
methods is not necessarily that of an underlying PDE model.
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rays (this can be more costly as the number of rays grows). Rays eventually “die off”” and stop being
traced once they decay sufficiently in energy. A source directivity can be modelled by weighting the
distribution of fired rays accordingly. The cost of ray-tracing, which consists mainly of ray-triangle
intersection tests, scales with the number of surface triangles or polygons. As such, room models
(surface meshes) are often simplified before carrying out ray-tracing, based on prior assumptions about

the necessary geometrical details of a room that will be perceptually relevant to acoustic responses [299].

One disadvantage of ray-tracing is the fact that not all early reflections are necessarily found (traced),
and such early reflections are perceptually important [140]. As such, the early reflections are often

computed with the image source method, to be described next.

Image source method

The image source method [3, 35] has the same aim as ray-tracing—to collect energy (or pressure am-
plitude) emanating from a source into temporal bins—but the way it traces source-receiver paths is
fundamentally different. In the image source method, source-receiver paths are calculated in a deter-
ministic manner, with every path being found in the limit of the algorithm being run for an infinite
time. Essentially, one creates a mirror image of the domain by reflecting the domain through one of its
boundary faces (the domain is assumed to be polyhedral). This creates a virtual domain (mirror domain)
with its own virtual source that traces a path to the listener passing through the reflecting wall. The ray
energy that arrives in a given epoch of time is determined by the distance from the virtual source to the
listener and the wall that the path intersects. Once this process is carried out for all boundary faces, the

set of first-order reflections has been calculated.

Let us call each one of those virtual domains, the “first-order virtual domains”. In order to calculate
the second-order reflections, the first-order virtual domains are reflected through their own boundary
faces, in order to create new (second-order) virtual domains. Second-order reflections are then traced
from the second-order virtual sources to the listener, taking into account all recursive orders of reflec-
tions. This process continues until the user decides to stop, but this is typically only carried out to low
orders, since the computational complexity grows exponentially with the order of reflection. Beam trac-
ing algorithms can help in this regard [184, 143]. When the angles between adjacent walls are not acute,
each path must be verified for validity (visibility) [35]; e.g., may be cases where the reconstructed path
is obstructed by an concave part of the room. By its nature, the image source method cannot handle
non-specular reflections.

It is worth mentioning that the image source method is essentially a discrete version of the reflection
method [251], which is based on the well-known image principle in the study of PDEs [61]. When first
introduced to the room acoustics world, it was shown to solve the wave equation in the special case
of a 3-D box with rigid walls, in the limit of infinite-order reflections [3]. However, strictly speaking,
the mathematical scope of the image method in solving PDE:s is limited to special case geometries, and
generally only with lossless boundaries [124]. For non-cuboid geometries with non-rigid boundaries,
the obtained impulse responses are not necessarily those of the underlying PDE, even in the limit of

infinite-order reflections.

The image source technique is generally regarded to accurately simulate early reflections (e.g., first
and second orders), and it is often combined with the ray tracing algorithm for the later reflections [228].
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2.2.2 Finite difference methods

Finite difference methods have seen the most development in terms of numerical methods for transient
equations for room acoustics. As they are the main focus of this thesis, they are deserving of a short
historical treatment, which will help to put their use in room acoustics into context with their wider use

in other fields.

Finite difference methods — an early history

Finite difference methods are perhaps the oldest numerical method for solving PDEs (or ODEs) (e.g., [34,
240]), and they are closely-related to numerical integration and quadrature techniques. Their use for
the wave equation, and other time-dependent PDEs, generally starts with the seminal work of Courant
et al. [60] and Richardson [203, 205, 204]. Many important developments in finite difference methods
took place in the 1940s and 1950s for fluid modelling [185, 296, 146, 206], and other early applications
were in numerical weather modelling [50, 195, 153, 78, 9]. There is also parallel work to be found in the
Russian literature [121]. Later, with the spread of computer technology, finite difference methods found
early uses in geophysical acoustics applications [4], in electromagnetics [311], and as sound synthesis
techniques based on musical acoustics [212]. Seminal texts on the subject of finite difference methods
(and other numerical methods) include [206, 86, 57, 5, 268, 260]. See also [269] for a detailed history

of finite difference methods.

On centered differences and staggered grids

In the context of the above-mentioned applications (neglecting many other PDEs, such as, e.g., the
heat equation), finite difference schemes are generally employed for first-order systems of equations
(conservation equations) or second-order equations (e.g., the wave equation). In either case, it has been
common practice for some time to use finite difference operators that are centered about the point in
time or space of interest (if possible), for accuracy reasons [240]. A convenient way to accomplish
this task for first-order systems is to place different discrete field components on staggered grids, i.e.,
individual grids (generally Cartesian) that are staggered in space and/or time. Probably the first to apply
this technique to time-dependent PDEs was Richardson, in 1922 [205]. Influenced by Richardson’s early
work, staggered grids were commonly employed in the modelling of fluids and in numerical weather
prediction in the 1950s and 1960s [296, 145, 206, 153, 78, 9]. Though today, perhaps the most well-
known (at least in the area of room and musical acoustics) use of staggered grids is in Yee’s classic
scheme from 1966 for Maxwell’s equations [311], later popularised by Taflove and dubbed the “finite
difference time domain” (FDTD) method [264].

Early uses of finite difference methods in related areas of acoustics

Before discussing the uses of finite difference methods in room acoustics, it is worth discussing briefly
their (earlier) use in other areas of acoustics.

Finite difference methods had been applied to acoustical wave problems since the 1950s [206], with
much development in the geophysics community in the late 1960s, and in the 1970s and 1980s [4, 2, 295,
66, 111, 120]. They continue to be popular tools in that field [53, 156, 72] often as a first-step in imaging
applications for depth (oil) exploration [17]. Staggered grid formulations for the linear acoustics first-
order system (2.1) have appeared in the geophysics literature [295, 120], inspired by the use of staggered

36



grids for 1-D linear acoustics [206], independently of developments of the same schemes adapted from
Yee’s scheme, such as, e.g., [166].

As mentioned previously, finite difference schemes were used for early sound synthesis techniques [212,
110, 12]. Musical acoustics was also studied from the point of view of finite difference (and finite ele-
ment) methods in the 1990s [49, 202]. See also [24, Chapter 1] for more examples.

It is also worth mentioning a closely-related technique known as the digital waveguide [246, 245]—
an algorithm for sound synthesis and musical acoustics modelling. The digital waveguide algorithm can
be seen as a computationally efficient reformulation of Courant’s classic finite difference scheme for the
1-D wave equation [60]. Its simple (and efficient) formulation led to its wide use in the area of computer
music and physical modelling sound synthesis, as a simple model for strings and wind instruments [248].
Digital waveguides spurred large amounts of research in physical modelling techniques and analysis of
musical acoustics in the early 1990s and 2000s (e.g., [285, 229, 292, 18]; also see [24] and [250] and
references therein).

The development from the digital waveguide literature that is most relevant to this thesis is certainly
the digital waveguide mesh (DWM) [286], a multidimensional version of the digital waveguide algo-
rithm. The simplest DWM topology (the “rectilinear DWM” [286]) can be viewed as a reformulation
of Courant’s classic scheme in 2-D and 3-D [60, 86], although in this case the digital waveguide for-
malism did not turn out to be advantageous from a computational efficiency point of view. On the other
hand, it led to many important developments related to finite difference approaches in the field of room

acoustics, to be discussed next.

Early uses of finite difference methods in room acoustics

An early application of finite difference methods to room acoustics—although not a time-domain application—
can be found as an exercise in the Collatz’s 1960 textbook on numerical methods [56], wherein an eigen-

value problem is posed to calculate the modes of a 3-D room with rigid walls and two open doorways.

The use of finite difference methods for time-dependent room acoustics came much later, in the early
1990s, by various authors, independently and around the same time.

The first uses of finite difference methods for transient room acoustics were adapted from Yee’s
scheme, to the first-order system (2.1). In Japan, Chiba et al. [51] published an adaptation of Yee’s
seminal electromagnetic staggered-grid scheme [311] in a room acoustics setting, but this contribution
seems to have gone largely unnoticed outside of Japan (as it was published in Japanese and has yet to
be translated to English). In the same year, Botteldooren (independently) adapted Yee’s scheme to the
same acoustics system for room acoustics [40, 37, 38], with his contribution having more of an effect
in the wider room acoustics community. At the same time, Botteldooren also presented a generalisation
of his finite difference scheme to the finite volume framework—another central topic in this thesis
(more to be said about finite volume methods later). From another point of view, Savioja et al. applied
van Duyne’s digital waveguide mesh [286] to the problem of 3-D room acoustics [223], opting for an
equivalent (second-order) finite difference formulation [227] rather than the preferred (and less efficient)
wave-scattering formulation from the digital waveguide formalism.

As a general remark, it is worth noting that in the room acoustics community, “finite difference
methods”, whether expressed in first-order staggered form or second-order unstaggered form, have be-
come synonymous with “finite difference time domain” (FDTD) methods, after the electromagnetics
nomenclature [264]. Furthermore, in the room acoustics community, it is common to find a staggered
grid referred to as a “Yee grid”. However, it is worth recalling that staggered schemes for the acous-
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tic system (2.1), essentially equivalent to those of Chiba et al. and Botteldooren, were independently
formulated in the geophysics community [295, 120], stemming not from Yee’s contribution, but from

earlier use of staggered grids in acoustics [206].

Further developments in finite difference methods for room acoustics

The use of finite differences in the room acoustics community seem to have developed at first along two
independent paths, respectively stemming from the contributions of Botteldooren (in first-order form),
and from the work of Savioja et al. (and van Duyne [286]) in digital waveguide/finite difference mesh
(second-order) form. Before listing some of these developments, it is should be mentioned—to put these
two lines of development into context—that eventually it was realised that these two flavours of finite
difference schemes are equivalent for the calculation of the interior acoustic field [21, 131, 4312 In
terms of the staggered-grid form, there have been many important contributions (e.g., [312, 41, 42, 217,
218, 231, 271, 300, 118, 93]); however, as this thesis is mostly concerned with the second-order (wave
equation) form, we will focus on developments related to the second-order form.

Initially, work that progressed along the lines of second-order formulations was heavily influenced
by the digital waveguide wave-scattering formalism, and was largely inspired by signal processing tech-
niques. While many made use of the more efficient (yet not the most general) equivalent finite dif-
ference formulation in practice, most theoretical developments remained faithful to the DWM formal-
ism [221, 179, 144, 1, 122, 48]. Bilbao showed that the “finite difference/digital waveguide meshes”
were special cases of more general finite difference schemes, which opened the door to significant
improvements in accuracy and efficiency [21, 22]. The DWM formalism is not as prevalent these
days, with finite difference methods (or “FDTD”) taking its place in the room acoustics community
(e.g., [131, 254, 36, 237]), but the DWM remains influential and a source of inspiration in the particular
developments towards non-Cartesian mesh topologies? (summarised in, e.g., [48, 182]).

There have been many practical (applied to real-world acoustics) and theoretical contributions in
the use of these schemes for room acoustics, but we focus on the developments directly related to the
concerns in this thesis. Beyond the initial presentation of van Duyne’s digital waveguide mesh [286],
the “interpolated digital waveguide mesh” of Savioja et al. [221, 225] was an important first-step in ad-
dressing the problem of numerical dispersion, as were the many non-Cartesian digital waveguide mesh
topologies that arose over the years [80, 287, 21, 81, 144, 1, 48]. Bilbao [21, 32, 23] generalised most
of these digital waveguide mesh topologies (and interpolated forms) to the finite difference formalism
and worked out the underlying constraints required for stability (which were be implicitly satisfied by
the DWM formalism), as well as constraints for consistency (which were not necessarily satisfied by the
DWM formalism), and constraints for isotropy in the approximation error (of practical and theoretical
importance).

Kowalczyk and van Walstijn continued the development of the schemes initially put forth by Savioja
et al. and later generalised by Bilbao, supplementing them with frequency-dependent boundary condi-
tions in order to model wall materials with general frequency dependencies [131, 133, 137, 135, 136].
Kowalczyk and van Walstijn also introduced a particularly useful metric for computational efficiency

]26
9

in finite difference schemes [291 allowing them to identify computationally efficient special cases

of the (so-called) “compact explicit schemes” [134, 136]. Kowalczyk and van Walstijn also put forth

241n hindsight, this is not surprising as they comprise the simplest possible discretisations to equivalent PDE systems, and such
equivalences were known for precursors to these multidimensional schemes [206].

251n fact, two new digital waveguide mesh topologies are presented in Section 6.4.3.

26This efficiency metric will be of particular use in Chapter 4.
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an alternative depiction of numerical dispersion error, as a function of temporal frequencies rather than
wavenumbers, through an inversion of the numerical dispersion relation,?” (inspired by [230]), which
provided important insights into the temporal bandwidth limitations of finite difference schemes [291,
131].

The boundary conditions of Kowalczyk and van Walstijn for the interpolated (“compact explicit”)
schemes comprised an important step towards to the adoption of finite difference methods for use in
room acoustics modelling, and they were put to use by many in the same field of research (e.g., [222,
159, 279, 238, 36, 255, 19]). However, as first indicated only recently by Borrel-Jensen [36], the bound-
ary conditions that were proposed are not necessarily stable under general room geometries (beyond
rectangular boxes aligned with Cartesian grid axes); this will be investigated in more detail in Sec-
tion 5.4.

Other important developments include a general construction for discrete Laplacians on Cartesian
grids in 3-D put forth by Bilbao, leading to a generalisation of second-order accurate and isotropic finite
difference for the wave equation in 3-D [25] which is relevant to Chapter 4. Also, Botts provided im-
portant insights into the relationships between staggered and second-order forms [43] (as will be further
discussed in Chapter 3), and he identified and analysed important truncation effects that can appear in
these types of finite difference schemes [44], which is relevant to some of the analyses presented in
Chapter 5.

While the more practical side of finite difference modelling with parallel computing architectures
will not be covered in this thesis, it is important to keep in mind the scope for such parallel implemen-
tations. As such, the following studies are worth noting: [177, 210, 236, 222, 36, 303, 100, 304].

Finally, we note that there of course many important developments in the use of finite difference
methods for wave simulation outside of the field of room acoustics that will be referred to in this thesis
(e.g., since the 1980s: [294, 275, 241, 66, 281, 282, 54, 7, 53, 90]), but we will not attempt to provide a

well-deserving historical treatment here.

Finite difference methods for the wave equation: computational costs

Before moving on to other numerical methods, it is worth briefly discussing the computational costs of
finite difference schemes for the wave equation. The computational costs of finite difference methods
for room acoustics can seem heavy, but it is important to put these costs into context with the underlying
PDE model.

We consider only the second-order form, as it is generally more computationally efficient than the
first-order form under the assumption of a constant ¢ [43, 304]. Most of the second-order finite differ-
ence methods considered in this thesis (and most of the finite difference schemes commonly employed

for room acoustics) can be represented as the following matrix recursion:
Au"*! =Bu" 4+ Cu™ ! (2.89)

where u” is an N x 1 column vector, representing the entire spatially-discretised acoustic field (pressure
or velocity potential) at time ¢ = nk, where k is the time-step, and where A, B, C are N x N matrices.
Typically A, B, C are sparse matrices and A and C are often diagonal. Furthermore, in regular-grid
finite difference schemes (such as Cartesian schemes), A, B, C do not need explicit storage, as they are
relatively uniform. In such cases, only one row needs to be stored, and a few variations of that row for

grid points near the boundary of the domain.

27Although not necessarily a well-defined inversion (i.e., one-to-one), as will be seen in Section 4.5.3.

39



The majority of schemes used in room acoustics applications are explicit schemes, wherein A and

C are diagonal matrices. As such, they can be written as follows:
u"™! = B'u" + C'u"! (2.90)

where B’ = A~'B and C’ = A~ !B are rewritten as such in order to reflect the fact that A ~! is trivially
calculated, and these can be seen as new sparse matrices, and furthermore, C’ remains diagonal. In this
case, the storage requirements for the scheme are simply 2V, since u”*! can overwrite u” ! in place.
As the matrices are sparse, and since the main operation at each time-step is a sparse matrix multiplied
by a vector, the complexity of this explicit algorithm (per time-step) is O(N).?®

Let us now consider the specific case of room acoustics in three spatial dimensions. By 3-D spatial
sampling considerations, and by the dispersion relation of the wave equation (relating temporal fre-
quencies to spatial frequencies), one finds that N oc f3, where f is the maximum temporal frequency
of interest.?’ Thus, the storage requires are O(f?), and the computation per time-step is O(f?). It is
worth recalling from Section 2.1.3 that for any 3-D domain, the modal density, or the number of degrees
of freedom, will be O(f?3). In other words, the complexity of the continuous problem scales with that
of the finite difference scheme, and the computational costs of the finite difference scheme—without
considering approximation errors—reflect the complexity of the underlying problem. Considering any
extended duration of time, the computational cost will be O(f*4), as the number of time-steps required

for a given duration of time will be proportional to f (simply by temporal sampling considerations).

2.2.3 Finite element and finite volume methods

Finite element methods [62, 314, 116] and finite volume methods [293, 14, 107, 152] can be seen as
closely-related generalisations of finite difference methods [313, 189] (see also [269]). Applied to wave
equation, these methods can also be written in the form (2.89), although the structure of these matrices
will vary from the finite difference approach, and these differences are discussed below.

The main advantage of these approaches over finite difference methods is they can easily operate
over unstructured grids, allowing for adaptation to boundary surfaces that do not align conveniently
with grid axes. The disadvantage of these methods is that they are not as easily implemented in practice
as regular-grid finite difference methods, as they typically require a pre-processing meshing step, and
additional storage for the mesh data. This additional storage means that most, if not all, of the rows of

the matrices A, B, C need to be stored. However, it is also often the case that A and C are diagonal.

Finite element methods

In finite element methods, the spatial domain is discretised into polygonal or polyhedral elements—
typically triangles or tetrahedra—and localised basis functions are chosen to span these elements [314].
The solution is projected onto the basis elements and some chosen residual is minimised, resulting in
a linear system of equations whose solution (the weighting coefficients) leads to an approximation to
the unknown variable of interest (e.g., the pressure field). The construction of the matrices involved in
the linear system of equations is an important pre-processing step, as is the choice of the finite element

mesh. There are generally two matrices that result from this process, a mass matrix, and a stiffness

28Implicit schemes, where A and C are sparse but not diagonal, require a linear system solution, but the scheme can be chosen
such that this can be accomplished with iterative methods, and the complexity remains O(N'), whereas the storage costs are then
at least 4 N. For simplicity in this discussion, we focus on the explicit case.

2This will be explained in more detail in Chapter 4.
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matrix and both are sparse due to the localised nature of the finite element basis functions chosen. Finite
element methods in room acoustics (or other enclosed spaces) are often employed in the frequency
domain (e.g., [242, 64, 10]), but time-domain approaches can also be derived, using, e.g., standard
leapfrog time-integration [262, 53, 186]. In the time-domain formulation, the mass matrix is essentially
A and the stiffness matrix is part of B. When the mass matrix is not diagonal, the time recursion is
implicit (requiring a linear system solution), but diagonal mass lumping techniques can be used to make

it explicit (not requiring a linear system solution) [53].

Finite volume methods

Finite volume methods can be seen as special cases of finite element methods, where the basis is simply
a flat function over the element (rather than, e.g., a “hat” function) [313]. Typically, polygonal or
polyhedral elements (cells in the nomenclature of finite volume) are used for finite volume methods,
but curved cells are also permitted. For a derivation of finite volume methods independent from a
finite element construction, one typically considers integral forms of the PDE of interest (involving
the divergence operator) and one applies Gauss’ (divergence) theorem, followed by the use of averaging
over cell-faces and cell-volumes (one such derivation is given in Chapter 6). Finite volume methods also
require some directional derivatives to be approximated, for which finite differences are used. These
finite differences generally operate across the centres of adjacent cells (cell-centered finite volume) or
along the edges of cells (i.e., between vertices of cells, vertex-centered finite volume) [198]. In this
work, we consider mostly the cell-centered approach. Finite volume methods are often used in the
time-domain for computational fluid dynamics [152].

In regards to the matrix update equation (2.89) for finite volume methods (or finite volume time
domain (FVTD) methods), A is typically a diagonal matrix that represents the volumes of cells, and B
has information about directional derivatives and surface areas of faces that adjoin cells. An important
property of finite volume methods is that they are flux conserving [152], which is a property that lends
itself naturally to the use of energy methods for stability analysis.

Finite volume methods were first used for room acoustics by Botteldooren [40, 37], proposed as a
generalisation of the simple Cartesian finite difference approach and recommended as a complementary
method for the modelling of irregular boundaries.>® Finite volume methods were not as widely adopted
in the room acoustics community as were finite difference methods, most likely due to the additional
complexity required to take advantage of this generalisation. However, finite volume methods have re-
cently re-emerged in the room acoustics literature in a more convincing way, allowing for flexible mod-
elling of boundaries with frequency-dependent behaviour under a numerically stable framework [26].

Finite volume methods applied to simple room acoustic problems also appear in [219, Section 5.3].

Computational costs

Finite element and finite volume methods have the same computational complexities as finite difference
methods: O(f?3) for storage and O(f*) for operations (for the 3-D wave equation). However, when
using fully unstructured grids, the actual memory costs may be higher than those of finite difference
methods,’! since A and B need to be stored in full (although still in a sparse matrix representation). On

the other hand, when used as a complement to regular finite difference schemes, additional storage is

30This complementary use of finite volume methods is an essential part of the approach to room acoustics modelling that will
be used in this thesis.

311t must be said that this is only for approximately the same grid spacing or cell size, and disregards accuracy considerations,
which may allow one approach use a coarser grid or mesh than another.
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only necessary near the boundary of the domain. More will be said about this in Chapter 6 in regards to

finite volume methods.

2.2.4 Boundary element methods

Boundary element methods (BEM) are based on the idea that one can express the solution to an in-
homogeneous wave equation boundary value problem in terms of the free-space Green’s function, the
initial conditions, and the boundary conditions (and the known source term) [68]. This general solution
is in the form of an integral equation which is not easily evaluated, therefore it must be approximated
numerically. As such, boundary element methods do not discretise the wave equation itself, rather they
discretise a general solution to the wave equation (or the Helmholtz equation). These methods are not
represented by the matrix recursion (2.89).

For brevity, we do not present the full integral equation here; see [68, Eq. (3.0.13)]. In the absence
of sources and initial conditions, this integral equation is known as the “Kirchhoff integral equation”
(KIE) [68, Eq. (3.5.24)], and for a time-harmonic solution it is known as the “Kirchhoff-Helmholtz
integral equation” (KHIE) (see, e.g., [106, Eq. (6)]). BEM in the time-domain typically uses the KIE,
and BEM in the frequency-domain uses the KHIE. These integral equations state that the pressure
(or acoustic velocity potential), in reaction to a point source somewhere inside the boundary can be
predicted anywhere inside the domain if the pressure and normal velocity are known everywhere on the
boundary surface. The unknown variable in this problem is the pressure over the boundary surface.

The unknown variable is solved for using some sort of element method (e.g., finite element) over
the boundary. One discretises the boundary surface into surface elements (boundary elements), then one
chooses a set of basis functions over the elements (e.g., piecewise polynomials). Enforcing the error
to be zero either at sampling points in the elements (collocation methods) or over the entire elements
(Galerkin methods) leads to a linear system of equations that solves for the pressure on the boundary,
or more specifically, the weighting coefficients required to reconstruct the pressure from the basis func-
tions. Once this system is solved over the boundary, the pressure on the interior domain is obtained by
propagating the approximation over the boundary back to the interior point of interest using the known
free-space Green’s function.

The main advantage of BEMs is that the problem is reduced by one dimension, meaning that the
number of degrees of freedom in the numerical approximation is decreased significantly. However, the
system of equations that arises typically features a full matrix, so the linear system solution can be
expensive computationally, and memory costs can be important for the storage of this matrix. In 3-D,
and for some maximum frequency of interest f, the number of degrees of freedom in the problem scales
as O(f?) for BEMs, which is better than the O(f?) required for other grid-based approaches. However,
because of the generally full matrix involved, storage costs are O(f*). BEMs are typically used in the
frequency domain in the room acoustics (or for other sound enclosures) literature [13, 262]. BEMs in
time-domain formulations are also possible and have been used for room acoustics modelling [262, 105,
219].

2.2.5 Fourier methods

Finally, we review another class of time-stepping, grid-based methods that have been applied to room
acoustics [254, 113, 199, 165], which we will call “Fourier methods” after [83], also known as “Fourier
spectral collocation methods” [187, 108]. Fourier methods aim to circumvent the problem of numerical
dispersion in grid-based methods by transforming the problem to the wavenumber space, such that
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spatial derivatives transform to scalar multiplications that can be evaluated exactly (in theory) [187,
130, 201, 266, 70, 154, 155, 85]. In practice, this is carried out using some discrete form of the spatial
Fourier transform (discrete Fourier transform (DFT), discrete cosine transform (DCT), etc.), which in
turn is carried out efficiently using the fast Fourier transform (FFT) algorithm [289]. However, these
transforms, at least in discrete forms, generally operate over box domains (aligned with Cartesian grid
axes), with particular boundary conditions naturally enforced (e.g., rigid or periodic). In other words,
when applied to box domains with rigid or periodic boundary conditions, these methods are efficient at
evaluating the wave equation. On the other hand, many challenges arise when they are applied to more

realistic room acoustics problems.

The main approach of adapting Fourier methods to more general domains involves the concatena-
tion of box-shaped domains, resulting in somewhat crude staircase approximations to non-trivial do-
mains [199, 113]. This is a form of “domain decomposition” technique, which faces the problem of
interfacing (passing data) between box domains in an accurate and stable manner. Ideally, such meth-
ods would be able to employ “two points per wavelength (PPW)”, but their usage beyond box-domains
often requires employing higher-grid resolutions in order to mitigate reflection errors that arise at sub-
domain interfaces [199],32 and/or complicated iterative data exchanges at subdomain interfaces, which

themselves require fine-grid glue layers operating at higher sample rates [113].

In such domain-decomposition Fourier methods, interfacing is typically carried out in the spa-
tial domain, whereas spatial derivatives are evaluated in the wavenumber domain [199, 113]. Con-
sequently, these methods require two or more sets of d-D FFTs per time-step (e.g, twelve FFTs per
time-step in [113]), making the computational complexity higher than for other grid-based approaches:
O(N log N) for a total number grid of N points** (rather than, e.g., O(N) in finite difference methods)

with N oc f2 in 3-D where f is the maximum frequency of interest.

The advantage of these methods is, of course, that they can be effective in addressing the problem of
numerical dispersion over the interior of large box-shaped domains. The main disadvantage—beyond
the aforementioned difficulties of practical implementation for non-cuboid geometries—is their ability
to provide consistent and stable approximations to the room acoustics problem at hand. This is per-
haps best understood by considering the fact that Fourier methods can also be seen as finite difference
schemes in the limiting case of high-order accuracy in space (and possibly, also time) [70, 108]. Conse-
quently, the problems of boundary modelling and numerical stability in finite difference schemes carry
over to Fourier methods, and are, accordingly, more challenging. It should be said that at the time of
writing, the formulation of reliable numerical stability conditions for such methods remains an open
problem, leaving Fourier methods somewhat unreliable in practice.>* Furthermore, impedance bound-
aries conditions (i.e., relating pressure and outward-normal particle velocity) have yet to be formulated
in a consistent manner. Currently, such methods rely on adaptations of PMLs (perfectly matched layers)
to model frequency-independent wall reflections [199, 113], approximating frequency-dependent wall
losses via multi-band techniques (requiring a separate simulation for each frequency band of interest).
Finally, as Fourier methods operate over box-shaped partitions, staircasing effects are inevitable prob-
lems that arise, and as a consequence, consistency with the underlying PDE problem—in the case of

non-trivial room geometries under non-rigid boundary conditions—remains an open question.

321t has been claimed that 2.6 PPW is sufficient for accurate interfacing the “adaptive rectangular decomposition” method [199,
165], but experiments from a more recent study suggest that 8—10 PPW may be required [45].

31t is assumed here that the number of subdomains is much smaller than N.

34Indeed, numerical instabilities have been reported in the adaptation of such methods to non-trivial geometries (e.g., [114, 173,
178]).
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2.3 Summary

In this chapter, we provided an overview of PDEs that can be used for time-domain room acoustic
modelling, incorporating viscothermal losses in air and general frequency-dependent boundary condi-
tions formulated as positive-real circuit networks. Energy analyses were provided and these will be
mimicked in discrete forms in the following chapter in order to derive numerically stable schemes
approximating—in a simple manner—the room acoustic PDE models presented so far. Additionally
in this chapter, various approaches to room acoustic simulations were reviewed, including geometric
(ray-based and image source—based) methods, and some standard wave-based methods, including finite
difference, finite volume/element, boundary element, and Fourier methods, along with advantages and

disadvantages of each approach.
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Chapter 3

Room acoustics modelling in 3-D with

the simple Cartesian scheme

The purpose of this chapter is to introduce some basic concepts in finite difference—based room acoustics
modelling using the simplest Cartesian scheme in three spatial dimensions. For the most part, this chap-
ter will follow Section 2.1 in a discrete setting. We start with the simplest finite difference approximation
to the lossless wave equation, followed by an equivalent staggered-grid scheme for the first-order sys-
tem (2.1). This is followed by boundary conditions in frequency-independent and frequency-dependent
forms. We also provide a brief overview of approximation errors in the form of numerical dispersion
(a topic to be treated in more detail in Chapter 4). Finally, these boundary conditions and schemes are
extended to include viscothermal losses. Energy methods are used throughout this chapter in order to
derive numerical stability conditions for the interior problem, and also to derive stable boundary condi-
tions. Numerical examples are provided to illustrate properties of the presented schemes and boundary

conditions, including conservation of numerical energy and frequency-dependent losses.

3.1 The basic 3-D scheme

For convenience, we begin with a discretisation of the second-order wave equation on the full space
with the dependent variable W(x,t), after which we will consider an equivalent staggered formulation

for the first-order system in p(x, ¢) and v(x,t). The model initial value problem (IVP) is then:

U, = AAT, t>0, xeR3 (3.1a)
V= fo, ¥¢t=go, t=0, xeR? (3.1b)

where fo = fo(x) and go = go(x) represent the initial conditions, defined at ¢ = 0.

3.1.1 Preliminaries

For the entirety of this chapter, and unless otherwise specified, it will be assumed that ¢ = 340 m/s and
p = 1.2kg/m?, and any spatial quantities (positions, lengths) will be in units of metres and all times in
seconds.
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Grids and grid functions
In order to approximate a solution to above problem, we define a spatiotemporal grid function:
U = U(ih,nk) (3.2)

where
i = (ig,iy,i,) €Z>, neZ" (3.3)

where Zt := {n € Z,n > 0}, and where h > 0 is the spatial step (or grid spacing) and k > 0 is the

time-step. For convenience, we will also represent the infinite Cartesian grid by Z3 := {ih : ¢ € Z3}.

Shift and finite difference operators

Temporal and spatial shift operators may be defined as follows:

e U = WIE! (3.4)
eox W3 =W e = WP 4y (3.4b)
eyt V5 = f?iéy = g;l,iyzl:l,iz (3.4¢)
e W =W =W (3.4d)

where €,,&,, &, are the standard unit vectors in R®. Throughout this chapter, we will use the symbol
w as a placeholder for the coordinate directions x,y, z. For example, the shift operators could be
summarised by:

ews ¥y =V ., we{ry, 2} (3.5)

The above could also be written as:
e(—uwF¥; =¥, . we{z,y 2} (3.6)

where (—w) simply indicates the direction opposite to w.

Using the shift operators defined in (3.4), second-order difference operators along spatial dimensions
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w € {x,y, z} can be constructed as:
1
Oww = ﬁ(eqﬁ_ —24ey_), we{xy 2} (3.7)
and this allows us to build the simplest discrete Laplacian in 3-D:
OA = 0gg + 0yy + 0. (3.8)
Expanding this discrete Laplacian operator,' applied to ¥}, we have:
N ( ot tigsis T i1y T Y5 0,410 (3.9
+ gz,zyfl,iz + gl,zy, 2+1 + gzz,zy,zz - GEZE zy,zz)

Note that this operator essentially reaches out over seven points in space, so it is also known as a seven-
point discrete Laplacian. The spatial stencil® of points used in this discrete Laplacian is illustrated in

Fig. 3.1. For convenience, we also write this operation as:

1
n o__ n n
onl; = ﬁ( iy — 6% i) (3.10)
where Q7" iy = = (7 is a weighted average over space, defined as:
n _ n n n n
Gastyiz ‘I]ZI+1 lyyiz + \I’ @ —1,iy iz +gizv7f.y+1»iz + giz’iyflaiz + g’bzﬂyﬂz‘f’l + lI/’lz Jiy,iz—1 (311)

At this point we can reveal the (well-known) underlying approximations of these finite difference

operators. First, we let the shift operators defined in (3.4) also be applicable to continuous functions:

s W = U(x,t+ k) (3.12a)
eor U = U(x £ &,h,t) (3.12b)

and similarly for e, 4, e,+. Then for the finite difference operators we have the Taylor expansions:

80U = 0y U + O(K?) (3.13a)
Sww¥ = 0w +O(h?), w e {x,y,2} (3.13b)
AT = AV + O(h?) (3.13¢)

where the terms O(h?) and O(k?) represent the truncation errors of the finite difference operators. The
order of accuracy of each operator indicates how quickly the approximation approaches the continuous
operation in the limit of small h or k. As such, these operators are said to be second-order accurate.

'Tt is worth noting that an early form of this operator appears in [193].

2The word “stencil”, sometimes called a “computational molecule”, can take on various meanings in the literature of numerical
methods. It could be a temporal, spatial, or spatiotemporal set of points, and one could also associate “stencil weights” to each
point and incorporate such weights into the meaning of “stencil”. For the most part in this study, “stencil” will refer to a set of
points (vectors) in space, while “update stencil” will refer to the set of spatiotemporal points involved in a local update equation.
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The simplest finite difference scheme for the 3-D wave equation

It follows that if we combine these operators, we have an approximation to the wave equation:
(84 — 26T = (O — AT 4+ O(h?) + O(k?) (3.14)

Note that the approximation has a second-order truncation error in both the spatial and temporal grid
spacings. Since the truncation error goes to zero in the limit of &,k — 0, the approximation is said to

be consistent.

Now that we have a consistent approximation to the wave equation, we replace the unknown solution
U with the grid function ¥ to arrive at the following finite difference scheme:

61V = oA U7 (3.15)

The above is known as the simplest scheme for the 3-D wave equation [60, 86]. In the room acoustics
literature, this scheme is also referred to as the “rectilinear scheme” [21], “standard rectilinear” [134],
or “standard leapfrog” [136].> The essential operation of the scheme is provided by rearranging (3.15)

into the following update equation:
Yt = 0 4 (2 - 607 + NPQ) (3.16)

where ()7 is the summation (3.11), and where A := ck/h is a dimensionless quantity known as the
Courant number. The importance of the Courant number will be discussed shortly, but for now it is
worth mentioning that for the special case of A = 4/1/3, the update equation reduces to:

1
A i Y (3.17)

This special case is also known by its equivalent digital waveguide mesh formulation [286, 223, 21].4
The significance of the choice A = 1/1/3 is linked to convergence and stability of the scheme, as will
be seen shortly.

It is also worth noting that we could rewrite this special case as:

n+1 n—1 T,L o 7.‘ oo o . no . noo oo
gi +gz _ glm—‘rl,ly,'l,z + v —1,dy,0z + \Ilzm,ly+1,zz +gzw,zy—l,zz +gzw,zy,zz+1 +gzm,zy,zz—1

=iz =

2 6
(3.18)

which, essentially, describes the operation of the scheme in terms of temporal and spatial averages. In
other words, (3.18) says that the local average of the acoustic field in time must be equal to the local
average of the acoustic field in space. This is related to a classic interpretation that is used to describe

the wave equation and Laplacian operator in the acoustics literature [176].

Returning to the more general update equation (3.16), we note that the time-step n + 1 requires the
storage of only two time-steps in the past, since E?“ can overwrite gg—l in place. Since the PDE
problem starts at time ¢ = 0 (n = 0), the first two states (Y, ¥1) must be specified. The first state is

=1 =1

3The moniker “rectilinear” could be seen as a misnomer since it might imply the use of a either a “rectangular grid”, which is
a regular grid based on congruent rectangular (prism) tiles, or a “rectilinear grid”, which is a irregular (yet still structured) grid
based on rectangular (prism) tiles that are not necessarily congruent to each other [256, 270]. The Cartesian grid used in this
simple scheme is neither of these types.

“4This was essentially the form used by Savioja et al. [223], but in terms of a pressure quantity rather than velocity potential.
The pressure wave equation scheme (Eq. (3.58)) is discussed later.
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simply set by the initial condition fy:
@3 = [foln (3.19)

where [fo]5, represents a consistent approximation to fp on Z3.> Meanwhile, the second state can be

approximated from fj and gg with the following initialisation scheme:
Ui = U7 + klgo]n (3.20)

Although, for slightly more accuracy in the estimation of Q%, it may also be preferable to make use of
the following initialisation scheme [260, 244]:

1 0 k? 0
v, =Y, + k[go]h + T(SAQZ (3.21)

Some examples of 3-D wave propagation, simulated with this scheme starting from initial conditions,
are illustrated in Fig. 3.2.
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Figure 3.2: Snapshots of the solution to the 3-D wave equation with ¢ = 1, plotted along three 2-D
slices of the 3-D field (when z = 0, y = 0, and z = 0). The initial conditions are: in the top row
fo = Gre, go = 0 and in the bottom row fo = 0, gg = Gre, Where gre = gre(x) is a raised cosine defined
as g = H%S(x) for |x| < 7 and zero elsewhere. Here, h and k are chosen such that any underlying
approximation error is not visibly apparent.

3.1.2 An equivalent staggered grid formulation

Another commonly used time-dependent finite difference scheme in the field of room acoustics stems

from the equivalent first-order system (2.1), using staggered grids for pressure and vector velocity

3In the usual case, this denotes a Cartesian sampling of fo, but it is not true in general that an initial condition will be
bandlimited. For example, fo = §(x) is not bandlimited.
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grid function components. The essentials of this staggered scheme, which will be presented shortly,
appeared in the acoustics-related literature around the same time, independently, from various au-
thors [51, 38, 166, 120], but it is mostly known in room acoustics literature via Botteldooren’s study [38].
For convenience, we make use of the formulation appearing in the paper by Chiba et al. [51], as their
choice of staggered grids coincides directly with the second-order scheme in ¥, although shortly we

will also relate this to the more familiar staggered formulation of Botteldooren [38].°

Preliminaries

The following are some preliminaries that will be necessary (or just convenient) for deriving and pre-

senting the staggered scheme of interest.

To start, we define the following staggered grid functions:

=t = (e 1/2)) (3220

Tlz,ty,tz

=0 e, 2 & (i + 60/2)h, k) (3.22b)

Vo iatd iy i
e =0 e o 2 0y (i 4 &,/2)h, nk) (3.22¢)

1
Yz, lyt 5,0z

" =07 16, /2 2 0:((4 +€:/2)h, nk) (3.22d)

co 1
2yl iyt g

where v,, is the scalar component of v along the coordinate direction w € {x,y, z}.” This placement of
staggered grid variables will be illustrated shortly (in Fig. 3.3(a)). For convenience, we also define the

vector grid function:
n e (T n n T
Vi1 = (U7 i+, /20 Uy ive, /20 Vs ive, /2) (3.23)

where the subscript of v’ 1 is a slight abuse of notation that is only meant to serve as a reminder that
2

its vector components are individually staggered in space.
We will also make use of the following asymmetric (non-centered) finite difference operators:

1

Sps = ietiT_ L 6. =0, 4+ O(k) (3.242)
w - 1
Sps = ieiT . Gpal = 9, + O(h) (3.24b)

which, as shown above, have a first-order accuracy with respect to the spatiotemporal points at which
they are applied. d,, is also known as a forward-difference, and d,,_ is a backward-difference (and
similarly for §; and ;).

For convenience, we also define the discrete gradient (vector) operator:

O 1= (Opa, Oy, 02) " (3.25)

6We should note that the form presented by Botteldooren is also in a more general finite volume framework, which will be
treated shortly. For now we consider the “basic Cartesian FDTD” in [38] rather than the finite volume “Voronoi cell FDTD”
generalisation [38].

7N.B.: In this case, the subscripts x, 3/, z denote the scalar components of v and not partial derivatives.
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and the following identities will be of use:

Sep = OOy (3.26a)
dwt = €wtOuwF (3.26b)
O = Oyt Oy (3.26¢)

5a = (8x—) " (0xs) (3.26d)

Also the following property of §,,+ will be of use:
Ow— = —0(—w)+ (3.27)

where the notation above is akin to that in (3.6). This property deserves a short explanation; it says
that the backward-difference along some coordinate direction is the negative of the forward-difference

applied along the opposite direction. More generally, this property can be written as: d,+ = —0(—y)+-

Finally, we also make use of the following half-shift operators, defined for an arbitrary grid function

ul = u(x;,ty):

e;fgf = g?ilm eiﬁu =u+ O(k) (3.28a)
eZig? = @?iéw/z el{iu =u+0O(h), we{zy,z} (3.28b)
1/

2 2
and clearly, (ewi) = ew+, and (ezﬁ: ) = ey+. It is important to point out that the seemingly

first-order accurate difference operators defined above are second-order accurate with respect to shifted

positions:
Sests = B, (e;é;u) +O(k?) (3.292)
St = Dy (erFu) +O(h?) (3.29b)

This second-order accuracy about a half-shifted position is the underlying motivation behind the spatial

and temporal staggering of vector-component grid functions in (3.22).

A staggered grid scheme for the first-order system of linear acoustics

At this point we can present a staggered-grid scheme for the first order system (2.1), after [51]. This

scheme can be written compactly as follows:

[N

Sepr T = —k(8x) TV (3.30a)

Yirs

n+%

POrVi 1 = —Oxyp; (3.30b)
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where k = pc? is the bulk modulus. The operation of this discrete first-order system is given by the

following rearrangement of (3.30):

n+s _ n—3 \Z n o L
Pigiy,iz — Bi:miy,iz 0 Q-’L‘,i;p"r%,iy,’iz Eyviw7iy+%7iz sziwiyﬂvﬁ_%
U U ) (3.31a)
sl = 5,lyslz Yslaly — 5,0z 2yl ylyslz— 3
1 1
n+1 _.n o ’I’L+§ . n+§
YaiptLiiyin - Lajintdiiyiz AYo (Biz+l,iy,iz Dy i (3.31b)
1 1
n+1 _n . n+3 _ nt3
Uy irigtdiic = Lyyiciy+dis AYo (Bz'z,z'yﬂ,iz Pi,iyi. (3.31¢)
1 1
n+1 _.n o TL+§ . n+§
Y isiysistd — Leiasiyizt] AYo (Eim,iy,iz+1 Di, iy yie (3.31d)

1

where we recall that Zy = pc and Yy = (pc)~*. From these update equations, we can recover the

/_2 through-

more commonly seen formulation presented by Botteldooren [37, 38] simply by applying ei
out (3.31). For completeness, Botteldooren’s scheme [37] can be written as follows:

POy )P = —bip] (3.32a)

O Pl = —k(0x) Tyt (3.32b)

—it+3
where the ordering of the above two equations reflects how they are sequentially carried out in practice,
as per [38].
Relation to second-order scheme

The first-order staggered scheme (3.30) can be made equivalent to the second-order scheme in ¥

through the following relations, which are simple discretisations of (2.6):

n+i
p; ° = poy WY (3.33a)
Vi = =0 VY (3.33b)

By substituting (3.33) into (3.30a), we recover a second-order scheme:
pO14- 01— W7 = ﬁ(éxf)T(‘strg?) (3.34)

which is equivalent to (3.15) by the identities (3.26a) and (3.26d) and since ¢* = /p.
Initial conditions for this scheme can also be related, through (3.33), to those of the second-order

scheme:

U= fo,¥;=go= D = pgo, v = —Vfo, t=0 (3.35)

1
= pE =gl Vi =0k [foln, m=0  (336)

The above initialisation of the first-order scheme is followed by the velocity component update for n = 0

2

(to calculate v} 41 ), then one can proceed with (3.31) starting from n = 1.
2

Cartesian finite volume form

The staggered scheme also has a special relationship with the basic form of a Cartesian finite volume
method for the first-order system [37]. To establish this, we will only show that the basic staggered
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scheme approximates an integral form of the equation of continuity,® saving a detailed and more general

finite volume derivation for later (Chapter 6). As such, we rewrite the discrete system as:

3 n+% _ 2. n 2. n 2. n
L R M ] (L P S o P G o TP
2. n 2. n 2..n
RS S PSS L O WP W o y(—z),u,z‘wz—%) (3.37a)
Si_u” = Gpap e {z,y, 2} (3.37b)
POt—Y(tw) ite, /2 = OwtPi, iy, W L,Y,% .

where we have reversed half of the vector components’ directions by changing their signs, i.e.:

Uw)imtn/2 = ~Vi-s,/2 (3.38)

This is essentially the same property as (3.27).
Now let us present the equation of continuity in divergence form over a cubic cell C with volume h?

and centered about the position x = ¢h. This can be written as:

/atde:—I{</ Ux+d0'+/
C St S

Vy+ + / U,y dodo
+ Szt

+ / Uy do + / vy—do + / v,_do + ) (3.39)
S, S S

x— y— z—

Yy

Here, S;+, Sy+, and S+ represent the six square faces of the cubic cell (with surface areas h?) with
respective outward normals +é,, +&,, and +é_; and v+, v+, and v,y represent the outward normal
velocity components associated to each respective face. It can then be realised that (3.37a) is a discrete
form of (3.39), where spatial averages are applied over the cell and its faces.

The second finite difference equation appearing above, (3.37b), is simply a discretisation of the
equation of motion in terms of the same normal outward vectors, of which there are six per cell; however,
only three need to be computed per index ¢, as in the standard FDTD (finite difference time domain)
scheme. The placements of discrete field components and the orientations of vector components in both
the basic Cartesian “FDTD” (3.31) and “FVTD” (finite volume time domain) interpretations (3.37) are
illustrated in Fig. 3.3.

Transitional note on convergence and stability

Thus far, we have not specified a value (or a range of values) for the Courant number A. Next we will
conduct an energy analysis, which will provide some insight into appropriate choices of A, but first it is
worth briefly discussing some implications of the Courant number. The choice of the Courant number
is inextricably linked to the critical topics of convergence and stability in the study of finite difference
schemes.

With regards to the topic of convergence, this finite difference scheme in ¥ is said to be pointwise
convergent if |7 — U(¢h,nk)| — 0 in the limit of h, & — 0. This scheme could also be said to be
globally convergent if | ¥" — U (-, nk)|| — O in the limit of h, k — 0, where || - || is an appropriate norm
over the spatial grid. Such convergence is an important property because it provides a basic level of
confidence in the numerical solution—if the scheme is convergent, it will reveal a unique (true) solution
in the limit of a small grid spacing. However, convergence does not follow from consistency alone. A

8The update equations for the velocity components could be similarly shown to satisfy an integral form of the equation of
motion [37], but it is simpler to just consider them as a finite difference approximation [26].
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Figure 3.3: Illustration of staggered pressure and velocity vector components in FDTD and FVTD
forms. Note the directions of arrows denoting velocity components.

classic result in the study of numerical methods is a necessary condition for (pointwise) convergence de-
rived by Courant et al., commonly known as the “Courant-Friedrichs-Lewy (CFL) condition” [60]. The
CFL condition essentially says that the domain of dependence of the numerical solution must contain
the domain of dependence of the underlying continuous solution (see, e.g., [268] for more detail). For
this simple scheme, the CFL condition leads to a constraint on the Courant number (hence the name),
and this constraint happens to be:

A<+/1/3 (3.40)

Numerical stability is another crucial feature of any numerical method. It is required to ensure that
the numerical solution remains bounded as time marches forward.” Also, with numerical stability, it
can be assured, by the Lax equivalence theorem [207, 260], that the scheme is convergent, as long
as the scheme is consistent with the model problem. Generally, numerical stability imposes its own
constraint on the Courant number, which is not necessarily the same as that imposed by the CFL condi-
tion.!” For free-space problems, one can apply a frequency-domain technique known as von Neumann
analysis [185], which will be seen later, to derive a necessary and sufficient condition for stability. In
order to derive a stability condition for this scheme, we will make use of energy methods, which are,

additionally, useful in deriving boundary conditions that are stable.

3.1.3 Energy stability analysis

Energy methods are useful techniques for the design of stable finite difference schemes [60, 148, 207,
91, 24]. The principle of energy methods is to derive an energetic quantity for the approximation in
order to establish a discrete analogue of the conservation of energy principle. Stability for the system
results from conditions that ensure that the energy is non-negative and non-increasing. The analysis

follows closely the energy analysis used in the continuous case (as in Chapter 2).

9More specifically, the numerical solution should remain bounded appropriately for the model equation for any valid set of
(bounded) initial conditions.
10The CFL condition is a necessary condition for convergence, but it is not necessarily sufficient for stability [268].
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Preliminaries

In order to proceed with an energy analysis, following [24], we define the following finite difference
and averaging operators, and we give their associated Taylor expansions after acting on continuous

functions:
5, = % L 0uT = 8,0 + O(k?) (3.41a)
fios = % , s T =T + O(k) (3.41b)
Lt 2= ey fhi— pee ¥ = U 4+ O(k%) (3.41¢)
O = % . 0,0 =9, + O(h?) (3.41d)
fws = % C her U =T+ Oh) (3A4le)

where w € {z,y, z} for (3.41d) and (3.41e). We also define the following inner product on Z?’L:

(W 0"z = > PA)(f), s =t u g (3.42)
€73
where u} and v are arbitrary scalar grid functions on Zj. Note that || - |z3 is an ¢%-norm on Z;.

The following identities will also be useful [24]:

Sy (Br—u)? = 2(8,.ul) (Bl (3.43a)
Oep (uier—ug') = 2(wf) (0r.uf) (3.43b)
5t+(lit7@?)2 = 2(6.u) (eeuy) (3.43¢)
St (u)? = 2(pesuf) (Spsuf) (3.43d)

2
wferuf = (neuf)? — (5 uf)? (3.43)

where the first four identities are discrete versions of the chain rule of differentiation. We also make use

of the following summation-by-parts (SBP) property on the full-space:

<@n7 (sw—yn>Z,31 = 7<6w+gnayn>zi , wWeE {l‘,y,Z} (3.44)

Energy analysis

The energy analysis for the discrete system follows closely that of the continuous system in Sec-
tion 2.1.1. We multiply both sides of (3.15) by c%at.g?, and take the inner product (3.42) to obtain:

L0 00 W)zg = Y pl0e L6z (3.45)

we{z,y,z}

where we have dropped the superscript n for now. Making use of identity (3.26c) and the SBP prop-
erty (3.44), we can rewrite (3.45) as:

LW 00 W)zy + D pl616ur 2, 5s Bz = 0 (3.46)

we{z,y,z}

where we made use of identity (3.26b).
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Next, we use identities (3.43a) and (3.43b) to arrive at an energy balance:

0 hb=0, h=v+t (3.47)
where
14 P
o= o210 IZ t=15 {Z }<6w+2, ci-0u+ %)z (3.48)
WELT,Y,2Z

We note that b, v, and t respectively represent the discrete analogues to the Hamiltonian, and potential
energy and kinetic energies in (2.5). Furthermore, (3.47) shows that the total discrete energy is conserved
over time. In other words, we have that:

hm = p° (3.49)

It remains to find conditions such that h > 0 (for stability). Making use of identity (3.43e), we

rewrite the quantity t as:

P k?
t=3 > (Mre-dus @[3 — 4||5t—5w+‘1’||%g;) (3.50)
we{x,y,z}
Then we have that: 12
p
e D IR e 1 (3.51)
we{x,y,z}

Next, we can make use of the following inequality [24]:'!

|8u+ullZs < %Hgllég (3.52)
to arrive at: o2 312
62— > 0 Rlge > — S 116,217, (3.53)
we{z,y,z}
This leads to a bound on b:
b= 5 (1-33) -2 (3.54)

which provides a condition on the Courant number:

1
AL — = >0 (3.55)
V3 "
This condition is also, not surprisingly, the CFL condition for convergence (3.40). Provided that the
above condition is satisfied, the scheme will be lossless and stable, in the sense that the energy is non-
increasing. It follows that the staggered grid scheme has the same stability condition, as it is equivalent

to this scheme in p and v.

It is important to note that while the energy remains bounded (when initial conditions are in L?),

the solution is still permitted to have some growth, which is allowed because the wave equation itself

"'This inequality follows from the fact that for any a,b € R, (a + )2 > 0 = (a — b)%? < 2(a® + b?), and the additional
factor of two follows from pairwise-symmetry in the summation, i.e., (a — b)2 = (b — a)?.
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permits linearly growing solutions.'?> Using A < 1/1/3 and (3.55) we have that:

B0 > b > (1302 |6, 0n(Z = s 60wl > 26w
- T 2¢? == 1z 1—3x2 = 0= 1 = o= 1z
(3.56)
k 2hH0
= 2y < 357

n= o p V1= 3N

which shows that the norm of the numerical solution grows at most linearly over time.'?

A second-order wave equation scheme in pressure

One could equally derive a second-order scheme in the pressure variable directly from (3.15) and (3.33):

Suprt® = oap) T (3.58)

which is subsequently equivalent to the staggered scheme. It is more common to see this scheme shifted
/2,

by ei

172
Ef/_

1 1
6tt]3?+2 = 026AB?+2 — 6“8: = 026A]3? (3.59)

14

which is subsequently equivalent to the staggered formulation of Botteldooren, * since it is related to

the formulation provided here through the same application of ei/_z .

The stability condition of this second-order scheme is unchanged from (3.15). However, it is impor-
tant to note that while linear growth in the acoustic velocity potential is valid from a physical point of
view (total energy remains bounded), linear growth in pressure—while permitted in the wave equation
itself—leads to a physical energy that is unbounded (for initial conditions in L?) and is thus not appro-
priate from a physical point of view. Nevertheless, such growth can be prevented by setting the initial

condition: p¢(x,0) = 0.

Remarks on the choice of discrete system

So far we have presented three choices of finite difference discrete models that could be (and have been)
used for room acoustics simulations: the second-order scheme in velocity potential (3.15), the staggered
scheme in terms of pressure and vector particle velocity (3.30) (or (3.32)), and the second-order scheme
in pressure (3.58). In the room acoustics literature, it has been more common to make use of the
staggered formulation derived by Botteldooren [38] or the pressure wave equation scheme [223, 182] for
time-domain finite difference simulations. The use of the second-order scheme in the acoustic velocity
potential, which is the primary model in this study, is rather recent in the finite difference room acoustics
literature [302], although it has been used for some time in the geophysics literature [2]. In terms
of a sound pressure output (one of the ultimate aims of such simulations), the three choices of finite
difference systems will lead to equivalent outputs, provided that any boundary and initial conditions are
also related through (3.33). Any of these formulations are thus sufficient for standard room acoustics
simulations, but there are slight differences between the choices (3.15), (3.31), or (3.58) that are worth

discussing further.

120ne such example is given later, in Footnote 24, see also [23, Section 4.3.4] and [260] for more discussion on this.
13This bound is only valid for A < 4/1/3, but it may not be possible to obtain a bound at A = 1/1/3, see [24, Section 2.4.3].
14This relationship can also be established without the use of ¥7'; see, e.g., [21, 43].
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With regards to the derivation of boundary conditions, the first-order system and associated stag-
gered scheme is the most natural choice, due to the fact that immittance (real or complex) boundary
conditions are generally formulated in terms of p and v. The staggered formulation also leads to more
control over the placement of outward normal boundary velocity components, and has an underlying
finite volume interpretation. After the first-order system, the second-order formulation in terms of U is
perhaps the next most natural choice for the specification of boundary conditions, since boundary con-
ditions in p and v are equivalently expressed in terms of ¥, and V'V, and staggered grid/finite volume
formulations in these quantities are, therefore, equivalently derived. With regards to the pressure wave
equation model, boundary conditions are less often expressed in terms of the pressure variable alone,
but such conditions can be obtained from the underlying first-order system (or velocity potential system)
and can then be re-expressed in pressure-only forms for the second-order pressure scheme [132].

In terms of computational efficiency, if both the pressure and velocity fields are desired everywhere,
it is cheapest (computationally) to make use of the first-order scheme directly. If only the pressure is
desired, as in standard room acoustics applications, the second-order forms are clearly more efficient
in terms of memory and arithmetic operations. For example, in the first-order scheme, one must store
four states per grid point ¢, which is twice the storage requirement of the second-order scheme. Also,
operation counts are higher in the case of the first-order scheme.'> It should also be mentioned that the
second-order scheme in ¥ requires an additional differentiation at the output to obtain a sound pressure,
but the cost of this operation is negligible compared to the overall cost of the scheme since the number
of outputs taken from the scheme is generally much less than the total number of grid points. We also
note that one is not restricted to using d; in order to obtain the pressure, and more accurate temporal
difference operators could be employed to obtain a pressure output.

For more general virtual and musical acoustics applications (e.g., physical modelling sound syn-
thesis), the first-order scheme and second-order scheme in W are appropriate choices, as they provide
straightforward direct or indirect access to both pressure and velocity field components, which are ulti-
mately required as coupling conditions for the inclusion of other sound-making objects (e.g., physically-
modelled musical instruments [24, 33]). In such settings, the pressure wave equation model is the least
flexible because one does not have easy access to the velocity components. Velocity components can
be estimated from the pressure field alone, as a cumulative sum of pressure gradients over time [43],
but this is less straightforward and can only be accurate to within a constant. Another option, provided
initial conditions are zero, is to carry out a hybrid scheme, incorporating both the second-order pressure
scheme and staggered first-order scheme [43], but it is simpler still to use ¥ directly.

Finally, we should note that while the first-order scheme carries a greater computational cost, the fact
that it does not permit linear growth from a bounded set of initial conditions (as opposed to second-order

schemes) is a desirable feature from a practical standpoint.

3.1.4 Numerical dispersion

Numerical dispersion is a critical issue in the design of finite difference schemes for room acoustics
applications. It is essentially a warping of frequencies that can lead to a mistuning of room modes
and unnatural modal densities. Additionally, it gives rise to a direction- and frequency-dependent wave
speed, which in turn gives rise to audible artefacts, such as a smearing of transients into “chirp”-like
sounds and other phase artefacts. In this section, we present an introductory analysis of numerical

dispersion in the simplest 3-D scheme.

15Operation counts are left out for brevity, see, e.g., [43, 304].
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As discussed in Chapter 2, the wave equation admits plane-wave solutions that adhere to a linear
dispersion relation, and as such, the wave equation can be said to be non-dispersive. Finite difference
schemes for the wave equation also admit plane-wave solutions, but due to approximation errors, these
plane-wave solutions follow a (generally) non-linear dispersion relation. In order to present the disper-
sion relation of the scheme, we consider a test solution (ansatz) made up of a discrete plane wave:

T

where w represents the temporal angular frequency (in rad/s) and 3 = (8, 8y, 8.) is the wave vector.
These are the symbols as used in the continuous case, but the relation between w and 3 (the dispersion

relation) is left unspecified in this discrete setting.

Inserting this trial solution into the finite difference scheme (3.15), we obtain a dispersion relation
for the 3-D scheme:'®

w= %sirr1 + A(sin2(5h -8,/2) +sin?(Bh - &,/2) + sin®(Bh - éz/2))1/2 (3.61)
G(B.h)

That this dispersion relation is generally nonlinear indicates that the scheme features numerical disper-
sion (or dispersion error). Note also that in the limit of small &,k — 0 the sine function becomes
linear (small-angle approximation) and the numerical dispersion relation approaches that of the wave

equation, as expected by consistency.

From this dispersion relation we can point out a few more important properties of the scheme.
One such detail is that the function labelled G(/3, k) is periodic in the cubic wavenumber cell 8 €
[~ /h,7/h]3. As such, the finite difference scheme can only resolve wavenumbers in this cell, which
also follows from multidimensional sampling theory [191]. It can also be noted that G(3, h) takes
on its maxima at the corners of this cubic region (maxg, G(8,h) = 3) and has a minimum value
of zero. A von Neumann stability analysis can be easily conducted from this point, by constraining
3{w} = 01in (3.61), one eventually obtains to the stability condition:!” X\ < \/m, which is the same
condition derived from energy methods (and the CFL condition for convergence). Provided that this
constraint is satisfied, it can be determined from the properties of the inverse sine function that w €
[—7/k, /K], which is the same temporal bandwidth constraint imposed by sampling considerations.
However, contrary to sampling considerations, it also follows from (3.61) that the full bandwidth of
temporal frequencies cannot be reproduced unless A = \/m; if A< \/m then w can only be in
some subset of [—x/k, 7/k], and this band of frequencies shrinks as A — 0. This phenomenon will be

investigated in more detail in Chapter 4.

16The first-order scheme has an equivalent dispersion relation [38], and the same dispersion relation is found in Yee’s FDTD
scheme [265], and staggered schemes for first-order elastodynamic systems [234].
17For brevity, the steps are left out here, but the same analysis is carried out in detail in Chapters 4 and 5.
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Numerical phase velocity

In the room acoustics literature, numerical dispersion is usually analysed from the point of view of the

numerical phase velocity.'® A relative numerical phase velocity, ideally unity, can be defined as:

w(B, A, h, k)

6p(/37)‘7h) = C‘,B|

(3.62)
where w(3, A, h, k) is simply the dispersion relation (3.61).!°

We can analyse v, to get a better idea of how numerical dispersion is manifested in the numerical
solution. However, there are many ways to visually analyse @, which is essentially a function of five
variables: h and A and B = (8, By, 8-) in Cartesian coordinates, or 3 = (8, ¢(83), 8(3)) in spherical
coordinates. The time-step k is left out because it can be fixed by choosing A and & (c is fixed). To further
simplify this parameter space, we can use the fact that G(3, h) features a large degree of symmetry and
is periodic over a cubic wavenumber cell tiling. With that said, it will suffice to analyse @, over a 2-D
slice of the non-negative octant of the cubic wavenumber cell. This 2-D slice is oriented along the plane
with normal vector i = (0,1/v/2,—1/+/2) and passes through the origin (for which 8, = 3,), as
shown in Fig. 3.4(c). For the other free variable, A, we consider two choices: A = \/1/73 ~ 0.577 and
A = 0.5; these are shown in Figs. 3.4(a) and 3.4(b).

Let us first compare the two choices of A. From Figs. 3.4(a) and 3.4(b), we can see that vj is
generally more correct (closer to unity) over the wavenumbers displayed for A = \/m than it is for
A = 0.5. This follows a trend that will be seen for many (but not all) schemes in Chapter 4, that v, gets
worse as A is chosen away from the stability limit. Consequently, A = \/m can be seen as the optimal
choice of the Courant number for this scheme (keeping in mind the constraints of stability).

Next, we can investigate ¥, as a function of wavenumber (magnitude). In this respect, it can be
noted, in either Fig. 3.4(a) or 3.4(b), that the phase velocity is ideal near the zero wavenumber (DC) and
tends to incur more error as the wavenumber increases along any given direction. This is expected by
consistency with the model system.

Finally, we can compare the various wave directions for fixed wavenumbers, i.e., directions of prop-

18Strictly speaking, the term “phase velocity” is a bit of a misnomer, and this quantity should, more appropriately, be called a
phase speed, since a velocity must also carry a direction. However, it is common in the literature to call this quantity the “phase
velocity”.

19Note w is a function of four variables (one a three-vector), but ¥ is relative to ¢, so it does not depend on k for A and h fixed

(A = ck/h).
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agation for plane-wave solutions. First we note that there is a large degree of directional dependence
in ¥p; this is known as isotropy error, or anisotropy. The amount of anisotropy also decreases in the
limit of small wavenumbers, as expected by consistency. Highlighted in the figures are axial (green),
side-diagonal (red), and space-diagonal (blue) directions of the cubic wavenumber cell. It can be seen
that wavenumbers along the space-diagonal feature the least amount of dispersion error, remaining exact
in the case of A = \/m Meanwhile, the axial direction demonstrates the greatest errors, reaching as
high as 30% error at the spatial Nyquist (5, = 7/h, 8. = 0).

According to this analysis, and as is commonly known, it is best to fix A as close as possible to
the stability limit A = \/m in order to operate with as little dispersion error as possible for a fixed i
(in this scheme). In order to further eliminate dispersion error, one can vary the last remaining free
parameter, h. Choosing h small means that one is operating closer to DC in the space of normalised
wavenumbers 3h € [—m, 7|3, where dispersion approaches zero. Provided that the initial conditions
are relatively bandlimited, a minimum grid spacing can be determined by multidimensional sampling
considerations [191], and reducing h beyond this minimum (refining the grid or “oversampling” the
initial conditions while keeping A fixed) can provide a numerical solution relatively free of dispersion
error. Of course, this comes at a great cost, to be discussed shortly.

In order to see the effects of dispersion error in a numerical solution, as well as the effects of grid
refinement, consider the following example. We take an initial condition (¥(x,0)) that only varies
as a Gaussian along the z-direction (and ¥,(x,0) = 0), for which the continuous solution is a sum
of left- and right-going travelling waves (along the z-axis). Numerical solutions computed from the
simple Cartesian scheme, with A = \/m and various choices of h, are shown in Fig. 3.5, wherein
the red curve displays the ideal solution (right-going only) and the numerical solution is in blue. For
each choice of h, it can be seen that the numerical wavefront spreads apart over time (and space),
eventually losing coherence as it propagates to the right. This is an effect of numerical dispersion,
which can be indirectly explained by ¥,; the wavefront can be seen as a continuous spectrum of plane-

).20 The rate at which the numerical wavefront

wave components (with a Gaussian magnitude envelope
loses coherence is inversely proportional to the chosen h, which is a consequence of consistency (or
convergence), and also it demonstrates the effect of grid oversampling.

According to the above discussion and the presented numerical example, oversampling the spatial
grid is a reliable way to eliminate dispersion errors, but this strategy carries a heavy computational cost
in three spatial dimensions and quickly becomes impractical. Storage (memory) requirements scale to
the third power in the oversampling factor, and arithmetic operations scale to the fourth power (when
A is fixed), which means that the compute time will also generally scale to the fourth power in the
oversampling factor. These increases in computational costs are the main motivation for the pursuit of
more accurate finite difference schemes (to be pursued in Chapter 4).

Since oversampling in 3-D carries such a heavy computational cost, it should only be used as nec-
essary to achieve a desired level of accuracy (or confidence) in the numerical solution. There are many
ways to interpret “accuracy” in the context of room acoustics, but as a starting point, one could at-
tribute a level of confidence in the numerical solution to the “percent-error” in the numerical phase
(or group) velocity. Oversampling could then be performed such that dispersion error is kept below a
desired threshold over a range of wavenumbers of interest. For example, if one desires a one-percent
error threshold in ¥p, it can be found by closer examination of @, (as in Fig. 3.4(b)) that 0.197 rad is
approximately the minimum normalised wavenumber (along the axial directions) with a one-percent

error in ¥y, provided that A\ = /1/3 . Thus, one would need approximately a 5.3 x oversampling factor

201n such case, the numerical solution may be more aptly described by a numerical group velocity, see, e.g., [275, 260]
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Figure 3.5: Demonstration of numerical dispersion effects for a pulse propagating and varying only
along the x-direction, for various choices of h. The blue curve corresponds to the numerical solution,
and the red curve corresponds to the exact solution. Snapshots are shown at times as indicated. Here
c=340m/sand \ = /1/3.

(1/0.19) over the minimum A dictated by sampling considerations in order to have all initial conditions
bandlimited to 0.197 rad, and thus within the one-percent threshold. In other words, for a one-percent
error threshold in v, one would need to sample the initial conditions with at least ten samples (points)
per wavelength of interest (a commonly used “rule of thumb”). If a two-percent error threshold is de-
sired, one would require approximately a 3.7x oversampling factor (= 1/0.27), or 7-8 samples per
wavelength, and if a 5% error is desirable, a 2.4 x oversampling factor would be necessary, etc.. Deter-
mining what is an appropriate threshold for a room acoustics problem from a perceptual point of view
is another question, and one that cannot be reasonably addressed here; see, e.g. [214] (published work
involving the current author).

3.2 Boundary conditions

In this section we derive boundary conditions for the simple Cartesian scheme through the use of energy
methods. Energy methods comprise an extremely useful set of tools in this respect, since any boundary
conditions can be proposed to be accordant with an energy-based stability framework.?!

3.2.1 Preliminaries

For this section we consider a closed domain, denoted 2 C R?, and which can be decomposed into an
open domain €2 and its closure (boundary) I', i.e., Q=QUT.

For illustrative purposes, it will be convenient, as a test case, to define an open box-shaped region:

Voox := (0, L) x (0, L,) x (0, L) (3.63)

21This contrasts with another often-used methodology, where one first proposes a boundary condition, followed by a stability
analysis when possible (as in, e.g., [133]).
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(@) Q (b) Gn (©) Qn

Figure 3.6: An example domain, Viox With (Lg, Ly, L.) = (8,6,4) m (left); along with a Cartesian

grid, Gy, for b = 0.6 m (middle); and the associated volume €, (right).

(@) Q (b) G (©) Qn

Figure 3.7: An example non-trivial domain made up of a heptagonal prism with an ellipsoidal dome
(left); along with a Cartesian grid, Gy,, for h = 0.8 m (middle); and the associated volume €2, demon-
strating staircase effects (right).

where x denotes the Cartesian product.

Grids and index sets

The Cartesian grid under consideration is now defined as the intersection of a scaled integer (cubic)
lattice and 9, i.e.:
Gh:=7Z;NQ (3.64)

and for convenience, we also define a vector index set for these grid points:
T:={icZ:ihecQ} (3.65)

For illustrative purposes it will also help to define a continuous region associated to the discrete set
Gy, which will serve as a “staircase approximation” to the continuous domain €. Recalling the basic
Cartesian finite volume formulation discussed in Section 3.1.2, it makes sense to consider this region to
be a union of cubic cells centered about points on the grid. This staircase region can formally be defined
as:

Q= J{ih + %' 1 x' € R, |[¥/|| o0 < h/2} (3.66)

i€T

where || - || is the Chebyshev norm (the “chessboard distance”). It is important to note that in general,
Qy, # €, i.e., these regions are not necessarily equivalent. We can decompose this staircased region into
an open region and its boundary, Qp = Q, UT,, such that T, represents the boundary surface of the
staircased region. The sets G;, and ), are illustrated with example domains in Figs. 3.6 and 3.7.
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For the following energy analyses, it will be useful to define an indicator function and its comple-

ment:

1 ifiteé, el B 0 ifit+é,c”
Gijwt = _ s Gir = _ ;o we{ry, 2} (3.67)
0 otherwise 1 otherwise

It will also be useful to recognise the property that

Qi w— = Gi,(—w)+ - Z (qi,er + qi,wf) = Z 9i,w+ (368)
we{z,y,z} wet{z,y,z}

and we note that the latter summation is over six directions.

For convenience, we define index sets for “regular interior points” (points that have six interior

neighbours) and for “boundary points” (points that have fewer than six interior neighbours):

Z:={i €Z° : Gios = Giysr = Giox = 1} (3.69)
T =TI\ T (3.70)

For example, in the case of {2 = Vjx, we have:

I={0,1,...,N,} x{0,1,...,N,} x {0,1,...,N.} (3.71)
Li={1,2,...,N, —1} x {1,2,...,N, =1} x {1,2,...,N, — 1} (3.72)

where N, = | Ly, /h] + 1 forw € {z,y, z}.

Inner products and summation-by-parts

We can also define an inner product on Gp,:

W' v"e, =Y WPy, [z, = @ u")e, (3.73)
1€l

where u? and v} are arbitrary scalar grid functions on Gj. We note that || - ||g,, is an £*-norm on Gp,.

For this energy analysis, we will use a summation-by-parts (SBP) property for the closed domain.

In the simple case of {2 = Vyox, we have the following SBP property for ., _ [24]:

N, N
W", 00 v")g, = —(6rsu 0 e, Y Y B ((ex+@’fvm,iy,iz)(y’fvm,iy,iz) - (@g,iy,iz)(em—yg,iy,iz)>

iy=0i,=0
(3.74)

which we can rewrite with the indicator function ¢; ;4 as:

Nf'/ Nz

2 s

(W, 6, 0")G, = —(qot 0o, 0", + > Y h ((@k,iy,u)(ﬂ"z,iy,iﬁ - (ﬂg,iy,iz)(ewfﬂg,iy,iz))

iy=01,=0

(3.75)
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In the more general case of a non-trivial {2, it is straightforward to arrive at the SBP property:

W", 0w 0") g, = —(qutOuwrt™ 0")e, + D0 (@ 0y (W) (V]) = G (u) (ew—2}))  (3.76)
1€y

3.2.2 Frequency-independent boundary conditions

Let us consider the case of frequency-independent immittance boundary conditions. The boundary value

problem (BVP) under consideration here can be written as:

Uy = AT t>0, xe€0 (wave equation) (3.77a)

—h-ve =Ly, t>0, xel (boundary conditions) (3.77b)
C

U=fo, ¥ =gqgo t=0, xeQ (initial conditions) (3.77¢)

where v = v(x) € RT is a (dimensionless) specific surface admittance. Two special cases are of
note: for v = 0, homogeneous Neumann conditions results, modelling rigid perfectly reflective walls
(R = 1); and for v = 1, one has absorbing conditions of the first-order Engquist-Majda type [69], which
model perfectly absorbing walls at normal angles of incidence (R = 0) (as discussed in Section 2.1.3).

Energy analysis

The energy analysis for this discrete system is a continuation of the free-space case in Section 3.1.3, or
it can be seen as a discrete form of the continuous analysis in Section 2.1.3. Boundary conditions will be
chosen according to energy-stability considerations. Proceeding with the energy analysis, we multiply
both sides of (3.15) by £6;. 7', and take the inner product (3.73) to obtain:

L0, 00T, = D pln L, Suue, (3.78)
we{z,y,z}

where we have dropped the superscript n for now. Making use of identities (3.26¢) and (3.27) and the
SBP property (3.76), we can rewrite (3.78) as:

;pz“t-i’ W6, + > pdwt 600wt ¥, 001 Vg, = —b (3.79)
we{x,y,z}
where
b=—p> B > s (005) (60t 1) (3.80)

1€Ty wet{z,y,z}

and where we have made use of identity (3.26b). b is the discrete analogue of (2.32), and each term
in b accesses the grid function at spatial points that are outside of Gy,. Such exterior points are known
as “ghost points”. The choice of the boundary condition should be one that eliminates the ghost points
in an explicit update for boundary nodes, and one that keeps b > 0. Some appropriate choices will be
specified shortly.

Next we use identities (3.43a) and (3.43b) to arrive at an energy balance:
Jiuh=—b, h=v+t (3.81)
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where
P P
o= 5162, . t=5 D {twrdur L e-dui P)e, (3.82)
we{z,y,z}
In the absence of wall losses, we have b = 0 and the discrete energy is conserved over time. In the
presence of wall losses, numerical energy is still conserved in a sense, as long as one considers the

accumulation of lost energy. With that said, we define the following energetic quantities:

n—1

m=0

Here, b represents the accumulation of dissipated power, and b represents the total energy including

these losses. Then we can say that:

h =h =-..=p° (3.84)

1-— En_l = O(machine epsilon) (3.85)

or more strictly, that: B
1- E—O = O(machine epsilon) (3.86)

b

These energy conservation properties will be tested in subsequent numerical experiments.??

It remains to find conditions such that b, > 0 for stability. Returning to the kinetic energy of

indeterminate sign, we make use of identity (3.43e) to rewrite t as:

p k?
t= 5 Z <|Qw+5w+l~tt‘1’||¢2}h - 4||Qw+5w+5t‘1’|<%;h) (3.87)

we{z,y,z}

and we have that: )
k
2= 3 llqurdur s 2R, (3.88)

we{,y,z}

Then we can make use of the following bound, which is not necessarily tight:

4
HQw:I:(;w:tQH(%}h < ﬁ“gnéh (389)
to arrive at: " o
p 3p
= TD DI S 1R o A 7 % (3.90)
we{z,y,z}

This leads to the following bound on b:

1

>
h_262

(1=3)) |6, %2, (3.91)

22There may be other finite precision effects to consider when verifying such numerical energy conservation properties; see,
e.g., [272, Appendix A].
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and the usual condition on the Courant number:

A§§§ — §>0 (3.92)

With regards to the boundary term, we require that b > 0 for the system to be stable as a whole. This
leads to the following natural choice for a discretised form of (3.77b):

F 01 U7 = Yok 0.0y, t1€7Z,, whenever ;i =1 (3.93)
c ,

where v; .,+ represents the real admittance on the boundary of I'y,.

Under this choice of boundary condition, the boundary term in the energy balance is:

n_P _ n
b =7 Z WY Vit Gy (0093)° >0 (3.94)
1€Ly we+{z,y,z}

Thus, with (3.55), the energy of the system is strictly non-increasing (energy-stable).
In summary, we have the discrete finite difference boundary value problem, which is analogous
to (3.77):

S Ul = A25ATY n>1, i€l (3.95a)

Fo WP = Jiut s gn n>1, €Ty, wheng; u=1 (3.95b)
. :

T2 = [folns 00495 = [goln n=0, ieZ (3.950)

and where (3.21) could also be used instead of (3.95¢) for the calculation of Qi
It remains to combine the interior update with boundary conditions for boundary nodes. As men-
tioned previously the boundary condition serves to eliminate the ghost points from the system. Thus,

we can rearrange (3.95b) to get:

n n Yi,wt n n— . _
Uite, =¥, + T(Eiﬂ -, 1) , t€1,, whenever Qi wr = 1 (3.96)

and the ghost point value U7, o

_, will be substituted back into the update equation for W'. After making
this substitution, one obtains the following boundary update equation:

witt = 1+A1v’/2 ((2 — NEK)¥7 + (/2 - 1D + /\QQ?) (3.97)
where
Y=Y @i Vit + T Vi) (3.98)
we{z,y,z}
and
Ki= Y Gy, K;=6-K; (3.99)
wex{z,y,z}

and where Q)7 is a partial summation:

QA= D G, (3.100)
wet{z,y,z}

This partial summation is specialised at the boundary nodes, but Q7 = Q% for i € 7. Also, K; is
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simply the number of “ghost point”—neighbours, and K is the number of non-zero summands in Qf
Eq. (3.97) is also valid for interior points, for which ~y; ,,+ = 0.
For simplicity, we could also consider one admittance value per boundary node, i.e., v; w+ = ;. In

this case we have v, = K;+;, and the update equation simplifies to:

'r_L+1 _ 1

= ((2=NEK)V? + O\K;v/2 — D¥ !+ \2Q7 3.101
v = s Y+ (WK is/2 = )2+ Q7 (3.101)

In order to illustrate how Qf varies over the boundary, consider the special case {2 = Vyox. In that

case, the modified partial summation for wall, edge, and corner nodes closest to the origin are:

wall : Qi = Ui 90041 900, -1+ 90,041+ Y0401 (3.102a)
edge : QF =g, + Y510 + Yo 41+ Y041 (3.102b)
corner : Qr = Y0+ ¥0510+ %001 (3.102¢)

where for the wall i, = 0,4, € [1, N, —1],i, € [1, N, —1],and i =i, = 0, ,i. € [1, N, — 1] for the
edge, and i, = i, = i, = 0 for the corner node.
Example initial conditions

In order to present numerical examples, it will help to first define some example initial conditions that
will be used to excite the discrete system. One useful function that can be used as either initial condition

(fo(x) or go(x)) is the Gaussian in 3-D centered about the point x¢. This is written as:

_ o 2
exp (”XXO”> (3.103)

202

where o2 is the variance in squared-metres. Since this function has a Fourier transform that is also
a Gaussian, it is straightforward to work out the useful property that the magnitude spectrum of this

function takes on its maximum at DC (8 = 0) and decreases monotonically, having decayed by N dB

_ [Nn(10)
B=\"T0oz (3.104)

It is also useful to define a normalised Gaussian, such that it integrates to one. This is simply:

1 —[Ix — xo|?
1
(0v/27)3 exp( 202 G109

and the decay rate is unchanged. The normalised Gaussian can also be used to represent the Dirac delta

at the wavenumber

d(x — xg), which it approaches in the limit of o — 0 [15].

Another useful initial condition, in discrete form, is the Kronecker delta in both space and time.
This can be used to construct the simplest approximation to the Dirac delta, which can then be used to
compute a discrete room impulse response. This set of initial conditions can be expressed by the two
initial states:

ggzo, Ul =

T

Voc®k/h3 i =1ig
(3.106)

0 otherwise

where 19h = x( and Vj is an effective source volume, which for simplicity here, is associated with the
(arbitrary) value Vy = 1 m>.
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Numerical examples: wave propagation and energy conservation

In order to demonstrate the operation of this scheme, and to demonstrate some interesting properties of
numerical energy conservation, we provide a few simple numerical examples. First, we consider a box of
size (Lg, Ly, L.) = (8,6,4) (in metres). The wall admittance coefficient is set to two values. The first
chosen admittance is v = 0 in order to demonstrate lossless behaviour. The second choice is v = 0.05,
which provides a model reflection coefficient at normal incidence of R ~ 0.9. The initial conditions are
go = 0 and f; is a Gaussian with variance 0.02 m?, centered about the middle of the domain. For the
finite difference scheme, we set h = 0.1mand A = \/m (and k = hA/c). Consequently, the sample
rate 1/k is approximately 6 kHz.

Snapshots of the simulation, through the 2-D planes z = h| N, /2| and y = h| N, /2], are displayed
in Fig. 3.8 for the lossy case, demonstrating typical wave propagation in a shoebox room. Numerical en-
ergy quantities for both cases are shown in Figs. 3.9 and 3.10, where it can be seen that the accumulated
energy is indeed conserved to numerical precision, in both forms (3.85) and (3.86). The variations in nu-
merical energy appear in integer multiples of 23, or machine epsilon in double precision floating-point
arithmetic.

It is worth remarking that such energy calculations have an important practical significance; if energy
conservation is not satisfied down to numerical precision for an energy-conserving (linear) scheme, it
usually means that there is a bug in the underlying code, and consequently, these calculations provide
a way to check that the finite difference algorithms are properly implemented [24]. For these reasons,
they will be provided for many of the numerical examples in this thesis.

The non-trivial, domed-shaped domain is considered next. In this example, we set & = 0.2m and
A= \/m (and k = hA/c). The initial conditions in this case are f; = 0 and g is a Gaussian with
variance 0.1 m2, centered about the middle of the domain. Two slices of the 3-D field are shown in
Fig. 3.11 at a few instants in time for the case of v = 0.05. Numerical energy conservation for this

example, in lossless and lossy forms, is illustrated in Figs. 3.13 and 3.12.%3

23We note the energy variation 1 — h™ /h? drifts in the lossless case in Fig. 3.12, which may be due to the fact that the solution
itself also drifts, degrading the relative accuracy of the solution. A detailed investigation of such round-off effects in numerical
energy calculations can be found in [272, Appendix A].

69



T
3 5
-3
w2b-—48F--- []o
1 ‘ -5
2 6
10~2
5
4 - =
> q 0
2, .
-5
\
2 6
(a)t =2ms

‘-10—2
3,
2 777777777777
1,
f | I -2
2 4 6
x
102
e B
2
4, L |
0
2, -
-2
S | v
2 4 6
X
(b)t = 10ms

_ 1072
3| 3 2
P =4 O
1= * |
. I -l -2
2 4 6
xX
102
w L 3
T W 9
4 - ol B g -
-yt 3§ i1 0
2 W -
Lo -2
2 4 6
xr
(c)t =25ms

Figure 3.8: Snapshots of simulation of 3-D wave equation through 2-D slices y = L, /2 (top) and
z = L, /2 (bottom), at times (approximately) as indicated. The dotted line in the top figures demarcates

the z-slice for the bottom figures.
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Figure 3.9: Plots of numerical energy and variations in numerical energy for the lossless case v = 0.
The variations in energy are integer multiples of double precision machine epsilon, as denoted by grey

lines.
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Figure 3.10: Plots demonstrating conservation of numerical energy including losses (compare
Figs. 3.9(a) and 3.10(a)). The variations in energy are integer multiples of double precision machine

epsilon, as denoted by grey lines.
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Figure 3.11: Snapshots of simulations of 3-D wave equation, at times as indicated. x- and y-axes are in
units of metres.
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Figure 3.12: Plots of numerical energy and variations in numerical energy for the lossless case v = 0.
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Figure 3.13: Plots of numerical energy and variations in numerical energy for the lossy case v = 0.05.
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Numerical examples: room impulse responses

It is also useful to analyse simulation outputs at fixed locations on the grid (time-series outputs), in order
to get a view into the frequency-domain behaviour of this scheme, along with some time-domain aspects.
A useful starting test case is the case of a box-domain with rigid walls (y = 0). Considering again
the box-domain of size (L,, L, L.) = (8,6,4), in metres, we compute an impulse response using a
Kronecker delta initial condition with input and output locations x¢ = (5,4, 3) and x; = (2.8,1.7,0.9)
(in metres), respectively. The spatial step is setto h = 0.1m and A\ = \/m as before. The output
signal (an impulse response), denoted W[, is the time-series given by W' where 4; = [x1/h]. The

computed impulse response and its magnitude spectrum are displayed in Fig. 3.14.
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Figure 3.14: Impulse response and its magnitude spectrum, obtained from box-domain with rigid walls.
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Figure 3.15: Impulse response (DC-filtered) and its magnitude spectrum, obtained from box-domain
with rigid walls.

There are a few details worth pointing out in Fig. 3.14. First, we can see a linear drift in the acoustic
velocity potential output, which at first seems “unphysical”, but it is actually expected for the case of
rigid walls and the chosen excitation,?* and it is important to remember that the corresponding pressure,
related through one temporal derivative, has no such drift. The exhibited linear drift in the acoustic
velocity potential can be seen in the spectrum as a boost in signal-energy near DC. For the purpose of
analysing the acoustic velocity potential, it is useful to remove this energy near DC using a simple DC
blocker [249]. This impulse response after filtering is shown in Fig. 3.15. It is also important to mention
that the scaling of the vertical axes, while exhibiting large amplitudes, is not a cause for alarm, since
this response is still an abstraction and we must recall that the Dirac delta source has, in a sense, infinite

amplitude, and thus the numerical output will tend to have large amplitudes. Subsequent time-domain

24This is akin to a 1-D string with free ends excited by an initial velocity or an upward force (these two excitations being related
by Duhamel’s principle [61, 15, 75]), which would cause the string to drift upwards linearly (as expected).
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convolution with a source volume velocity ¢, (t) (see Section 2.1.2) renormalises such scalings, as long
as the discrete convolution is appropriately scaled to the sample rate.

A useful “validation” test is to compare the resonant frequencies appearing in the computed im-
pulse response to the known analytical frequencies for this box domain with rigid walls. In Fig. 3.16
we display the first few resonances that appear in this impulse response, along with theoretical modal
frequencies for modal indices m = (m,,, m,, m.) (see Section 2.1.3) where max(my, m,,m,) < 3. It
can be seen that there is an agreement between the impulse response and theoretical modal frequencies
in the range of frequencies displayed. In general, discrepancies appear in higher frequencies due to

numerical dispersion.

dB

10 ‘ R N z ‘
0 20 40 60 80 100 120 140

Hz

Figure 3.16: Magnitude spectrum of an impulse response obtained from box-domain with rigid walls,
plotted alongside modal frequencies (blue, dotted).

Next we consider the case of absorptive walls, with v = 0.05. An impulse response computed from
an analogous example problem (to those presented earlier) is shown in Fig. 3.17. First, we note that
there is no longer a DC drift, but there is a general DC offset present; this can also be removed for
analysis purposes. It can also be seen that the loss experienced by the numerical solution is not constant
across the whole frequency range, despite the fact that the model boundary condition is supposedly
frequency-independent. This is mostly due to the fact that the boundary condition assumes a constant
wave speed c, but in practice the numerical wave speed (the numerical phase velocity) is frequency-
dependent due to numerical dispersion. As a consequence, the absorption at the boundaries (at any
given angle of incidence) is erroneously frequency-dependent. On the other hand, and as expected,
errors in the boundary absorption caused by numerical dispersion can be mitigated by using a smaller
spatial step. Fig. 3.18 shows the same band of frequencies from an impulse response computed from
finer grids, with A = 0.05m and with A = 0.025 m. Indeed, it can be seen that as the grid is refined,
the loss due to wall absorption approaches a flat spectrum (apart from variations due to resonances), in

accordance with the frequency-independent boundary conditions.
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Figure 3.17: Impulse response (DC-filtered) and its magnitude spectrum, obtained from box-domain
with non-rigid walls (y = 0.05) and h = 0.1 m.
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Figure 3.18: Magnitude spectra of impulse responses obtained from box-domain with non-rigid walls
(v = 0.05), with h as indicated above (DC-filtering applied).
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3.2.3 Boundary conditions for the staggered scheme

In this section, we recast the boundary conditions for the second-order scheme in equivalent staggered
forms, adapted from a more general finite volume framework presented in [26]. We will not need to
conduct a stability analysis because stability will be ensured for these staggered forms by the previous

energy analyses, provided that all boundary conditions are related through (3.33).

Making use of the identity 6;. = p;+0;+, equivalent boundary conditions to (3.93) can be written
as:
+ Uy ine, /2 = Y()'Yi,w:tﬂt7£?+§ , t €1y, whenever q;,, =1 (3.107)

Taking into account outward normal vectors of a boundary cell, this could also be written as:

+1 . _
Q?:tw),z‘iéw/z = Yow,wiut_gf *, 1€1y, whenever @, =1 (3.108)

These equations can be substituted back into (3.31a) to obtain a modified update equation for the pres-

sure grid function:

n+% B 1 - ’I’L*% n
P = = | (1= KiMi/2)p; P — Ao QiU ite, (3.109)
=* 1+ Kz/\’yl/2 ( B we{iz,ziy,iz} e/

where here we have taken v; ,,+ = ~y; for simplicity. Note that here the boundary velocity component
is treated like a ghost point, in the sense that it is substituted back into another update and does not
need to be explicitly calculated. Boundary conditions for the staggered formulation of Botteldooren
can be similarly derived by the application of ei/f to the above conditions. It is important to point out,
however, that these conditions (e.g., (3.107)) are different from those proposed by Botteldooren in [38]
(for the frequency-independent special case). More specifically, the above conditions (e.g., (3.107)) do
not place additional restrictions on the Courant number and they are formulated in terms of a pressure
update, whereas the boundary conditions proposed in [38] place additional restrictions on the Courant

number and are formulated as a boundary normal velocity update [38].

Summary of the first-order BVP in continuous and discrete forms

Returning to the conditions derived from the energy analysis, we can write out an equivalent BVP

to (3.77)% for the first-order system using the relations (2.6):

pvy =—Vp t>0, x€0 (3.110a)
pr=—kV -V t>0, x€0 (3.110b)
n-v=Yyyp t>0, xel', v=~(x)>0 (3.110¢)
D= pgo t=0, x€0 (3.110d)
v=-Vf t=0, x€Q (3.110e)

25Equiva]ent in p and v, and to a constant in .
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Similarly, we can summarise the fully discrete staggered grid scheme with the analogous discrete BVP:

+}

POV v en /2 = —OwiD; n>0, 4€Z, when gj,+=1 (3.111a)
(575_B:+% = —K&E_X?_i_% n>0, 1€ (3.111b)
Vkw)iten /2 = Y0Viwt 4P n>0, 2€Z,, when @, =1 (3.111¢)
i = plgoln n=0, icl (.111d)

X?Jr% = —0x+[foln n=0, 1€ (3.111e)

which is fully equivalent to the second-order system (3.95) in p, *3 and !?Jrl by the relations (3.33).
- 2

3.2.4 Frequency-dependent boundary conditions

In this section, we present frequency-dependent boundary conditions for locally reactive walls with a
single local resonance. These conditions are adapted from a more general finite volume framework

presented in [26] and simplified here for the basic Cartesian scheme.

A frequency-dependent admittance condition

We start with the case of a single resonance admittance boundary. The continuous boundary condition

under consideration is thus (2.48), which is rewritten here in terms of W:
1
n-Vo=—-—-(AVy + BY, +C¥), xeTl (3.112)
C

where A = A(x), B = B(x),C = C(x) (forx € I') and A, B,C' > 0. It will be convenient to make
use of the outward normal velocity component v; = —n - VU, in which case the boundary condition is

rewritten as: .
vy =—(AVy + BV, +CV), xel (3.113)
C

Considering now the finite difference scheme, we can also define a discrete outward normal velocity

component as:

—w

Ui = 0wt Y7 (3.114)
where w € £{z, vy, z} represents an outward normal vector on I';,. We also note the property:
£ 05 = W) (3.115)

From the discrete energy analysis carried out in Section 3.2.2, we can rewrite the boundary term (b)
in (3.80) as:
b=p> B D G (50 2) (v) (3.116)

1€Ty wet{z,y,z}

For stability, there should be, ideally, no additional conditions on the model parameters (besides non-
negativity). One possible choice of a consistent discretisation of (3.113) that achieves this is:

1
Uitw),i = E(Ai,wiéttgi + Biw+61. Y, + Ciwspin¥;), whenever q; ., =1 (3.117)
where w € {z,y, z}, and where A; 1, B; w+,Ci ws are A, B, C projected onto I'j, (one triplet per
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ghost point), which are non-zero only for ¢ € Zy,. Then, inserting (3.117) into (3.116) and making use
of the identities (3.43a) and (3.43c), we have:

b= 611 by + b (3.118)
where
p _
by = 5 Z R Gt (Aiuy (02 + Ciap (- 95)%) > 0 (3.119)
i€y wet{z,y,z}
P _
b = E Z h2 Z Qi,w—O—B@’W"r(at'Ei)Z > 0 (3120)

1€ly wet{z,y,z}

In terms of the overall energy balance, we have now:

dirh=—qp, b=hi+by, hi=0+t (3.121)

with v and t unchanged from (3.82). Thus, the total stored energy is non-increasing (the scheme is
stable) as long as A < 1/1/3 and A, B,C > 0. Finally, after substituting ghost points back into the

update equation of ¥ for ¢ € Z,,, we can arrive at the explicit boundary update:

1 ~
n+l _ 27, (2) n (3) _ n—1 2 An
v = o ((2 NK; +a; )!Z + (aZ 1) Tl Qz) (3.122)
where
A w Biw Ci wik
i) =X D0 T ( b et ) (3.123a)
wet{z,y,z}
2Aiw Cq',w k
= 3 qi,w+( P > (3.123b)
wet{z,y,z}
al® = A Z Tiws ( . + : + ,4+ ) (3.1230)
wet{z,y,z}

Note that this requires additional storage of A, B, C' at boundary nodes. The storage requirements of the
boundary model parameters will ultimately depend on the variations of boundary admittances desired in
the model, and the additional storage requirements will generally be negligible compared to the storage
of the state variables ¥’ and g;’*l. We also note that (3.122) reduces to (3.97) in the case of A = C =0
and with B; 4+ = Vi w+-

A simplified boundary update results if we assume that there is only triplet (A, B, C') per boundary
node (rather than one per boundary face). In that case, we take the discretised boundary condition to be:

1
Y(dw)i = E(Aiéttgi + B0y ¥; + Cipge¥;), whenever @, =1 (3.124)
where A;, B;, C; are A, B, C projected onto G, (one triplet per boundary node, i.e., A; ,+ = A,
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B; w+ = B;, C; w+ = C;). In this form, we have (3.122) with:

o T (1‘; N % n Cf) (3.1252)
W) ( A 02 ) (3.125b)
NONY 3 (2 N Cj) (3.125¢)

With the above parameters, (3.122) reduces to (3.101) in the case of A = C = 0 and B; = ~;.

Numerical examples

In order to demonstrate conservation of numerical energy with these discrete boundary conditions,
we carry out a simulation using the dome-shaped room pictured in Fig. 3.7. We set h = 0.2m and
A= \/m, and the initial conditions are: f, = 0 and g is a spatial Gaussian with variance 0.1 m?,
centered about the middle of the domain. Fig. 3.19 shows the numerical energy quantities from this
simulation, along with the normalised energy variations. The presence of stored energy (hp,) can be seen
in Fig. 3.19(a), and it can be seen in Fig. 3.19(b) that the total accumulated energy varies on the order of
machine epsilon. In this case we have used an accumulated power dissipated at the boundaries, defined

as: L
am=k> a (3.126)
m=0

In order to demonstrate the frequency-dependent behaviour of this boundary condition, we compute
impulse responses using a box domain with dimensions as before, and for various triplets (A, B, C).
These coefficients are arbitrarily chosen for illustrative purposes, with some corresponding to the exam-
ples in Fig. 2.3. We set A = \/m and i = 0.025 m so that the sample rate is approximately 24 kHz.
Fig. 3.20 shows spectra of the impulse responses, along with the triplets (A, B, C) in the captions. The
first example is lossless (Fig. 3.20(a)), and the second and third examples (Figs. 3.20(b) and 3.20(c))
use coefficients taken from Section 2.1.3. It can be seen that these cases produce frequency-dependent
losses that generally agree with the reflection coefficients plotted in Fig. 2.3, and any discrepancies
are due to approximation effects which can manifest as frequency-warping (e.g., numerical dispersion).
For the example in Fig. 3.20(d), the coefficients are chosen to produce a heavily damped resonance at
2.25kHz, which is indeed where a notch appears in the spectrum.

A frequency-dependent impedance condition

Let us now consider, as a continuous boundary condition, the frequency-dependent impedance condi-
tion (2.56). We should mention that this impedance condition has been considered previously in the
literature (e.g., [51, 38, 216, 133]) and more will be said about other finite difference approaches to this
boundary condition shortly.

In terms of ¥ and v, (2.56) is rewritten as:
U, =c(Dow, + Ev, +Fg), Og=v,, x€eTl (3.127)

where D = D(x),E = E(x),F = F(x) forx € T)and D, E, F > 0.
We define D; +, s w+, Fi 0+ as the projections of D, I/, F onto I';,. The discrete form of (2.56)

78



1076 | — —
[——0—x PO P00 OOX o
tTL
10-8 |- 4
Mﬂ% —y
_En
10-10 . .
0 100 200

n

(a) Energetic quantities (in Joules)

0

100
n

200

(b) Relative variations in total energy

Figure 3.19: Plots of numerical energy and variations in numerical energy for the frequency-dependent

admittance boundaries with A, B, C' = (2e-4,0.5, 1e5).

(a) (A,B,C) =(0,0,0)

(b) (A, B,C) = (2¢-4,0.7, 2¢3)

©) (A, B,C) = (2e-4,0.5, 1e5)

(d) (4, B,C) = (0.0118,8.16, 2.35¢6)

Figure 3.20: Spectra of impulse responses taken from scheme under various choices of admittance

boundary conditions.
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proposed in [26] can be written in terms of ¥} and vy, ; forw € +{z,y, 2} as:
_1 1 1 7
5. ¥} = C(Di,w+5t+ﬁz7i2 + Ei,w+ut+gz})i2 + Fi7w+m+gz,i2) ,  whenever g, =1 (3.128)

1 _1
where @Z ;> and QZ ;~ are auxiliary variables related to v}, ; by the following relations:

ni% An7% n
Ot 9w s = M40y 3" = Vg g (3.129)

This discrete boundary condition follows from the application of the bilinear transform (trapezoidal
integration/differentiation) and the staggering in time results from the desire to have temporal derivatives
be centered (in time) [26].

With this boundary condition, the boundary term in the energy balance becomes:

b=Z0Y B > Gy (Dz’,w+5t+@w,i + B wt bt Dy + Fi,w+#t+gw_¢) (he+0 )
1€Zy wet{z,y,z}

w
(3.130)

Making use of identity (3.43d) and the definition of g,, ,* ((3.129)) we have for the term W (labelled
above): )
W= 0+ (Diﬂlﬂr(@w,i)z + Fi7w+(gw,i)2> + Bt (404 5) (3.131)

Finally, we have b = ;1 by + qp with:

Z .
b= 3D 0 Y G (Dot (00,0 + Frws (g, )?) (3.132)
1€y wet{z,y,z}
®=2Z0Y " D G Fiwr iy ,)” (3.133)

i€y, wex{z,y,z}

and the energy balance is again of the form (3.121), with h; unchanged from (3.121). Thus, the scheme
is stable with the above boundary conditions provided that A < y/1/3 and D, E, F > 0.

The update equation for boundary nodes can be obtained by writing out the intermediate step
(from (3.129)):

1 n—1l k / ntl n—1
gui? = gua’ +5 (27 +2037) (3.134)
which can be substituted into (3.128) to obtain:
n+2 1 D'L w E’L w kFZ w n—2 -1
@2,121 = Qg (M(W?+1 -+ ( A * - ) - 1 +) By i® — Fi,w+93,i2>

(3.135)

where .

D; E; kF; B
it = ( ,’{“’* + 721”* + ’4””) (3.136)

Finally, (3.135) can be used to eliminate any ghost points for the update of ¥} for ¢ € Z,, resulting in
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the boundary update:

1 ~
= (<2 — VKW + (s = DI+ X207
as

n—1i sz w n—i
—eX Y Ty it <Di,w+vw,f - gw)f)) (3.137)
wet{z,y,z}

where

A
a; =7 > Ty it (3.138a)
wet{z,y,z}

The scheme functions as an explicit update by carrying out the above steps in the following order:
(3.137), (3.135), (3.134). Note that three extra variables, QZ:;% and @Z;.% and QZ;%’ must be stored for
each boundary face (the update (3.134) can overwrite in place). ’

A more simplified update results if we take one triplet (D, F, F') per boundary node (a simplifying
assumption), i.e., where D; ..+ = D;, E; .+ = E;, I+ = F;. In this simplified case, we have

AN — AN— 1 n— 1 n— 1 g .
V,:> =9, *andg, ;> =g, °* asauxiliary variables, and the update for a boundary node becomes:

—w,% =i

1 2 N7 n—1 sz n—i
Uit = —— (2= N2K) W) + (a; — DI+ A2QF — cAKja; | Did) 7 — —"g; 2
1 + aq 2 A
(3.139)
where o; = o 4+ and
A—
a; = ZKiOéi (3.140)
This is followed by the updates for auxiliary variables:
ntt 1 1 1 D; E; kF;\ .n-1 n—1l
bt = (QC,C(‘IV’;+ -y >+<k’—2’— )b Ry (3.141)
n+s n—1i k n+i n—4i
=g (T ) (3.142)

All of the above frequency-dependent boundary updates can be re-expressed for a second-order scheme
+4

1
in pressure simply by replacing U7 with p;, but the auxiliary variables Q? and g?+2 then take on

alternative interpretations (one time derivative higher and with units changed appropriately).

Numerical example: energy conservation

In order to confirm the property of conservation of numerical energy for these impedance conditions,
we carry out a simulation using the dome-shaped room pictured in Fig. 3.7, setting h = 0.2m and
A= \/1/73 The initial conditions here are: fo = 0 and gy is a spatial Gaussian with variance 0.1 m?,
centered about the middle of the domain. The presence of stored energy at the boundaries () and

numerical energy conservation can be seen in Fig. 3.21.

Numerical example: room impulse responses

Impulse responses can also be computed in order to demonstrate the frequency-dependent behaviour
of this boundary condition. First, however, it is worth comparing the behaviour of admittance condi-

tions to impedance conditions. Two impulse responses computed with similar boundary parameters are
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displayed in Fig. 3.22. It can be seen that even in the lossy case, the frequency-dependent impedance
conditions permit a linear drift in the acoustic velocity potential, whereas admittance conditions do not
permit the same sort of drift. This is explained by the reflection coefficient analyses in Section 2.1.3:
at DC the impedance conditions become rigid walls, whereas the admittance conditions become “soft
walls” at DC. For this reason, we apply DC-filtering (as carried out for the rigid wall examples previ-
ously). It is important to remember, this is not an instability (the corresponding pressure output has no
such growth) since the numerical energy of the system remains bounded.

With that said, the obtained impulse response spectra (DC-filtered) are displayed in Fig. 3.23 for
the same triplets used previously in the admittance case (as in Fig. 3.20). As in the case of admittance
conditions, an agreement can be observed between the obtained impulse responses and the reflection
coefficients in Fig. 2.4. Also for the example in Fig. 3.23(d), a notch appears at the theoretical resonant

frequency of 2.25 kHz, as expected from the impedance parameters used.

Remarks on other frequency-dependent impedance finite difference boundary conditions

As mentioned previously, this simple RLC locally-reactive boundary model has been discretised by
many in the literature [51, 38, 216, 133]. In the early work of Botteldooren, this boundary condition was
discretised using an explicit update for the velocity boundary node, however, a stability analysis was
only provided for the special case of a flat-wall aligned with grid axes. Also, the stability conditions
provided were more restrictive at the boundaries than on the interior, and they were dependent on D, F’
in a manner not analogous to the continuous problem (i.e., other than D, F > 0).

Kowalczyk and van Walstijn presented what seemed to be a less restrictive set of finite differ-
ence boundary conditions, using centered spatial differences and the bilinear transform for the time-
dependent parts [133]. The impedance boundary condition presented here uses (essentially) the same
discretisation for time-dependent parts (the bilinear transform is an obvious and safe choice), but it
differs in the way it treats the spatial discretisation. A detailed relationship between these boundary
conditions and those appearing in [133] can be found in Appendix A.

Summarising what is detailed in Appendix A, the boundary conditions proposed in [133] can be
rewritten in a form similar to the one presented here, except that the non-centered difference d,,4 is
used here for the boundary conditions, and in [133], a centered difference (d,,, = %(511;-«- + dw—))
is used wherever possible. The choice of a centered difference can have important implications for

numerical stability, as will be discussed in more detail in Section 5.4.

3.3 Incorporating viscothermal losses

Viscothermal loss, or more generally, sound absorption in air, is a crucial feature in any room acoustics
model that aims to cover the full audible range of frequencies. A simple explicit approximation to the

viscothermal wave equation (2.63) can be obtained by an additional term to the simplest scheme [302]:
SVl = c2OAWY + endad, WP (3.143)

The resulting update equation can also be seen as the explicit lossless update plus an additional term:
YT = (2 - 6A2) WY — WP AQY + W (3.144)
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Figure 3.21: Plots of numerical energy and variations in numerical energy for the frequency impedance
boundaries with D, E, F' = (2e-4,0.5, 1e5).
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Figure 3.22: Comparison of impulse responses (¥7,,) obtained from admittance (left) and impedance
(right) frequency-dependent boundary conditions. Vertical axes in m?/s.
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© (D, E, F) = (2e-4,0.5, 1e5) (d) (D, E, F) = (0.0118, 8.16, 2.35¢6)

Figure 3.23: Spectra of impulse responses (DC-filtered) taken from scheme under various choices of
impedance boundary conditions.
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where @7 is defined as in (3.11), and where W represents the terms that are additional to the lossless
update, defined as:
W=\ (=69} + 6971 +QF — Q) (3.145)

and where ' = n/h is a dimensionless numerical parameter related to the viscothermal losses. It is also

convenient to re-express the scheme in the following form:
U = a7 + ¥+ a3 Q) + ai QT (3.146)
where
a1 =2—6\2 =6\, ax =6\ =1, as=N 4\, as=-\ (3.147)

This scheme requires three states to be stored in memory, since gg“ can no longer overwrite gg—l in
place. The two local sums, Q7 and Q?_l, can be computed at each time-step, or ;' could be stored in
memory for re-use as Q?‘l in the following time-step. In practice, this can be accomplished without
the use of extra memory (beyond three full states).?® The numerical dispersion relation of this scheme

is virtually unchanged for ) < ¢/w, so (for brevity) we do not present a dispersion analysis.>’

To obtain a pressure output, a straightforward discretisation of (2.79) is:

PyE = po WY — pel, A} (3.148)

i
However, since this is only applied at the output, Q;LJr% = pd,— W7 is virtually identical to the above for
n < ¢/w. The relationship between ¥ and v is unchanged in the viscothermal case [174] because we
can assume that v is irrotational. We recall that in the absence of thermal effects (which are negligible
in comparison to bulk viscosity or oxygen relaxation effects), one could also derive a viscous wave

equation in the pressure [127], and a similar discretisation would be:

Sup} = *Oap} + clyad_p (3.149)

3.3.1 Energy analysis

A stability condition for the viscothermal scheme (3.143) can be derived using energy methods. We note
that this viscothermal model is a simplified form of a more general linearised Navier-Stokes system,
and as such, the energetic quantity used here is just a positive semi-definite function of the state that is,
strictly speaking, not the physical energy of the more general (linearised Navier-Stokes) system, but it
is one that reduces to the correct energy of the lossless case when n — 0.

The energy analysis here follows that of the lossless system. Thus, we take the inner product

of (3.143) with %4, W', which arrives at the energy balance:

Siub=—q, h=v+t (3.150)

26This “trick”” can be carried out by swapping pointers to the state arrays (in, e.g., the C programming language). We leave this
as an exercise for the reader. The practical performance boosts that can be obtained from this trick are reported in [99] (published
work of the current author).

2TFor a numerical dispersion analysis, see [99] (published work of the current author).
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where v is unchanged from (3.82), and t and q are:

P pnk
t= 9 Z (0w ¥, €t75w+g>zg - Z TCH5t75w+gH%g (3.151a)
we{z,y,z} we{z,y,z}
_ Sups T2 B2 T8N 16,6, 02 151
=5 Do (e wt ¥z — VI 1660w+ 75 (3.151b)
we{z,y,z}
9= 3 %Hawét.gnéi (3.151¢)
we{z,y,z}
where we have made use of the identity 6;— = d;. — §5tt-

Continuing with a bound on the energetic term t, we have:

kK?  nk 3p [(*k?  2enk
t>—p (8 + 4c> D [ ] —5. (hg + hg) 16:-2)IZ,  (3.152)
we{z,y,z}

For a stored energy we have:

P < 3c2k?  6enk

"o \'m T TR

9262 ) 18— ]|75 (3.153)

which provides a condition on the spatial step:

h>+/3c?k?2+6cnk = h >0 (3.154)

and it is assumed that n < ck/2, which is satisfied by the assumption that < ¢/w for this model
equation. If we define a dimensionless numerical parameter 7',’7 = 7,/k, where 7, is a relaxation time

Ty =1 /¢, then we can rewrite this condition as:

h> cky/3(r! +1) (3.155)

It is also worth rewriting the above condition in terms of the time-step. It can be worked out that an

equivalent condition is:
1
k< 7( h2/3+n2777> (3.156)
c
or in terms of the normalised parameter 7', we have:
h
k< f( 1/3+n’2—n’) (3.157)
c
In terms of the Courant number A = ck/h, the above is:

A< V1/3+n2 -0 (3.158)

which reduces to the standard CFL condition for 7 — 0. A von Neumann stability analysis can be used

to arrive at the above conditions, but it is left out for brevity; see, e.g., [99] (by the current author).

3.3.2 A staggered first-order viscous scheme

It is worth mentioning out that a first-order staggered scheme in two spatial dimensions has appeared
in the literature for sound propagation through an absorbing atmosphere [67]. It turns out that this
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scheme is closely related to the above second-order scheme. The first-order system under consideration
is (from [67]):

1
Eatp . V.v (3.159)

pOyv = —Vp — u'Vp; (3.159b)

where p' = 441/(3pc?) is a viscosity term in units of seconds, and y is the usual dynamic viscosity co-
efficient. Added forcing terms and terms identified as being heuristic [67, Eq. (18)] have been neglected
here. These two equations can also be combined to give [67, Eq. (A17)] in the absence of heuristic
terms and with constant density, which is (2.76) in the absence of the bulk viscosity.

The proposed staggered scheme, originally written in two spatial dimensions [67], but augmented

here to three (in a straightforward manner) is, essentially:

b} = —(8x )TV} (3.160a)
P; h
n+i n
PO, jﬁ = —(14 /6, )8x 4P, (3.160b)

where here, p and p’ are assumed to be constant, and recall that & = pc?. By applying 6,_ to (3.160a)
and substituting in (3.160b), we have:

Sup} = 2oap} + ' dadip? (3.161)

which is equivalent to (3.149) for the case of zero bulk viscosity (4, = 0). This is also equivalent

to (3.143) if one replaces 7 by ¢/ and p! by W3

3.3.3 Boundary conditions for the viscothermal scheme

In this section we extend the boundary conditions presented for the lossless scheme to the viscothermal
scheme. We consider a closed domain €2, and the finite Cartesian grid is (again) denoted Gy,. The first
steps in this energy analysis are as in the free-space case (Section 3.3.1), and we arrive at an energy
balance of the form:

Opibi=—gqi—b, hi=v+t (3.162)

where v is unchanged from (3.82), and t and g; are now:

P 2 K* ok 2
t=15 S NqwsGuwppe- ¥, — T+ 55 ) aw+duwde-Tllg, (3.163a)
we{z,y,z}
_ on 2
= Y, llawsdus 82, (3.163b)
we{z,y,z}

Using the bound (3.89), the condition for h; > 0 is unchanged from (3.154) or (3.156). For the boundary

term b, we have now:

b=—p> B > Ty (00 2) (Gt W + 70010 T;) (3.164)
€Ly wet{z,y,z}

281t follows that the stability condition derived in [67, Eq. (29)] is not the necessary and sufficient stability condition; it should
bek <c ! < w2+ h2/2 -y > in the two-dimensional case, where in [67] p’ is written with the symbol .
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At this point, it makes sense to redefine the outward normal velocity component v7; , as:

Qn i — (6w+g? + Tn(sw—l-ét—g?) (3165)

w,i

as we did in the continuous case in (2.82). With this redefinition, the boundary term is simply:

b=p Z h? Z Ti s (00 5) (0, 5) (3.166)

i€y, wex{z,y,z}

Analogously to the continuous case in Section 2.1.4, all of the previously presented boundary conditions
are unchanged in the viscothermal case, considering the more general vy, ;. The stability conditions are
then the usual non-negativity conditions on A, B,C or D, E, F for b > 0, and for h; > 0 we require
that £ and h are set according to (3.154) or (3.156). The final boundary update equations invariably
change, and they are provided below.

Frequency-independent boundaries

For the special case 7; ..+ = 3, one can work out the following update equation:

n 1 n 73 n— An n
gt = TR ((2 CO2EG) WP 4+ (MK 7i/2 — DB 4+ 2207 + W ) (3.167)

where T/ is defined as:

Wy = (Kt - w) + @ - Qi) (3.168)

Note that this boundary update is the same (3.101) apart from the extra term Wz" For ; = v we get

essentially the boundary update proposed in [302].%

Frequency-dependent admittance boundaries

Admittance boundaries with a frequency-dependent behaviour, generalising the above conditions, are
also formulated in a straightforward manner. After substituting the boundary condition into the update

equation for boundary nodes, a boundary update results that is similar to (3.122):

\II’(L+1 _ #

) ((2 - NK; + a?)ﬂ? + (agg) - 1)&?71 + )\QQQ + Wf) (3.169)
1+a;

where a! a(z), a'® are either given by (3.123) or (3.125).

T 0 7

Frequency-dependent impedance boundaries

It is also straightforward to extend the frequency-dependent impedance boundaries to the viscothermal
case. In this case, the updates for auxiliary variables are unchanged (considering the more general v, ).

In the simplified case (one triplet D, £, F' per boundary point) we have v,, ; = ©;, and for the boundary

29We note a slight discrepancy between this update and the one presented in [302], where K;v; would be replaced by 73,
which leads to less absorbing at edges and corners—a simplification that was chosen for coding efficiency.
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node update we have:

n 1 n n— ~n - n—1i ]{IFZ n—1
ngl — m <(2 — )\2Ki)gi + (a; — 1)¥; Ty )\2Qi — cAK ;o5 (Divi 2 - 5 9

where a; and «; are given by (3.140) and (3.136).

Numerical examples: energy conservation

The dome-shaped domain is used again to demonstrate energy conservation of the viscothermal scheme
under frequency-dependent boundary conditions. For brevity, we only consider the impedance condi-
tions. The parameters of the model and scheme are unchanged from the usual case, except here & is
set according to (3.156) and n = 2e-6m. Plots of the energetic quantities and energy variations are
shown in Fig. 3.24, demonstrating numerical energy conservation to machine accuracy, which includes

the accumulated losses over the interior, represented by:

n—1
a=ky " 3.171)
m=0

Numerical examples: room impulse responses

An impulse response is computed for the box-shaped domain with A = 0.0125 m, resulting in a sample
rate of approximately 48 kHz. The viscosity parameter 7 is set to 2e-6 m, and impulse response spectra
are displayed in Fig. 3.25 with rigid walls or with frequency-dependent impedance conditions at walls.
Viscothermal dissipation is observed by a general low-pass characteristic in the frequency responses
displayed in Figs. 3.25(b)-3.25(d). Also, one can observe frequency-dependent absorption from walls in
low frequencies in Figs. 3.25(c) and 3.25(d). Finally, we note that the example in Fig. 3.25(d) reproduces
an expected wall resonance at 2.25 kHz.

3.4 Summary

In this chapter we presented an overview of finite difference room acoustics simulation using the sim-
plest Cartesian scheme in 3-D, including frequency-dependent boundary conditions and viscothermal
losses in air. Second-order schemes and staggered, first-order schemes were discussed, and equivalences
between these two formulations were established for a discrete boundary value problem that models
simplified room acoustics. Boundary conditions were derived through energy-based stability analyses
and accompanied by numerical examples demonstrating conservation of energy to machine precision.
It is worth pointing out that the case of general impedance boundary conditions (i.e., those presented
in Section 2.1.3) were not discretised in this chapter (for brevity), but they may be found in [102]
(published work of the current author) adapted for the simple Cartesian finite difference scheme. Gen-
eral impedance boundary conditions will be treated in more detail, under a more general finite volume
framework, in Chapter 6. Another topic that was discussed in this chapter is numerical dispersion in the
simplest Cartesian scheme—an important problem that must be addressed for the efficient simulation of
large-scale room acoustics. As such, the focus of the next chapter is on numerical dispersion, or more
generally, on designing accurate finite difference schemes (beyond the simplest Cartesian scheme) for

the wave equation in free-space.
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Figure 3.24: Plots of numerical energy and variations in numerical energy for the frequency impedance
boundaries with D, E, F' = (2e-4,0.5, 1eb).
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Figure 3.25: Comparison of impulse response magnitude spectra, in the lossless case with rigid walls,
and in the viscothermal case with rigid walls and frequency-dependent impedance conditions.
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Chapter 4

Finite difference schemes for the wave

equation in free space

The simple Cartesian scheme seen in Chapter 3 is but one of many possible finite difference schemes for
the 3-D wave equation. In this chapter, we investigate wave equation schemes that are more complex,
using stencils that reach out farther than nearest neighbouring points, and using regular (lattice-based)
grids that are non-Cartesian. The goal of this chapter is to identify and compare accurate and efficient

schemes for the wave equation in free space, with a particular focus on mitigating dispersion errors.

While room acoustic problems naturally call for three spatial dimensions, it will be informative to
start by considering the wave equation in one and two spatial dimensions. Accordingly, in this chapter
we consider the wave equation in an abstract form, where the variable of interest could take on various
meanings. The variable of interest in this chapter will be denoted ©v = u(x,t), a continuous scalar
function in time and d-dimensional space (x € R) for d < 3. The spatial position will be x = (z,y, 2)
when d = 3, x = (z,y) when d = 2, and x is simply z when d = 1. The variable u will not be
attributed to a particular physical quantity in this chapter, but it could represent, e.g., pressure, acoustic

velocity potential, the transverse displacement of a membrane (d = 2) or a string (d = 1).

The wave equation in d < 3 can be written as:
Ofu = 2 Au (4.1)

where A is the Laplacian operation in d < 3 spatial dimensions:

(d=1): A=0? (4.2a)
(d=2): A=02+0; (4.2b)
(d=3): A=0i+0,+0 (4.2¢)

For well-posedness, we must also specify the initial conditions:
u(x,0) = fo(x),  w(x,0)=go(x) (4.3)

It will also be useful to express the wave equation in terms of the wave operator (or the “d’ Alembertian”,
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named after d’ Alembert [147]), which can be written with the box symbol (O) as:
0:=9? — A (4.4)

and then the wave equation is simply:
Ou=0 4.5)

4.1 Preliminaries

Before embarking on an investigation of the many possible schemes for the wave equation in d < 3, it
will be useful to discuss some preliminary topics that will be relevant to finite difference schemes in any
number of spatial dimensions. Also, in this preliminary section we will introduce some concepts and
notation that will be used throughout the rest of this chapter.

We start by discussing a hypothetical situation involving a solution to the wave equation that is to be
sampled in both space and time, considering the constraints imposed by Cartesian sampling in space and
time, linked through the ideal dispersion relation of the wave equation in a discrete setting. After this
topic, we discuss the general form of explicit two-step schemes, to be seen throughout this chapter, and
some general details for such schemes, including operation counts, numerical stability and dispersion,
computational densities, and normalisations that will be of use to compare schemes which have different
operation counts and computational densities.

4.1.1 Sampling considerations on Cartesian grids

In this section, we discuss the constraints imposed by multidimensional sampling theory [191] under-
lying any regular grid finite difference scheme. In particular, we discuss how such constraints relate to
the dispersion relation of the wave equation in a discrete setting, and subsequently, how this relates to
finite difference schemes that aim to discretise the ideal dispersion relation of the wave equation. The
purpose of this discussion is to gain some insight into appropriate choices of spatial and temporal grid
spacings (i.e., the Courant number) for Cartesian grid—based finite difference schemes, as this relates to

the overall computational costs (keeping in mind additional constraints imposed by numerical stability).

Sampling considerations for solutions to the wave equation

We start by considering a solution to the d-D wave equation that is to be sampled using a Cartesian grid
in both space and time. By Fourier theory, we can say that this solution is composed of plane-wave
components with temporal angular frequencies w in rad/s and spatial (angular) frequencies 3 € R,
where B3 = B, ford = 1, 8 = (B4, 8y) for d = 2, and B = (85, 5y, 8-) for d = 3, and 3 is also
known as the vector wavenumber, or the wave vector, whose components have units rad/m. Under
the framework of Fourier theory, we can also describe the solution in terms of its spatial or temporal
bandwidth (its support in frequency domains).

By multidimensional sampling considerations [191], we would expect this solution to only be com-
posed of plane waves with spatial frequencies limited to 3 € [~ /h, 7/h]%, in order to avoid aliasing
errors in a subsequent continuous reconstruction from discrete samples. It thus makes sense to consider
anormalised wave vector 3;, = Bh € B, where the region B := [, 7] will be known as the Cartesian

wavenumber cell [191]. Also, we define the normalised (scalar) wavenumber: 3, = Sh = |3|h. Let
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us also define a normalised angular frequency wy, € [—m, 7|, since we would expect w to be confined to
w € [—n/k, m/k] by temporal sampling considerations.
Let us turn our attention to the dispersion relation of the wave equation. In terms of these normalised

variables we have:
w==xc|B] = wi(Bn) = £ABul (4.6)

where A = ck/h. We should make it clear that in this context, the Courant number, ), is not linked to
stability or convergence; it is just a dimensionless grid ratio.

It will also be useful to further manipulate this dispersion relation by introducing the normalised
frequency wy, /. = wh/c = wi /. We have then:

wr(Br) = Bl = wiye(Br) = £(Bul (4.7)

This ideal dispersion relation is plotted in Fig. 4.1 for the two-dimensional wave equation (d = 2), as a
set of contours inside the square wavenumber cell B, and for wy > 0.

It should be evident from Fig. 4.1 that 5, = 7 is the limiting wavenumber that can be discretised
isotropically (independently of the wave direction) on this 2-D Cartesian grid. Meanwhile, the maxi-
mum wavenumber supported on the 2-D Cartesian grid is 3, = /27, which appears at the corners of
the wavenumber cell B = [—7, 7]2. Extending these properties to d spatial dimensions, the maximum
wavenumber supported on a d-D Cartesian grid is 8, = v/dr, but the limiting wavenumber that can be
discretised isotropically on a Cartesian grid is always 8, = m. This is an important constraint that is
imposed simply by the nature of the Cartesian grid.

Wh/c

Figure 4.1: Contour plot of ideal dispersion relation wy, /c(,Bh) for By, € [—m,w]?. Contour lines denote
increments of 7/16. The white dotted line denotes |3,| = .

Let us now explore the temporal sampling constraints associated to these extreme cases, (i.e., 8, €
{m,v/dr}). First, we assume that our solution has a d-dimensional spatial bandwidth with a maximum
wavenumber denoted by [p,.x (in rad/m), and let us also define a normalised maximum wavenumber

Bh,max = NBmax, Which has the associated temporal frequency frmax = B ;T’r‘;‘f" . We assume that 35 max

falls within the extreme cases, S5 max € [T, \/(37T], and we assume that ¢ is fixed.

In order to temporally sample this hypothetical discretised-in-space solution, we need to choose an
appropriate time-step & (or sample rate 1/k). Of course, by temporal sampling considerations we would
first consider the limitation k& <

5 fl . It will be insightful to see how this temporal sampling condition
relates to the underlying Courant number.

By (4.7) and temporal sampling considerations (Shannon-Nyquist sampling theory) [235], we can
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derive the following temporal sampling constraint:'

I 7h . )\ < T

k< = <
2fmax Cﬁh ,max ﬂh, max

(4.8)

Thus, the Shannon-Nyquist sampling criterion can be rewritten as a condition on the Courant number,
and this condition depends on the value of 5}, max, Which is further constrained by spatial sampling

considerations (8 max < Vdm).

Consider then the following two extreme cases, leading to constraints on the Courant number:
Bhmax = Vdr = X< /1/d, Bhmax =7 = A<1 4.9)

Interestingly, with the first extreme case we have recovered the CFL condition for convergence in the
simplest finite difference scheme for the d-D wave equation [60, 86]. However, for the most part, it
would be desirable to have 3}, max < 7 such that the discretisation of the solution would be independent
of the orientation of the grid. Furthermore, in a room acoustics setting (considering now a hypothetical
d-D room), modal densities in the discretised solution would tend to be incorrect above the temporal

frequency associated with 35, = 7 [25]. Thus, it will be assumed henceforth that 3, max < 7.

Computational costs of sampling solutions to the wave equation

Let us now investigate the computational (storage) costs of this sampling scheme. We start by defining
the spatial and spatiotemporal densities for the Cartesian grid:

1 1
— = 4.10
Psp B’ PSTD Lhd ( )

The spatial density, psp, is the number of spatial samples required per unit volume of space, while
the spatiotemporal density, pstp, is the number of spatiotemporal samples required per unit volume of
space and time (space-time). We can proceed with this sampling scheme either by initially choosing i
or initially choosing k. Let us discuss the implications for computational costs of these initial choices,
starting with the spatial step.

If we initially set h according to spatial sampling considerations (keeping in mind the previous

discussion about isotropic sampling), we would choose h = -"—, which implies that:

Bmax

d d+1
max c max
pPsp = (i) » PSTD = (i) 4.11)

In this case it would, at first, make sense to choose A as large as possible to keep pstp as small as
possible. However, we must also satisfy temporal sampling considerations (recast as a constraint on the
Courant number). With (4.8) in mind, we find that the ideal choice is A = 1. It will be important to
keep this ideal choice (for an ideal scenario) in mind for the corresponding finite difference schemes, to
be discussed shortly.

Let us now consider a scenario where k is initially chosen, rather than h, as is common in the audio-
related literature. In such settings, k is generally chosen to give a sample rate 1/k that satisfies temporal

sampling considerations. Considering fiax, the maximum frequency of interest in Hz (e.g. 20kHz),

11t could be argued that these constraints should be “strictly less than”, but we ignore such details for this discussion.
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one might choose k = # (by temporal sampling arguments alone), in which case we have:

1

k=
2fmax

2) finax A
= psp = <J;) . pstD = (2fmax) T <c> (4.12)
In this case, it would seem that choosing A small would be beneficial to keep both storage costs and
overall computational costs down. However, this contradicts with the reasoning that led to identifying
A = 1 as being the optimal choice. The source of this contradiction lies in the fact that the naive choice

of k = ﬁ neglects the associated constraints of spatial sampling.

As mentioned previously, 5, = 7 is the maximum wavenumber that may be discretised on a Carte-
sian grid regardless of the wave direction. Thus, it makes sense to align f,.x with 3, = 7 through the

ideal dispersion relation. This leads to the following “optimal” choice for the time-step:

A

,Z(j =
2fmax

(4.13)

This choice may seem counter-intuitive at first, but it ensures that frequencies up to fi,ax can be repre-

sented in every wave direction (isotropically). Under this choice of k, we have:

d d d+1 d+1
pSD = <2fmax> _ <Bmax) . pstD = (Qfmax) _ c (5max> (4.14)

c T Acd A s

and we have recovered the values of psp and pstp derived in (4.11). In other words:

T A

h = k =
B max 2f max

4.15)

Thus, whether we set i or k initially, one would ideally choose A = 1 for such a (hypothetical)
Cartesian-based sampling scheme.

Sampling considerations in Cartesian finite difference schemes

So far we have only discussed a hypothetical and idealised sampling scenario; let us now discuss how
these idealised constraints relate to a finite difference scheme. First we should mention that such sam-
pling considerations would only apply in the limit of an infinitely accurate finite difference scheme—to
which we ultimately aim in the forthcoming sections—so the previous discussion only provides partial

guidance into the choices of h, k and A for a conventional finite difference scheme.

On the other hand, from the above discussion we have arrived at a theoretical upper limit to the “valid
bandwidth” that could be obtained in a Cartesian grid—based scheme—this upper limit is ﬁ in Hz, for a
scheme with some fixed A < 1. As such, rather than choosing k& = ﬁ as a starting point for a finite
difference scheme (as is commonly seen in the audio-related literature), it would make sense to choose
k= ﬁ provided that A < 1, or simply h = 6,:,“' As an example, for the simplest scheme in 3-D
with A = \/1/73 the “valid bandwidth” cannot go beyond 0.5F, //3 ~ 0.29F, where F, = 1/k. Thus

it would make sense to start with k& = (21/3 fuax) " if the time-step is to be set initially.

Then again, for finite difference schemes there are more critical considerations to take into account:
accuracy (e.g., dispersion error) and numerical stability. If we were to choose h or k solely based only
on sampling considerations then we would be ignoring the presence of potentially significant dispersion
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errors. Taking into account some measure of dispersion errors, one could generally choose h as:

™
b=
O-Bmax

(4.16)

where o > 1 can be called an “oversampling factor”. The parameter o is meant to ensure that fre-
quencies up to fiax (or wavenumbers up to Sp,.x) are accurately reproduced, with some error criterion
appropriate to the application of interest. For example, ¢ = 1 would result in the minimal “two points
per wavelength”, o = 2 would give “four points per wavelength”, and so on.

Keeping in mind the discussion about the transition frequency % one could equivalently choose

time-step k to be
A

20 fnax

k 4.17)

assuming A/o < 1.
Let us now consider the spatial and spatiotemporal densities of a finite difference scheme where A or

k are chosen according to (4.16) or (4.17) with o > 1. Let p§, and p§rp, now represent the spatial density

. L . . L / 2f, “ (2fmax)*?
and spatiotemporal densities in the ideal sampling scenario, i.e., pgp = ( ’;“""‘) s PSTD = ~ g
Then we have:
d d+1
psp = 0psp,  psto = T psrp (4.18)

where now psp represents the spatial density of the grid function, and psrp, represents the number of
pointwise updates per unit volume of space and time required by the finite difference scheme. Clearly
by the above relations, oversampling is to be avoided as much as possible in order to keep computational
costs down, especially for the case of room acoustics in three spatial dimensions (d = 3).

As for the Courant number, the ideal choice in a Cartesian grid—based scheme is not necessarily

A = 1, since for most explicit schemes, A will be constrained for stability as:
A < Amax 4.19)

Furthermore, it is often the case that A\« < 1 (e.g2., Apax = \/m for the simplest scheme in 3-D).
Generally then, it would make sense to choose A = Aj,.x to keep computational costs as low as possible.
This dovetails nicely with the tendency of numerical dispersion to be best when A = A, for a given
scheme, as we saw in Section 3.1.4 for the simplest scheme in 3-D.

It is also worth noting that in many schemes to be seen in this chapter, A\ = A, is not necessarily an
optimal choice and A < Ay ax can allow for a smaller oversampling factor o, which will have a greater
impact on reducing computational costs (for d > 1) than choosing A as large as possible. In such cases,
the “optimal” Courant number will depend on the error tolerance desired for a given application.

4.1.2 Explicit two-step finite difference schemes for the wave equation

In this section we present a general form (notation) for the many schemes to be investigated in this
chapter.

Grid functions

Unless otherwise specified, the finite difference schemes in this chapter will act on a grid function v,
which is approximation to the continuous solution at spatiotemporal grid points (¢h, nk), ie., u} =

u(th,nk) with ¢ € Z%and n € Z7. Additionally in this chapter, under a slight abuse of notation, we
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will make use of a continuous approximation u = u(x,t), which can be seen as an extension of the grid
function u} to the continuous domain. The approximation u(x, t) is defined such that u} = u(x,t) at
x = th,t = nk. In other words, u}" can be seen as the spatiotemporally sampled version of u(x,t).
Generally, u(x, t) will only be known on the grid, but in theory it can be fully and uniquely determined

from the discrete grid function u;’ using Fourier interpolation.

Two-step explicit schemes: general form

The majority of the finite difference schemes to be seen in this chapter will be explicit schemes of the
following general form:
Soqul =0, Og =0y —c*0a (4.20)

where d represents a discrete approximation to the d’ Alembertian operator defined by (4.4), and where
da represents a discrete approximation to the d-D Laplacian (i.e., a discrete Laplacian). The second-
order accurate time-difference operator d;; (defined in Section 3.1.1) will be used throughout this chap-
ter, as this keeps memory to a minimum (two states per grid point). The particular form of the finite
difference operator 6o will change in each of the schemes to be seem later, and this operator will have
an accuracy that is at least second-order and may contain free parameters. Such free parameters may
be used for optimisation purposes, or to achieve higher orders of accuracy in space—and possibly, also
time.? Also, the underlying grid may change; e.g., hexagonal grids are employed in Section 4.4, and

face- and body-centered cubic grids are employed in Section 4.6.

Practical details

Let us define the normalised discrete Laplacian 62 = h28A. The update recursion for (4.20) can then
be expressed as:

W = N2SR w4 2w — ! (421

which requires two states of memory (g?“ can overwrite g?_l). It is worth noting that such schemes
can always be rewritten as:
K
uptt =g, + Gouf —up (4.22)
=1
Here, the underlying (K + 1)-point stencil in the chosen discrete Laplacian 0, is represented by K
vectors in Z%: vy ..., vk and the origin (vy = 0). The associated stencil weights are &, &1, .., ¢k
For example, the seven-point stencil (seen in Fig. 3.1) used in the simplest Cartesian scheme for the 3-D

wave equation has K = 6 and:

{vi,...,v6} = {£é&,,+&,,+&.}, &=(2-6)%), &=)?, 1=1,...,6 (4.23)

On a computer, each of these individual pointwise update writes to one location in memory (for g?“)
and accesses K + 2 locations in memory (pertaining to the grid function). The number of arithmetic
operations for each update can vary depending on the particular implementation and the choice of the
Courant number. When fused-multiply add (FMA) or multiply-accumulate (MAC) operations are avail-
able (such as, e.g., on GPU architectures [307]), (4.22) is the minimal implementation, and it requires

K + 2 floating-point instructions for an arbitrary Courant number. One FMA instruction can be saved

2It may seem counter-intuitive at first to claim that we can raise the order of accuracy of a scheme in time by using a spatial
finite difference operator, but this is indeed possible, through the use of modified equation methods [241], as will be seen later.
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if ¢ = 0 (e.g., when A = \/m for the simplest 3-D Cartesian scheme).

It is important to note that this explicit update recursion is parallelisable over the spatial grid;
this allows one to make use of parallel computing architectures, such as GPUs [222, 304], multi-core
CPUs [304], and FPGAs [177]. Another important feature is that there is an overlap between the mem-
ory reads required by the pointwise updates for neighbouring grid points, which makes the scheme
amenable to memory caching; see, e.g., [103] (published work involving the current author). For more

details on practical implementation of such schemes on a large scale, see [304].

Numerical dispersion and numerical stability

This general two-step explicit scheme also has a general form for its numerical dispersion and its nu-
merical stability constraints. Considering a plane-wave trial solution, the finite difference operators d;;

and 0 transform to their respective Fourier symbols, acting as the following multipliers:

4 4 4 .
Oppuy = s sin?(wp/2)ul, Saul = —ﬁG(ﬁh)yg, when u} = el("ws 46 (4.24)

for some G([3;) specific to each discrete Laplacian, which may also be a function of additional free

parameters.® This leads to a numerical dispersion relation of the form:
sin?(wi/2) = A°G(Bn) (4.25)

which is applicable to all explicit schemes of the form (4.20). The above dispersion relation defines a

relationship wy = wg (B ), which, by rearranging (4.25), can be written as:

wi(Br) = 2sin~? (i/\\/G(Bh)) (4.26)

Alternatively, we will also express the above in the following rescaled form:

ngelBn) = r(B) @27)

This form allows for straightforward comparisons with the ideal dispersion relation: wy, ;.(8r) = £|Bx,
regardless of the chosen Courant number.

For numerical stability, a von Neumann analysis essentially requires that wy, € R.
0<AG(Br) <1 (4.28)

If G(B},) is itself independent of the Courant number, the above simplifies to the two following condi-

tions:
G(Br) >0 (4.29a)

—1/2
A < Amax = <néaxG(ﬂh)) (4.29b)
h

where Apax is specific to each scheme (since G(3},) is specific to each scheme). Since G(3y) may
contain free parameters (assuming A is not one of them), the first condition, which enforces negative

semi-definiteness in the discrete Laplacian, may impose constraints on those free parameters. Further-

3For a simplified notation, we leave out subscripts relating to additional free parameters.
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more, A\, may also be a function of these free parameters.4
If the scheme is written in the form (4.22) and one has that the stencil weights are all non-negative,
ie., when & > 0 forl = 0,..., K, the scheme can be said to be “concretely passive” [21] (or here,
“passive” for short). For such schemes, stability is easily determined, and is in fact guaranteed provided
that the scheme is consistent with the wave equation, but passive schemes are not necessarily the best
choices in terms of minimising numerical dispersion [21]. More will be said about this in Section 4.3.4.
We also note that temporal frequencies produced by these schemes do not necessarily follow sam-

pling considerations (—7 < wy < 7). By (4.26), we have that:

r%%xwk(ﬁh) < (4.30)
provided that A < Ap.x. By (4.26), the above can only be satisfied with equality for A = Apax. The
quantity maxg, wy(Bp,) is sometimes known as the cutoff frequency of the scheme, and it represents the
angular frequency above which the dispersion relation can only be satisfied for complex wavenumbers
pertaining to evanescent waves [294, 276]. Such evanescent solutions to the wave equation generally
do not play a role in the lossless operation of these finite difference schemes, and as such will not be
considered in this study.5 However, the cutoff frequencies themselves have been of interest to the audio

and room acoustics community [131], and thus will be calculated for some of the schemes to follow.

Numerical phase velocity and dispersion errors

An important quantity of interest in this chapter will be the numerical phase velocity. Considering only

w > 0, we can define the (relative) numerical phase velocity as:

Ty(Bn) = /) (1) 431)
|81

It is important to note that the above calculation is only meaningful for 3; within the appropriate
wavenumber cell (in most cases, the usual B = [—n,7]%). The appropriate wavenumber cell will
be identified for each scheme, as it is not always the usual Cartesian one.

A relative error in the dispersion relation, and in the numerical phase velocity, is defined as:

Erel. err. (/Bh) = f}p(/Bh) -1 (4.32)

Thus, if ). . > 0, the wave travels too quickly, and if € ¢, < 0 the wave travels too slowly, and by

consistency (and stability) el e, — 0 as |3y — 0.

Additionally, it will be of interest to define a wavenumber quantity under which the absolute relative
dispersion error is below a certain threshold: |eg| err| < X% for some X > 0. As such, we define the

quantity 35, xo < 7 as follows:

X
ﬂh,X% = /6;” such that |5rel.err‘(/gh)| S ﬁ for all ‘;Bh| S B;L (433)

Henceforth, this quantity will be known as a critical wavenumber and X % will be known as the error

4Generally, when the number of free parameters is greater than two, it becomes rather difficult to rewrite (4.29) as a general
function of free parameters, at which point it is helpful to make use of a computer and mathematical software.

SThis type of evanescent behaviour can arise next to a so-called “hard source” [230], but we will not consider hard-source
excitations in this thesis.
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threshold.® In particular, the critical wavenumbers Bhr,1% and By, o9, will be identified for the schemes
to come, as a simple means to make comparisons between schemes. These critical wavenumbers can
be used as a starting point to measure a “valid bandwidth” in such schemes, but later we will consider
additional normalisations for computational costs. The term “wideband accuracy” will be used to refer
to the accuracy of a schemes in terms of critical wavenumbers, since with these metrics in mind one
can start to talk about how accurately a scheme reproduces accurate wave propagation over a wide
bandwidth of frequencies.

Normalising for computational costs

In this chapter we inevitably have to face the problem of comparing schemes that have different optimal
Courant numbers, and thus operate at different sample rates (1/k) for the same grid spacing h. To this
end, it will help to introduce normalisations for the spatiotemporal density of a scheme, otherwise known
as the “computational density” [21, 291, 96]. While these quantities have already been defined for
regular Cartesian grids, we will redefine them here, introducing some additional parameters to represent
the use of non-Cartesian grids. As such, let us rewrite the spatial and spatiotemporal densities of a finite

difference scheme for the d-D wave equation as:

1 1
= — = — 4.34
PsD = 35> PSTD = 753 (4.34)

Here we have included the additional parameter u, which represents the spatial density of the grid when
h = 1. For Cartesian grids, u = 1, but for some non-Cartesian regular grids to be seen in this chapter,
we will have p # 1. In order to normalise the spatial density (and thus memory costs) across schemes
on Cartesian grids, it suffices to fix the grid spacing h. In order to also include non-Cartesian grid—based
schemes into such comparisons, we can choose h to be:

1
h=p = = 4.35
p PsD (h)d (4.35)
where h* is fixed across schemes, and thus spatial densities can be held constant across schemes on
Cartesian and non-Cartesian grids.
As for the spatiotemporal density, which depends on both the chosen Courant number and the spatial

density of the grid, we can rewrite it as:

c
PSTD = it h5+1 (4.36)

In order to normalise for spatiotemporal densities, we can fix a length h* across schemes, and choose h

for each scheme as
c

h = (/L/)\)l/(d+l)h* _— PSTD = W

4.37)

Keep in mind, when two schemes with the same K (stencil size K + 1) have the same spatiotemporal
density, they require the same number of FLOPs or FLOP instructions per unit volume of space-time.
In order to incorporate these normalisations into the critical wavenumbers that will be used to com-

pare schemes, it suffices to define additional, rescaled critical wavenumbers:

Brexo% =1 B xo% s Buexw = (/N "V DB vy (4.38)

S0f course, it is not necessarily the case that this critical wavenumber exists for a given X %.
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These critical wavenumbers, in particular 3} 19, (8}, 19 for Cartesian schemes) and 3}« 19 will be used

to provide comparisons for the various schemes to be seen for d > 1.

Relative computational efficiencies

Another useful method of comparison for schemes operating at different sample rates (or grid densities)
is to use the “relative computational efficiency” (RCE), as defined by van Walstijn and Kowalczyk [291].
Before defining this RCE measure here, it is worth briefly explaining what it represents. The RCE is
a measure of the efficiency of a scheme in terms of the computational density (spatiotemporal density)
required to maintain some error threshold up to some frequency, relative to that of some reference

scheme. An obvious choice for the reference scheme is the simplest Cartesian scheme.

With that said, we define the RCE as follows:

d+1
RCE-X% = <M> (4.39)
/Bh*,X%,ref.

where Bp+ x9 rer. 1S the critical wavenumber (j« xo, for the chosen reference scheme, and it is as-
sumed that By« xo < 7 and By« xo r < 7. That these quantities increase to the (d + 1)th power in
(Bh* x%/Br=,x%ret) reflects the fact that the spatiotemporal density of the scheme scales with Ians
In another sense, this RCE represents the increase (or decrease) in computational density that would
be required by the reference scheme in order to attain the same level of accuracy as another scheme
(in terms of the absolute relative dispersion error) up to some fixed frequency. It is important to note
that as the RCE is only a function of the chosen error threshold (in percent-error), and consequently is
independent of the frequency. As such, it can be defined using the normalised critical wavenumber (as
done here) or using analogous critical temporal frequencies (as in [291]).

The RCE measure does not take into account the number of operations (FLOPs, FLOP instructions,
and memory reads) required by the pointwise updates of varying schemes, so it also will be informative
to define a relative computational efficiency that takes into account some measure of operation counts
in order to compare schemes with different stencil sizes. Since K + 2 is the number of memory reads
required for a stencil that reaches out to K spatial neighbours, as well as being the number of FLOP
instructions required by each pointwise update (when FMA instructions are available), we can use K +2
as an additional weighting to the RCE measure. We should note, however, that compute times will not
necessarily scale with K + 2 in a direct manner (this will also depend on the particular computing
architecture being used), so this is simply a starting point to incorporate a measure of operations into
the RCE.

With that said, we define the measure “RCE-X %-opts” as:

(4.40)

Kre . 2
RCE-X %-opts = (RCE-X%) - <Kf++2>

Since we will use the simplest Cartesian scheme as a reference, Kr. = 2d.

Having sufficiently discussed these preliminary topics that will apply to d € {1,2,3}, we move on
to finite difference schemes for the 1-D wave equation.
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4.2 Finite difference schemes for the 1-D wave equation

The wave equation in 1-D is a simple starting point for the derivation of more advanced schemes in
higher dimensions, and it will be useful to introduce concepts relating to higher-order accuracy, targeting
errors in space and/or time, and various other effects that should be taken into consideration when
deriving finite difference schemes in higher dimensions. In this section, the variable of interest will be

written simply as u = u(x, t), and the 1-D wave equation as:
Ou=0, O=08?—c*d? (4.41)

Here we use the grid function u = wu(ih,nk), where k, h are respectively the time-step and grid
spacing, as before, and i € Z and n € Z*. All of the preliminary discussion presented earlier applies to
these schemes by setting d = 1, replacing ¢ with 7, x with z, and 3 with 3. For the most part, the focus

is on accuracy and numerical dispersion, so we will ignore initial conditions.

4.2.1 The simplest scheme
The simplest scheme for the 1-D wave equation [60] can be written as:
Souf =0, Op =0y —*uy (4.42)

where 5 represents a discrete d’ Alembertian operator, and d;; and ¢, were defined in Section 3.1.1.

Applying 0y to u reveals an order of accuracy in space and time that is at least second-order:
Sou = Ou+ O(h?) + O(k?) (4.43)

When the Courant number A = ck/h is fixed, as is commonly the case, the above can be equivalently
written as:
Sgu = Ou+ O(h?) = Ou + O(k?) (4.44)

showing that the global accuracy of the scheme follows the lowest order accuracy in either time or

space; thus the scheme is said to be second-order accurate.

Expanding out the finite difference operators and solving for @;H_l leads to the update equation:

wptt = (2= 220wl + NP (g ) —u (4.45)

—1

and it is well-known that this scheme has the CFL condition A\ < 1, which is also the stability condition

obtained from a von Neumann analysis [185] and from an energy analysis [24].

In this section we make use of the normalised frequencies:
wi :=wk, PBn:=ph (4.46)

where w is the temporal angular frequency (in rad/s) and /3 is the wavenumber (in rad/m). Considering

a plane-wave trial solution: u} = el(mwr+iBr) the numerical dispersion relation (of the form (4.26)) is:
sin?(wy /2) = A? sin?(B1,/2) (4.47)
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or rewritten for wy,:
wy = 2sin~ ! (£Xsin(By/2)) (4.48)

In terms of the normalised temporal frequency wy, /., the numerical dispersion relation is:

ne(n) = 5 sin™ (EAsinB1,/2)) 449)

which can then be compared to the ideal dispersion relation wy, /. = £

The numerical dispersion relation, wy, /C(Bh), for the simplest scheme is shown in Fig. 4.2(a) for var-
ious choices of the Courant number A. It can be seen in the figure that the dispersion relation approaches
the ideal (a unity slope) in the limit of 5, — 0 for each A < Ap.x. This reflects the consistency (and
convergence) of the scheme. It can also be seen that the special case of A\ = 1 results in a unity slope,
matching that of the wave equation. This is a well-known special case that can provide an exact approx-
imation for bandlimited solutions to the wave equation. This special case will be treated in more detail

shortly; for now we focus on cases where A < 1.

0 T T T
— =1 — A =099
— A =099 = A =095
3m/4l- A =095 § —A=09
—A=09 2 — A=08
Q <o |
S —— =038 3 A=07
3 A=07 | —A=06
—A=06 = A=04
/4l A=04 & 1l — =01
——x=01 =
0 Il Il Il
0 w/4 w/2 3m/4 T
Bn logy(Bn /™)
(@) whc(Br) for various A < Amax (0) |1 — wr/c(Br)/ B for various A < Amax

Figure 4.2: Plots of numerical dispersion and numerical dispersion errors for simplest scheme in 1-D. (a)
Normalised numerical dispersion relation, for various A < Ap.x. (b) Relative dispersion error of 1-D
scheme for A < A\p,.x, on logarithmic scale.

As mentioned previously, this scheme has an overall (global) accuracy (for A < 1) that is second-
order. If the scheme is indeed second-order accurate, it should be reflected in the dispersion error as
h,k — 0 (or equivalently, as 8, wp/. — 0 for A fixed). In order to see this property, we plot the
relative error in the dispersion relation |1 — wy,/.(8r)/Bx| (Which is also the error in the numerical
phase velocity) on a logarithmic (log-log) scale in Fig. 4.2(b). Indeed, it can be seen that the dispersion
errors, for various A < Ap.x have slopes of two for 8, < m, reflecting the second-order accuracy of

the scheme.

An exact scheme

Now we return to the special case of A = 1. For this choice of the Courant number, the simplest scheme
reduces to:
6[! = €4 + e — (€z+ + 6937) (450)

where e,+ and e, 1 are temporal and spatial shifts (as defined in Section 3.1.1). With §pu = 0, we get
the update equation:

= u —ul ! (4.51)

Y i
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For some times, this scheme has been known to provide an exact approximation to the underlying
continuous solution [5, 244], provided that the solution is sufficiently bandlimited in time and space.
This special property of the scheme was seen in Fig. 4.2(a), and indeed for A = 1, the dispersion
relation of the scheme, (4.48), reduces to the ideal dispersion relation w = +¢f3.
Another way to show that the simplest scheme is exact for A = 1 is to consider d’Alembert’s
travelling wave solution:
u(z,t) = ¢(x — ct) + Y(z + ct) (4.52)

Applying the discrete d’ Alembertian to the above gives:

bou=¢(z —c(t + k) +¥(z +clt + k) + ¢z —c(t — k) + ¢(z +c(t — k)
+o((x+h) —ct) +((z+ h) +ct) + ((x — h) —ct) + ((x — h) +ct) (4.53)

and for A = 1 we have h = ck and all the terms on the right-hand side cancel to give dgu = 0. Thus,
d’Alembert’s solution satisfies the difference equation du = 0, and it follows that any solution to the
exact scheme is also a solution to the 1-D wave equation. On the other hand, the inverse relationship
does not necessarily follow; that is, not every solution to the 1-D wave equation is also a solution to the
exact finite difference scheme for a fixed h or k. For this to be true, the solution has to be bandlimited
and A, k have to be sufficiently small, which follows from Shannon’s sampling theorem [235]. One
can also express the exact scheme in an equivalent digital waveguide form, as a direct discretisation

(sampling) of d’ Alembert’s travelling wave solution [245].

Transitional note on high-order accurate schemes in 1-D

Despite the existence of this simple and exact 1-D scheme, in the coming sections we will consider
finite difference schemes beyond the simplest one. Such schemes must ultimately make use of more
points (in time or space) than the minimum for such a second-order equation (three in space, three in
time). The use of more than three steps in time will not be employed here, as it severely complicates
stability analyses [7] (as will be discussed briefly in Section 4.2.3) and goes beyond the minimal memory
requirements for such a second-order system (memory cost considerations become paramount in higher
dimensions). Instead, we will focus on explicit two-step schemes that reach out to more than the usual
two nearest neighbours on a regular grid of points. To this end, we will start by defining a general family

of parametrised approximations to the 1-D Laplacian.

4.2.2 Parametrised approximations to the 1-D Laplacian

A second-order accurate discrete Laplacian that makes use of two neighbouring points p spatial steps

away can be defined as:

1

(V. —2+e) = Pur= P, = 2ul ) (4.54)

1
(5(‘”) = zx 24 W(QZ*P

T T p2h2

where here p is a positive integer (not to be confused with pressure), and we have the special case
Opz = 5&) It is straightforward to check that:

8w = 02u+ O(h?) (4.55)
It follows that linear combinations of these operators can be used to construct other discrete Lapla-
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cians with at least second-order accuracy. For example, we can consider P > 1 successive (2P + 1)-

point discrete Laplacians:

P P
>, 0Pu=02u+O(h?), provided that Y oy, =1 (4.56)
p=1

p=1

where the constraint that the coefficients oy, add to unity is necessary for consistency. Henceforth, this

consistency constraint will be implicitly assumed.

High-order spatial differences

It has been known for some time (since at least the work of Richardson [203]) that linear combinations of
the 5,9;) operators can be used to build approximations to the second-order spatial derivative with orders
of accuracy higher than two. These second-order differences with high-order accuracy are ultimately
special cases of (4.56). They will be more specifically denoted as:

M
S =" ang oy (4.57)
m=1

where aps,, form =1, ... M represent the coefficients that (uniquely) establish the following equality
Sy = 2u + O(h*™M) (4.58)

These coefficients can be worked out through Taylor expansions—by hand or with a computer pro-
gram [84]—or using polynomial (Lagrange) interpolation [151]. In either case, one arrives at a general
linear system for which an analytic solution is well-known [56, 7, 53]. Following [7], the coefficients
o ,m are given by the expression:

2(M1)?

m=(=1)""! , om=1,...,.M 45
v = ) ™ (459)

For example, a1 1 = 1, which implies that 63[0131 = 04,. For M = 2, 3,4 we have:

ol = (;15;;) - ;5;?) u = 02u+ O(h*) (4.60a)
3 ey _ 352, L 53 2 6

8 4 8 1
Sy = (260 — Z52) 4 Z56) _ — 54 ) o — 924+ O(RS 4.60.

These operators can also be written in the form:

M
M), n n
M = N ayrmuly,, 4.61)
m=—M
where ayr,m = a—m, . and
M «
M,m
apo = —2 E aM,m s QM,m = 2 m=1,...,.M (4.62)
m=1
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It can also be shown [7] that in the limit as M — oo, one has:

m— m— 2 7T2
Umoo =211 = g = (1) 1@, m=>1, apc = Y (4.63)

and the resulting operator 5[&0] has an infinite-order accuracy, i.e.,
8ty = 0Zu (4.64)

provided that v is sufficiently bandlimited [7]. In practice this operator cannot be employed as it is non-
local,” however it can be applied in the frequency-domain to a discrete approximation that is periodic
in space. Essentially, one proceeds by applying the discrete Fourier transform (DFT) to one period of
the discrete approximation, followed by a multiplication by —/3? at regularly spaced discrete spatial
frequencies, followed by an inverse DFT. This technique goes by various names; it is known as the
“Fourier method” [130], a “pseudospectral method” [241], and as a Fourier-based spectral method [277].
If the solution is not periodic—which is often the case—and one applies this technique, the periodicity
constraint is imposed on the resulting solution. This comprises a major drawback and challenge with
such methods (as discussed in Section 2.2.5).

A general family of explicit two-step schemes

Now that we have defined a general family of discrete 1-D Laplacians, we can easily write a general

family of two-step explicit schemes for the 1-D wave equation:

P
Spuf = Y apdiuf (4.65)
p=1
and for simplicity in this section it will be assumed that o, # 0 for p =1, ..., P. We will also express
these parameters by the vector = (a1, ..., ap).

Since this general family is of the form (4.20) with dp = 25:1 ozpégg;’;), numerical dispersion and
stability follow from (4.26) and (4.29), where GG, which depends on «, is now of the form:8

G(Bn)

P
3 % sin?(pBh/2) (4.66)
p=1

4.2.3 Schemes with high-order spatial differencing in 1-D

In this section we consider two-step schemes that make use of the aforementioned high-order difference

operators (a family of well-known schemes [4, 2, 7]). These schemes are expressed by:

Sl = c2Mlyn (4.67)

X3

and for this family of schemes we have:

(8 — 26w = Ou + O(k?) + O(h*M) (4.68)

"From a signal processing point of view, one may recognise am, oo as the coefficients of an ideal second-order differentiator
filter. This can be worked out from the definition of bandlimited sinc interpolation, following, e.g., [163].

8We note that while G(8},) is parametrised by the parameters in o, out of convenience we omit additional notation (such as,
e.g., G = G« (Bh)) to denote this dependence.
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Because of the above truncation errors, these schemes can be said to be “(2,2M)-accurate”. If the

Courant number is fixed to some value, we can make the substitution 2 = ck/\ and the above becomes:
(60 — 20l = ou+ O(K?) + O(k*M) = Du+ O(k?) (4.69)

showing that despite the high-order accuracy in space, the global accuracy of this family of two-step
schemes remains second-order for all M > 1 (as is well-known [7]).

Numerical stability

For the investigation of numerical stability using a standard von Neumann analysis, the Fourier symbols
of these high-order spatial difference operators can be written as:

M

4 m
o) o —5Gu(B),  Gu(B) = Y S sin®(mB/2) (4.70)

m=1

where G/ (8,) represents (4.66) with the particular choices of o« = (aas 1, - - - , aoar,ar) defined by (4.59).
Since the coefficients )z ., are alternating in sign (by (4.59)), it is not obvious that the stability condi-
tion G/ (B1) > 0 is necessarily satisfied for M > 1. To address this problem, an important result was

derived in [7] which re-expresses G s (1,) in a non-negative form:

22m=1((m — 1)1)?
(2m)!

Gu(Br) = Z Y s (B1/2) Vm = (4.71)
where +,, are strictly positive coefficients that are independent of M. Under this representation, it is
clear that Gps(8,) > 0. Furthermore, since each coefficient is positive, the maxima of G5y must occur

at 8, = 7, and these maxima can be written as:

max G (Br) = Aar, Aari= D (4.72)
h m=1
For example, we have A1 = 1, Ay = 3, A3 = 53, Ay = 332, and it has been shown that as M — oo [7]:
. w2
AOO = A}gnoo A]u = Z (473)

The stability condition for these schemes can then be written as:

1
VAm

A S )\max,M =

(4.74)

and the first few Apax,as are:

)\max,l =1, )\max,2 = 3/47 )\max,?) =V 45/687 >\max,4 =V 315/512 (475)
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By (4.73), A < Anax,co = 2 is a sufficient stability condition for all M > 1. It is worth mentioning

T

that a corollary of (4.71) and (4.72) is:

rM/2] —1/2

)\max,lﬂ = Z aM,2p+1 4.76)
p=0

Numerical dispersion

A normalised numerical dispersion relation (corresponding to the form (4.49)) for these (2, 2M )-accurate

schemes is:
4.77)

Whye(Br) = %sin_1 (:I:)\\/GM(B;L))

This dispersion relation is plotted for various M with A = Ap.x as in Fig. 4.3(a). As can be seen in the
figure, these schemes are consistent with the ideal dispersion relation (in the limit of small /). However,
nothing is gained by increasing M since M = 1 already provides an infinite-order accuracy in the
special case of A = 1 (this will not be the case for d > 1).

Ignoring the special infinite-order scheme, it is worth comparing these schemes for a fixed A, and
it is appropriate to choose A = Apax,co = 2/7 for this purpose. The numerical dispersion relations
with this choice of A\ are shown in Fig. 4.3(b). In this figure one can see that each successive order of
spatial accuracy results in a different numerical dispersion relation, but it is not necessarily clear that
each successive order provides a better fit to the ideal. Consequently, the optimal choice of M and A
in these schemes will generally depend on the model problem (ignoring the special case M = 1 and
A = 1). This idea will be revisited in more detail when higher-dimensional forms of these schemes are
considered (in Sections 4.3.3 and 4.5.2).

m T T T T
—M=1 Al — M =1
- M=2 % - M=2
3r/4 - B M= 3m/4 2 N M=3
— M=4 — M=4
Q — Q J—
= /2 {7/ M=> S m/2F . M =5
3 M = oo 3 M =
- - - ideal
/4 - N /4 -
ol | | | 0 / | I I
0 w/4 w/2 3w/4 0T 0 /4 w/2 3w/4 T
B Bn

(@) wh/c(Br) for various M with X = Amax, i (b) wh/c(Br) for various M with A = 2/7

Figure 4.3: Numerical dispersion for (2, 2M )-accurate schemes in 1-D.

Before moving on from this family of schemes, it is worth also investigating how the relative disper-
sion errors decrease in the limit of h — 0 for X fixed; this is illustrated in Fig. 4.4. It can be seen from
this figure that regardless of the choice of M, the schemes display a rate of second-order rate conver-
gence (in the dispersion error), reflecting the second-order global accuracy of this family of schemes.
Indeed, this holds true for any A < Apax,as (apart from the exact case with M = 1).° We also note that
there are notches appearing in Fig. 4.4 for finite M > 1; these are due to the fact that the dispersion

error changes sign at certain wavenumbers, as can be deduced from Fig. 4.3(b).

9Consequently, it is a bit of a misnomer to call these schemes “high-order accurate” for the wave equation, as is sometimes
done in the literature.
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Figure 4.4: Relative dispersion error, |1 —wy/.(8r) /Bl of (2, 2M)-accurate schemes for A = 2/7 and
for various M.

On increasing the order of accuracy in time

Let us now discuss briefly some of the issues related to increasing the order of accuracy in time using

high-order generalisations of standard leapfrog integrators.

In order to modify the (2, 2M )-accurate schemes (employing 521 to have (2M, 2 M )-accuracy, one
has to replace d;; with a time-difference operator that approximates 97 to a higher order of accuracy. In
order to derive such operators, one can simply replace x by ¢ and h by k in 59[%] to arrive at high-order

[

time difference operators 5,5?/[]. For example, a fourth-order accurate operator is:

1
2
5t[f] = 12k2 (76%_ + 16€t_ — 30+ 166t+ — €?+) (478)

A seemingly fourth-order accurate explicit scheme (requiring four states in memory) could then be
written as:
(62! — 2612w = ou + O(k*) + O(h*) (4.79)

However, it is well-known that using 5t[f] in this form leads to a scheme that is unconditionally unsta-
ble [55, 7]. As such, this scheme cannot produce an approximate solution u that converges to a true
solution uw. Other multi-stage time integrators could be employed (e.g., Runge-Kutta) by recasting the
system in first-order form, but investigating such options will not be considered for brevity. Instead, we
will make use of the same set of spatial stencils, but we will choose the stencil weights o, in a manner
that provides high orders of accuracy in both space and time by the manipulation of so-called “modified
equations” [301].

4.2.4 High-order accurate schemes using modified equations

In this section we consider schemes with high-orders of accuracy in both space and time, derived through
the manipulation of modified equations. A modified equation is essentially the Taylor expansion of a
finite difference scheme about » = k£ = 0, and it represents the PDE that is solved exactly by the
finite difference scheme [241]. In order to derive a modified equation for the general family of two-
step schemes (4.65), we start with Taylor expansions of the various component operators. Assuming a
sufficiently smooth u, the operators d;; and 6., can be expanded in Taylor series to 2M th-order in k
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and h respectively:

k,2m 2 h2m 2

SO O, 8u = 0%+ Z p

m=2

5ttu = 8 u+ Z a2mg+ O(hQM)

(4.80)

where the terms in the summations comprise the local truncation error. It follows from the second

expansion above that we have for a linear combination of discrete Laplacians:

2m 2

Zap 6Py = 9u + Z Zap 2™y + O(h*M) (4.81)

m=2p=1

and it is assumed here that 25:1 oy, = 1, which provides a base second-order accuracy. Combining

these expansions for a finite difference scheme, we have:

P
Sou = <6tt - Zap@(f;)) u = Du—i-z (

p=1

k2m 2 2(p )2m—2

P

m h m

82 — Z%Wai >u+0(k2M)+O(h2M)
p=1 '

(4.82)
Now if we take ) to be a constant, we can make the substitution £ = hA/c and we have:

- - 2m—2
C
m=2

M h2m72 2>\2m7
(2m)!

2m 2
82777, _ 2m 22 p 82m> Q"_ O(h2]\4) — 0 (483)

Win

This modified equation represents the PDE that is exactly solved by the finite difference scheme.

The goal is now to derive a high-order scheme by manipulating this modified equation to agree with
the wave equation to 2Mth-order (O(h?M)). Often in the literature, this is accomplished by “trading
off” time derivatives for spatial derivatives, substituting powers of 97 for powers of ¢292 in the above
expression, i.e., to assume that 8?’” = c2ma§m [53].1° However, this is often accompanied by the
assumption that the dependent variable on which finite difference operators act (here u) is also a solution
to the model PDE [53]. This assumption will not be made here, and this is the main reason for the use
of a distinct symbol (u) to represent the approximation, as recommended in [301]. As such, what
follows is a closely-related, yet slightly different approach to modified equations than the conventional
one [53].!" We also note that the following approach follows directly from [301] and was recently used
in an equivalent frequency-domain form for the 2-D wave equation [27] (published work involving the

current author).

With that said, rather than substituting 97™ for ¢*™92™, the idea is to divide out factors of (97 —

028_%) from each term in brackets that is inside the summation (labelled W,,,), which leads to:

2m 92m P
W, — 0(277(?5-' (AQm—Q . Zapp2m—2> + (8t2 _ 0235)797”_1 (4.84)

where the first term on the right-hand side represents a remainder term, and P,,,—1 = Pp—1 (8,52, c? 82)

is a multinomial of order m — 1 in 97 and 292, whose precise form is not important. The remainder

10The frequency domain equivalent is to substitute the ideal dispersion relation into the frequency domain version of (4.83), as
done in [157].
Ultimately, many of the same schemes to come have been derived by the conventional approach.

110



term in (4.84) cancels out provided that the following conditions can be satisfied up to order M:

P
\2m=2 — Z app®™ ™, m=2,....M (4.85)
p=1
Then we can write:
M p2m—2
(SDQ = 0Ou + <Z C%n_me_1> Ou + 0(h21W) (4.86)
m=2
or, more simply:
Sou = Ou + O(h?)0Ou + O(h*M) (4.87)

and since the scheme is defined by dpu = 0, the scheme is also represented by the modified equation:

(14 0(h?*) ou+ O0h*M) =0 (4.88)

Consider now the inverse of the term (1 + O(h?)), which we can write as:'?

(1+0(0) " =1-0(h?) (4.89)
We apply the above to (4.88), which means our modified equation is now:
(1+0(02) ™ (1+0(h?) ou= (1 —0(h*) O(h*M) — ou=0(h*M) (4.90)

which means that our scheme satisfies the wave equation to 2 M th-order accuracy. Put another way, we

have a local truncation error of order 2M for the scheme:
Sou = Ou + O(h*M) (4.91)

With regards to the conditions (4.85), we note that they can be satisfied for P = 1 upto M = oo
with A = 1, which leads to the exact (simplest) scheme. Apart from that special case, it would make
sense to choose P > M in order to achieve 2M th-order accuracy for any stable A. This leads to many
possible schemes (and families of schemes) of arbitrary orders of accuracy. Next, we consider what

could be seen as the minimal schemes needed to achieve 2 M th-order accuracy, that is with P = M.

In the case of P = M, the conditions for high-order accuracy comprise a Vandermonde matrix
system, for which a unique solution exists [162]. Although, considering the connection between a
Vandermonde matrix and Lagrange polynomial interpolation, we can express the coefficients c, for

M > 1in a simple form as a Lagrange polynomial in the variable \?:

)\2 _ T2
ap = H e (4.92)
1<r<M
T#p

Notice that for A = 1 we have that o, = 0 for p > 1, which reduces to the exact scheme. As such, this
scheme is certainly stable for A = 1. Otherwise, o, depends on A, so the stability condition cannot be
expressed as (4.29), and we must satisfy the more general conditions (4.28), which involves the difficult

problem of bounding a polynomial in A2. Fortunately, this problem has already been solved and the

12Here we use the standard Taylor series (1 +x)~! = 1 — 2 4 22 + ..., under the assumption that |2| < 1, which holds here
since we are considering A — 0.
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stability condition for this entire family has been shown to be A < 1 [200, 283, 7]. This family of
schemes was also derived in [157] using a modified equation approach in the frequency-domain, and
in [7] using a markedly different frequency-domain approach, from which another general expression

for a,, can be written as:!?

ap = 2p2(—1)P~1 ]zw: <QOp> W nﬁl (1 - iz) (4.93)

m=p r=1

In order to verify the order of accuracy of these schemes, we plot and compare the numerical dis-
persion relations for these schemes for M € {1,2, 3,4} with a fixed Courant number (A = 2/7). This
is shown in Fig. 4.5(a), wherein improvements in the numerical dispersion relations can be seen for
increasing orders 2. We can also investigate these dispersion errors on a log-scale, which is shown in
Fig. 4.5(b). It can be seen that the dispersion errors decrease with rates that are in accordance with the

associated orders of accuracy.

i T T T
N——M=1 — M=1
—M=2 — - M=
3m/4 Y M=3 § M=3
— M=4 3 — M=4
< el || - - - ideal 3
3 [
=
w/4 - - u%
2
0 L : : _14 | | I
0 x/4 =m/2 3m/a T -2 15 -1 —05 0
Bh logy1o(Bn /™)
(a) Numerical dispersion relations (b) Relative dispersion errors

Figure 4.5: Plots of numerical dispersion and numerical dispersion errors on log-scale for 2/ -order
accurate schemes in 1-D with A\ = 2/7. The slopes of the curves in the right figure demonstrate high-
orders of accuracy in the numerical dispersion.

131t has been checked with a computer that (4.92) and (4.93) give equivalent polynomials in A? for each aup, up to a very high
order M. A full equivalence between these two expressions is left as an exercise for the reader.
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4.3 Cartesian schemes for the 2-D wave equation

Now that some concepts relating to order of accuracy in finite difference schemes have been illustrated

in one spatial dimension, we move on to the wave equation in two spatial dimensions.

The 2-D wave equation can be represented by:
ODu=0, O0=0;-cA, A=08+0; (4.94)

with u = u(x,t) where x € R?, ¢t € RT. Required initial conditions for this second-order equation are
u(x,0) and u(x, 0), but for the most part we ignore the initial conditions in order to focus on accuracy

in terms of numerical dispersion.

With regards to the grid function that will represent the fully-discrete approximation to u, we note
that there is more than one option for a spatial grid with a regular grid spacing in two spatial dimensions.
We will start by considering the simplest and most widely used grid, the 2-D Cartesian grid (hZ?), and
later we will consider regular hexagonal grids (in Section 4.4). For now our grid function of interest
is u? & u(ih,nk), with ¢ € Z? and n > 0. We will also make use of the continuous approximation
u(x,t) where x € R?, t € R, and u(ih, nk) = ul.

4.3.1 The simplest scheme in 2-D

We start with the simplest possible scheme on a 2-D Cartesian grid, which happens to be a straightfor-
ward extension of the simplest 1-D scheme [60]. This scheme can be represented by (4.20) with the
discrete Laplacian:

OA = Opa + Oyy (4.95)

and Jda is the standard 2-D discrete Laplacian that uses a five-point stencil. In terms of an update
recursion, this scheme can be written as:

wttl = gyl (2 - 4)‘2>@?;,iy + )\2@?1“@ + ul 1, T @Z,iyﬂ +y?”y71) (4.96)

=g,y g,y g

This scheme is second-order accurate, and has the well-known stability condition A < Apax = 1/1/2,
which is also the CFL condition for convergence [60]. Under the choice of A = A, ., we have the
simplified update recursion:

—la,ly —lz

1
n+l __ n—1 n n n n
Wi, = Y, 4, T 5(@7‘,,“,% tui 1, U U 1) (4.97)

which is also equivalent to a 2-D wave-scattering network known as a “transmission line matrix”
method [119, 220] or as the “rectilinear digital waveguide mesh” [286]. The above equation also has
the interpretation as a balance of temporal and spatial averages:

n+1 n—1

L +u, Wi, TG 1, T G U

Wiy T Yoy iy, 498
5 = 1 (4.98)

One can also work out an equivalence to 2-D forms of Yee’s classic FDTD method [311]; see, e.g., [21].

The numerical dispersion relation of this scheme is expressed by (4.26) where G(3},) takes the form:
G(Br) = sin®(B,h/2) + sin®*(B,h/2) (4.99)
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Note that by the periodicity in G(B), we only need to consider 3, € B := [~ 7]?, which also
follows sampling considerations. As for numerical stability, (4.29) is satisfied for A < \/m since
maxg, G(8) = 2.

The numerical dispersion relation of this scheme is plotted in Fig. 4.6 for A € {Amax, 0.5 Amax }»
which can be compared to the ideal case in Fig. 4.1. It is also instructive to plot the relative dispersion
error, and this is shown in Fig. 4.7. In both figures, a white dotted line is drawn for |3},| = £, 1% (the
one-percent critical wavenumber, defined by (4.33)), and a white dashed-dotted line for |3}, = S5} 2%
(the two-percent critical wavenumber, defined by (4.33)).

4

3 2

> § 5
1

1

—-m —x/2 0 /2 Tr -m —x/2 0 /2 ™
Bzh Bzh
(@) A = Amax () A = 0.5 max

Figure 4.6: Contour plots of numerical dispersion relation wy,/.(8n) for 8, € [—, 712 with various
A < Amax. Contour lines denote increments of 7/16. The white dotted line denotes |3,| = 7. The
dashed-dotted line denotes |3},| = (3, 2% and the dotted line denotes |3),| = B, 1%.

(@) A = Amax (b) A = 0.5 max

Figure 4.7: Contour plots of @,(8,) — 1. Contour lines denote 2% increments. The dashed-dotted line
denotes |3}| = B, 2% and the dotted line denotes |31,| = B, 1%.

In contrast to Fig. 4.1, it can be seen from Fig. 4.6 that the numerical dispersion relations are gener-
ally anisotropic (not independent of wave direction). However, by consistency these numerical disper-
sion relations become increasingly isotropic (and correct) in the limit of small wavenumbers. It can also
be seen from Fig. 4.7 that the numerical dispersion is closer to the ideal with A = A} ,x than it is with
A < Amax, as was the case for the simplest scheme in 1-D. In fact (and as is well-known), for the case
A = Amax the numerical dispersion relation is exact along diagonal directions, i.e., when [, = iﬁy.”
For both choices of A shown here, the wave directions that feature the worst-case dispersion are the axial

directions.

14This follows from the fact that for 8, = 43y, the 2-D dispersion relation becomes wy, = 2sin~! (\’ sin(Bh’/2)), where

h' = h/\/§ and X = ck/h’. This is in the form of the 1-D scheme, and as such, for X' = 1 == X = 1/+/2 the scheme
must be exact for 3, = £f,. Also, for 5, = 0 or 8y = 0, the dispersion relation of the 2-D scheme reduces to that of the 1-D
scheme.
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Unless the application of interest can tolerate significant dispersion errors (=~ 30% error), the range
of wavenumbers that are accurately reproduced in this scheme (such as, e.g., to within 1% or 2% error in
Up, as illustrated by Fig. 4.7) is only a small portion of the wavenumbers cell B. In the hopes of avoiding
expensive grid refinements (choosing h smaller than what is dictated by sampling constraints) we will
subsequently investigate more accurate schemes, which must invariably use more points in space and/or
time for each pointwise update than this simple scheme.

Before moving on, we remark that the dispersion relations shown here feature a mirror symmetry
with respect to the coordinate axes (and a mirror symmetry with respect to the diagonals) and this will
also be the case for the Cartesian schemes to follow. As such, we will (for the most part) present
dispersion errors for the schemes to follow only in the quarter-region B € [0, 7r]2. This is exemplified in
Fig. 4.8 for the simplest scheme.

Bzh

Figure 4.8: Contour plot of 7,(3) — 1 for 8, € [0, 7)2, for simplest scheme with A = Aax 7. Contour
lines denote 2% increments. The dashed-dotted line denotes |31,| = (1, 2% and the dotted line denotes

1BL] = Bh1%-

4.3.2 Parametrised approximations to the 2-D Laplacian

In order to derive schemes beyond the simplest one, we can make use of a general framework for discrete
Laplacians on the 2-D Cartesian grid, after [27] (published work involving the current author).

Consider the following spatial averaging operators:

1 1
U,z = i(ngr +ebl), ppy = 5(62+ + eg,) (4.100)

where b denotes a positive integer—power of the shift operator (e.g., €2 4 = egyegx1). These operators

have the Taylor expansions:

b2h? b2h?
pt =+ ——0qu+ O(hY),  ppyu=u+ ——0u+ O(h?) (4.101)

For convenience, let us define the following set Q of integer pairs ¢ = (g1, ¢2):

Q:={qeZ’:q1>q>0,q >1} (4.102)
For q € Q, it follows that:
2h2 2h2 2h2 2h2
Hay z byt = 14+ q12 Opu+ QQQ aj@"'(l)(]#) ) Pgs,abqyl = 1+ q22 Oru+ Q12 a§Q+O(h4)
(4.103)
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We can then define a discrete Laplacian 6a g = 0a (4, ,40)aS:

2
on,q = CETOE (Hagy,whgs,y + Haz,zbary — 2) (4.104)

and from the above Taylor expansions we have:
Sa.qu = Au+ O(h?) (4.105)

Some of the stencils of points that are used by these discrete operators are shown in Fig. 4.9. Under
this notation, the standard five-point discrete Laplacian is J (1,0, using the stencil of points shown
in Fig. 4.11(a). The next stencil in a lexicographic ordering of (g1, ¢2) is the rotated five-point stencil
shown in Fig. 4.11(b), denoted as d (1,1)-

e[ TT] o] o] 1] ]l ®
o o |® Q O o 0
o:o .o.%% o o [® ° O .7 Q o | (o [ [® ° O ° O
© © Nﬁ e .o WP* e O © ° O ®
[ [ [1 [ O e[ @ Q O
(a) (1,0) (b (1,1) (©) (2,0) (d(2,1) () (2,2) ® (3,0) (2 (3,1) (h) (3,2)

Figure 4.9: Stencils of points for operators d (4, .4,) With (q1, g2) as indicated.

Let K represent the number of neighbouring points used in the stencil. It is straightforward to realise
that K = 8 when ¢; # ¢ and go > 0, otherwise K = 4. For the determination of stencil coefficients,
it also helps to rewrite these operators as:

0n,qu; = @ﬁig( Pq— Kui) (4.106)
where Q7 , = QZ (q1,q0) TEPTESENLS the sum over the K neighbouring grid points to ¢h € hZ?. We can
define this sum as:

iq = Z @Z-l-q;aiy-&-q; (4.107)
q'€P(q)
where q¢' = (g, q;)) and P(q) is the set of all unique permutations of {£q1, +q2}. Clearly, K = [P(q)]|.

Consider now a set of P distinct integer pairs ¢ = (g1,¢2) € Q defined as T = {q1,...,qp}-

Following [27], we can define a general family of parametrised discrete Laplacians by:

5A,T = Z a(quqz)(sA,(tIl,qz) (4.108)
(q1,92)€Y

where (g, 4,) 18 @ real-valued parameter, and for consistency we require that:

Z gy g = 1 (4.109)
(q1,92)€Y

which will be implicitly assumed. A general family of two-step explicit schemes for the 2-D wave
equation can then be written as:
Sy = 2o yul (4.110)

which is subject to the numerical stability constraints (4.28) (or (4.29)), where G(3},) takes on a form
given below.

Considering a plane-wave solution for w;’, we can derive a Fourier symbol for these operators. It is
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straightforward to show then that these operators transform to:

4
dax = —75G(Bn) 4.111)

where

G(Br) = ( z; % (2 — cos(q1 Bzh) cos(gafByh) — cos(gafzh) cos(qiByh))  (4.112)
q1,q2)€Y

Some well-known special cases of this general family of discrete Laplacians are presented next.

Standard 2 th-order accurate discrete Laplacians

It is straightforward to extend the high-order second-order differences seen in the 1-D case to the 2-D
Laplacian.'> Under this general framework, these conventional 2 M th-order accurate discrete Laplacians
arise when ¢o = 0, leading to the (4M + 1)-point stencils shown in Fig. 4.10. We will use the term
“leggy”, after [309], to describe this family of stencils (and later, for subsequent 3-D generalisations),
and it will be implicitly assumed that such leggy stencils are always used with the stencil weights that
provide 2 M th-order accuracy in space.

@QM=1 (by M =2 )M =3 dM=4

Figure 4.10: (4M + 1)-point leggy stencils used for 2/ th-order spatial differencing in 2-D.

In order to represent these 2 M th-order accurate discrete Laplacians under this general framework,
let us define the sets T*M, for which ¢ = 0, as:

Yy ={(1,0),...,(M,0)} (4.113)

We can then write a family of discrete Laplacians using leggy stencils as:
M
5A,T;1 = Z QA (m,0)0A, (m.0) 4.114)

m=1

Finally, for high-order accuracy in space, we set:
AUmo) = Mm = Opytu=Aut OR*M) (4.115)

where o)z, is defined by (4.59). It should be noted that the O(hQM ) term in the local truncation error

for these schemes is always anisotropic.

I5We note that this is the standard (and simplest) approach to achieving high-order accurate discrete Laplacians, but many
high-order discrete Laplacians, and families of high-order discrete Laplacians, are possible under this general framework.
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A nine-point family and an isotropic discrete Laplacian

Another well-known special case of this general family of parametrised schemes is the following nine-

point discrete Laplacian:

dare = a(1,0)5A,(1,o) + a(1,1)5A,(1,1) , o) tagny =1 (4.116)

for which we have defined the set Y9 = {(1,0), (1,1)}. There is essentially one free parameter in this

nine-point Laplacian, so we can also rewrite it as:
dare = ada (1,0) + (1 — a@)da (1,1 4.117)

The stencils of points used by this operator, which can reduce to the standard five-point Laplacian for
o = 1 or to a rotated five-point Laplacian for o = 0, are illustrated in Fig. 4.11. The nine-point stencil
in Fig. 4.11(c) can be said to be “compact” in space, in contrast to the leggy nine-point stencil seen
earlier (Fig. 4.10(b)). A finite difference scheme that uses this compact discrete Laplacian can also be
said to be a “compact scheme” [187, 52, 291].16

[ J [ J [ J [ JLJEC)
ole[e ° ole[e
@a=1 b)a=0 (©)a¢{0,1}

Figure 4.11: Stencils of points used for A r,, as a function of a.

A useful and well-known choice for the free parameter o is « = 2/3 [121, 56], as this leads to a

particular simplification of the truncation error:

2
a=2/3 = Sar,u=Au+t %A2g+ O(hh) (4.118)

The above Taylor expansion features the biharmonic (bilaplacian) operator (A2) in the leading error
term, and since the biharmonic is an isotropic operator, the above discrete Laplacian is said to be
isotropic (to fourth order in k). For d > 1, isotropic error terms are crucial in achieving high-order

accuracy through the manipulation of modified equations.

4.3.3 Schemes with high-order spatial differences in 2-D

The first family of scheme to consider beyond the simplest scheme will be the two-dimensional generali-
sations of the (2, 2M )th-order accurate schemes seen in Section 4.2.2, making use of the (herein-called)
leggy stencils. Since for leggy stencils we only consider the stencil weights that give high-order ac-
curacy in space, these (2,2M )th-order accurate schemes will also be referred to as “leggy schemes”.
Leggy schemes are standard tools in acoustics simulations for geophysical applications [2, 66].
Considering the operators defined previously, this family of schemes can be written in the form

of (4.20) with 6o = &, Tt (defined by (4.114), and with a(,,,,0) = anrm)- It is also useful to write

16However, we note that there does not seem to be an agreed upon definition of the word “compact” in the finite difference
literature; e.g., “compact” has also been used to describe leggy stencils in 2-D schemes [150], and one could also apply the term
“compact” to the spatiotemporal stencil used.
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these schemes as the following update recursion:

Y; i, Wi iy — iy iy

M
u =2 N i (8, 0 ) @.119)
m=—M

where ayr,, are defined by (4.59). The numerical dispersion relations of these schemes are of the
form (4.26), where now G(3p,) is:

M

G(Br) = Y A (502" (B /2) + 5in®™ (B, /2)) (4.120)

m=1

where ,,, are given by (4.71). Since G(3},) is clearly positive, for stability one requires that:

4.121)

where Ay is given by (4.72). A sufficient condition for all M > 1is A < Apaxeo = V2/m. An
interesting corollary of the above and (4.120) is that for A = Apax, as We have for all M > 1:

wi((£82,0)) = wi((0, £83,)) = 2sin~* (%) = 0.57 (4.122)

Since the dispersion relation increases monotonically along the axial directions (by (4.120)), these 2-D
schemes can only reproduce at most 50% of the temporal Nyquist along axial directions. In the regard,
there is no improvement over the simplest scheme (M = 1).

In order to analyse the dispersion errors in these schemes, we start by plotting the relative error
Erel.err. TOr 2 < M < 4 with the Courant number set to respective stability limits; this appears in
Fig. 4.12. It can be seen that the dispersion errors for M > 2 are only slightly improved over the case
of M = 1 (which also appears in Fig. 4.7(a)), and that the improvement from M = 2to M = 3 is
marginal. The dispersion errors in these schemes, following the discrete Laplacians themselves, are
always anisotropic in this family of schemes.

0.1 = “ 0.2
0.1
0 < /2 4 >
Q // W
—0.1 /
|-
0 /2 7'r

0

Bzh

(@) M =2, X = Apax,2 = 0.61 (b) M = 3, A = Amax,3 =~ 0.58 (©) M =4, X = Amax,4 =~ 0.56

Figure 4.12: Contour plots of @,(3) — 1 for (2,20 )-accurate schemes using (4M + 1)-point leggy
stencils, with A = Apax as. Contour lines denote 2% increments. The dashed-dotted line denotes
|Bn| = Bhr,2% and the dotted line denotes |3}| = B, 1%.

On the optimal choice of the Courant number

So far we have analysed these schemes with A = Ayax, but for M > 1, this is not necessarily the

best choice for the Courant number. For these (2,2M )-accurate schemes, where temporal and spatial
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errors are unbalanced in orders, it can be beneficial to choose the time-step to be much smaller than
the spatial step (choose \ small for a fixed k) in order to balance O(k?) temporal errors with O(h2?M)
spatial errors. This is a well-known strategy [66, 53], and is also explained by the tendency of schemes
that are dominated by temporal errors to have numerical wave speeds that are too fast, and visa-versa
for schemes dominated by spatial errors [66]. It is thus worth reconsidering these leggy schemes under
more optimal choices of the Courant number.

The interest here will mostly be a one-percent error criterion, so let us define A\;y s to be the
Courant number A € [0.01Amax 0, 0.02Amax a1 - - - » 0.99Amax M, Amax,as] that maximises the critical
wavenumber (3, 19 in a given (2, 2M )-accurate leggy scheme, provided that the absolute error reaches
one-percent for some /3, < 7, which is generally the case for the orders M that will be considered here.
We have chosen relative steps of 0.01 for simplicity. Searching through these possible Courant numbers,
we find that a unique A1 5s exists (a global maximum in 3}, ;4) for the cases considered here. These

optimised Courant numbers for M < 4 are found in Table 4.1."7

Table 4.1: Optimised Courant numbers for (4 + 1)-point leggy schemes in 2-D

M Mo v/Amax, i A9, (approx.)

1 1.00 0.707
2 0.67 0.410
3 0.52 0.299
4 0.46 0.255

Fig. 4.13 shows dispersion errors for M € {2, 3,4} where now the Courant number is chosen to be
A = Ao, a, Which is significantly lower than respective stability limits of the schemes. It can be seen
that for these choices of A (as indicated in the figure) the dispersion error is improved over a wider range
of wavenumbers. This improvement comes at the cost of a smaller time-step than at the stability limit,
and thus more samples to compute for a given duration of time. We should also note that while contour
lines denote 2% increments in these plots, the first contour line appears before the critical wavenumbers
Bh,19% and B, o9 ; this is simply because the ¥, rises slightly above unity between the zero wavenumber
and the first contour, and as such, the first contour represents 0% error, similar to the notches seen in
Fig. 4.4. We will return to these (2, 2M )-accurate leggy schemes in order to make comparisons with

other schemes to follow; next we consider schemes that make use of compact stencils.

™
0 —— 0
—0.05 —0.05
S n/2
—01 g7 —0.1
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—0.2 0
0 w/2 7" 0 /2 7" 0 /2 7r
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() M =2,A = Ay ~ 0.41 () M =3, = A9 3 ~ 0.30 (©M =4,X = Ayg 4 ~ 026

Figure 4.13: Contour plots of 9,(8;,) — 1 for (2, 2M)-accurate schemes using (40 + 1)-point leggy
stencils, with Courant numbers set as indicated. Contour lines denote 2% increments. The dashed-dotted
line denotes |31, = B, 2% and the dotted line denotes |3 | = 5.1%.

17 Although not shown here, it is also worth mentioning that A19, M appears to maximise (3}« 19, which also takes into account
spatiotemporal densities.
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434 Compact (K + 1)-point schemes in 2-D with X' < 8

In this section we consider a family of two-step nine-point explicit schemes [89, 275, 224, 21, 131], of
the form (4.20) using the discrete Laplacian 6o = éa v, defined by (4.117). For this section we rewrite
this discrete Laplacian in the alternative, equivalent form [24]:

2

h
6A,T9 =gy + (5yy + (1 a);éméyy (4.123)
where o = «q gy is the usual free parameter (consistency has been imposed). In terms of an update

recursion for this scheme, we have:

u’(LJr_l = _uni'l +( 2)\2(1+Oé)) ;L yiy +O[>\2( 2 +1,2y +szfl,z +sz Gy +1 +uzz zyfl)

—lzsly —lz,ly
l—«o )\2
( )

2 (71T+1 zy-&-l +g17—1 zy-&-l +u1;—l 1U+1 +7z,—11 —1) (4124)

or more compactly:

_ n 1-« n
taly = —Q?;,z}y (2 =221+ a))u ( aQj (1,0 ( 2 )Qi,(Ll)) (4125

—11 iy

with Q7 (1,0) and Q7 (1,1) defined by (4.107). The numerical dispersion relation of this scheme is of the
form (4.26) with G(3},) given by:

G(Br) = sin®(B,h/2) + sin®(B,h/2) + 2(a — 1) sin®(B,h/2) sin®(B,h/2) (4.126)

which follows directly from (4.123). For stability conditions, it is straightforward to show that [21, 32]:

a>0, A< Amax = min <1, 4.127)

1
V2« )
It is worth making a few remarks about the above stability conditions:

e We recover the usual A < /1/2 for the simplest 2-D scheme (« = 1), and for a € [0,0.5] we
have A\ = 1.

e Through a modified equation analysis, it can be shown that A = 1/4/3 would result in a global
fourth-order truncation error, but this would render the scheme unstable; as such, this scheme is

at most second-order accurate [32].

e Under the choices of 0 < o < land A < \/T one has a set of schemes that permit concretely
passive realisations as wave scattering networks [21], generally in the form of “digital waveguide
meshes” (DWMs) [286], which are stable by construction [245]. In particular, for A =
one has the so-called “interpolated DWMSs” in 2-D [224, 21].18

1+a’

Let us now consider the dispersion errors for two special cases, & = 2/3 and o = 1/2. The first
of these is the well-known isotropic scheme [275], and the second special case was identified in [22] as
being optimally efficient in this family of explicit schemes. It has since been renamed the “interpolated
wideband scheme (IWB)” [135], due to a special property related to its cutoff frequency, to be discussed
shortly.

$Due to the close relationship between digital waveguide structures and finite difference schemes, this family of schemes could
be said to be a family of “interpolated schemes” [21].
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In Fig. 4.14 we display the relative dispersion errors for & = 2/3 with the passive choice A =
\/3/5, as well as the relative dispersion errors for « € {2/3,1/2} with A = Apax. It can be seen
that dispersion errors are generally improved over the simplest case seen earlier (o« = 1, Fig. 4.8).
Comparing Figs. 4.14(a) and 4.14(b), we notice that A = A ,x results in improved dispersion over
A= \/1/72 for this isotropic scheme. Indeed, that A = A« provided optimal dispersion was also
observed for the simple scheme (e = 1), and this is also the case for « = 1/2. As for the case « = 1/2
(in Fig. 4.14(b)), it can be seen that this case features slightly improved dispersion error over the cases
of & = 2/3, also at a higher Courant number (permitting a larger time-step for a fixed k). It is also

worth pointing out that there is no dispersion error along axial directions for this scheme.'”

0
—0.1
= = =
& < Y
—0.2
0 /2 7T
Bazh Bazh
@a=2/3,A=+/3/5 b)a=2/3, A=,/3/4 ©a=1/2,2=1

Figure 4.14: Contour plots of ,(35) — 1 for nine-point explicit schemes, with Courant numbers set as
indicated. Contour lines denote 2% increments. The dashed-dotted line denotes |3;,| = /3, 2% and the
dotted line denotes | 3| = B, 1%.

On cutoff frequencies and the interpolated wideband scheme

Cutoff frequencies [275, 294] have been a topic of interest in the room acoustics literature [131], and it
is worth discussing them in the context of this family of schemes.

Recalling that 3}, can be written as 3, = [, ﬁ, let us start by defining a directional cutoff frequency:
wra(B) = r%axwk(ﬂhé) , BneB (4.128)
h

This represents the maximum normalised frequency that is reproduced by the scheme for a given wave
direction, and above which only evanescent solutions can satisfy the dispersion relation along the fixed
wave direction.

The minimum and maximum of wk’d(,@)’) over all wave directions provide two more quantities of
interest, which we call the minimum cutoff frequency and global cutoff frequency of the scheme, and

they are defined respectively as:

Wim = Hgnwk,d(ﬁ) ; Wig = mgxwk,d(,é) = I%axwk(ﬂh) ; BreB (4.129)
h

The minimum cutoff frequency wy, m has been used as a starting measure of “valid bandwidth” in finite
difference simulations [131, 136], since above this frequency one can expect modal densities to be
incorrect. However, dispersion errors may be significant at such frequencies, in which cases accuracy

considerations will be more critical in delimiting a “valid bandwidth”.

19This follows from the fact that for = 1 /2 the dispersion relation to that of the exact 1-D scheme when either 5, = 0 or
By = 0.
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For many of the Cartesian schemes to appear, one finds that the numerical dispersion relation in-
creases monotonically with the wavenumber along any fixed wave direction. In those cases, these min-
imum and global cutoff frequencies are found at the extremities of B. Furthermore, in such cases, the
cutoff frequencies appear along axial and diagonal directions, at 3, = 7 and 3, = /27 respectively.
However, it cannot be assumed that all schemes satisfy this property, as will be seen with one example
scheme (o = 0) shortly.

We should note that by (4.26) and (4.129), it is immediately the case that:

Wem SWe < (4.130)

provided that A < A .. The above follows from the numerical dispersion relations we have seen, but
also from temporal sampling considerations. As mentioned previously, the second inequality is satisfied
with equality for A = Apax.

Now that we have defined these cutoff frequencies, it is worth tabulating them for some of the
schemes we have seen so far; these are listed in Tables 4.2 and 4.3. In Table 4.2 we find schemes for
which A = Apax. For these schemes wy o = m, as expected. For the leggy schemes, wy n does not
move from 0.57 for all M when A = Ajyax, 0, due to (4.122). In Table 4.3 we list cutoff frequencies
for schemes with A < Apax, including the optimised leggy schemes. As expected, choosing A < Apax

results in wy m and wy, ¢ significantly lower than the temporal Nyquist.

Table 4.2: Cutoff frequencies for various (K + 1)-point 2-D schemes with A = Apax

K stencil family  parameters {a} A (approx.)  wim Wh,g

4 leggy/compact 0.707 0.500r  1.0007
8 leggy {am2} 0.612 0.5007  1.0007
12 leggy {ams} 0.575  0.500r 1.0007
16 leggy {Qm.a} 0.555  0.500r  1.0007
8 compact a=2/3 0.866 0.6677  1.000m
8 compact a=1/2 1.000 1.000m  1.0007

Table 4.3: Cutoff frequencies for various (K + 1)-point 2-D schemes with A < Apax

K stencil family parameters {a} A (approx.)  wgm Wh,g

8 leggy {om 2} 0.410 0.3147  0.4677
12 leggy {3} 0.299  0.240r  0.3487
16 leggy {Qma} 0255 02117  0.304r
8 compact a=2/3 0.707 0.500r  0.6087
8 compact a=1/2 0.707 0.500r  0.5007

It can also be seen from these tables that the nine-point scheme with « = 1/2 and A = 1 (the
so-called IWB scheme) is the only scheme seen so far that has the property that wy , = wy o = 7. In
other words, this is the only scheme seen so far in which frequencies up to the temporal Nyquist are
reproduced (although not necessarily with sufficient accuracy) for every wave direction. This property,
from which the IWB scheme derives its name, has been generally accepted as a desirable feature for
room acoustics applications [131, 135, 279].

However, it is important to remember that in case of the IWB scheme, dispersion errors are quite
significant along diagonal directions (nearly 30% error). In fact, somewhat ironically, the IWB scheme
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only has this special property by virtue of dispersion errors. Indeed, one can calculate that for A = 1 and
a numerical dispersion relation that is monotonically increasing with wavenumber for every wave direc-
tion, it can only be true that wy, ,, = 7 when the dispersion erroris 1 — \/1/72 ~ 30% for wavenumbers
with 8, = /2 (along the diagonal directions), which is precisely what is found in the IWB scheme.
With that said, only a fraction of the bandwidth produced by the IWB scheme can be regarded as “ac-
curate”, unless a given application can tolerate such significant errors.

Accuracy considerations such as these are arguably more critical than cutoff frequencies in defining
a “valid bandwidth” for a given application. To this end, one could define critical temporal frequencies
(as opposed to critical wavenumbers) above which dispersion errors are beyond some threshold as:

We X% = Hgn Wi (Br,x%0B) (4.131)

where X % could be chosen as, e.g., X% € (0,5%] to give some degree of confidence in the approxi-
mate solution.2® Provided that the relative dispersion error reaches X %, it must be the case that:

Wi x% ST 4.132)
For the error thresholds X% € {1%, 2%}, which are targeted in this section, it is also safe to say that:

Wk 1% = ABh1%,  Wk2% = ABh2% (4.133)

and furthermore that:

We1% < Wkm, WE2% < Wkm (4.134)

For this reason and for brevity, wy m and wy , will mostly be ignored in the rest of this chapter, and we

will focus on critical wavenumbers 3}, x¢, for X% < 2%.

The rotated five-point scheme and spatial decoupling

The rotated five-point scheme (o = 0) is another special case of interest, and in this short section
we point out some important properties of this 2-D scheme. Some of these properties have important
analogues in 3-D (which are inherently more difficult to visualise and explain) that have previously gone
unnoticed in the literature (e.g., in [136]).

The stencil used in this scheme is clearly a rotated and scaled version of the standard five-point
stencil, as can be seen from Fig. 4.11(b). Consider then the checkerboard colouring of a Cartesian grid
shown in Fig. 4.15. It should be clear that the red points make up a 45°-rotated and scaled Cartesian grid,
and the black points another. Let us denote these two subsets of points as “subgrids”. It is not difficult
to realise that if only one subgrid is initialised to non-zero values, the use of the rotated five-point
scheme will never excite the other subgrid. As such, one could take the point of view that the numerical
solution given by this scheme is actually two decoupled (and independent) numerical solutions, each on
respective rotated Cartesian grids [21, 135]. This phenomenon will be called “spatial decoupling”.

If we take the point of view that there is spatial decoupling and two independent solutions, then mak-

ing use of this rotated operator is clearly wasteful, since one of two decoupled solutions will suffice.?!

201t should also be the case that min 4 wk(ﬁhyx%ﬁ) = wk(ﬂh’x%ﬁ).

21That one of two solutions suffices is related to the bandwidth of the approximate solutions. We will not go into great detail
here, but essentially in this case one can recover values of u;' on one subset of points (red or black) from the other subset of points
using ideal sinc (Fourier) interpolation.
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Figure 4.15: Checkerboard colouring of a Cartesian grid and connectivity of subgrids

One could also interpret the increased stability limit A < 1 as an advantage over the standard scheme
(as has been done in the past for closely-related staggered forms [20]), but one would be mistaken, as
will be seen shortly.

Looking at the numerical dispersion of this rotated scheme, it is straightforward to rewrite the term
G(Br) in (4.126) with o = 0 as:

G(Br) = = (sin®(Bzh/2 + Byh/2) + sin®(Byh/2 — B,h/2)) (4.135)

N | =

Let us introduce the auxiliary variables:

/ x"":‘/ / r—Yy / / /
z = , = . kW =V2h, XN =ck/h 4.136
NN / (139

Then we have:

%G(ﬁh) = % (sin®(Bu 1 /2) + sin® (B, h'/2)) (4.137)

and thus, we have a dispersion relation for the scheme:

wr(Br) = 2sin™? (i)\’\/sinZ(ﬁw/h’/Q) + sinz(ﬁy/h’/Q)) (4.138)

In other words, and as expected, the dispersion relation is exactly that of the standard simplest scheme,
only using rotated axes 2’ and 3/’ and the larger grid spacing ' = /2 for the rotated grid. For numerical
stability then we have ' < \/m, and there is no real advantage over the simplest scheme in the
ability to choose a larger time-step (since the effective grid spacing is also larger). It is perhaps more
appropriate to simply state that this scheme is of no practical use, as it is encapsulated by the simplest
scheme.

Before moving on, it is worth discussing the appropriate wavenumber cell for this scheme. By the
above manipulations it makes sense to rotate and also scale the conventional square wavenumber cell,
leading to a rotated square (diamond) wavenumber cell, which we denote as B’, with vertices at (£, 0)
and (0, +m) in the normalised wavenumber domain. The numerical dispersion relation of the rotated
scheme is shown in Fig. 4.16 calculated over the entire wavenumber cell B, with the boundary of B’
drawn in white. It can be seen that the dispersion relation is periodic in B, but more fundamentally it is
periodic in B/.?2 It can also be seen that what appears inside the white diamond in Fig. 4.16 is indeed
the dispersion relation shown in Fig. 4.6(a), only shrunk by a factor of 1/2 (to account for the different
Courant number) and rotated by 45-degrees, as explained by the above analysis. Furthermore, if B is
taken to be the wavenumber cell, then one does not have the aforementioned property that the numerical
dispersion increases monotonically with the wavenumber along any given wave direction (within the

limits of the wavenumber cell).??

22t is important to note that such periodicity is only the case for a = 0 in this nine-point family.
23Consequently, inversion of the numerical dispersion for 3;, € B, as carried out in [135], is not well-defined for this scheme.
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Wh/c

Figure 4.16: Numerical dispersion relation wy,/.(8n) of rotated five-point scheme with A = 1, for
Br € B. Contour lines denote increments of 7/16 rad/s. The boundary of B’ is drawn in white. The
dashed-dotted line denotes |3},| = 3, 2% and the dotted line denotes |3, = B, 1%.

It is important to take this spatial decoupling into consideration when analysing the numerical phase
velocity of this scheme, or the relative dispersion error; otherwise, one could arrive at unnecessary
conclusions about observed wave propagation in this scheme. For illustrative purposes, Fig. 4.17 shows
the relative dispersion error, calculated over the entire wavenumber cell B. As expected, what appears
inside the blue diamond is clearly a rotated and scaled version of what appears in Fig. 4.7(a). What
appears outside of the inner blue diamond pertains to wavenumbers that would have aliased on the
rotated subgrids, so under the spatial decoupling point of view, the associated values of v, deceptive. Of
course, one could extract some meaning for these relative phase velocities outside of B’, under the point
of view that this scheme produces a single numerical solution (rather than two decoupled solutions).
This would lead to the conclusion that this scheme features a maximum dispersion error of 100% for
normalised wave vectors with magnitude /27, but this can also be interpreted as the zero wavenumber
relative to another period of this dispersion relation, or as a description of the case where only one

subgrid is excited.?* We will return to the topic of spatial decoupling in Section 4.6.1.

Figure 4.17: Relative dispersion error of rotated five-point scheme with A = 1 calculated for 3, € B.
Contour lines denote 2% increments. The boundary of B’ is drawn in blue (solid line).

4.3.5 High-order (K + 1)-point schemes in 2-D with K < 24

At this point we move on to schemes that employ stencils larger in size than the conventional compact
nine-point stencil, yet can still be said to be “compact in space”. For lack of a better term, we will call

24If the non-excited subgrid remains zero, diagonally-directed plane waves with wavenumbers /27 persist on the full Cartesian
grid for all time.
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these schemes “wide-stencil” compact schemes.

Using additional free parameters provided by combining multiple discrete Laplacians, it will be-
come possible to achieve high orders of accuracy (in both space and time) through the manipulation
of modified equations, as in the 1-D case. Although, for the most part, we omit lengthy calculations
required to arrive at high orders of accuracy, and we point the reader to [27] (published work involving
the current author). We will also leave out the derivation of stability conditions, carried out via von Neu-
mann analyses, and sometimes with the aid of a computer (and MATLAB [164] or Mathematica [308]).
We should also note that since the schemes to be presented feature balanced orders of accuracy (in space

and time), optimal numerical dispersion within these schemes are generally found for A = A ax.

Among the infinite number of possible stencils afforded by (4.108), for brevity in this section, we
focus on the following stencils of points shown in Fig. 4.18. The stencils in Fig. 4.18(a) and Fig. 4.18(d)
are maximally compact in terms of the ¢;-norm (the “taxicab norm” or “Manhattan distance”), and the
stencil in Fig. 4.18(c) is maximally compact in terms of a Euclidean norm. The stencil in Fig. 4.18(b) is
only compact in a loose sense, but it leads to an interesting set of schemes.

() K =12 b)K =16 (©) K = 20 d) K =24

Figure 4.18: (K + 1)-point stencils of interest on 2-D Cartesian grid.

Using only these stencils, a family of discrete Laplacians could be written as:
oA = a(1,0)0A,(1,0) + @1,1)0A,(1,1) T @(2,0)04A,(2,0) + ¥ 2,1)0A,(2,1) T X3,000a,3,0)  (4.139)
with the consistency constraint:
a(1,0) @) + o) o tase) =1 (4.140)

The family of two-step schemes is then of the form (4.20) with o = Ja v (defined above).” In

terms of an update recursion for this scheme, we have:

yzjzly = _Hz'm,ily + (2 - >\2(4a(1,0) +2a(1,1) + apo) + 50‘(2,1) + ga(s,o))> Ui, i,
a(z’o) n

a(171) a(271) a(3>0) T
+A? (a(l,O)QZ(Lo) + TQ?,(M) t—4 Yieot TQ?’(“) + TQiL,(S,O)) (4.141)

with Q7 defined by (4.107).

i,(q1,92)
In order to achieve a high-order of accuracy using modified equation methods, we first need to

impose constraints on the free parameters for high orders of isotropy in the local truncation error. Let

us denote the set of free parameters by a vector a:

o = (ag,0), X(1,1) 42,00, X(2,1) ¥(3,0)) (4.142)

25t is worth mentioning that the compact nine-point and 2 M th-order accurate leggy stencils up to M = 3 are special cases of
this family of discrete Laplacians.
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From a Taylor expansion of da v, one can find that the condition for fourth-order isotropy is:
(5,—-10,20,-7,45) - =0 (4.143)
and a further constraint for sixth-order isotropy is:
(1,-4,16,-7,81) - =0 (4.144)

Under these constraints (and the consistency constraint), a Taylor expansion can be written for the

scheme as:

Sow = Ou-t 1—12(k28,§1 — PR () A u+ —— (K406 — A () AP )u+ O(h8) + O(K) (4.145)

1
360
where F'j (o) and F5 () are affine functions in terms of the remaining free o parameters. A condition

for fourth-order accuracy is then:
N = F(a) (4.146)

which, assuming A constant, leaves a fourth-order truncation error, since then:

k2

Sou = Ou + E(@E +2A)ou + O(k*) (4.147)
=0(1+ O(K*)u+ O(k*) (4.148)
= Ou+ O(k*) (4.149)

where we have essentially used the same procedure as in (4.90). By similar calculations, we find that
for sixth-order accuracy we additionally need:

M= Fy(a) (4.150)

with which we arrive at:

2 4
Sgu = Ou + %(a,? +A)Ou + ?Z—O(af + 02 A + A Ou + O(hS) + O(k5) (4.151)

O(1 + O(k?) + O(k*))u + O(k%) (4.152)
Ou + O(k°) (4.153)

It is worth briefly discussing the number of free parameters available and the constraints required to
achieve fourth- and sixth-order accuracy. There are five free parameters in o available and the Courant
number is another free parameter. Consistency for the discrete Laplacian removes one degree of freedom
in ¢, and fourth- and sixth-order isotropy each require one degree of freedom. So far we have not found
it to be the case that high-orders of accuracy can be achieved unless A is able to vary freely, so we must
leave this as a free parameter.”® Thus, we require three degrees of freedom in « in order to possibly
achieve a fourth-order accuracy, and we need five degrees of freedom in « in order to possibly achieve
a sixth-order accuracy. Thus, it will only be possible to achieve sixth-order accuracy with the 25-point
scheme (while leaving A as a free parameter). Similarly, for the 13-, 17-, and 21-point schemes, there

are a sufficient number of free parameters for a possible fourth-order accuracy, and in the case of the

26For example, in the 2-D nine-point compact scheme, A = 1/4/3 would have resulted in a fourth-order scheme but this would
also be unstable [32], as mentioned previously.
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21-point scheme we can additionally achieve a degree of isotropy in the error to sixth-order.

We leave out detailed derivations of solving for & and A (or A, ax), but the resulting parameters of
the high-order schemes are listed in Table 4.4.27 It is worth noting that all of these schemes have o
parameters of both signs (as they must for high-order accuracy), but the stability constraint G(83;,) > 0
is satisfied. It is also notable that the 13- and 25-point schemes have Apax = \/1/727 like the simplest
scheme; more will be said about this in Section 4.5.4.

The relative dispersion errors for these schemes are plotted in Fig. 4.19. As expected by the higher-
order accuracy, dispersion errors are improved over the second-order accuracy compact nine-point
schemes seen previously. We note also that the diamond-shaped (13-point and 25-point) high-order
schemes keep the property of having exact dispersion along grid diagonals. In order to confirm that
these schemes are indeed high-order accurate, we plot the relative dispersion errors along grid axes for
each respective scheme in Fig. 4.20, including the simplest five-point scheme and the isotropic nine-
point scheme. It can be seen that the dispersion errors decrease with rates that agree with the orders of

accuracy derived here.

Table 4.4: Parameters for high-order accurate schemes on 2-D Cartesian grid (OoA = order of accuracy)

K OoA Q1,0 Q(1,1) a(2,0) 2,1y Q3,0) A2 A (approx.)
12 (4,4) 1 3 -3 0 0 3 0.707
16 (4,4) 1 S 0 -% 0 s 0.866
20 (4,4) BT 104VIT 4WAT 2T g 3OVID g gg7
24 (6,6) 11 & -3 o s : 0.707

4.3.6 Optimised (K + 1)-point schemes in 2-D with K < 24

In this section we consider the same family of schemes but we optimise the free parameters (in o) for
wideband accuracy in numerical dispersion (i.e., accuracy over a wide range of wavenumbers).

By definition, improvements in dispersion errors obtained from high-orders of accuracy are gener-
ally seen near the zero wavenumber (DC), but such improvements tend to stretch out to higher wavenum-
bers, leading to some wideband accuracy. However, if wideband accuracy, according to some percent-
error threshold, is the ultimate interest, then it can be beneficial to abandon high orders of accuracy
in order to optimise free parameters such that dispersion errors are minimised over a wider range of
wavenumbers. Additionally, one could weight error criteria by some measure of computational cost that
is relevant and critical to the computing hardware on hand.

There are many avenues to explore under this generally non-linear optimisation problem, and it will
be treated only briefly here. This optimisation problem has been studied in a preliminary way in [27]
(work involving the present author), making use of an L?-norm in the dispersion error. The parameter
space that arises for the 13-, 17-, and 21-point stencils has been explored to some degree in [96] (work
by the present author), making use of a more heuristic approach that aimed to maximise quantities like

Bh,1% while taking into account computational costs associated with the choice of \. For brevity, we

27 1t should be mentioned that the 13-point and 21-point schemes are also found in [54], and the 13- and 25-point schemes
are also derived in [282, 158], wherein an entire family of diamond-shaped stencils are identified with high even-order accuracy
and stability limits that appear to remain at Amax = /1/2 for higher orders of accuracy. The 17-point discrete Laplacian also
appears in [309], but we are unaware of any prior use in the context of the second-order wave equation, apart from published work
involving the current author [27, 96].
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Figure 4.19: Contour plots of v,(85) — 1 for (K + 1)-point wide-stencil high-order schemes, with o
and A as indicated in Table 4.4. Contour lines denote 2% increments. The dashed-dotted line denotes
|Bn| = B 29 and the dotted line denotes |3}| = B, 1%.
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Figure 4.20: Relative dispersion errors on a log-log scale, along x-axis for 2M th-order accurate (K +1)-
point schemes in 2-D with o and )\ as indicated in Table 4.4.

give some results from that study, and subsequently we will compare such optimised schemes to the
various 2-D schemes covered so far, in order to demonstrate the possible benefits that can be obtained
from such optimisations.

Parameters for some optimised schemes are given in Table 4.5, and the relative dispersion errors
are plotted in Fig. 4.21. As can be seen from the figure, improvements are obtained for wideband
accuracy considering one- and two-percent error thresholds, and from the table it can be seen that
Courant numbers are higher than the optimised leggy schemes seen earlier.

4.3.7 Comparing schemes for wideband accuracy

Let us now attempt to compare these various finite difference schemes for the 2-D wave equation. The
focus of this comparison will be the metric 3}, 1%, since optimised parameters were selected with this

metric in mind.
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Table 4.5: Parameters for second-order accurate optimised schemes

K aqo aan oo ey @) A

12 0.948 0.298 —0.246 0 0 0726
16 0.660 0.494 0 —0.154 0  0.801
20 0.591 0.532  0.077 —0.200 0 0931

24 0.639 0.525 0.024 —0.220 0.032  0.907

0
-i c:: —0.1
«Q Q
—0.2
0 /2 7r
Bah
(b) K =16
0
< —0.1
<
—0.2
0 /2 7" 0 w/2 77
Bzh Bzh
(©) K =20 d) K =24

Figure 4.21: Contour plots of 0,(3) — 1 for (K + 1)-point wide-stencil optimised schemes, with «
parameters and A set as indicated in Table 4.5. Contour lines denote 2% increments. The dashed-dotted
line denotes |31,| = 31,2 and the dotted line denotes |3, | = B4.1%.

We sort these schemes into four families, which are named and described as follows:
o “leggy, A = Amax, M (2, 2M)-order accurate leggy schemes with A = Apax ar-

o “leggy, A = Ay a7t (2, 2M)-order accurate leggy schemes with A = A9 s (optimised for 1%
error threshold).

e “compact, constrained”: compact schemes with constraints on a for high-order and/or isotropy,
with A = A\j,ax. This includes the isotropic 9-point scheme (o = 2/3).

e “compact, optimised”: compact schemes with « optimised with respect to 1% error threshold,
with A = A\jax. This includes the 9-point scheme with & = 1/2 (the IWB scheme).

The five-point scheme belongs to all four families. The associated Courant numbers and values for
Bn,1% and By, o9 for these schemes can be found in Table 4.6 under the above organisation.

In Fig. 4.22 we plot the critical wavenumbers 3}, 19, for schemes in these four families, as a function
of stencil size K + 1. With regards to this figure, it can be seen that the compact optimised schemes
provide higher critical wavenumbers than the leggy schemes, apart from the case of the nine-point leggy
scheme with A optimised for 3, 1%. As we are comparing schemes for fixed memory costs (by consider-
ing h to be fixed), we can conclude that if it is critical that memory storage requirements remain low (by

using a large spatial step), it will generally be beneficial to make use of the optimised compact schemes
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Table 4.6: Critical wavenumbers, 3, 19 and 3, 29, for various schemes with (K + 1)-point stencils

K family Oo0A A (approx.) 6h71% Bh,2%
4 — (2,2) 0707  0.2197  0.3077
8 leggy, A = Amax (2,4) 0.612 0.2597  0.3727

12 leggy, A = Amax (2,6) 0.575 0.2687  0.376m

16 leggy, A = Amax (2,8) 0.555 0.2787  0.388

20 leggy, A = Amax (2,10) 0.541 0.2847  0.397n

24 leggy, A = Amax (2,12) 0.532 0.2897  0.404r
8 leggy, A = Ao s (2,4) 0.410 0.4917  0.5567

12 leggy, A = Ay ar (2,6) 0.299 0.5977  0.6517

16 leggy, A = A1og 1 (2,8) 0.255 0.6647  0.713w

20 leggy, A = Ao s (2,10) 0.227 0.7087  0.754w

24 leggy, A = Ayop s (2,12) 0.207 0.740m  0.7837
8  compact, high-order/isotropic (2, 2) 0.866 0.3027  0.414x

12 compact, high-order/isotropic (4, 4) 0.707 0.4577  0.544x

16  compact, high-order/isotropic (4, 4) 0.866 0.5387  0.631w

20  compact, high-order/isotropic ~ (4,4) 0.897 0.5687  0.6637

24 compact, high-order/isotropic (6, 6) 0.707 0.5757r  0.651w
8 compact, optimised (2,2) 1.000 0.3097  0.4337

12 compact, optimised (2,2) 0.726 0.672w  0.7167

16 compact, optimised (2,2) 0.891 0.7837  0.827w

20 compact, optimised (2,2) 0.931 0.820m  0.8657

24 compact, optimised (2,2) 0.907 0.8437  0.8797

to satisfy a one-percent error criterion, rather than leggy schemes or high-order schemes. One possible

exception to this general trend is the nine-point leggy scheme with an optimised Courant number.

—6—leggy, A = Amax, M

—x— leggy, A = )\1\0,M
compact, constrained

—k— compact, optimised

0 | | |
5 10 15 20 25

stencil size (K + 1)

Figure 4.22: Critical wavenumber (3}, ;¢ as a function of stencil size, for various families of schemes.

Let us now take into account the varying costs associated with the variation in Courant numbers,
which, for fixed h, changes the number of samples to be computed for a given duration of solution time.
We recall that the optimised leggy schemes feature Courant numbers far lower than unity, and thus
require higher sample rates than the compact schemes, which tend to optimally use Courant numbers
closer to unity. In order to normalise for the number of pointwise updates required for a unit volume
of space-time (spatiotemporal densities) we can use the critical wavenumber (), x,, defined by (4.38)
(with p = 1), rewritten here as:

Brex% = A B xv (4.154)

Considering this normalisation for computational costs, we plot the critical wavenumbers 3, 19 as
a function of stencil size for these schemes in Fig. 4.23. It can be seen that in terms of this rescaled
metric, the leggy stencil schemes suffer from having small Courant numbers, and subsequently, the
compact stencil schemes (both families) become more efficient choices than the leggy stencil (2, 2M)-
accurate schemes, by a large margin. However, the exception to this rule is (again) the nine-point leggy
scheme with )\ optimised, which is slightly superior than the compact nine-point family, according to
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this metric.
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-T2 —— compact, optimised
&
w/4
0 I I I
5 10 15 20 25

stencil size (K + 1)

Figure 4.23: Critical wavenumbers ()« 19 (normalised for spatiotemporal densities) as a function of
stencil size, for various families of schemes.

For a related, yet slightly different point of view, we show the relative computational efficiencies
of these schemes for the one-percent error threshold in Fig. 4.24, where the simplest scheme is used
as the reference scheme. Finally, we show the alternative relative computational efficiency metric,
RCE-X %-opts, in Fig. 4.25, which, interestingly, shows that the 17-point scheme is most efficient with
regard to operation counts (rather, FLOP instructions), and that the leggy schemes with A = Apax as

become less efficient (in this regard) with increasing M .28

102 5
- —o— leggy, A= Amax,kl
I —e—leggy, A = Mg mr
x© . compact, constrained
é 10! b — % | —— compact, optimised
& B 8
o o )
100 | |
5 10 15 20 25

stencil size (K + 1)

Figure 4.24: Relative computational efficiencies for one-percent error threshold (with simplest scheme
as reference), as a function of stencil size, for various families of schemes.

It is important to remark that the comparisons and optimisations presented in this section are specific
to the choice of 3, 19 (or By~ 19), which may not be appropriate for a given application, as this metric
could be too strict or too relaxed. We have not considered other metrics for brevity. Nevertheless, this
analysis can be used for any 3}, x o, or wy (B, xv) for these schemes, but for best results, schemes to be

optimised should take the desired metric into account.

4.3.8 Numerical example

At this point it is worth considering a numerical example of free-space wave propagation, in order to

better view the behaviour of some of these schemes.?’ For this problem we consider ¢ = 1 m/s, and for

28However, we must note that often in such schemes, computation times are not dictated by floating-point instructions, but
rather by memory transfers, which in turn are highly dependent on the memory architecture of a given computing hardware. We
cannot reasonably explore this topic further without going into more details about such computing hardware, as in [304]; see,
e.g., [103].

29We must use a closed, bounded domain in practice, but the simulations are only run for a short duration, such that the
boundaries have no influence.
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Figure 4.25: Relative computational efficiencies for one-percent error threshold, scaled by (6/(K + 2))
(representing required FLOPS instructions or memory reads, relative to simplest scheme), as a function
of stencil size (K + 1), for various families of schemes.

the initial conditions we make use of a Ricker wavelet:

I

202

u(x,0) = (1 — [[x[*0™?) exp <— ) . ug(x,0) =0 (4.155)

2 is set to 0.08 m”. The Ricker wavelet is the negative of the Laplacian of a Gaussian function,

where o
and as such it has a spectrum that is concentrated in higher frequencies than a Gaussian function with
the same variance.

We will consider two scenarios in order to compute approximate solutions to this problem with
the various schemes seen so far. In the first scenario we fix memory costs with o = 0.2m. In the
second scenario we normalise for spatiotemporal densities, by fixing h* = 0.2m and setting h =
(/X)Y/3h* for each scheme according to its respective A, and here 4 = 1. In order to compare to
some reference solution, an “exact” solution is computed with the sixth-order scheme on a refined
grid (h* = 0.05m), for which there is virtually no dispersion error within the effective bandwidth of
the chosen initial conditions. The initial two states for each scheme are computed with the following
initialisation scheme [260]:

k?
uf = [u(x,0)ln,  uj = v + klus (%, 0] + ——0aug (4.156)

where [u(x, 0)],, represents a Cartesian spatial sampling of u(x, 0).

For the first scenario, snapshots of the numerical solutions are shown in Fig. 4.26 at time ¢ ~ 10,
and Fig. 4.27 shows the numerical solutions from the various schemes as a function of time at two
different read-out positions, each at a distance of 31/2m from the origin, along the axial and diagonal
directions (the extreme cases). Superimposed in the plots in Fig. 4.27 is the “exact” solution at those
read-out positions. In Fig. 4.28 are the error signals of those outputs.

For the second scenario, snapshots of the computed approximate solutions are shown in Fig. 4.29 at
time ¢ ~ 10s, and Fig. 4.30 shows the numerical solutions from the various schemes as a function of

time at the two different read-out positions. The corresponding error signals are shown in Fig. 4.31.

Discussion

We start by discussing the results of the first scenario (fixed memory costs), as displayed by Figs. 4.26—
4.28. In these figures it can be seen that the simple five-point scheme provides relatively poor results,*

30We should also note that the diagonally directed output in Fig. 4.26(b) demonstrates errors, although a frequency-domain
analysis predicts no dispersion errors along the diagonal direction for the simplest scheme (for plane-wave solutions). These
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and generally, results are improved with increasing stencil size. The numerical approximations obtained
with the optimised compact and leggy schemes for K > 16 are excellent, and the high-order 17-25-
point schemes demonstrate agreements with the “exact” solution. Within the 9- and 13-point schemes,
the compact and optimised scheme appear to give equally good results.

Next, we discuss the results of the second aforementioned scenario: fixed spatiotemporal densities,
and thus fixed operation counts for equal stencil sizes. These results are displayed in Figs. 4.29-4.31.
We can see that the results obtained from the compact schemes do not change significantly from the first
scenario; this is due to the fact that they have Courant numbers close to unity, so they are not significantly
affected by the spatiotemporal normalisations. On the other hand, in this scenario the leggy schemes
give notably worse results than in the case of fixed memory costs; this is due to the fact that operate
at higher sampling rates than the compact schemes (for the same h), and thus after normalising for
spatiotemporal densities, they must use coarser spatial grids than in the first scenario.

According to the problem tested here, it would appear that compact schemes (optimised and second-
order accurate, or high-order) are generally better choices than leggy schemes, since they also perform

well when the total operation costs of a scheme (and not just memory costs) are critical.?!

errors are due to the non-exact initialisation (4.156).

31We should note that the Courant numbers chosen here for the optimised leggy schemes may not have been optimal for this
particular problem. However, various other Courant numbers for these leggy schemes were tested and results did not significantly
improve to the point of being comparable to the compact schemes (for the same spatiotemporal densities).
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Figure 4.26: Snapshots of simulations from various schemes normalised for fixed memory costs. All
plots use the same colour mapping, shown in (a). Unless otherwise specified, all schemes are second-
order accurate (globally). Cubic spline interpolation is used for additional detail in the approximate
solutions, and only a quarter-space region is shown (by symmetry).
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Figure 4.27: Plots of temporal outputs from various schemes, at distance 3v/2 m from origin, along axial
direction and along diagonal direction. Here, the various schemes have the same memory costs. Cubic
spline interpolation is used for additional detail in the approximate solutions.
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Figure 4.28: Plots of error signals from Fig. 4.27 (fixed memory costs).

138



T T
10 — 5
> 5l 10
-5
0 | ]
0 5 10
T

(a) reference solution

(d) 9-pt leggy, A19 2

] T T T T T
10 == = 10 | |
=50 al =5 \ B
0 | I 0 | 1.
0 5 10 0 5 10
x x

] T T T T T
10 f—s — 10 |- =]
> 51 - > 5 \\ L
00 ! 1 0 ! |
0 5 10 0 5 10
x x
= Amax,4 () 17-ptleggy, A19,4

(t) 25-pt leggy, A\ 19,6

(s) 25-pt leggy, A = Amax,6

T
10 i
‘\\\
=51 4
0L | | .
0 5 10
T
(b) 5-pt scheme
T T T
10 |- = 10
> 5L ] > 5
0L | 1L 0
0 5 10 0 5 10
T T
(e) 9-pt compact, « = 2/3 (f) 9-pt compact, « = 1/2
T T T
10 -
-= .
0 I I
0 5 10
T T
(i) 13-pt compact, fourth-order (j) 13-pt compact, optimised
1 T T T T T
10 B |
> 5 \ ol
0 | [
0 5 10

x
(m) 17-pt compact, fourth-order

10

T T
ms\

00 \
0 5 1

x
(q) 21-pt compact, fourth-order

0

(u) 25-pt compact, sixth-order

(n) 17-pt compact, optimised
T T
10 £ B

(r) 21-pt compact, optimised
T T
10 B

(v) 25-pt compact, optimised
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Figure 4.30: Plots of temporal outputs from various schemes, at distance 3v/2 m from origin, along axial
direction and along diagonal direction. Here, the various schemes are normalised for spatiotemporal
densities. Cubic spline interpolation is used for additional detail in the approximate solutions.
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Figure 4.31: Plots of error signals from Fig. 4.30 (normalised for spatiotemporal densities).
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4.4 Hexagonal schemes for the 2-D wave equation

In this section we investigate the use of regular hexagonal (non-Cartesian) grids for wave equation
finite difference schemes. Hexagonal grids have been considered for finite difference methods for some
time [121, 206, 56, 309], and the simplest hexagonal scheme is well-known [280, 80, 76, 21, 97]. High-
order schemes on hexagonal grids have only been considered briefly (in [280]), so we will treat them in

more detail here.

4.4.1 The hexagonal grid and sampling considerations

The hexagonal grid is defined here as:

1 —1/2
G = (hVym e R2,m € 22}, Vy= 4.157
no ={hVu } H 0 V32 (4.157)

Under this construction, the hexagonal grid can be viewed as a skewed version of the Cartesian grid,
and as such can be indexed by a column-vector m € Z2. This indexing is illustrated in Fig. 4.32.32 Vy

is also known as a generator matrix for this lattice [58].

’
Yy

@ @ 2
o

Figure 4.32: Hexagonal grid, indexed by m € Z? according to (4.157)

In the figure we have also illustrated three axes, denoted z’, y’, 2’. These axes are defined in relation
to the standard coordinate axes (x and y) as:
, , 1 V3 , 1 V3

r=ux, Y :—§x+7y7 z =—§x—7y (4.158)

32 The hexagonal grid is sometimes called the triangular lattice (for h = 1), since the grid points are defined at the vertices of
a tiling of regular triangles. However, the name “hexagonal grid” comes from the fact that the Voronoi cell of the grid (the space
occupied by each point on the grid) is a hexagon, as illustrated here, and from the fact that each point has six nearest neighbours,
comprising the vertices of another hexagon.
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These axes can also be described by the associated unit vectors:

(1 o [ 12 o= V2 \__ere,
o (3) (@) e ()

While only two independent axes are needed in two spatial dimensions (e.g.,  and y), the symmetry
introduced by three axes (one redundant) is useful to navigate the hexagonal grid. Using these virtual

axes we can also redefine the 2-D Laplacian operator as:
A 2 0 2 2

Accordingly with the 2’ and y’-axes, we can write the grid index-vector as m = (mg, m,/)T, and
it is worth noting that under this indexing system, we can determine the distance from the origin of any

hexagonal point by the following:

|hVam|| = h\/mg, +m2 = mgmy 4.161)

Sampling considerations and spatial frequency domain analyses

In order to analyse hexagonal schemes in the wavenumber domain, we need to provide a short discussion
about hexagonal sampling and how this leads to the appropriate wavenumber cell for the hexagonal
grid, which in this case is not the usual Cartesian square cell [191, 168]. The wavenumber cell of the
hexagonal grid is the Voronoi cell of its reciprocal or dual lattice, and the reciprocal of a lattice is
generated by the inverse of its generator matrix, with a further scaled appropriately for the frequency
quantity of interest. Here, the quantity of interest is (3 in rad/m, so we further scale by 27 /h.

The dual of the hexagonal grid is defined as:

G = {@2r/n)Vyi'im e R? : m € 72} (4.162)

4 .
V3h’
We can formally define the normalised hexagonal wavenumber cell, which we denote as By, by the
3

and the Voronoi cell of this grid is another hexagon, with inradius this will be illustrated shortly.

following system of linear inequalities:*
By = {x € R?: |Apx| < 7by} (4.163)

where x is taken to be a column vector, and where:

AHZOO‘ﬁ‘ﬁﬁﬁ],bH—Q

Lo L T _%[1 1 2222}T (4.164)

Let us briefly now consider the ideal dispersion relation in a hexagonal sampling scenario, analogous
to the Cartesian sampling scheme illustrated in Fig. 4.1. The ideal (normalised) dispersion relation in the
hexagonal wavenumber cell is illustrated in Fig. 4.33. It can be seen that the maximum wavenumber that
can be isotropically sampled iS 3, max = %ﬂ', the inradius of the hexagonal wavenumber cell. In other
words, the hexagonal grid can accommodate the isotropic discretisation of a higher density of spatial

modes than the Cartesian grid for the same grid spacing h. On the other hand, the hexagonal grid has a

33Note that here, < denotes a vector inequality (element-by-element).
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density of ;1 = 2/+/3, approximately 15% higher than that of the Cartesian grid. Nevertheless, taking
into account normalisations for grid densities, one arrives at the well-known result that the hexagonal

grid is 15% more efficient for isotropic sampling than the Cartesian grid [191]. We also note that since

Bh,max = %, the ideal Courant number for spatiotemporal sampling for an ideal solution to the 2-D

wave equation is A = v/3/2 when using a hexagonal spatial grid.

Wh/e

Figure 4.33: Contour plot of ideal dispersion relation wy,/.(3n) for B, € Bu. Contour lines denote
27

increments of 7/16. The white dotted line denotes |3, = =

Hexagonal grid functions and finite difference operators

For the hexagonal grid system we define a hexagonal grid function uy, = u,, , ym,, A3 ul, & u(hVygm,nk).
We will also use the continuous approximation u, such that u}}, = u(hVym,nk), and such that u],
can be seen as the (hexagonally) sampled version of u(x, t).
In order to build finite difference operators on the hexagonal grid, we start by defining the following
spatial shift operators:
Spr £ Uy = U = Spau=u(X+ hé,y,t) (4.165a)

=M, +1,myl

Syt Upy, = Uy, = sy+u=1u(x+ héy,t) (4.165b)

=Mt My 1 +1

Syid = SyiT Syt = Syqu=u(x+ hé,,t) (4.165¢)

Using these shift operators, we can define second-order difference operators:

Sprar = %(SH — 248, ) =  Sppu=03u+ O(h?) (4.166a)
1

dyy = 73(sys =2+ sy) = Syyu= 2 u+ O(h?) (4.166b)

8,0 = %(35/+ — 245, ) =  Su.u=0%u+ O(h?) (4.166¢)

It follows from (4.160) that the following is a discrete Laplacian on the hexagonal grid [121, 206]:
2
50 = S o + 8y +00) = sy = Au+ O(h?) (4.167)

It also turns out that this seven-point discrete Laplacian is isotropic to fourth-order:
Sy — Au+ h—2A2u + O(h") (4.168)
N T .
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It is worth recalling that an isotropic discrete Laplacian on the Cartesian grid requires a stencil of nine

points; this is a first indication that hexagonal grids can be advantageous to Cartesian grids.

4.4.2 Parametrised approximations to the Laplacian

Similar to the 2-D parametrised discrete Laplacians presented in Section 4.3.2, we can define parametrised

approximations to the Laplacian on the hexagonal grid. First, let us define the averaging operators:

1

o) (o) = 5 (S5 8y + 55_5y4) (4.1692)
1

Fa) (o2) = 5 (55450 + $p_s2i) (4.169b)
1 a b a b

Hab), (=) = 5 (Syrg 82+ sy_521) (4.169¢)

where ¢ > b > 0 and @ > 1. Taylor expansions of these operators are, e.g.:

2
M(a,b),(z’,y’)@ =u-+ % (a28£, + b26§/ — 2ab8$/8y/) u + O(h4) (4170)

It is straightforward through such Taylor expansions to arrive at:

(M(ap), (2 ") T B(bsa) (2 y7) T H(ab),(a,2") F B(ba),(a,2) T H(ab),(y',2") T Hba),(y',2") )L
3h?
= 6u + 7(a2 + 0% +ab)Au+ O(hY)  (4.171)

Then for g € Q, with Q defined in (4.102), we can define the following discrete Laplacian:

s _ 2

Aq 3(q% + q% + qig2)h? (/‘(ql,qg)(rﬁy’) T H(g2,q1).(ay') T H(ar,q2).(a",2")

+ I(gz.00),(",2) T Bar,g2),(5',2) T Haz,q0),(y,2) — 6)  (4.172)

and we have
08 u = Au+ O(h?) (4.173)

It is worth noting that each such discrete Laplacian is isotropic to fourth-order:
080w = Au+ Ch?A%u + O(h?) 4.174)

where C' is some constant. This discrete Laplacian uses a (K + 1)-point stencil, where K = 6 when
g2 = 0or ¢ = g2, and K = 12 otherwise. Some examples of the underlying hexagonal stencils are
shown in Fig. 4.34.

Figure 4.34: Stencils of points for operators 5(AH)(

) with (¢1, ¢2) as indicated.
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For convenience, we can also rewrite this operator as:

UK qon
(@} + @+ qg)h? "™

5(“‘) U —

A,g=m

o Kul) (4.175)

where Qy, . = Q7 (q1,q2) TEPresents a sum over the neighbouring K grid points, which is slightly

harder to define than the analogous summation on a Cartesian grid (i.e., (4.107)). In order to construct

n
m,q’

define this sum as:

we let s.,% = s%,_, and similarly for the shift operators along 3'- and 2’-axes. Then we can

z/—

’ ’ ’

n _ qy 4z 43 n

maq= E St 1 Syt 1820 U, m,, 4.176)
q9'€P(q)

where here ¢’ = (q1, ¢4, ¢5) and P(q) is now the set of all unique permutations of {q1, —g2,0} and
{~a1.42,0}, and K = [P(q)|.

Let us now consider a set of P distinct integer pairs ¢ = (¢1,q2) € Qdenotedas T = {q1,...,qp}.
We can then construct a general family of parametrised discrete Laplacians as:

H) _ (H)
Oy = Z (q1,42) 02, (g1,42) @.177)
(q1,92)€T

where (g, 4,) 15 a real-valued parameter, and for consistency we require that:

> g =1 (4.178)

(q1,92)€Y

which will be implicitly assumed.

A general family of two-step explicit hexagonal schemes is then:
Syult, = Aol (4.179)

which is subject to the numerical stability constraints (4.28), where G([3;,) takes on a form given below:

— *(q1,92)
G(Bn) = Z 6(¢2 + a2 + q1q2) (6 = Cr,q1Cy’ g2 — Ca',q2Cy' 1 T Ca’\q1C2' g2
(q1,92)€Y

— Calg2C2liq1 T Cy',q1C2 g2 T Cyligo Cz/,ql) (4.180)

Here, ¢, = cos(bB, - €y), and w € {z/,¢y',7'} and b € {q1,¢2}. In many cases, maxg, G(Bs)
will be found at the vertices or edge-centers of By, but not always. Also, it is important to check that
G(By) > 0 for a given discrete Laplacian, such that 62% remains negative semi-definite.

A family of (K + 1)-point compact discrete Laplacians with K < 12

Analogous to the compact nine-point discrete Laplacian, we have the following 13-point compact dis-
crete Laplacian using the first two shells of points on the hexagonal grid:

H H H
6(A,)T13 = O‘(LO)(S(A,)(LO) + a(lﬁl)a(A,)(l,l) (4.181)
where Y13 = {(1,0), (1,1)}. For convenience, let us redefine this discrete Laplacian operator as:

H H H
5(A,2r13 = Oé(;(A?(l,O) + (]‘ - a)é(A’)(Ll) (4182)

146



The stencil of points for this discrete Laplacian uses either seven or thirteen points, depending on the

choice of «, as illustrated in Fig. 4.35.

(©) o ¢ {07 1}

Figure 4.35: Stencils of points for operators 52{}{13 with « as indicated.

In order to identify some special cases of interest, we can expand this operator about h = 0:

2

Sairt = Du+ %(Za = 3)A%+ O(hY) (4.183)

and for o = 3/2 we obtain a fourth-order accuracy in space [309, 56]. Upon investigation of the O(h*)
term in the above expansion (omitted for brevity), we arrive at another interesting choice: a = 9/10,
which gives an isotropic error to sixth-order (in h):

5 3h?

h4
_ 2 3 6
AU = Au+ 10 Ay + —320A u+ O(h°) (4.184)

Finally, we note that o > 0 is the necessary condition for this operator to remain negative semi-definite.

4.4.3 The simple seven-point hexagonal scheme

Our investigation of hexagonal schemes will naturally start with the simplest, seven-point scheme:
Suuttpy, = €680, o, (4.185)

When A = /1/2 this scheme which is equivalent to the “triangular digital waveguide mesh” [80].
However, it is well-known by now that the necessary and sufficient von Neumann stability for this
scheme is [280, 76, 21]:

A< V23 (4.186)

where maxg, G(8,) is found at the vertices of By.

Let us now analyse the numerical dispersion of this scheme. Considering the appropriate wavenum-
ber cell By, the relative dispersion error of this scheme is shown in Fig. 4.36 for two choices of the
Courant number: \ = \/m and \ = m.“ As can be seen in the figure, and as has been demon-
strated in the past [21], the hexagonal scheme with A = Apax = \/% provides better numerical
dispersion than the choice A = \/1/72 which is employed in the triangular DWM [80].

Due to the symmetry in these dispersion relations, it will be sufficient to consider only the pos-
itive quadrant of By; this will also serve to provide more detail. The relative dispersion errors of
these schemes are shown again in Fig. 4.37. At this point we can compare the hexagonal scheme in
Fig. 4.37(b) to the nine-point “IWB” Cartesian scheme in Fig. 4.14(c). One can observe that the hexag-
onal scheme has one- and two-percent critical wavenumbers that extend farther than those for the IWB

scheme, suggesting that the seven-point scheme may provide better dispersion for less computation.

341t is worth noting that up until recently ([97], work by the current author), this scheme had not been analysed in the appropriate
(hexagonal) wavenumber cell (e.g., [80, 81, 21, 92]). However, hexagonal schemes for other systems have been analysed in the
appropriate wavenumber cell for some time (e.g., [183]).
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Figure 4.36: Contour plots of ©,(8;,) — 1 for the simplest hexagonal scheme with A = /1/2, for
B € By. Contour lines denote 2% increments. The dashed-dotted line denotes |3;,| = B, 2% and the
dotted line denotes |Bx| = B, 1%.

However, we must remember that the grid density is 15% higher for the hexagonal grid (with the same
h), and for A = 1, the IWB scheme uses a larger time-step for the same h. Nevertheless, taking spa-
tiotemporal normalisations into account, it has been shown that the relative computational efficiency
of this scheme is more than three times that of the IWB scheme for less than one-percent dispersion
error [97] (by the current author, left out for brevity).

0 0
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—0.3 5 0 —0.2
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0 w/2 7r 0 /2 a
Bah Bzh
@ =+/1/2 b X =+/2/3

Figure 4.37: Contour plots of 7,(35) — 1 for the simplest hexagonal scheme with A = /1/2, for 3,
in the positive quadrant of By. Contour lines denote 2% increments. The dashed-dotted line denotes
|Bn| = Bhr,29 and the dotted line denotes |3y| = B, 1%.

4.4.4 A family of (K + 1)-point compact schemes with K < 12

At this point we consider a more general, and previously unexplored, family of schemes:

Sl = 2 ul (4.187)

—m

This family has one free parameter in the discrete Laplacian, «, and as mentioned previously, we need
that « > 0 for G(B) > 0. Using a von Neumann stability analysis (in this case, evaluated with
the help of Mathematica [308]), one finds that maxg, G(3},) appears at the edge-centers of By for
1/4 < « < 8/11 and at the vertices of By for @ > 8/11. As such, we obtain the following stability
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conditions on the Courant number for o > 1/4:

9
1/4 < a<8/11
Vigeaw Visa<sy/

A< (4.188)

B 2
- > 8/11
3o “ /

The behaviour of maxg, G(3y) is not simple to describe for 0 < « < 1/4, so it is omitted for brevity.*

Let us consider the special cases: a € {9/10,3/2}, pertaining to, respectively, a sixth-order
isotropic scheme and (2,4)-accurate scheme.’® The (2, 4)-accurate scheme is essentially a “leggy”
scheme on the hexagonal grid. The relative dispersion errors for these schemes are illustrated in
Fig. 4.38. We have displayed the (2, 4)-accurate hexagonal leggy scheme with two choices of the
Courant number: A = A, .x; and an optimised A, chosen to balance spatial errors with temporal er-
rors (i.e., A < Apax), Which, as can be seen, provides improved dispersion. As expected, the scheme

with & = 9/10 (in Fig. 4.38(a)) demonstrates a higher degree of isotropy than the other two illustrated

schemes.
0
™ - 0.1 -
—0.05
< —0.1 0 <
< w/2 B < /2
—0.15
K —0.2 0.1
0 | | 0
0 /2 ™ 0 /2 ™
Bazh Bxzh
@ a = 9/10, A = 1/20/27 (b) o = 3/2, A = Amax = 2/3 (© a=3/2, A = 0.6TAmax ~ 0.45

Figure 4.38: Contour plots of @,(3,) — 1 for compact hexagonal schemes with « and \ as indicated.
Contour lines denote 2% increments. The dashed-dotted line denotes |3;,| = 3}, 2% and the dotted line

denotes |By| = Br,1%-

A fourth-order accurate scheme and an optimised scheme

Apart from a 19-point fourth-order scheme on the hexagonal grid that has been presented in [280],
hexagonal schemes with high order accuracy in both space and time, derived using modified equation
methods have yet to be explored (to the knowledge of the current author).

We will present some high-order schemes on hexagonal grids, starting with one that can be found

from this 13-point family. First, we write this scheme as a discrete d’ Alembertian:

0o = 8t — 2o (4.189)
and we have the Taylor expansion:
h2
dpu = Ou+ T (4X?0} = 3(3 = 2a)c*A*) u+ O(h*) =0 (4.190)

331t also does not produce interesting special cases.

361t is worth mentioning that the choice « = 8/9 provides the “optimal” Courant number Amax = \/E/ 2 (in terms of
spatiotemporal sampling considerations), so it is another special case of interest, however it is only slightly different from the
sixth-order isotropic scheme, so we omit it for brevity.
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Thus, for fourth-order accuracy in both space and time, we require that:

3(3 - 2a)
4

A\ = (4.191)
It can be noticed that for a fourth-order accuracy with the seven-point scheme (o« = 1), the Courant
number would have to be A = /3/4 which would be unstable (as mentioned in [280]). A fourth-order
scheme is thus only permitted with o« > 1. More specifically, the conditions for fourth-order accuracy

are:
94+ V17
— <«
12 -

9 — 6
4

<§, A= (4.192)

The optimal choice under these constraints is o = 9*%? ~ 1.094, as this permits the highest possible
Courant number, A = , /ﬁ ~ 0.78.

The relative phase velocity for the fourth-order accurate scheme with A = A, is shown in
Fig. 4.39(a). Alongside this fourth-order scheme, we present a second-order accurate 13-point scheme
that has been optimised for a 1% error criterion (in Fig. 4.39(b)). This optimised scheme has a value of
« close to that of the fourth-order scheme, but the optimised scheme achieves a higher critical wavenum-
ber 31, 1%, as seen in the figures below. These figures could also be compared to the analogous Cartesian
13-point schemes in Figs 4.19(a) and 4.21(a).

0
™ — T IO
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—0.15
v —0.15
‘ L —0.2 | —0.2
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B Buh

(a) fourth-order, &« = % ~ 1.094 (b) optimised, &« = 1.165

Figure 4.39: Contour plots of @,(35) — 1 for fourth-order accurate and optimised (for 3}, 1,) 13-point

hexagonal schemes with « as indicated and A = 1/2/(3«). Contour lines denote 2% increments. The
dashed-dotted line denotes |3},| = B, 2% and the dotted line denotes |3y,| = B, 1%.

4.4.5 High-order (K + 1)-point schemes with £ < 24

Going further in the general family of hexagonal schemes, we can consider “wide-stencil” hexagonal
schemes, analogous to the 2-D Cartesian schemes considered in Section 4.3.5.
We consider the following family of schemes using stencils reaching out to as many as 24 neigh-
bouring points:
_ _ 25(H)
0o = 0w — €0 ,, (4.193)

where Yo, = {(1,0), (1,1),(2,0),(3,0)}. While there are many possibilities within this family (hav-
ing three free parameters), we will only consider two special cases: a fourth-order accurate, sixth-order
isotropic 19-point scheme (with «(3,9y = 0), and a sixth-order accurate 25-point scheme. The underly-
ing 19- and 25-point spatial stencils are illustrated in Fig. 4.40.

To start the derivation of these high-order schemes, let us denote o = (06(1,0), Q(1,1) (2,0)5 04(3,0))
for this discrete Laplacian (52%24. We can expand this discrete Laplacian in a Taylor series in order to
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(a) 19-point hexagonal stencil (b) 25-point hexagonal stencil

Figure 4.40: Hexagonal stencils of points involved in (5(:)%4

find the following condition for sixth-order isotropy:

a-(1,-9,16,81) =0 (4.194)
and clearly we need 1,0y + @(1,1) + (2,0) + a(3,0) = 1 for consistency. After imposing the sixth-
order isotropy constraint and the consistency constraint, the approach to deriving fourth- and sixth-
order accuracy is completely described by Eqs. (4.145)—(4.153). As such, with the 19-point stencil
(3,00 = 1) we can possibly derive a fourth-order scheme, and a sixth-order scheme can be possibly
derived using the 25-point stencil. It remains to check for stability, which can be accomplished from
the expression for G(8},) (Eq. (4.180)). In analysing G(8},) under the above constraints, we find that
maxg, G(3) for these schemes are again found at the vertices of the wavenumber cell, allowing us to
obtain expressions for Ay, .x, and subsequently for cx.

The coefficients for these schemes with A = A, are given in Table 4.737 and the relative nu-
merical phase velocities for these schemes are shown in Fig. 4.41. Numerical dispersion relations for
these schemes are improved over the Cartesian counterparts with similar stencil sizes (as shown in
Figs. 4.19(c) and 4.19(d)).

Table 4.7: Parameters for high-order schemes on hexagonal grid.

K OoA Q(1,0) Q1,1 Q(2,0) a(3,0) A2 A (approx.)
12 (4,4) 94vI7 3yt — — o 0.780
761 15—/587/3 _JT761 V761
18 (4’4) 351+55401761 o 27 278761 _ 81 601761 0806
169494-271/1761 (V1761-81)2 638—23/1761 21/1761—-601 81—+/1761
24 (6,6) 27000 40500 3375 27000 60 0.806
0 0
~ —0.05 —0.05
= T )
S w2 4l —01 o1
1 —0.15
0 /2 7" 0 /2 7r
Bah Bah

(a) 19-point, fourth-order accurate (b) 25-point, sixth-order accurate

Figure 4.41: Contour plots of 9,(35,) — 1 for fourth- and sixth-order accurate 19- and 25-point schemes.
Contour lines denote 2% increments. The dashed-dotted line denotes |3,| = (3 2% and the dotted line

denotes |B1,| = Bh.1%-

3TRemarkably, the fourth-order 19-point and sixth-order 25-point schemes have identical Amax.
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4.4.6 Numerical example

In order to see the kinds of numerical approximations obtained from these schemes, and to compare
them to the Cartesian schemes, we carry out a numerical example, using the same initial conditions
and spatiotemporal grid densities that were used in Section 4.3.8 (in the second scenario only, fixed
spatiotemporal costs). In other words, we use a Ricker wavelet defined by (4.155) with o2 set to 0.08 m?,
and ¢ = 1m/s. To fix spatiotemporal densities as in the Cartesian case, we set h = (u/\)/3 with
pw =2/ /3 representing the density of the hexagonal grid (for h = 1) [58] and h* = 0.2m (as in
Section 4.3.8). Thus, the examples presented here have the same computational costs as their Cartesian
counterparts with same stencil sizes K. The 19-point stencil (X = 18) has no similar-sized counterpart
in the Cartesian family of schemes presented earlier, so it may be compared to the fourth-order accurate,
sixth-order isotropic 21-point Cartesian scheme.

Snapshots of these simulations are shown in Fig. 4.42, along with the reference solution. Output
time-responses are shown in Fig. 4.43, with residuals (error signals) in Fig. 4.44. In this case, the
“diagonal direction” is along the normal i = (v/3/2,1/2).

Discussion

For a brief discussion of these results, we compare them to the analogous Cartesian counterparts in Sec-
tion 4.3.8. First we can compare the seven-point hexagonal scheme with (A = Ay ax) to the nine-point
IWB scheme in Section 4.3.8, in which we see that in terms of worst-case directional errors (along di-
agonals), the hexagonal scheme (Fig. 4.44(b)) outperforms the IWB scheme (Fig 4.31(e)). We can also
compare the 13-point fourth-order hexagonal scheme (Fig. 4.44(e)) to the analogous fourth-order Carte-
sian scheme (Fig. 4.31(h)), and we find that the hexagonal scheme provides a significant improvement
(with the same stencil size). Comparing the 19- and 25-point hexagonal schemes respectively to the 21-
and 25-point Cartesian schemes, we find that the hexagonal schemes demonstrate smaller errors than
the respective Cartesian counterparts. We can thus conclude, at least for this numerical example, that

hexagonal schemes generally outperform Cartesian schemes with similar stencil sizes.

152



T T T T T
5 10 |- il 10 | \
[ o0 > 5 - > 5L |
-5
[ | ] Ulnl i 0N | I
0 5 10 0 10 0 5 10
x x
(a) reference solution (b) 7-pt scheme, A = /1/2 (c) 7-pt scheme, A = 1/2/3
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> 5L | > g | | \)
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(d) 13-pt isotropic scheme (e) 13-pt, (2, 4)-accurate scheme () 13-pt, (4, 4)-accurate scheme (g) 13-pt optimised scheme
T

il
0 5 10

(h) 19-pt, (4, 4)-accurate scheme (i) 25-pt, (6, 6)-accurate scheme

Figure 4.42: Snapshots of simulations from various schemes normalised for spatiotemporal densities.
All plots use the same colour mapping, shown in (a). Cubic spline interpolation is used for additional
detail in the approximate solutions, and only a quarter-space region is shown (by symmetry).
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Figure 4.43: Plots of temporal outputs from various schemes, at distance 3v/2 m from origin, along axial
direction and along diagonal direction. Here, the various schemes are normalised for spatiotemporal
densities. Cubic spline interpolation is used for additional detail in the approximate solutions.
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Figure 4.44: Plots of error signals from Fig. 4.43 (normalised for spatiotemporal densities).
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4.5 Cartesian schemes for the 3-D wave equation

In this section we return to the wave equation in three dimensions, which is defined by:
Ou=0, O=0;—cA, A=08:+40;+0? (4.195)

with u = u(x,t) where x € R3, ¢+ € RT. Required initial conditions for this second-order equation
are u(x,0) and u;(x,0). The grid function for this section is u? = wu(¢h,nk), where ¢ € Z> and
n > 0. We will also make use of the continuous approximation u(x,t) where x € R3, ¢t € R*, and
u(th,nk) = u?.

The goal of this section is to make use of the insights obtained from the previous sections about 2-D
schemes, in order to derive schemes that are more efficient than the simple seven-point scheme discussed
at length in Chapter 3. In this section we will investigate analogous “leggy” schemes with high orders
of accuracy in space [8, 7, 53], a well-known family of compact explicit schemes [221, 21, 131] (analo-
gous to the compact nine-point family discussed in Section 4.3.4), new wide-stencil schemes with high
orders of accuracy in both space and time, and finally optimised wide-stencil schemes. Non-Cartesian
schemes in 3-D (which also appear in closely-related Cartesian forms) will be discussed subsequently

in Section 4.6.

4.5.1 Parametrised approximations to the 3-D Laplacian

As in the 2-D case, the finite difference schemes to follow will be of the form (4.20), where all that will
change are the choices of the discrete Laplacian a (and the chosen Courant numbers). It will thus be
informative to present a general family of parametrised discrete Laplacians, as in the 2-D case.

Following [25], we consider averaging operations fi y, [ty [b,~ in three spatial dimensions, where
o, and gy, are defined by (4.100), and py, , is similarly defined. From the Taylor expansions of these
averaging operators, it follows that:

2h2 2h2 2h2
flar a iy yhlas -t = 1+ Q12 0% + QQz 92u + %2 9%u (4.196)
where q = (q1, g2, q3) is a triplet of integers, and ¢ € Q, where Q is redefined as:
Q:={qeZ’:q1>q>q>0,q >1} (4.197)

We can then define a discrete Laplacian 6a,q = 0A (g1 ,q0,q5) @S [25]:

1
0n,q = ( (/‘ql,mﬂqz,yﬂqg,y + Uqr,zlas,ytas,y T Has,abqr,ylas,y

i + 43 + g3)h’
t Haaxhas yHary T Hasalarylazy 1 Has,zlaayfary — 6) (4.198)
and from the above Taylor expansions we have:

Sa.qu = Au+ O(h?) (4.199)

This discrete Laplacian reaches out to neighbouring points that are g1, g2, g3 spatial steps away in re-
spective z, y, z coordinate axes (and permutations thereof). Let us define ¢’ = (q.,, q;,, ¢~) and P(q) as
the set of all unique permutations of {+q;, £q¢2, £¢3}, with K = [P(q)|. As such, these operators use
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(K + 1)-point stencils where K € {6,8,12,24,48}. More specifically, K = 6 when g2 = g3 = 0,
K = 12 when ¢; = ¢2,q3 = 0, K = 24 when ¢; # g2 = g3 > 0 or when ¢; # ¢2 # g3 = 0, and
K = 48 when q1 # g2 # q3 # 0. The simple 7-point discrete Laplacian is denoted 0 (1,0,0) using this
notation.

For each such stencil, the K neighbouring grid points which are selected by the discrete Laplacian

could be said to comprise a (partial) shell of points®® on the cubic lattice with a squared norm of ¢7 +

g5 + g3. Some of the shells of points arising from choices of q are shown in Fig. 4.45, along with their
39

convex hulls for illustrative purposes.

(b) g =(1,1,0)

SR
N
e

PR

(©)g=1(2,1,1) M q=(2,21) (®q=(31,1) (h)g=(3,2,1)

Figure 4.45: Various shells of points on the cubic lattice and associated convex hulls. Bounding boxes
rescaled for clarity.

For convenience, it helps to rewrite this operator as:

6/K pq — Kug) (4.200)

Shout = O o
Al = e

where Q7 = Q% _, represents a sum over the neighbouring K grid points, defined by:
.9 i,(q1,2,q3) TP g ga grdp y

n __ n
Pa= D Ulig e (4.200)
q'eP(q)

and we recall that P(q) is the set of all unique permutations of {£q;, +¢o, +¢3}. Next we define a
family of parametrised Laplacians as linear combinations of these operators. This will closely follow
the 2-D case.

Consider a set of P distinct integer triplets ¢ = (q1, g2, g3) defined as T = {q1,...,qp}, and let us
define a general family of parametrised discrete Laplacians by:

oar = Z O‘(Ql,QQ,qz)(sA,(ql,qzyqa) (4.202)
(q1,92,93)€Y

38We note that some triplets g have the same Euclidean norm as other distinct triplets, such as ¢ = (3,0,0) and ¢ = (2,2, 1),
and as such one could consider these two triplets to form one shell of points, as in [58, Table 4.3]. In cases such as these, each q
results in a partial shell of points, yet each triplet leads to a distinct discrete Laplacian, and it is useful to treat them as such.

31t is worth pointing out some commonly known regular and semi-regular polyhedrons displayed in these figures. An octahe-
dron is featured in Fig. 4.45(a), a cuboctahedron in Fig. 4.45(b), a cube in Fig. 4.45(c), and a truncated octahedron in Fig. 4.45(d).
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where (g, 4,,q5) 18 @ real-valued parameter, and for consistency we require that:

Z Xg1,q2,3) = 1 (4.203)

(91,92,93)€Y

which will be implicitly assumed. The Fourier symbols of these operators are:
4
5A,T — —EG(ﬁh) (4.204)

where

X(q1,92,93)

G(Br) = E : A(a2 2 2 (6 — C2,q1Cy,q2C2,93 ~ Cx,q1Cy,q3C2,q2 — C2,q2Cy,q1C2,q3
(Q1 +g5 + CI3)

(91,92,93)€Y

— Ca,q2Cy,q3C2,q1 — C2,q3Cy,q1C2,q2 — C,q3Cy,q2 sz) (4.205)

Here, ¢, = cos(bBwh), and w € {x,y,z},b € {q1,¢2, g3} It follows that the set of free parameters
o must be chosen such that G(8p,) > 0, i.e., such that o v remains negative semi-definite.

Standard (leggy) 2 M th-order accurate discrete Laplacians

A family of 2 Mth-order accurate approximations to the Laplacians on the Cartesian grid results when
conventional leggy stencils are used in 3-D. Under this framework, leggy stencils result for g» = g3 = 0.

These stencils are described by the sets:*°
Y5 = {(1,0,0),...,(M,0,0)} (4.206)

We define these 2 M th-accurate 3-D discrete Laplacians as:

M
oart = Z A (1m,0,0)0A,(m,0,0) (4.207)
m=1
and it will be assumed that:
Am0,0) = OMm = Opptu=Au+ O(r*M) (4.208)

where o .y, 18 defined by (4.59). The (60 + 1)-point stencils used by these operators are displayed in
Fig. 4.46.

&) ;h?
(@M=1 by M =2 ) M=3 M=4

Figure 4.46: (6 M + 1)-point leggy stencils for M = 1,2, 3, 4. Bounding boxes are rescaled for clarity.

4OWe use the same symbols as in the 2-D case for convenience.
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A family of compact (K + 1)-point discrete Laplacians with K < 26

Another commonly-used family of discrete Laplacians [257, 188] is given by:

0A T = 04(1,0,0)5A,(1,0,o) + 01(1,1,0)%,(1,1,0) + 01(1,171)5A,(1,171) (4.209)
with the associated set:
To7 = {(1,0,0),(1,1,0),(1,1,1)} (4.210)

For consistency, we need:

(1,00) T 1,100 1) =1 (4.211)

The (K + 1)-point stencils used by this operator have K € {6,12,14,18,20,26} depending on the

choice of a = (v(1,0,0y, (1,1,0), @(1,1,1))- Some example choices of cv are illustrated in Fig. 4.47.

@a=(1,0,0),K=6 b o =(0,1,0), K =12 (©) o= (0,0,1), K =8
.

Da=(,,0),K=18 ®o=(,0,"),K=14 Ho=(0,,), K=20 ®@a=(,),K=26

Figure 4.47: (K + 1)-point stencils for various choices of a = (c(1,0,0), ®(1,1,0)s ¥(1,1,1))- In the
captions, “-” is a placeholder for a non-zero value.

Through a Taylor expansion, it is straightforward to check that an isotropic discrete Laplacian results

under the following constraint:
201,0,0) — @(1,1,0) — 41,1 =0 (4.212)

which, under the consistency condition, reduces to: ay,1,0) = 4 /3 — 2a1,0,0)- Under these constraints

we have: 12
OA Ty U = Au+ EAQQ +O(h*) (4.213)

Analogous to the isotropic nine-point 2-D discrete Laplacian ((4.118)) is the isotropic 19-point 3-D
discrete Laplacian that results from the choice o = (%, %, 0) [257]. This discrete Laplacian is also
related to the “D3Q19” model in the lattice Boltzmann method (LBM) literature [267]. Other discrete
Laplacians related to the LBM models are the so-called “D3Q15” (ax = (%, 0, %)), and “D3Q27” (a =

(5.5, 3)) models [267]. Another interesting choice is o = (5, 3, 75) [139].

4.5.2 Schemes with high-order spatial differencing in 3-D

Having already discussed the simplest Cartesian scheme in Chapter 3, we begin our investigation of
finite difference schemes for the 3-D wave equation with the family of leggy (2, 2M)-accurate schemes
(which includes the simplest scheme, for M = 1). Such two-step schemes, which are standard tools for

159



geophysical applications of the acoustic wave equation [66, 53, 71, 72], have also been investigated to
some extent for room acoustics [199, 290].*! This section will closely follow the presentation given for
the analogous 2-D leggy schemes.

These (2, 2M)-accurate leggy schemes are represented by (4.20) with the discrete Laplacian do =
o a,rt, (in3-D) and where o 0,0) = car,m. We can also write these schemes as the update recursion:

M
wttl o o=y )2 E anr.m (u? o o (4.214)
gy ly Tz gy lyslz ha,ly,lz M\ Zag Mty 0, g,y +M,t, gy ly,lz+Mm .
m=—M

where aps,., are defined by (4.59). The numerical dispersion relations of these schemes are of the
form (4.26) with:

M
G(Br) =Y Ym (sin®™(B:1/2) + sin®™ (B,h/2) + sin*™ (8.h/2)) (4.215)
m=1

where vy, are given by (4.71), and for stability one requires that:

1
A< Amax, M = ——=— (4.216)
vV SAJ\[
where A, is given by (4.72). A sufficient condition for all M > 1is A < Apax,co0 = —2_ 1t is worth

NELE
recalling that, despite the high-order accuracy in space, for a fixed Courant number these schemes are

globally only second-order accurate.
As in the 2-D case, we can show from (4.215) and (4.216) that for A = Ap,ax, ar We have:

wi((£84,0)) = wi((0,£3,)) = 2sin* (1) ~ 0.3927 (4.217)
V3
for all M > 1. As such, these 3-D schemes can reproduce no more than 39.2% of the temporal Nyquist
along axial directions, which serves as a limit on their “valid bandwidth”.

Let us now analyse the numerical dispersion, or more specifically, the relative error in the dispersion
relation (and in the numerical phase velocity). Since 3} is now a vector in three dimensions, we will
only be able to partially display the numerical dispersion properties of each scheme. By symmetry, it
will suffice to consider only the positive octant of B, as was carried out in Chapter 3 (Fig. 3.4), and we
will investigate a 2-D through the 3-D wavenumber space along the plane that passes through the origin
and has a normal vector h = (0,+/1/2, —+/1/2); i.e, when 3, = $3,. Since this normal vector is a
side-diagonal direction, we will call this 2-D slice the “side-diagonal slice”. For illustrative purposes
we will also feature a 2-D slice of the relative error along the plane for which 5, = 0, which we will
call “the axial slice”. Following Fig. 3.4(b), let us also define 3,, = (8, + 53.)/+v/2, which extends to
/27 along the aforementioned side-diagonal slice.

Contour plots of relative dispersion errors along these two slices, as shown for the simplest scheme
in Fig. 4.48, will be used throughout this section on 3-D schemes. We note that Fig. 4.48(b) is essentially
an elevated view of Fig. 3.4(b). The side-diagonal direction appears along the y-axis of Fig. 4.48(b),
and the diagonal direction extends from the origin to the top right-corner of Fig. 4.48(b) where the

wavenumber reaches 3, = V3.

“1n [199], the (2, 6)-accurate leggy scheme was employed, but the Courant number used was not specified. In [290], the leggy
schemes for M < 8 were analysed, but only for A = Amax, Which is not necessarily optimal in terms of dispersion errors, as is
well-known [66, 53], and as will be investigated in this section.
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Figure 4.48: Contour plot of @,(35)—1 for the simplest seven-point 3-D scheme with A\ = \/m ~ 0.58
along a 2-D slice through the cubic wavenumber oriented along (a): 5, = 0 plane, and (b): 3, = f,
“side-diagonal” plane (for which we define 3. = (53, + 3.)/v/2). Contour lines denote 2% increments.
The dashed-dotted line denotes |34| = B, 2% and the dotted line denotes |31, = B, 1%.

Analogous representations of the relative dispersion errors for (2, 2M)-order schemes are shown in
Fig. 4.49. As in the 2-D versions of these schemes, we find that there is a noticeable improvement from
M = 1 (the simplest scheme, in Fig. 4.48) to M = 2 (Fig. 4.49(a)) in terms of critical wavenumbers
Bh,1% and B, o9, and only marginal improvements thereafter with higher M (Figs. 4.49(b)-(c)).

< <
= =
Q o
< <
n 0
= )
o o

w/2
Bah Bah Bzh
(@M =2,A= Amax = 0.5 (b)) M =3, A\ = Amax &~ 0.47 (©) M =4, = Anax =~ 0.45

Figure 4.49: Contour plots of o,(8;,) — 1 for (2, 2M)-accurate schemes using (60 + 1)-point leggy
stencils in 3-D, with A\ = Apax s, for By, € [0, 7]3. Top row: 2-D slice through 3, = 0 plane. Bottom
row: 2-D slice through 8, = (. (side-diagonal) plane. Contour lines denote 2% increments. The
dashed-dotted line denotes |3},| = (), 2% and the dotted line denotes |31, = B, 1%.

As in the 2-D case of leggy schemes, there are better choices for the Courant number than A\ =
Amax.ar for M > 1, which provide better balances of O(T?) errors with O(X?M) errors. As in the
2-D case, we define Aj9, /s to be the Courant number A € [ﬁAmax’M, %)\max,M, -+ +y Amax, M| that
maximises the critical wavenumber /3, 19 in a given (2, 2M)-accurate leggy scheme. These optimised
Courant numbers are given in Table 4.8 for M < 4. The relative dispersion errors for these choices of A
are shown in Fig. 4.50. As in the 2-D case, there are significant improvements in the critical wavenum-
bers 3y, 19, and 3}, 29, over the respective choices of A = Apax, a7, but at the cost of a lower time-step k
for a fixed h. Later we will compare with other schemes under normalisations for computational costs.

Itis also worth tabulating the minimal and global cutoff frequencies (wy n and wy, ¢, defined by (4.129))
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Table 4.8: Optimised Courant numbers for (6 M + 1)-point leggy schemes in 3-D

M Al%,M/)\max,M

A1%, 0 (approx.)

1 1.00 0.577
2 0.73 0.365
3 0.59 0.277
4 0.53 0.240
T 0 ™ 0
—0.05
< —-0.1 < <
< /2 < /2 —-0.1 &
—0.2 —0.15
0 0 —0.2
0 /2 7r 0 /2 7"
0 A 0
T —0.05
< —0.1 < <
& < 0.1 <
—0.15
—0.2
0 —0.2
0 w2 ™ 0 /2 T
Bah Bzh

(@ M =2,) = A\jg.» ~ 0.37

(b) M =3,A = A\jg.3 ~ 0.28

0 /2 7'r
Bah

©M =4,% = Ao 4 ~ 0.24

Figure 4.50: Contour plots of @,(3) — 1 for (2, 2M)-accurate schemes using (6M + 1)-point leggy
stencils in 3-D, with \ as indicated, and for 3, € [0, 7]3. Top row: 2-D slice through 3, = 0 plane.
Bottom row: 2-D slice through 3, = (3. (side-diagonal) plane. Contour lines denote 2% increments.
The dashed-dotted line denotes | 3| = 3}, 2% and the dotted line denotes |3),| = B, 1%.

for these schemes. These are listed in Table 4.9, wherein the top half pertains to the choices A = Amax, i,
and in the bottom half are the optimised choices where A < Apax,as. It can be seen that a significant
portion of the overall temporal bandwidth is sacrificed to improve the dispersion errors near DC under
the choices of A = Ajg s < Amax,as- As in the 2-D case, we find that wy, ,, appears along the axial
direction for the leggy schemes with A = A ax 0, and it remains constant for all M > 1 by (4.217).

Table 4.9: Cutoff frequencies for various (6 + 1)-point (2, 2M)-order accurate 3-D schemes

M X (approx.) Wk m Wh,g
1 0.577 0.3927  1.0007
2 0.500 0.3927  1.0007
3 0.470 0.3927  1.0007
4 0.453 0.3927  1.0007
2 0.365 0.2777  0.521xw
3 0.277 0.2217  0.4027
4 0.240 0.1987  0.3567
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4.5.3 Compact (K + 1)-point schemes in 3-D with X' < 26

At this point we will investigate a well-known family of compact explicit schemes, employing up to
26 nearest neighbouring points on a Cartesian grid (analogous to the 2-D family in Section 4.3.4).



This family of schemes first appeared in the room acoustics literature as the 3-D “interpolated digital
waveguide mesh” (DWM) [221] formulated by Savioja, which was later presented in a more general
finite difference setting by Bilbao [21, 32]. Kowalczyk and van Walstijn analysed these schemes further,
and re-dubbed them the “compact explicit schemes” [136]. We should also note that this family of
schemes was also considered by Tuomela [280, 281], with a focus on the isotropic special cases.

We can represent this family of schemes as:
Spuf = 20ax5 U7 4.218)

which is in the form of (4.20) with the 27-point discrete Laplacian o = da r,, (defined by (4.209)).
We also redefine a = (01(1,0,0), Q(1,1,0) 04(1,1,1)) for this scheme. The update recursion for this scheme

can be written as:

upty o= (2= A (6a0,00) +30@10) +2a0,11))

n 1 1,0)
+ A2 (0‘(11070)621',(1,0,0) +

n 1,1,1 n—
QL<1,1’0>+ e ,(1,1,1>)—u- L4219

4 —lz,ly

and (4.211) is required for consistency, so one can rewrite o (1,1,1) = 1 — (1,0,0) — @(1,1,0)- Henceforth,
this consistency constraint will be implicitly assumed.
It is also worth noting that this scheme can be rewritten in the following form:
S2ul = \2 (52 + 02+ 0%+ a(626% + 5207 + 6262) + b5§5§53) (4.220)
where a = (a(1,1,0) + 201,1,1))/4 and b = «1,1,1)/4, and where 67 := k*6y; and 67, := h?Gyu
for w € {x,y, z}. This expression (and notation) is derived from the explicit special case of compact

implicit schemes in [89], and it is the preferred form in [136].

Numerical stability

The numerical stability conditions for these schemes are well-known, but it will be informative to re-
derive them here.

The schemes within this family are essentially linear combinations of the three special cases for
which a = (04(170,0), Q(1,1,0) 04(1,1’1)) has only one non-zero coefficient. Let us consider these three
special cases in isolation. We will use the respective monikers “SLF” (standard leapfrog) (a« = (1,0, 0),
the simplest scheme), “CCP” (cubic close-packed) (o = (0, 1,0)), and “OCTA” (octahedral) (o =
(0,0,1)), after [136]. It is worth noting here that the CCP and OCTA special cases are the starting
points for the non-Cartesian schemes to be seen in Section 4.6.3, but in this section we treat the CCP
and OCTA schemes under the assumption that they are operated on Cartesian grids (i.e., i € Z3),
following [136].42

For these schemes, the numerical dispersion relation is again of the form (4.26), so our stability
condition for the Courant number depends on maxg, G(3;,) and we need that G(3;,) > 0. For these
three special cases (SLF, CCP, and OCTA), let us rewrite G(3},) as:

Z sm (B - vh/2) (4.221)

veT

42In Section 4.6.3 we consider them on face-centered cubic (FCC) and body-centered cubic (BCC) grids, respectively (with the
associated non-Cartesian wavenumber cells).
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where here Y is the set of K vectors v, each with Euclidean norm ||v||. These vectors represent the

neighbouring points to the origin in the underlying stencils. More specifically:
e when o = (1,0,0) (SLF), K =6and T = £{é,,€,,€é.} and ||v| =1
e when a = (0,1,0) (CCP), K = 12and T = +£{é, + &,,é, + &,,&, £ &,} and |v|| = V2
e when a = (0,0,1) (OCTA), K =8and Y = +{é, + &, +é,,&, F&, =&, }and |v|]| =3

From (4.221), it is clear that G(8;,) > 0. Furthermore, an upper bound on G(83,) may be obtained in a
straightforward manner:

3 o]
_— A< — 4222
Tl = (*222)

More specifically, we arrive at the following sufficient conditions for stability for the three special cases:

G(Bn) <

SLF: A</1/3, CCP: A<./2/3, OCTA: A<1 (4.223)

Provided that a1 0,0y, (1,1,0)(1,1,1) = 0, which guarantees that G(3x) > 0, we can arrive at a suffi-

cient condition for the family of schemes:

2
A< (4.224)
4a,0,0) + (1,1,0) +2

When the above condition is satisfied with equality, we have the 3-D “interpolated DWMs” first pre-
sented by Savioja [221, 225].

As first pointed out in [21], the above condition, while sufficient, is not necessary in all cases. The
necessary and sufficient condition can be obtained from the form (4.205), which is multilinear in the
individual cosine terms (cz,1, ¢y 1, ¢»,1) for this family of schemes. As such, the extrema of G(B4)
must occur at the vertices of the cubic region 3;, € [0, 7r}3, as shown in [21, 32]. For the condition

G(By) > 0, this leads to the following constraints on c:
—2a(1,0,0) < (1,1,0) < 20(1,0,0) + 1 (4.225)

This constraint immediately rules out the possibility of a stable 21-point isotropic scheme with o =
(0, %, f%) The stability condition on the Courant number as a function of c (or simply c(; g0y and
Q(1,1,0)) can be split into three convex regions [21], as illustrated in Fig. 4.51. This can be summarised
by [32]:

1 1
A < Aoy = min | 1, : (4.226)
V201,00 @10 /201,00 — a0 +1

Returning to the three special cases (SLF, CCP, and OCTA), we find that (4.223) is necessary and
sufficient for the SLF and OCTA schemes®?, but that (4.223) is sufficient but not necessary for the CCP
scheme. The necessary and sufficient condition for the CCP scheme is A < 1.

It is also interesting to note that at the intersection of the three stability regions lies the special case
111
412714
(IWB)” scheme [136]. The IWB special case and other special cases investigated in [136] are listed
in Table 4.10 under the monikers used in [136]. The so-called IISO and IISO2 (“IISO” stands for

a = ) with Appax = 1, which has become commonly known as the 3-D “interpolated wideband

“3n fact, these are the only two cases for which this is true [21].

164



1.5

- — — isotropic
o 1IISO
e IISO2
1l L * IWB
V2%(1,0,0) T%(1,1,0) A CCP
A ¢ OCTA
~ o
e s
T 05| *-
g M
\
\
\
: A< — L
O [~ unstable -~ = &/2'(1(&1-;0-,-0-)--_--Q(LLO)+1
\\
\
\
\
—0.5 :
—0.5 0 0.5 1 1.5
(1,0,0)

Figure 4.51: Stability regions for 27-point compact schemes (after [21]) as a function of /(1,99 and
Q(1,1,0)- Special case schemes are labelled and isotropic schemes appear along the dashed line. The
concave region to the left (not coloured) has ming, G(8;) < 0 and is therefore unstable. Concretely
passive schemes (following (4.224)) are possible within the triangular region demarcated by the dotted
lines.

“interpolated isotropic” [131, 136]) schemes are two special cases that have the highest possible A,

for isotropic schemes within this family.**

Table 4.10: Special cases of 27-point compact explicit family of schemes

scheme K «a@00 11,0 @111 Amax

SLF 6 1 0 0 V1/3
CCP 12 0 1 0 1
OCTA 8 0 0 1 1
IWB 26 1/4 1/2 1/4 1
SO 18 1/3 2/3 0 V3/4

[ISO2 26 5/12 1/2 1/12 3/4

Numerical dispersion

Analyses of the numerical dispersion for this family of schemes have been presented in previous stud-
ies [21, 32, 135, 136], but we will reconsider them here in order to identify some important features
which have been missing from previous analyses. Generally, the numerical dispersion of these schemes
has been analysed in terms of the numerical phase velocity, either as a function of wavenumber [21, 32],
or indirectly as function of temporal frequency and fixed wave direction via an “inversion” of the dis-
persion relation [136]. It will be useful here to begin with the numerical dispersion relations for this
family of schemes, before analysing errors in relative phase velocities.

For the following discussion, we will say that a scheme has a “monotonic dispersion relation” when
the dispersion relation increases monotonically with the wavenumber along all wave directions for
which 3;, € [0,7]3. The significance of this property is that directional cutoff frequencies will be

“tis straightforward to check that any isotropic scheme in this family (i.e., with a1 ;1,0 = 4/3—2a1,0,0) With g 0,0 > 5/12
has Amax = 1/3/4, as noted in [280].
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found on the boundary of [0, 7], and global and minimal cutoff frequencies will be found at the ver-
tices of [0, 7]3. Furthermore, a scheme has this property one can immediately “invert” the dispersion
relation along any fixed wave direction in order to express [ as a function of wy and B. It is under
these assumptions that numerical dispersion of these schemes were analysed in [136], but it turns out

that these assumptions do not hold in general for these schemes.

S § 3 3
™ 4 ™
< o < 2 o 2 3
5 < S < <
Q 3 «Q 3 3
w/2 2 w/2 1 1
S\ N
0 /2 ™ 0 w/2 77
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3 3
™ ) ™ ™
< < < 2 < < 2 <
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Q
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o0& 0 0
0 /2 a 0 /2 7T 0 w/2 7r
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Figure 4.52: Contour plots of numerical dispersion relations of special cases of 27-point family, with
A = Amax, for side-diagonal slice through [0, 7r]3. Contour lines denote increments of 7/16.

The numerical dispersion relations wy, /. (3,) for the aforementioned special case schemes are shown
in Fig. 4.52, for 3}, along a side-diagonal slice through [0, 7]3. From Fig. 4.52, we can immediately see
the CCP, OCTA, and IISO schemes do not have this aforementioned monotonicity property.*> Specif-
ically, the CCP and IISO schemes have, respectively, local maxima at 3, = @ and By, = 2—\/’% along
the diagonal direction, and the OCTA scheme has a local maximum along the side-diagonal direction at
B = TJ5-

It can also be seen from Fig. 4.52 that the CCP and OCTA schemes feature multiple DC frequencies
(wn/c = 0) along this slice. This indicates that the dispersion relations are periodic with a fundamental

tile that is non-cubic, similar to the rotated five-point scheme in 2-D (in Section 4.3.4).%0

Numerical phase velocity

Having already investigated the numerical phase velocity of the simple 3-D Cartesian scheme (SLF)
in Chapter 3 (Section 3.1.4), we start by investigating ¢, for the CCP and OCTA schemes. Since we
assume here that ¢ € Z3, we will make use of the positive octant of the Cartesian wavenumber cell, i.e.,
Bn € [0, 7]3, and later we will consider these schemes in (more appropriate) non-Cartesian wavenumber
cells. The relative dispersion error for these schemes with A = 1 is plotted in Fig. 4.53, along the axial
and side-diagonal slices. We see that the numerical relation is exact along axial directions for both of

these schemes. The relative dispersion error also goes to 100% at some 3, € [0, 7] for both schemes;

#Since the associated G(By,) is multilinear in the axial directions, the numerical dispersion relation must be monotonically
increasing along the axial direction, but multilinearity does not necessarily extend to non-axial directions.
46Indeed, these schemes are more appropriately formulated on non-Cartesian grids; this will be treated in Section 4.6.
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this is due to the presence of multiple DC frequencies within B (as mentioned previously), hinting at

some form of spatial decoupling, to be discussed in more detail in Section 4.3.4.

—0.1 —~

—0.2 &

Byzh
ﬁyzh

Bzh

(aCCP A =1 (b) OCTA, A =1

Figure 4.53: Contour plots of #,(3;,) — 1 for CCP and OCTA scheme, for 8, € [0, 71]3. Top row: 2-D
slice through 3, = 0 plane. Bottom row: 2-D slice through 8, = (. (side-diagonal) plane. Contour
lines denote 2% increments. The dashed-dotted line denotes |3),| = (1, 2% and the dotted line denotes

1Br| = Bh,1%-

Next we consider three other special cases: the IISO, IISO2, and IWB schemes (with A = Apax);
these are shown in Fig. 4.54. It can be seen that, as expected, the IISO and IISO2 schemes exhibit
isotropic behaviour near DC. We can also see that the dispersion errors along worst-case directions for
these isotropic schemes appear to be identical (axial directions). As such, the 19-point scheme (the IISO
scheme) is generally a better choice than the 27-point IISO2 scheme, as it requires fewer computations
(nearly 30% fewer) per pointwise update for the same (worst-case) dispersion errors; this was also noted
in [280].#7 The isotropic schemes also have slightly larger critical wavenumbers Br,19% and B, o9, than
the IWB scheme, but they also operate at higher sample rates for the same h. As for the IWB scheme, it
demonstrates exact dispersion along the axial directions, as in the analogous 2-D scheme (Fig. 4.14(c)).

Other special cases

While the above three examples are essentially the optimal cases for which more than one element
of «v is non-zero, there are alternatives not far from these cases that offer slight improvements in the
one- and two-percent critical wavenumbers. For example, two schemes that are very close to the IISO
and IISO2 schemes in their parameters are shown in Figs. 4.55(a) and 4.55(b). Strictly speaking, the
schemes featured in Figs. 4.55(a) and 4.55(b) are not isotropic near DC, but specifically at the 2% error
isocontour, these schemes appear to be more isotropic than the IISO and IISO2 schemes. As will be

seen shortly, this leads to slightly better computational efficiency for that error threshold.

4TWe should that while the IISO scheme does not have a monotonic dispersion relation along the diagonal directions, this
should not be seen as a deterrent to the use of this scheme, as this phenomenon only appears at wavenumbers for which dispersion
errors are already quite significant in all schemes within this family (for at least one wave direction).
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Figure 4.54: Contour plots of #,(3;,) — 1 for (K + 1)-point compact schemes in 3-D, for 3, € [0, 7]3.
Top row: 2-D slice through 8, = 0 plane. Bottom row: 2-D slice through 8, = 3, (side-diagonal)
plane. Contour lines denote 2% increments. The dashed-dotted line denotes |34| = [}, 2% and the
dotted line denotes | 3| = B, 1%.
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Figure 4.55: Contour plots of #,(3;,) — 1 for (K + 1)-point compact schemes in 3-D, for 3, € [0, 7]>.
Top row: 2-D slice through 3, = 0 plane. Bottom row: 2-D slice through 3, = 3. (side-diagonal)
plane. Contour lines denote 2% increments. The dashed-dotted line denotes |3;| = [}, 2% and the
dotted line denotes |By,| = B, 1%.

Related 2-D schemes

It is worth pointing out some special relationships between this family of 27-point schemes and the 2-D
compact nine-point scheme. For example, it can be seen that for the IWB scheme in Fig. 4.54(a), the
B, = 0 slice is identical to that of Fig. 4.53(a), and to Fig. 4.14(c). We also note that the 5, = 0 slices
for the IISO and IISO2 schemes in Figs. 4.54(b) and 4.54(c) are identical to Fig. 4.14(b).

In fact, it is straightforward to work out when the solution is constant along one coordinate direction

168



(e.g., the z-direction), that analogous (related) 2-D schemes will satisfy the following relations:

a1,0) = (1,00 T A(1,1,0/2, a1 = aa1,0/2+aqa (4.227)

As such, the 3-D IWB and the CCP schemes would reduce to the 2-D IWB scheme for a solution that
is constant along one coordinate direction. Similarly, the 3-D IISO and IISO2 schemes reduce to the
isotropic nine-point 2-D scheme. In fact, all isotropic schemes in this 3-D family reduce to the single
2-D isotropic scheme, with a(; o) = 2/3 (as one might expect).*® It is also worth noting that the OCTA

scheme reduces to the rotated five-point scheme in 2-D along the 3, = 0 plane.

On cutoff frequencies

Next we will discuss the cutoff frequencies found in this family of schemes. The directional, mini-
mum, and global cutoff frequencies are defined as in the 2-D case (Egs. (4.128) and (4.129)), and the
inequalities (4.130) also hold for these 3-D schemes.

The minimum cutoff frequencies for the 3-D schemes within this family of 27-point schemes are
given in Table 4.11.%° It can be seen from the table that the 3-D IWB scheme (o = (%, %, %)) has the
property that wy, , = 7, provided that A = Ap,.x. However, as with the 2-D IWB scheme, it is important
to remember that not all of the bandwidth from the IWB scheme is accurately reproduced; dispersion
errors reach as much as 43% error ((1 — 1//3)%) in the IWB scheme.>

It is worth recalling that for the CCP and OCTA special cases, the respective cutoff frequencies wy, m
are not found at the extremities of B, as assumed in [136]. In fact, they are found at the wavenumber

Br = \/3m/2 along the diagonal directions.’’

Table 4.11: Cutoff frequencies for various (K + 1)-point compact schemes up to K < 26

name K ago0 Q11,00 1,11 A@Pox)  wem | Braw  Brewn
SLF 6 1 0 0 0.577 0.3927 | 0.190m  0.2687
CCP 12 0 1 0 1.000 0.6677 | 0.261m  0.3587
OCTA 8 0 0 1 1.000 0.5007 0.1347  0.1897
IWB 26  1/4 1/2 1/4 1.000  1.0007 | 0.2697  0.379n
IISO 18 1/3 2/3 0 0.866 0.6677 | 0.3027  0.4147w
11SO2 26 5/12 1/2 1/12 0.866 0.6677 0.3027  0.4147w
— 18  129/400 271/400 0 0.870 0.6717 | 0.3037  0.4187
— 2% 25 1/2 1/10 0.877  0.68lm | 0.3037  0.4277

Comparing for wideband accuracy and relative computational efficiency

Here we compare special cases of interest within this family in terms of critical wavenumbers and
relative computational efficiency. The one- and two-percent critical wavenumbers for these schemes are
listed in Table 4.11; it can be seen that the isotropic schemes (and close alternatives) provide the highest
(spatial) bandwidth under which one- and two-percent error criteria are satisfied.

In order to take into account the different optimal Courant numbers (and thus different operating

sample rates for the same h)*2, we can look at the relative computational efficiencies (RCEs) defined

“8However, it is not always the case that the 3-D schemes permit the same Courant numbers as the 2-D analogues, for there are
many isotropic schemes for which Amax < 1/3/4.

49We leave out the global cutoff because wy, ; = m™ when A = Amax-.

50As in the 2-D TWB scheme, this special property is only possible by virtue of dispersion errors along non-axial directions.

SlConsequently, the closed-form expressions for cutoff frequencies provided in [136, Eq. (25)] are not sufficient for the CCP,
OCTA and IISO schemes.

S2Equivalently, the following comparisons account for different grid densities when these schemes have the same sample rate.
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by (4.39), using the simplest seven-point scheme as a reference. These RCEs were given in [136,
Table II] considering 2%, 4% and 8% error criteria. Here, we consider a continuous range of error
criteria from 0.1%-10%, as shown in Fig. 4.56. As reported in [136], we see that the IISO (or IISO2)

scheme generally has the highest RCE for less than 4% dispersion error. The alternative choices, o =

(@ 271
4007 400°

thresholds greater than 1%. For greater than 6% error, the IWB scheme has the highest RCE, and
generally becomes the most efficient choice up to 10% error. We see that the OCTA scheme is a poor

0) and o = (2, §, 15), are slightly more efficient than the IISO and IISO2 schemes for error

choice relative to all other schemes. It is also important to point out that the displayed RCEs tend to be
constant in the limit of small errors, which is a consequence of these schemes having the same (global)
order of accuracy. We will revisit these comparisons when we reconsider the CCP and OCTA schemes
on non-Cartesian grids (in Section 4.6), at which point their RCEs can increase by factors of two and

four, respectively.

12 T T 1177 T 17171
—— K =6,a = (1,0,0) (SLF)
\
—— K =12, = (0,1,0) (CCP)
] I \ i K =8,a = (0,0,1) (OCTA)
9 — K =18,a = (%, 2,0) (1S0)
: \ — K =26, = (%, %,1) aWB)
Bl H K =18, = (128,271 )
— K=26,a=(%,3,15)
0 L I T T TTT L | -
0.1 1 10

error threshold (X %)

Figure 4.56: Relative computational efficiencies for various choices of a = (cv(1,0,0), (1,10, a(1,1,1))
for the family of 27-point compact explicit schemes on the Cartesian grid.

4.5.4 High-order and optimised (K + 1)-point schemes with X < 62

In this section we investigate some high-order explicit schemes, employing stencils that reach out be-
yond the conventional first three compact shells, analogous to the wide stencils and schemes considered
in 2-D. Among the many choices of possible stencils, the focus here will be on the four 3-D stencils
shown in Fig. 4.57. These stencils involve neighbouring points that can be reached by at most three

spatial steps along any combination of coordinate axes.

(@ K =24

(b) K =42 (c) K =56 (d) K =62

Figure 4.57: (K + 1)-point 3-D stencils.

A family of discrete Laplacians using these stencils can be written as:

Oar = (1,0,0)04,(1,0,0) + (1,1,0)04,(1,1,0) + Q(1,1,1)04,(1,1,1)

+ 0(2,0,0)04,(2,0,0) T €(2,1,0)04,(2,1,0) T 4(3,0,0)04,(3,0,0) (4.228)
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for which we have the 27-point family of discrete Laplacians as special cases, as well as the 2 M th-order

accurate leggy discrete Laplacians for M/ < 3. For convenience we define o here as:

o = (01,0,0)5 0(1,1,0), O(1,1,1)5 (2,0,0) > C(2,1,0) (3,0,0)) (4.229)

and clearly, for consistency we require that v - (1,1,1,1,1,1) = 1.
A two-step scheme for the 3-D wave equation follows from (4.20), with the discrete Laplacian
da = 0a v defined above (we have used the same notation as in the 2-D case, for brevity). The update

equation for this scheme is:

n 3 6 2 n
gz:’_zlyl = <2 -\ <6a(1 0,0) +3(1,1,0) + 201,11y + a(z 0,0) T 504(2 1,0) + 30¢(3 0 0)>> Wiy iy i
+)‘2(0‘(100)62'(100)+ Qi+ — Qa1

(200) ®(2,1,0)

n n a(3 0,0) ~n e
Q; (2,000 T Q (21,00 T Q ,(3,0 0)) _%”1“ (4.230)

Fourth-order and sixth-order schemes

From a Taylor expansion of this parametrised discrete Laplacian, it is straightforward to arrive at the

following constraint for fourth-order isotropy:
(2,—-1,-4,8,2,18) - =0 (4.231)
as well as the following two conditions required for sixth-order isotropy:
(-2,3,8,-32,-6,-162) - =0, (0,1,—4,0,4,0) - =10 (4.232)

After imposing these constraints, the derivation of high orders of global accuracy using modified equa-
tion methods follows the two-dimensional case, so we can simply refer to Eqs. (4.145)—(4.153). Leaving
A as a free parameter, we need three degrees of freedom in « to achieve a fourth-order accuracy, and
six to achieve a sixth-order accuracy.>® In principle, it is possible to achieve fourth-order accuracy with
K € {24,42,56} and K = 62 could result in a sixth-order accuracy, but we must also check that

stability can be ensured. Additionally, in the 57-point scheme we can impose a sixth-order isotropy.

Table 4.12: Parameters for high-order accurate schemes on 3-D Cartesian grid.

K OoA  anoo a@uo Q111 %200 X210  ©3.00) A2 A (approx.)
24 (4,4) 1 2 0 -2 0 0 i 0.577
42 (4,4) BB 2 0 0 A 3-V3 0.796
56 (4,4) 10=¥IT 4vIT 10-3VIT YA 2oVID 0 VD 597
62 (6,6) 15 = = -5 -Z = 3 0.577

Table 4.12 lists the parameters found to provide high orders of accuracy, at maximal Courant num-

53 As noted in [280], the isotropic special cases of 27-point compact explicit schemes have a sufficient number of free parameters
to impose a fourth-order local truncation error, but A would have to be fixed to an unstable value of A = 1 (Amax < 1/3/4 for
the isotropic schemes in that 27-point family).
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bers for stability, which also happen to be optimal for numerical dispersion. The relative dispersion
errors for these schemes are then displayed in Fig. 4.58. For K = 24 and K = 62, the stability condi-
tionis \ < \/1/73» like the simplest 3-D scheme.* Also, like the simplest scheme in 3-D, those schemes
demonstrate an exact wave speed along diagonal wave directions.

Remarkably, the 57-point scheme has the same Courant number as the 21-point scheme featured
previously in 2-D, and the 5, = 0 slice of its dispersion relation appears identical to Fig. 4.19(c). In
fact, it can be shown that this 57-point 3-D scheme reduces to the 21-point 2-D scheme for a solution

that is constant along one coordinate direction, since this leads to the relations:

o(1,0) = (1,00) + (1,1,0)/2 + Q(2,1,0)/10 o1,1) = ¥1,1,0)/2 + 1,11

(2,0) = X(2,0,0) 5  ¥(2,1) = ¥(2,1,0)/2 Q(3,0) = &(3,0,0)

From the above relations, we also discover that the 25- and 63-point 3-D schemes reduce to the 13- and
25-point 2-D schemes, but for different A, in 2-D and 3-D.
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Figure 4.58: Contour plots of 0,(3,) — 1 for (K + 1)-point high-order accurate schemes in 3-D, for
Br € [0,7]3. Top row: 2-D slice through 3, = 0 plane. Bottom row: 2-D slice through 3, = 3, (side-
diagonal) plane. Contour lines denote 2% increments. The dashed-dotted line denotes |38,| = S 2%
and the dotted line denotes |B4| = B, 1%.

Optimised schemes

In this section, we trade off high-order accuracy in favour of a wideband accuracy. Disregarding con-
ditions for high-order accuracy leaves us with as many as five free parameters to be optimised, keeping
only the constraint for consistency (for a base second-order accuracy). As in [96] (work of the present
author), these parameters have been optimised mainly using a standard implementation of the simplex
method (fminsearch in MATLAB [164]) in order to maximise a one-percent critical wavenumber.
The results of these optimisations are shown in Table 4.13, where all values have been rounded to three

decimal places, for brevity (the Courant numbers are truncated). The relative dispersion errors for these

54This may seem remarkable at first, but it follows the 2-D case in Table 4.4, and there is indeed a pattern. A general expression
for these 2 M th-order accurate schemes, using stencils that are compact in the £1-norm (in any number of dimensions) was found
by Tuomela [282]. Such (K + 1)-point stencils have K = (2M? + 3M + 4)(2M/3) in 3-D, K = 2M? + 2M in 2-D, and
K = 2M in 1-D. The 3-D cases with K = 42 and K = 56, which are not compact in the ¢; sense, have not appeared in the
literature (to our knowledge).
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optimised schemes are displayed in Fig. 4.59. In comparison to Fig. 4.58, we observe improvements in

the one- and two-percent critical wavenumbers for each respective stencil size K.

Table 4.13: Parameters for second-order accurate optimised 3-D Cartesian schemes

K &(1,0,00  ¥1,1,0)  ¥1,1,1)  ¥2,0,00 *2,1,00 ¢(3,0,0) A (approx.)

24 0.899 0.415 0 -0.314 0 0 0.608
42 0.423 0.824 0 0 —0.247 0 0.797
56 0.190 0.903 0.063 0.194 —0.350 0 0.925

62 0.194 0.859 0.083 0196 —-0.312 —0.020 0.933

0
—0.05 < <
> >
—0.1 «Q Q
—0.15
™
<= <
n n
> =
Q Q
0 x/2 7 0 x/2 T 0 x/2 7
Bzh Bah Bzh
() K = 24 ) K = 42 (© K = 56 K =62

Figure 4.59: Contour plots of @,(35) — 1 for (K + 1)-point optimised wide-stencil schemes in 3-D, for
Br € [0,7]3. Top row: 2-D slice through 3, = 0 plane. Bottom row: 2-D slice through 3, = 3, (side-
diagonal) plane. Contour lines denote 2% increments. The dashed-dotted line denotes |3, = B, 2%
and the dotted line denotes | 34| = B, 1%.

4.5.5 Comparing schemes for wideband accuracy

At this point it is worth comparing the various 3-D schemes we have seen so far, in terms of their critical
wavenumbers, and also considering normalisations for computational costs, as we did for 2-D Cartesian
schemes in Section 4.3.7. In Table 4.14, we list the one- and two-percent critical wavenumbers for a
selection of the schemes presented thus far, along with their associated Courant numbers. For these
comparisons, schemes are classified into four families, analogous to those defined for the 2-D case (in
Table 4.6).%

The one-percent critical wavenumbers 3}, 1% (normalised for memory costs) are plotted in Fig. 4.60
as a function of stencil size. Similarly, the critical wavenumbers 3}« 19 (normalised for spatiotemporal
densities) are plotted in Fig. 4.61 as a function of stencil size. We see from Fig. 4.60 that the optimised
leggy schemes tend to give the highest one-percent critical wavenumbers when memory costs are fixed,
followed closely by the optimised compact schemes, for K > 24.°% In Fig. 4.61, we see that when

33 As there are no leggy schemes with K € {56, 62}, we have chosen M € {9,10} = K € {54,60} for the two largest-
stencil leggy schemes in this comparison.

50This contrasts with what was seen for 2-D schemes in Section 4.3.7, since the compact schemes tended to produce better
results than the leggy schemes for larger stencil sizes.
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Table 4.14: Critical wavenumbers, 3}, 19 and 3}, 29, for various 3-D Cartesian grid—based schemes with
(K + 1)-point stencils

K family Oo0A A (approx.) Br,1% Bh 2%

6 — (2,2) 0577  0.191w  0.2687
12 leggy, A = Amax,pm (2,4) 0.500 0.3177  0.4567
18 leggy, A = Amax.ns (2,6) 0.470 0.3287  0.4617
24 leggy, A = Amax, M (2,8) 0.453 0.340r  0.4757

42 leggy, A = Amax,m (2,14) 0.428 0.3597  0.501w
54 leggy, A = Amax.r  (2,18) 0.420 0.366r  0.5127
60  leggy, A = Amax,mr (2,20) 0.417 0.3697  0.5157
12 leggy, A = Aoy, v (2 0.365 0.4687  0.5337
18 leggy, A = My i (2, 0.277 0.5847  0.6407
24 leggy, A = Ao v (2 0.240 0.6557  0.7057
0.201 0.766m  0.808w
0.179 0.8197  0.854w
0.174 0.8317m  0.864w
1.000 0.2627  0.3597
0.866 0.3027  0.414w
0.577 0.4247  0.5087
0.796 0.4927  0.5827w
0.897 0.566m  0.6627
0.577 0.5467  0.6227
0.870 0.3037  0.418~
0.608 0.6277  0.6747w
0.797 0.710mr  0.7527
0.925 0.8037  0.8467
0.933 0.7977  0.8407w

42 leggy, A= g m (2
54 leggy, A=XMgnm (2
60 leggy. A= Mgar (2
12 compact, constrained (
18  compact, constrained (
24 compact, constrained (
42 compact, constrained (
56  compact, constrained (
62  compact, constrained (
(
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(
(
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18 compact, optimised
24 compact, optimised
42 compact, optimised
56 compact, optimised
62 compact, optimised
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Figure 4.60: Critical wavenumber (3}, 1% (same memory costs) as a function of stencil size, for various
families of 3-D Cartesian grid—based schemes.

—o—leggy, A = Amax, M
3m/4 ——leggy, A = A v
compact, constrained

—k— compact, optimised

Br* 1%

o | | | | |
10 20 30 40 50 60
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Figure 4.61: Critical wavenumber 3} 19 (same spatiotemporal densities) as a function of stencil size,
for various families of 3-D Cartesian grid—based schemes.

spatiotemporal densities are normalised, the compact schemes offer better wideband accuracy than the
optimised leggy schemes when K > 24, since the leggy schemes must compensate for using higher
sample rates for the same h.
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Next we compare these schemes for their one-percent relative computational efficiencies, taking
into account the number of operations (FLOP instructions) required by each pointwise update. These
comparisons are illustrated in in Figs. 4.62 and 4.63, from which we find that some of the optimised
schemes are nearly 500x more efficient than the simplest schemes, in terms of pointwise updates, or
nearly 70x more efficient in total operation counts. In terms of the RCE-1%-opts metric (defined
by (4.40)), the 57-point optimised compact scheme appears to be the most efficient choice. It is impor-
tant to remember, however, that actual compute times (in practice) will not necessarily scale with these
relative efficiencies, as memory caching effects must also be considered (see, e.g., related work from
the current author [103]).

10° —
B x | —0—leggy, A = Amax, M
= A | ——leggy, A = Ao, i
2 102 = ——X compact, constrained
5 I 4 | —%— compact, optimised
O [ i
oot /o & o P——
5 Zs &
100 & | | | | |
10 20 30 40 50 60

stencil size (K + 1)

Figure 4.62: Relative computational efficiencies for one-percent error threshold (with simplest scheme
as reference), as a function of stencil size, for various families of schemes.

10 F \ ] T T —
] * —6— 1eggy’ A= Amax,M

7 B /’—/\i —x—leggy, A = Ao, s
& r — e compact, constrained
Z,E‘O 10! |- B compact, optimised
j&a| F =
&) [ i
~ [~ |

100

10 20 30 40 50 60
stencil size (K + 1)

Figure 4.63: Relative computational efficiencies for one-percent error threshold, scaled by (8/(K + 2))
(representing required FLOPS instructions or memory reads, relative to simplest scheme), as a function
of stencil size (K + 1), for various families of schemes.

4.5.6 Numerical example

In this section we compare the various 3-D schemes using a numerical example, analogous to what
was considered in Section 4.3.8. The initial conditions considered here are expressed by (4.155) (with
x € R3), but in this case we use ¢ = 340 m/s and o2 = 0.03 m>.

As in the 2-D case, we consider two scenarios: using h = p'/3h* with h* = 14 cm for all schemes
(normalised for memory costs), and using h* = 14 cm fixed across schemes and h = (u/\)'/*h* (i.e.,
normalised for spatiotemporal densities), and we recall that ;o = 1 for the Cartesian grid. The initial
two states for each scheme are computed with the initialisation scheme (4.156). The simulations are run
for a short duration (5 ms of simulation time) with outputs taken at a distance of V3 m, along the axial,
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side-diagonal, and diagonal directions (the extreme cases).’’ In order to obtain an “exact” solution to
compare against, we use the sixth-order scheme with i = 5 cm, such that dispersion errors are virtually
absent (for this set of initial conditions). The resulting outputs from the various schemes are displayed
in Figs. 4.64 and 4.66, along with the errors in Figs. 4.65 and 4.67.

Discussion

We start by discussing the case of fixed memory costs (b = p'/3h*), as shown in Fig. 4.64 (error
signals in Fig. 4.65). The simple 7-point scheme (SLF) provides relatively poor results for this choice
of grid spacing and initial conditions. The OCTA scheme is worse than the SLF scheme (as expected
by the analysis of relative computational efficiencies), but this can be improved by considering a more
appropriate setting on the BCC grid, as will be seen in the next section. Apart from the leggy schemes
with A = Apax, a, there is an improvement with increasing stencil size within each family. The best
results for fixed memory costs are generally obtained with K > 24 with the optimised leggy schemes
(A < Amax, M), and with the compact schemes (both high-order and optimised).

Next we discuss the scenario of fixed spatiotemporal densities (the grid spacing chosen as h =
(1) )\)1/ 4ph*), as shown in Figs. 4.66 and 4.65. Recall, in this case, schemes of the same stencil size can
be computed using the same number of FLOP instructions. In comparison to the previous scenario, the
leggy schemes suffer in performance as they must compensate for using small Courant numbers (and
thus high sample rates for a fixed grid spacing) by using coarser grids; this is similar what was seen for
the 2-D leggy schemes. Between the compact and the leggy schemes, we start to see a difference in
results for K > 24, which is also when we can achieve higher-order accuracy in both space and time
for these explicit schemes. In comparison to the scenario of fixed memory costs, results are relatively
unchanged for the compact schemes. The second-order accurate optimised compact schemes tend to
give better results than the high-order accurate compact schemes in this case.

57For the outputs, cubic spline interpolation is employed to show detail in the temporal plots, but this non-ideal interpolation
does not add noticeable artefacts.
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Figure 4.64: Time-domain plots of outputs at distance v/3 m from origin, along axial, side-diagonal, and
diagonal directions. Here, the various schemes have the same grid spacing (fixed memory costs).
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Figure 4.65: Plots of error signals from Fig. 4.64 (fixed memory costs).
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Figure 4.66: Time-domain plots of outputs at distance /3 m from origin, along axial, side-diagonal, and
diagonal directions. Here, the various schemes are normalised for spatiotemporal densities, which also
means similar operation counts for similar stencil sizes.

179



0.05 |~ B axial

diagonal
0 side-diagonal
—0.05 \ [—
2 4 6 8 10
time (ms) time (ms)
(a) 7-pt scheme (b) 9-pt OCTA scheme
0.05 [ - o0.05 | ‘ ‘ - o0.05 ‘ ‘ - o0.05 -]
0 0 0 0
—0.05 |- ‘ ‘ ‘ - —0.05 |- ‘ ‘ ‘ - —0.05 |- ‘ ‘ ‘ -| —0.05 |- ‘ ‘ ‘ —
2 4 6 8 10 2 4 6 8 10 2 4 6 8 10 2 4 6 8 10
time (ms) time (ms) time (ms) time (ms)
(c) 13-pt leggy, A = Amax,2 (d) 13-ptleggy, A = Ay 2 (e) 13-pt CCP scheme (f) 27-pt IWB scheme
0.05 ‘ - oosf ! ‘ - oosf| ‘ - oosf ‘ —
0 0 0 0
—0.05 |- i i i - —0.05 |- i i i ~| —0.05 |- i i i | —0.05 |- i i i -
2 4 6 8 10 2 4 6 8 10 2 4 6 8 10 2 4 6 8 10
time (ms) time (ms) time (ms) time (ms)
() 19-ptleggy, A = Amax,3 (h) 19-ptleggy, A = X193 (1) 19-pt IISO scheme (j) 27-pt IISO2 scheme
0.05 ‘ - oosf ! ‘ - oosf| ‘ - oosf| ‘ —
0 0 0 QQM”OM 0 -WW@OS&
—0.05 |- ‘ ‘ ‘ - —0.05 |- ‘ ‘ ‘ —| —0.05 |- ‘ ‘ ‘ —| —0.05 |- ‘ ‘ ‘ —
2 4 6 8 10 2 4 6 8 10 2 4 6 8 10 2 4 6 8 10
time (ms) time (ms) time (ms) time (ms)
(k) 25-ptleggy, A = Amax,4 (1) 25-ptleggy, A = X194 (m) 25-pt compact, fourth-order (n) 25-pt compact, optimised
0.05 ‘ - oosf ! ‘ - oosf| ‘ - oosf| ‘ —
0 0 —%%%W 0 ﬁWQoM 0 F~ ALY S
—0.05 |- I I I - —0.05 I I I -] —0.05 | I I I -] —0.05 | I I I 7
2 4 6 8 10 2 4 6 8 10 2 4 6 8 10 2 4 6 8 10
time (ms) time (ms) time (ms) time (ms)
(0) 43-ptleggy, A = Amax,s (p) 43-ptleggy, A = Ao 5 (q) 43-pt compact, fourth-order (r) 43-pt compact, optimised
0.05 [ ‘ L oosf ‘ ] oos | ‘ ] oos | ‘ ]
0 0 -“W 0 W 0 —~ N\
—=0.05 |- I I I - —0.05 | I I I -] —0.05 | I I I -] —0.05 | I I I 7
2 4 6 8 10 2 4 6 8 10 2 4 6 8 10 2 4 6 8 10
time (ms) time (ms) time (ms) time (ms)
(s) 55-ptleggy, A = Amax,9 (t) 55-ptleggy, A = A1 9 (u) 57-pt compact, fourth-order (v) 57-pt compact, optimised
0.05 - T T T 1 o005 F T T T I 0.05 T T T I 0.05 T T T 7
0 0 ——\IW 0 —«9@%&@00606 VA Ve o
—0.05 \ I R — \ [ =005 \ [ ] -005 \ —
2 4 6 8 10 2 4 6 8 10 2 4 6 8 10 2 4 6 8 10
time (ms) time (ms) time (ms) time (ms)
(w) 61-ptleggy, A = Amax,10 (x) 61-ptleggy, A = A1, 10 (y) 63-pt compact, sixth-order (z) 63-pt compact, optimised

Figure 4.67: Plots of error signals from Fig. 4.66 (normalised for spatiotemporal densities).
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4.6 Non-Cartesian schemes for the 3-D wave equation

In this section we consider finite difference schemes on non-Cartesian (lattice-based) grids in 3-D,
namely the face-centered cubic (FCC) and body-centered cubic (BCC) grids. Both of these lattices
can be seen as 3-D analogues to the 2-D hexagonal grid, as will be explained shortly, and thus we
might expect them to perform better than Cartesian schemes of the same stencil size (as was seen
in 2-D with the hexagonal schemes). We should note that apart from the simplest schemes on these
grids [144, 1, 21, 196], the non-Cartesian schemes to be considered in this section have not (to our
knowledge) appeared in the literature.

FCC and BCC grids can be found as subgrids on the Cartesian grid (as will be illustrated shortly),
and as such it will be convenient to use the same grid function w;’, but ¢ will be restricted to a subset
of Z? that makes up the non-Cartesian grid of interest. It should be noted that as a consequence of this
choice of notation, h will not represent the respective grid spacings on the FCC and BCC grids (i.e.,
the inter-nodal distance), but rather the grid spacing h on the overarching Cartesian grid; this will be
important to remember (as such, it will be repeated later). The grid spacings for the FCC and BCC grids
will be represented instead by 4/, and the relationship between A’ and h will be specified shortly.

4.6.1 Non-Cartesian grids and sampling considerations

Apart from the cubic lattice (Z3), from which we derive the Cartesian grid,58 there are two other lattices
to consider in 3-D: the face-centered cubic (FCC) lattice and the body-centered cubic (BCC) lattice.
In the crystallography literature [104], these lattices are often illustrated by their respective cubic “unit
cells”, which can be used to tile space and populate the respective lattices. The traditional unit cells for
these lattices are shown in Fig. 4.68. The names “FCC” and “BCC” derive from the fact that there are
lattice points at cubic face centers in the FCC lattice’s unit cell, while there is a lattice point at the center
of the cube (the body center) for the unit cell of the BCC lattice, as seen below.

(a) simple cubic (b) face-centered cubic (c) body-centered cubic

Figure 4.68: Unit cells of simple cubic, face-centered cubic (FCC), and body-centered cubic (BCC)
lattices. The grey lines show adjacencies between nearest-neighbouring lattice points.

An important characteristic of each of these lattices is its “kissing number”, which is the number of
non-overlapping spheres that can touch, or “kiss”, a sphere of the same size centered at the origin on the
lattice [58]. The cubic lattice has a kissing number of six, and the FCC and BCC lattices have kissing
numbers of twelve and eight respectively [58]. Consequently, the kissing number is also the number of
nearest-neighbouring points of any given point on the lattice. These nearest-neighbour adjacencies are
illustrated in the unit cells (alternative to Fig. 4.68 for cubic and FCC) in Fig. 4.69. These arrangements
of points are essentially simple (K + 1)-point stencils to be used for discrete Laplacians, where K is
the kissing number of the lattice. Indeed, these stencils pertain to da (1,0,0)> 0a,(1,1,0)> and A (1,1,1), as

seen previously (in Fig. 4.47).

58We use the terms “grid” and “lattice” interchangeably here, but strictly speaking, a lattice can be defined as a set of vectors
that are closed under addition, and thus a lattice must contain the origin [58].
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(a) simple cubic (b) face-centered cubic (c) body-centered cubic

Figure 4.69: Illustrations of nearest-neighbouring points to the origin in simple cubic, face-centered
cubic (FCC), and body-centered cubic (BCC) lattices.

There are multiple ways to define, or construct, the FCC and BCC grids, including the above-
mentioned method of tiling space with the traditional cubic unit cells. For example, one can define the
FCC grid as a hyperslice of the four-dimensional integer lattice [58], and subsequently one can define
the BCC grid as four shifted FCC lattices [58]. This construction is one way to relate the FCC and BCC
grids to the 2-D hexagonal grid. Specifically, this construction comes from the A, root lattice and its
dual [58]. In other words, the FCC lattice is the A3 root lattice and its dual is the BCC lattice [58]. The
hexagonal lattice is the A5 root lattice, but it is self-dual [58]—this is why both FCC and BCC grids are
analogous to the hexagonal grid.>

Another, perhaps more practical, construction is to view the FCC and BCC lattices as subsets of
a Cartesian grid.%* In a similar fashion, we will define the FCC and BCC grids as “subgrids” on the
Cartesian grid using the Cartesian grid spacing h. For this, we first define index sets for FCC and BCC

grids in the following manner:

IO ={i e Z®: (ip + iy +i,) mod 2 =0} (4.233a)
7® = {5 € Z* : (i, mod 2) = (i, mod 2) = (i mod 2)} (4.233b)

Then we define the FCC and BCC grids respectively as follows:
6y = {iner?:ic10}, G ={iher:icI®} (4.234)

These grid constructions are illustrated in Fig. 4.70. It is important to point out (again) that the Cartesian
grid spacing h is not equal to the distance between nearest-neighbouring points on the FCC and BCC
subgrids. The correct inter-nodal distances, under these constructions, are h’ = V2h and W' = V/3h,

respectively on the FCC and BCC grids.
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(a) FCC (b) BCC

Figure 4.70: Some points in the FCC and BCC lattices as subsets of the cubic lattice, and on right in (a)
and (b), adjacent nearest-neighbours are connected by green lines. The origin is the black point at the
center of each figure.

9See [98] for more discussion on these relationships.
®0This construction comes from the Dy root lattice, which includes the Cartesian grid in 2-D (but not the 2-D hexagonal
lattice) [58].
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Any regular lattice can be defined by a set of basis vectors [104], and accordingly, we could also

define these FCC and BCC grids respectively as:
G = {(Vimh:me 7, G ={Vymh:meZ%} (4.235)

where V¢ and Vy, are generator matrices of the lattices:

0 11 -1 1 1
Vi=1|1 0 1], Vy= 1 -1 1 (4.236)
1 10 1 1 -1

and m is taken to be a column-vector.

As mentioned previously for use in hexagonal schemes, multidimensional sampling in the frequency
domain is characterised by the wavenumber cell of the lattice [191] (the first Brillouin zone [104]), and
the wavenumber cell of the chosen sampling lattice is the Voronoi cell of its reciprocal or dual lattice.
In general, the reciprocal of a lattice is generated by the inverse of the generator matrix, and scaled
appropriately for the frequency quantity of interest; here, the quantity of interest is 3 in rad/m, so we
further scale by 27 /h. The cubic lattice is treated in a simple manner because its generator matrix is the
identity, and is thus self-dual. As for the FCC and BCC grids, we respectively define their dual grids as:

—

G = {@2n/nV;'m c R® :m € 7%} (4.237a)
GY = {(@2n/n)V; 'm c R® : m € 7%} (4.237b)

The FCC and BCC grids are reciprocal (respective duals), since 2V L= V. We could also define

these dual grids as:

— —

G = {(w/h)m cR:me z<b>} , GY = {(w/h)m cR:me z<f)} 4.238)

By the respective Voronoi cells of the FCC and BCC grids, the wavenumber cell of the FCC lattice
is a truncated octahedron (fourteen-sided), and the wavenumber cell of the BCC lattice is a rhombic
dodecahedron (twelve-sided) [58]. We denote these wavenumber cells as B¢ and By, respectively, and

we define them by the following systems of linear inequalities:

Br = {x € R? : |Asx| < 7b¢} (4.239a)
By, = {x € R®: |Apx| < by} (4.239b)
where
1 00 1 -1 1 1 B 1 01 -1 0 0 B
A} =)0 1 01 1 -1 1 , A,=]11 10 1 -1 1
00 1 1 1 1 -1 01 1 0 1 -1
(4.240a)
1 T 1 T
bfzE 1 1 1 3/2 3/2 3/2 3/2} : bbzﬁ 11111 1} (4.240b)

These FCC and BCC wavenumber cells are illustrated in Fig. 4.71, inscribed within the usual cubic
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wavenumber cell B = [—m, 7]? in the normalised wavenumber domain 3;, € R3, where h is the
Cartesian grid spacing. It can be seen that these wavenumber cells only cover a portion of the cubic
wavenumber cell B, but it is important to remember that the way these grids have been defined, their
grid densities are only a fraction of that of the Cartesian grid. The spatial densities, along with other
measures of interest for these grids are listed in Table 4.15. These include the inradius, circumradius,
and volume of each respective wavenumber cell. The circumradius is the largest wavenumber that can
be discretised on the grid (only in specific directions), and the inradius of the wavenumber cell deter-
mines the largest wavenumber that can be discretised irrespective of wave direction. Fig. 4.72 illustrates
how these wavenumber cells tile the wavenumber space. These tilings (in the spatial domain) will be

revisited in Chapter 6.

T -7
Byh B.h Byh Beh

(a) FCC, By (b) BCC, By,

Figure 4.71: Wavenumber cell of FCC and BCC lattices for 3;, with Cartesian grid spacing h.

(a) FCC, By (b) BCC, By,

Figure 4.72: Wavenumber cells of FCC and BCC lattices, each with four neighbouring cells. The
Cartesian wavenumber cell is superimposed, in dashed lines.

Also found in Table 4.15 is the sampling efficiency of each grid, which is defined as the volume of
the wavenumber cell divided by the volume of the largest sphere inscribed in the wavenumber cell [191].
This is essentially a measure of the relative portion of the wavenumber cell can be used for isotropic
sampling. It turns out that the FCC and BCC grids are more efficient for 3-D sampling than the Cartesian
grid, with the BCC grid being the optimal one [191]. More specifically, the FCC and BCC grids are
respectively 30% and 41% more efficient than the Cartesian grid for 3-D sampling, which also means
that on FCC and BCC grids, one can sample an isotropic signal using 23% and 29% fewer samples,

respectively, than what is required on a Cartesian grid.
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Table 4.15: Some measures for grids and associated 3-D normalised wavenumber cells, in terms of
Cartesian grid spacing h, and where /'’ is the inter-nodal distance on the grid (the distance between
nearest-neighbouring grid points).

grid k' density of grid  wavenumber cell inradius  circumradius  volume  sampling eff.
cubic h h=3 B (cube) ™ V3r 83 52.3%
FCC  +/2h (1/2)h=3 B (truncated octahedron) 3/4m \/5/4m 473 68.0%
BCC V3h (1/4)h=3 By (thombic dodecahedron) 1/2m 7 273 74.0%

We can also associate temporal sampling constraints to the spatial sampling grids, via the rela-
tion wy, /. = +|8y|. If the spatial bandwidth is limited to S}, max, Which is between the inradius and
circumradius of the wavenumber cell, then we have (4.8) as a constraint on k£ and A. If we choose
Bh,max = Bmaxh as the inradii of the wavenumber cells (as we should for an isotropic sampling), then
we should choose h (the Cartesian grid spacing) and k as:

3 T 3 A
FCC: h = \/; <5max) = k= \/; (2fmax) (4.241a)

1 T 1 A
BCC: h = ﬁ <ﬁmax) — k= ﬁ <2frmx) (4.241b)

where fiax = 652% As such, we end up with the following optimal Courant numbers for spatiotem-
poral sampling:

FCC: A=+/4/3, BCC: A=+2 (4.242)

It is important to remember that the above Courant numbers are defined as A = ck/h with Cartesian grid
spacing h, rather than with the inter-nodal distances h’. As such, let us also define the rescaled Courant
numbers A = ck/h’ where h' is the inter-nodal distance on the FCC or BCC grid (see Table 4.15).
In terms of this rescaled Courant number, the optimal Courant number for spatiotemporal sampling is
N = /2/3, equally FCC and BCC grids.

If we compound these temporal sampling constraints with the spatial sampling efficiencies, we
can calculate spatiotemporal sampling efficiencies, in terms of the spatiotemporal densities required
to isotropically sample some solution to the 3-D wave equation with a limiting wavenumber S}, max. In
doing so, we find that the FCC and BCC grids require 37% and 42% fewer spatiotemporal samples than

a Cartesian-based spatiotemporal sampling scheme.

Interleaved FCC and BCC subgrids

Before moving on, we should point out that, in addition to the FCC and BCC subgrids defined above
(which include the origin), one finds shifted FCC and BCC subgrids on the remaining points in the
Cartesian grid. This is illustrated by the checkerboard colouring of the Cartesian grid in Fig. 4.73 for
the FCC case (this happens to be the 3-D analogue to Fig. 4.15). Fig. 4.74 illustrates the BCC case,
where there are three additional shifted BCC lattices to be found on the Cartesian grid, apart from the
BCC subgrid that includes the origin. This is an important detail that leads to spatial decoupling in some
Cartesian schemes that were considered earlier, as will be seen shortly.
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Figure 4.73: Checkerboard (even-odd) colouring of some points in a Cartesian grid, demonstrating two
interleaved FCC subgrids.
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Figure 4.74: Some Cartesian grid points in four colours, demonstrating four interleaved BCC subgrids.

4.6.2 Discrete Laplacians on FCC and BCC grids

We can adapt the parametrised approximations to the 3-D Laplacian provided in Section 4.5.1 to the
FCC and BCC subgrids simply by restricting the triplets g € Q to associated stencils of points that are
part of those subgrids. When such a stencil fits on the FCC or BCC grid, we will say that the stencil and
the associated discrete Laplacian operator are “native” to that grid.

Stencils that are native to the FCC and BCC grids have, respectively, ¢ € Qf C Qand g € Q, C Q,

where Q¢ and Q, are defined as:

Qr:={q€Q: (g1 +¢ +¢3) mod 2 =0} (4.243a)
Qb :={q € Q: (@1 mod 2) = (g2 mod 2) = (g3 mod 2)} (4.243b)

For example, 04 (1,1,0) is native to the FCC grid, and da (1,1,1) is native to the BCC grid (shown in

Figs. 4.75(a) and 4.75(b)), as their stencils pick out the K nearest neighbours on the associated grid.

(a) Stencil for da (1,1,0)» on FCC grid (b) Stencil for A (1,1,1), on BCC grid

Figure 4.75: Stencils for simplest discrete Laplacians on FCC and BCC grids.

From the discussion about the 2-D rotated five-point scheme in Section 4.3.4, and from the inter-
leaved FCC and BCC subgrids shown earlier (Fig. 4.74), it should be apparent that spatial decoupling
will be a concern whenever a discrete Laplacian that is native to one of these subgrids is used on the

full Cartesian grid.%! Since the CCP and OCTA schemes (operating over the entire Cartesian grid, af-

61 Note, this is not exclusive to FCC and BCC subgrids, as one could also define Cartesian subgrids within a Cartesian grid, and
find discrete Laplacians that are “native” to those Cartesian subgrids. An example would be d (2,0,0) With a Cartesian subgrid
whose inter-nodal distance is h’ = 2h.
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ter [136]) use da (1,1,0) and 0 (1,1,1)» respectively, spatial decouplings are present in those schemes,
in a manner similar to what was seen in the rotated five-point scheme in 2-D. This will be discussed in

more detail shortly.

Compact discrete Laplacians on the FCC and BCC grids

Analogous to the compact 27-point discrete Laplacian, which uses the first three shells of points on
the Cartesian grid, we can define a (compact) 43-point discrete Laplacian using the first three shells of
points on the FCC grid:

OAYras = (1,1,0)04,(1,1,0) T @(2,0,004,(2,0,0) T X(2,1,1)04,(2,1,1) (4.244)

where Yr43 = {(1,1,0),(2,0,0),(2,1,1)}. Similarly, we can define a compact 27-point discrete
Laplacian using the first three shells of points on the BCC grid:

OA, Ty 2r = Q(1,1,1)0A,(1,1,1) T ¥(2,0,00A,(2,0,0) T ¥(2,2,0)0A,(2,2,0) (4.245)

where Ty 27 = {(1,1,1),(2,0,0),(2,2,0)}. For these discrete Laplacians, we define the three-vectors:

ar = (a(1,1,0), 4(2,0,0), ¢(2,1,1)) and o, = (11,15 (2,0,0)» ®(2,2,0))» and for consistency we need:
ar-(1,1,1) =1, - (1,1,1) =1 (4.246)

From Taylor expansions of these discrete Laplacians we can obtain constraints for isotropy to fourth-
order. For the FCC discrete Laplacian 6 v, ,,, the constraint for isotropy is:

3 -2«
Q(2,00) = 711(1’1’0) #0 (4.247)

The isotropy constraint for the BCC discrete Laplacian da v, ,, is simply:
a(2,00) = 1/3 (4.248)

The choices oy = (8/9,1/9,0) and a, = (2/3,1/3,0) lead to isotropic discrete Laplacians with
K = 18 and K = 14, respectively, i.e., using only the first two shells of points (analogous to the
19-point Cartesian isotropic Laplacian). Some of the stencils that can arise from these three-parameter
families of discrete Laplacians, other than the special cases oy = (1,0,0) and a, = (1,0,0), are
illustrated in Fig. 4.76.

@ar=(,,0), K =18 ® oy =(,), K =42 ©ap=(,,0), K =14 Do = ("), K =26

Figure 4.76: (K + 1)-point discrete Laplacians 4 native to FCC and BCC grids for various choices
of ay = (1,1,0), @(2,0,0), ¥(2,1,1)) and ay = (Q(1,1,1), (2,0,0)5 ¥(2,2,0))- In the captions, *” is a
placeholder for a non-zero value.
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4.6.3 The simplest non-Cartesian schemes on FCC and BCC grids

In this section we will reconsider the simplest schemes on the FCC and BCC grids, which we respec-
tively called “CCP” and “OCTA” in the Cartesian setting, in order to present their numerical dispersion

relations in more appropriate non-cubic wavenumber cells.

The simplest scheme on the FCC grid
The simplest scheme on the FCC grid, henceforth the “13-point FCC scheme”, can be written as:
515,5@? = C25A’(1’1’U)Q? s 1€ I(f) (4.249)

This scheme is essentially the “CCP” Cartesian grid—scheme, but here we restrict i € Z(") for the FCC
subgrid. Here, u;’ is only defined for <z € 7 (f), so this scheme uses half the memory (and computational

density) of the CCP scheme defined on the Cartesian grid.

In terms of an update recursion, the 13-point FCC scheme can be expressed as:
A\? X
ut T = (2 = 3A)ul + T a0~ wrt iez® (4.250)

Considering the Courant number A = ck/h with the Cartesian grid spacing h, this scheme has the
stability condition: A < 1 [21]. In terms of the Courant number \' = ck/h’ where ' = \/2h is the
inter-nodal distance on this FCC grid, we have a stability condition of \' < \/m [196]. Under the
choice of N = \/m, one has the “dodecahedral DWM” [144, 1, 48], wherein the first term on the

right-hand side of the update equation cancels out.%?

The simplest scheme on the BCC grid

The simplest scheme on the BCC grid, which uses the 9-point discrete Laplacian da (1,1,1), can be
expressed as:
Spu = *oa g, i€I® (4.251)

This scheme is essentially the “OCTA” Cartesian grid—scheme, but here ¢ is restricted to a BCC subgrid,
ie., i € I, so this scheme uses a quarter of the memory and computational density of the OCTA

scheme defined on the Cartesian grid.

The update recursion for this scheme is simply:

)\2
utl =220l + ZQZ(LLO) —ult, e I® (4.252)

7ix7iyviz —lx,ly,

and for A = 1, one has the “octahedral DWM” [21, 48], wherein the first term on the right-hand side
cancels out. This scheme permits a concretely passive waveguide mesh implementation for all A < 1,
which is also A < \/1/3, for \' = ck/h’ where h' = \/3h is the inter-nodal distance of this BCC grid.

92We note that more generally, A’ < 1/1/3 is the condition required for a concretely passive waveguide mesh implementation

using self-loops; see [21]. For A’ = 1/1/2, a concretely passive waveguide mesh is in fact possible—indirectly, via two iterations
of the tetrahedral DWM [94] (work of the current author). It would be interesting to know if a concretely passive waveguide

implementation exists for /1/3 < X < 4/1/2.
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On spatial decoupling

We should note again that that these schemes can be employed on a full Cartesian grid (for ¢ € Z3),
but this leads to the kind of spatial decoupling discussed for the rotated five-point scheme in 2-D.
Considering the previous discussion about interleaved FCC and BCC grids within the Cartesian grid,
as illustrated by Figs. 4.73 and 4.74, there is an even-odd decoupling in the CCP scheme. Similarly,
the 9-point scheme—native to the BCC grid—decouples into what can be seen as four independent
solutions. Of course, one is free to employ the CCP and OCTA schemes in this fashion, but it is also
wasteful in memory.%® Such spatial decouplings were not taken into consideration in [131, 134, 136],
and as such, the relative computational efficiencies of the CCP and OCTA schemes reported therein can
be improved, as will be seen shortly.

Analysing numerical dispersion in FCC and BCC grid-based schemes

We will now analyse the numerical dispersion errors in these non-Cartesian schemes, in terms of nor-
malised wavenumbers 3;, = Bh, where h is the Cartesian grid spacing. Since we are considering
only the FCC and BCC subgrids, we should make use of the wavenumber cells B and B® defined
in (4.239).

It will be informative to start the analysis of dispersion errors by reconsidering the numerical disper-
sion relations themselves. For the most part, we have considered a 2-D slice of 3;, € [0, 7]? for which
B> = 0, and a 2-D side-diagonal slice for which 3, = j.. These slices of the respective wavenumber
cells (positive octants only) are illustrated by Fig. 4.77.
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Figure 4.77: Positive octants of wavenumbers cells of FCC and BCC lattices (for 3, with Cartesian grid
spacing h) and 2-D slice along plane passing through origin with normal vector i = (0,1/+v/2, —1/v/2)
intersected with these cells.

The numerical dispersion relations wy, .(8r,) are shown in Fig. 4.78 for these schemes (with A = 1),
and the boundaries of the respective wavenumber cells are delimited in white. In this figure it becomes
more clear how these dispersion relations follow the periodic tiling of the wavenumber cells.** Also, we
note that within these more appropriate wavenumber cells, the dispersion relations are monotonically

63The 13-point CCP scheme was employed in this fashion in [36], and despite a factor of two redundancy in the CCP scheme, it
was concluded that the 13-point CCP scheme outperformed the 27-point IWB scheme for the author’s GPU implementations [36].
For more on practical implementations of the 13-point scheme using the native FCC grid, see [101] (by the current author), [304],
and [192].

64One might notice that the top right corner of the axial slice in Fig. 4.78(a) does not appear to follow a clear periodicity like
the other slices. Indeed, it is part of a well-defined periodicity, but this only becomes apparent upon closer examination, starting
with the way in which truncated octahedra stack together to tile 3-D space, see Fig. 4.72.
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increasing with wavenumber along each wave direction.

Wh/e
Wh /c

< /2

Byzh
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Byzh
Wh /c

(a) FCC 13-point scheme (b) BCC 9-point scheme

Figure 4.78: Contour plots of numerical dispersion relations for FCC and BCC simplest schemes with
A = 1. Top row: 2-D slice through 3, = 0 plane. Bottom row: 2-D slice through 3, = 3. (side-
diagonal) plane. Contour lines denote 2% increments. The dashed-dotted line denotes |3,| = S 2%
and the dotted line denotes |3;| = f,1%. The white line denotes the limit of the respective and
appropriate wavenumber cells.

The relative dispersion errors for these schemes, along the aforementioned 2-D slices, are shown in
Fig. 4.79, wherein the limits of the respective wavenumber cells are denoted by blue lines. We note that
Figs. 4.79(b) and 4.79(c) are essentially identical to Figs. 4.53(a) and 4.53(b), except that here we only
consider the domains of the respective wavenumber cells. The dispersion errors that are found beyond
the limits of these non-Cartesian wavenumber cells do not need to be considered, as they pertain to

wavenumbers that cannot be discretised (without leading to aliasing) on the respective subgrids.

We have also displayed the FCC scheme with the choice of Courant number A = 4/2/3, as used in
the dodecahedral DWM [144, 1, 82] (\' = 1/1/3). It can be seen that the choice of A = /2/3 leads to
greater dispersion errors than A = A,ax, Which is as expected for such a (2, 2)-accurate scheme.

Comparisons with 27-point compact explicit schemes

It is worth reinvestigating the relative computational efficiencies of these schemes in comparison to the
compact 27-point Cartesian schemes. This was initially shown in Fig. 4.56, but here we additionally
consider the CCP and OCTA special cases on their native grids; see Fig. 4.80. In this figure, the red
dashed line shows the relative computational efficiency (RCE) of the 13-point scheme on the FCC grid
(for which = 1/2). The green dashed line shows the RCE of this nine-point scheme on the BCC
grid (with p = 1/4). u = 1 denotes Cartesian grid—based schemes. We can see now that the 13-point
FCC scheme is more efficient than all other Cartesian schemes in the compact explicit 27-point family,
provided that the error threshold is less than 8%. It is also worth noting that the nine-point BCC scheme
is more efficient than the seven-point Cartesian scheme (SLF)—yet still less efficient than other special
cases within that family.
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Figure 4.79: Contour plots of 7,(8,) — 1 for FCC and BCC simplest schemes. Top row: 2-D slice
through 3, = 0 plane. Bottom row: 2-D slice through 3, = J. (side-diagonal) plane. Contour
lines denote 2% increments. The dashed-dotted line denotes |3),| = (1, 2% and the dotted line denotes
|Bn| = Br,1%. The grey shaded region is outside of the limits of the respective wavenumber cells.
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Figure 4.80: Relative computational efficiencies for various choices of o« = (a(1,o,o), Q(1,1,0)5 04(1,1,1))
within compact explicit 27-point family on Cartesian grid (4 = 1), additionally considering non-
Cartesian grid densities (u # 1) for the FCC and BCC special cases.

4.6.4 Compact explicit schemes on FCC and BCC grids

At this point we will consider two families of parametrised schemes, using the first three shells of points
on the FCC and BCC grids, analogous to the three-parameter family of compact 27-point stencils on the

Cartesian grid.

On the FCC grid, a family of schemes can be written as:
Suuf = Aoar yul, i€I? (4.253)

where the discrete Laplacian da y ,,, employing up to 42 neighbouring points, is parametrised by

ar = (a(1,1,0), (2,0,0)> ¢(2,1,1))- The update equation for this scheme can be written as:

3 n
ultt = (2 —A? (30(171,0) + 522,00 + 04(11,1))) Uy

A(1,1,0) ~p @(2,0,0) ~n Q2,1,1) p - .
+/\2( 1 Qiaanet T Qieon T o z',<2,1,1>)*@? tooiezl @254
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and ov(2,1,1) = 1 — a(1,1,0) = Q(2,0,0)-

On the BCC grid, we consider the following scheme:
Suul = *oanry ooy, 5 €I (4.255)
which is parametrised by o, = (04(1,171), @(2,0,0), @(2,2,0))- The update recursion for this scheme is:

gi“ = (2 —\? (204(1,1,1) + 5%(2,0,0) + 404(2,2,0))) U

d1,1,1) (2,0,0) ~p ¥(2,2,0) ~p n— .
A2 (%Qi,(171,1)+ (4 ) i7(270,0)+% ,-7(2,2,0))—@,- L 5e10®  (4.256)

and for consistency we require that a2 2.0y = 1 — a(1,1,1) — @(2,0,0)-

Numerical stability

Conditions that are sufficient for stability with this family of schemes are straightforward to derive. For
the FCC and BCC schemes, we arrive at the following stability (concrete passivity) conditions:

4 8
FCC: )\ < ., BCC: )< (4.257)
2+4a,1,0) T @2,0,0) 3+ 5a(1,1,1) + 30(2,0,0)

with as > 0 and oy > 0 (all coefficients positive).

However, we expect that the interesting cases will be found at Courant numbers that go above suf-
ficient (passivity) conditions, as in many special cases of the Cartesian 27-point family [21] and also,
as in the case of the 13-point FCC scheme (for which (4.257) is too strict). Furthermore, high-order
accuracy is only possible provided that at least one free parameter in the discrete Laplacian is negative
(for such an explicit scheme). It would thus be desirable to have necessary and sufficient conditions for

these families of schemes (as functions of a; or ay,).

For these schemes, G(3;) is more complicated to analyse than it was for the analogous Carte-
sian family of schemes, since here, G(3,) is not multilinear in general, and related to this, global
extrema in G(3}) are not guaranteed to be found at particular locations on the boundaries of associated

wavenumber cells (such as vertices or face-centers).®

The derivation of necessary and sufficient condi-
tions is currently out of reach, but for now we can still investigate G(3},) numerically. With that said,
maxg, G(B) as a function of oy and «, are shown in Fig. 4.81 (calculated numerically), masked by
ming, G(Br) > 0. We see that, contrary to the Cartesian schemes in Figs. 4.51, stability regions are

not entirely divided into convex regions.%

Despite not being able to immediately obtain a general stability condition, there are many interesting
choices of oy and avy, for which global extrema are indeed found at vertices of the respective wavenumber
cells (and for which we can derive necessary and sufficient stability conditions). We present a few such
cases (labelled in Fig. 4.81), starting with the isotropic second-order special cases that are listed in
Table 4.16.

%5Two such examples we have found are a¢ = (0,0, 1) and s, = (0.25,0.15,0.6).
1n fact, there are complex details in these stability regions not apparent from this figure; we only give a cursory view for
brevity.
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Figure 4.81: Plots of maxg, G(8},) (evaluated numerically) for FCC and BCC compact schemes, each
as a function of the two free parameters and masked by ming, G(B8,) > 0. Special case schemes
are labelled and isotropic schemes appear along the dashed line. The concave regions to the left (not
coloured) have ming, G(8;,) < 0 and are therefore unstable. Contour lines denote increments of 0.2.
Concretely passive schemes (following (4.257)) are possible within the triangular region demarcated by
the dotted lines.

Table 4.16: Isotropic special cases with K < 26.

grid K «auoo0 Q110 Q111 Amax M hax
FCC 18 8/9  1/9 0 JI2/11 /6/11
BCC 14 2/3  1/3 0 3/2  \/3/4

BCC 26  1/2 1/3 1/6 V2 V2/3

Isotropic (K + 1)-point schemes with K < 26

We have identified three interesting isotropic schemes within this family of FCC and BCC compact
explicit schemes, whose parameters are listed in Table 4.16. These include the unique isotropic schemes
that make use of the first two shells of points on each respective grid (analogous to the 19-point isotropic
(IISO) scheme on the Cartesian grid), and one 27-point isotropic scheme on the BCC grid, which has
Amax Set to the optimal value for spatiotemporal sampling (as discussed in Section 4.6.1). The last
column of Table 4.16 gives the maximal Courant numbers in terms of the inter-nodal distances of the
respective grids, such that X = ck/h’ < N

max 18 also the stability condition.

The relative dispersion errors of these schemes (with A = A ,x) are shown in Fig. 4.82. In order
to get a better idea of how these schemes compare with each other (having different Courant numbers)
and how they compare to the Cartesian schemes from the compact 27-point family, we plot the relative
computational efficiencies of these schemes in Fig. 4.83. In that figure, it can be seen that the special
cases identified here are significantly more efficient than analogous Cartesian schemes. Notably, the
19-point isotropic scheme on the FCC grid is most efficient for less than 3% dispersion errors, above
which the 27-point isotropic scheme on the BCC grid is most efficient (considering only up to 10%
errors). It is also worth mentioning that this 27-point scheme on the BCC grid is more than two times

as efficient than the 27-point IWB scheme for less than 7% dispersion errors.

We also list minimal cutoff frequencies and critical wavenumbers for the special cases within these
families of non-Cartesian schemes in Table 4.17. It is important to remember that the maximal wavenum-

ber that can be isotropically discretised on these non-Cartesian grids is not simply 7/h (or even 7w/h’).
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As such, we have provided dimensionless critical wavenumbers, defined as:

Bh.x%
/ (]
= . - 4.258
P xs inradius of wavenumber cell ( )
and for any X%, /3, yo, can be at most unity.
Table 4.17: Special cases of compact schemes on FCC and BCC grids with K < 26.
grid K @00 91,100 Q1,1,1) Amasx Wem | Braw  Broaw | Bhaiw  Bhaw
FCC 12 1 0 0 1 0.6677 | 0.261m  0.3587 0.302 0.414
FCC 18 0 1 0 v/12/11  0.7207 | 0.301w  0.408~w 0.348 0.471
BCC 8 0 0 1 1 0.5007 | 0.1347  0.1897 0.190 0.268
BCC 14 2/3 1/3 0 \3/2 0.6677 | 0.2137  0.2937 0.302 0.414
BCC 26 1/2 1/3 1/6 V2 0.8147 | 0.2187  0.3067 0.309 0.432
™ 0 ™ 0
N\
< < —0.1
& /2 —0.1 & /2
) | EEEG\ N|
0 0
0 w/2 T 0 /2 77
Bah Bah
™ 0 s 0 ™ 0
\ —0.05 o1
< —0.1 < -0t R\ ‘
> mw/2 > /2 > m/2
o o) o _
S RN TR
0 —0-2 0 h 0 h -0.3
0 /2 7'r 0 /2 L 0 /2 7'r
Bah Bah Bah
@ar=(§,3,0) b)ow =(2,%,0) ©@ar= (5,3 3)

Figure 4.82: Contour plots of ,(3;,) — 1 for parametrised compact schemes on FCC and BCC grids.
Top row: 2-D slice through 8, = 0 plane. Bottom row: 2-D slice through 3, = 3, (side-diagonal)
plane. Contour lines denote 2% increments. The dashed-dotted line denotes |34| = [}, 2% and the
dotted line denotes |3, = fj,1%. The grey shaded region is outside of the limits of the respective
wavenumber cells.

30 —
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Figure 4.83: Relative computational efficiencies for parametrised compact (K + 1)-point schemes on

Cartesian and non-Cartesian grids. @ = 1 denotes Cartesian grid—based schemes, p# = 0.5 denotes FCC
grid—based schemes, and p = 0.25 denotes BCC grid—based schemes.
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High-order accurate and optimised schemes

At this point we will consider the other special cases that are labelled in Fig. 4.81, namely schemes with
fourth-order accuracy (in both space and time) and optimised schemes. The coefficients for the high-
order and optimised schemes are listed in Table 4.18. Coefficients for optimised schemes are rounded to
three decimal places for brevity, and associated Courant numbers are truncated. Fourth-order accuracy
was achieved following the usual approach (imposing isotropy and then using Eqgs. (4.145) and (4.146),
followed by a stability analysis to identify A = Apax). The optimised schemes, optimised for one-
percent critical wavenumbers (and taking spatiotemporal densities into account) were found using the
same approach as the Cartesian high-order schemes. The relative dispersion errors for these schemes are
shown in Fig. 4.84. It is worth pointing out that the fourth-order BCC scheme features exact dispersion
along the axial directions.

Also listed in Table 4.18 are the one- and two-percent critical wavenumbers, for which significant
improvements can be seen over the schemes in Table 4.17. Notably, the 43-point optimised scheme
on the FCC grid has less than two-percent error for 75% of the spatial bandwidth that can be sam-
pled isotropically on the grid, which is comparable in performance to the 43-point optimised scheme
previously found on the Cartesian grid (see Table 4.14).

Table 4.18: Fourth-order and optimised schemes on FCC and BCC grids. Note: 4/ 17%9‘/% ~ 0.939.

gid K 00A  agio0 1) 200 Q211 %220 A ‘ﬁh,l% Bh,2% ‘5;’1,1% Bh.2%
13741173 17—+/73 5—/73 17—/73 3
FCC 42 (4,4) 540 L oid — =¥ 104487 05287 | 0.517  0.609
FCC 42 (2,2) 1.106 — 0.146 —0.252 — 0.953 0.5997  0.6517 0.691 0.752
BCC 26 (4,4) — 1 1/3 — —-1/3 1 0.322r  0.3847 | 0.456  0.543
BCC 26 (2,2) — 0.993 0.421 — —0.414 1.003 0.3937  0.4417 0.555 0.624
0 T 0 ™ 0 ™ 0
‘ —0.05 —0.05
—0.05 \ —0.05
§ :i’ x/2 ‘ :} x/2 |- |l —o-1 § —0.1
—0.1 / —0.1 B —0.15 —0.15
0 —0.2
0 x/2 T
Bzh
- 0
i i ‘ 005 - - ~0.05
n 0 n n 70.1
< < /2 01 & <
—0.15
3 0 —0.15 —0.2
0 /2 T 0 m/2 T
Bzh Bxzh

(a) fourth-order, FCC

(b) optimised, FCC (c) fourth-order, BCC (d) optimised, BCC

Figure 4.84: Contour plots of @,(/3},) — 1 for fourth-order accurate and optimised second-order accurate
schemes on FCC and BCC grids, whose parameters are listed in Table 4.18. Top row: 2-D slice through
B> = 0 plane. Bottom row: 2-D slice through 3, = f3, (side-diagonal) plane. Contour lines denote 2%
increments. The dashed-dotted line denotes |3),| = [, 29 and the dotted line denotes |3,| = S, 19%.

The grey shaded region is outside of the limits of the respective wavenumber cells.
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4.6.5 Numerical example

In order to compare the behaviour of these schemes with the previously-seen Cartesian schemes, we
consider the same problem that was used for Cartesian schemes in Section 4.5.6. Here we consider the
same two scenarios: fixed memory costs (equivalent to those used for Cartesian schemes, using h =
p'/3h* with h* = 14 cm), and fixed spatiotemporal densities (using i = (/\)/*h* with h* = 14 cm).
Recall, the spatial densities are y = 1/2 for the FCC grid and p = 1/4 for the BCC grid. The resulting
outputs of these simulations are shown in Figs. 4.85 and 4.87, and the associated error signals are shown
in Figs. 4.86 and 4.88.

Discussion

We can compare the outputs from this numerical to those previously obtained with Cartesian schemes.
Considering fixed memory costs, it is apparent by comparing Figs. 4.85(a) and 4.85(b) to Figs. 4.64(e)
and 4.64(b) that the simplest schemes on FCC and BCC grids are most efficient on their native non-
Cartesian grids, rather than as CCP and OCTA Cartesian grid—based schemes. Considering fixed
spatiotemporal costs, we arrive at the same conclusion by comparing Figs. 4.87(a) and 4.87(b) to
Figs. 4.65(e) and 4.65(b) (which are identical to Figs. 4.64(e) and 4.64(b)). We can also note that the
simplest BCC scheme only offers results that are comparable in performance to the simplest Cartesian
scheme.

Considering the 19-point isotropic scheme on the FCC scheme, we find that there is a notable im-
provement over all previous 19-point Cartesian schemes (leggy and compact), with the exception of the
19-point optimised leggy scheme with A = A;¢; 5 under fixed memory costs. As for the 43-point FCC
schemes, we find that they are comparable in accuracy to the 43-point compact Cartesian schemes, and
slightly better when only memory costs are a concern. We also find that the 27-point BCC schemes are
similar in performance to the 25-point compact Cartesian schemes.
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Figure 4.85: Time-domain plots of outputs at distance v/3 m from origin, along axial, side-diagonal, and
diagonal directions. Here, the various schemes have the same grid spacing (fixed memory costs), and
memory costs are equivalent to those used in Fig. 4.64.
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Figure 4.86: Plots of error signals from Fig. 4.85 (fixed memory costs).
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Figure 4.87: Time-domain plots of outputs at distance v/3 m from origin, along axial, side-diagonal, and
diagonal directions. Here, the various schemes are normalised for spatiotemporal densities (equivalent
to those used in Fig. 4.66), which also means similar operation counts for similar stencil sizes.
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Figure 4.88: Plots of error signals from Fig. 4.87 (normalised for spatiotemporal densities).
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4.7 Implicit finite difference schemes for the wave equation

In this section we conduct a short investigation of implicit finite difference schemes for the wave equa-
tion in 2-D and 3-D. In contrast to explicit schemes, the time integration used in implicit schemes
requires a linear system solution over the spatial domain, so they demand more computational resources
for each time-step update. On the other hand, implicit formulations can often achieve higher orders of
(global) accuracy than explicit formulations using the same spatial stencil. For example, we have seen
that the compact nine-point explicit scheme on the 2-D Cartesian grid is limited to second-order global
accuracy (in Section 4.3.4), but the same spatial stencil combined with an implicit time integration
scheme can achieve fourth-order global accuracy [77]; this is ultimately due to the fact that the implicit

formulation takes into account more points in space and time for each point-wise update; see Fig. 4.89.
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Figure 4.89: Illustration of explicit and implicit spatiotemporal stencils for compact scheme with nine-
point 2-D spatial stencil.

To keep this section brief, we will consider only the simplest fourth-order accurate implicit schemes
on Cartesian and hexagonal grids in 2-D, and on 3-D Cartesian, FCC, and BCC grids, under a unified
notation. The 1-D and 2-D Cartesian schemes are well-known, and while the rest are similarly derived,
they have yet to be presented in the literature (to our knowledge®”). However, for illustrative purposes,
we start with the classic implicit scheme in 1-D, which is due to von Neumann [185].

4.7.1 Preliminaries
von Neumann’s 1-D implicit scheme

von Neumann’s implicit scheme for the 1-D wave equation [185] can be written as:
Sl = (1 + ak?614) 00l (4.259)

where o € R is a free parameter and u? & wu(ih,nk). In fact, this scheme is only implicit for o # 0;
for @ = 0 this scheme reduces to the simple explicit scheme. It is straightforward to check that this

scheme is consistent and second-order accurate, since, under an abuse of notation, §;; = 5‘3 + O(kQ)

67 Aside from published work involving the current author [100, 31].
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and 6, = 02 + O(h?) imply that:
(L+k*ads)0pe = (1 + ak?07 + O(K?)) (92 + O(h?)) = 02+ O(h?) + O(k*) + O(h*k?) (4.260)
So for A = ck/h > 0 fixed and ¢ fixed, and making the substitution h = ck/\, we have:
51t — (1 + k2 ab4t) 0 = 02 — 202 + O(h?) (4.261)
The requirement for a linear system solution is seen by expanding the scheme in full:

n+1l _ n n—1 2 n n n
= 2w — T N (u - 20 )

oA (g -2 ) 2 (- 2 )+ (- 20 ) @262)

T

We see that the solution at g:”'l depends on g?_:'ll and y?fll, which are also unknown, so we must

simultaneously solve for all spatial grid points at time n + 1. This can be achieved using standard
iterative techniques, and sometimes with exact approaches (e.g., using the Thomas algorithm [77]).
We will not go into detail about such techniques in this section. We should also note that the storage
requirements of this scheme are higher than the explicit two-step form; here three states must be kept
in memory, and an additional temporary state is typically required for iterative linear system solution
techniques.

Typically, the main interest in implicit schemes is their stability properties. These can be derived
through a von Neumann analysis [185] or using energy methods [148], and by now the following con-

dition is well-known so we omit its derivation. The stability condition for this scheme is:

1
1 -4«

A< when o < 1/4 (4.263)
and for a > 1/4, the scheme is unconditionally stable. As such, for o > 1/4, the time-step k can be
set arbitrarily high for a fixed h, c. At first, this might seem to be an advantage over the explicit scheme,
since the explicit scheme is limited to ¥ < h/c, and a larger k& means that fewer time-steps need to
be computed for a given duration of time. However, we should recall that for a given h, ¢, there is an
upper limit to the valid bandwidth in a Cartesian grid—based scheme (as explained in Section 4.1.1) and
that A > 1 would open the door to temporal aliasing. So there is actually a limit to this “freedom” in
choosing the time-step arbitrarily large, at least in the case of the wave equation.®® But the ability to
formulate unconditionally stable schemes is not actually the interest here; rather, we are interested in

using implicit schemes in order to achieve high orders of accuracy.

An equivalent form

Although less conventional, we can also rewrite this scheme in an equivalent form (after, e.g., [22]):
(14 Ch?)0uu} = 6,pul (4.264)

where ¢ € R is now the free parameter. It is straightforward to see that this scheme is (4.259), with:

¢ = —ar? (4.265)

%8Not only that, the simplest explicit scheme is exact for the special case of A = 1, so the implicit formulation cannot offer any
improvement.
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In this case, the stability condition (4.263) becomes:

)\2
A2 <
T A2+ 4C

(4.266)

Note that « > 1/4 — A2+ 4¢ < 0, in which case the above condition is automatically satisfied
(unconditional stability). For the conditional stability region (v < 1/4)—the region of interest—we
have \2 + 4¢ > 0, and the above simplifies to:

N <1-4¢, ¢<1/4 (4.267)

A general implicit scheme

Let us now generalise von Neumann’s implicit scheme, under the alternative form (4.264) with ( as the
free parameter. If we were to consider only Cartesian grid—based schemes (and FCC and BCC forms
in 3-D), we could define our grid function in the usual way, i.e., v} = u(ih,nk), where ¢ € 7% with
grid spacing h and time-step k. However, we need to also hexagonal grids in 2-D, so we define our grid
function in a slightly modified form as: u} = u(Vih,nk), where V. = Vy for hexagonal grids (as
defined by (4.157)), otherwise V is the identity matrix (and 2 is taken to be a column-vector).

We can then write a general implicit scheme as:

(14 Ch%6A)Spuf = *oaul (4.268)

where d is an arbitrary discrete Laplacian operating over the grid of interest, and possibly having free
parameters, but it must be at least second-order accurate. Note that for ( = 0 we have the canonical
two-step explicit scheme (4.20). For ¢ # 0, this implicit scheme will generally require four states in
memory: the three states (g?“, uz, g?il) and one temporary for the use of iterative techniques, such
as, e.g., Jacobi iteration [170].

Clearly, there are many possibilities for implicit schemes in the family (4.268). Since this constitutes
a generalisation of two-step explicit schemes, every explicit scheme we have analysed thus far has an
analogous family of implicit schemes. To narrow our investigation, we will restrict our attention to the
simplest isotropic discrete Laplacian native to each grid-type considered thus far, leaving only ¢ and A
as free parameters in the schemes, which will be constrained for numerical stability.

Before deriving stability conditions, we should introduce yet another equivalent form, which will be
used in Chapter 6. By the identity: §;; = ,;%(,utt — 1) (and pyr = (€44 + 2 + €4 )/4), this scheme can
also be written as:

S = (0 + (1 — 0) pge) oaul (4.269)

where § = 1 + 4¢/\%

Numerical stability

For a von Neumann stability analysis, we consider a plane-wave trial solution of the form: v} = el (nwti-Bn)

and after insertion into the scheme (4.268) we obtain the following dispersion relation:

1 —-1/2
wr(Br) = 2gin~! (i)\ (G(,Bh) — 4() ) (4.270)

where G(/3;,) is specific to the discrete Laplacian. Note that the above simplifies to (4.26) for ¢ = 0.
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Constraining wy € R we obtain the stability condition:

1 1
< ax — —_ — —_ .
A < Amax ”A 4¢, <<4A (4.271)

where A = maxg, G(B;) . Of course, this is just a generalisation of (4.267) for the 1-D scheme,
wherein A = 1.

4.7.2 Fourth-order accurate and optimised implicit schemes

Let us now apply the method of modified equations to this scheme [301], in order to derived conditions
for fourth-order accuracy. Subsequently we will consider optimised second-order accurate schemes. It
is assumed that the discrete Laplacian is isotropic to fourth-order, i.e., that:

Sa = A+ Ch?A% + O(h?) (4.272)

where C' is a coefficient that will depend on the discrete Laplacian (to be specified). Considering the

discrete d’ Alembertian 65 = 8y + Ch26a8: — c2Ia, we have for ) fixed to some value:

k2
Sou = Ou + (128;* +COIA — Ch%%“‘) u+ O(k*) + O(h*) (4.273a)

2 2
= Ou+ % (;aﬁ +(POPA — CC4A2) u+ O(h?) (4.273b)

F

and we note that the term labelled F' can be factored into a product of two terms plus a residual:

F= % ((07 = A) (W07 + XA + 1207 A) + (A 4 12¢ — 12C) A?) (4.274)

We can eliminate the residual (last term on the right) with the constraint:

A =120 —12¢ (4.275)

Then we have:
Sou = 0(1 + O(h?)u+ O(h*) (4.2762)
= Du+ O(h?) (4.276b)

Thus, (4.275) is our condition for a fourth-order local truncation error in the scheme. It remains to check
if this condition can be satisfied for a stable A, which amounts to checking C' and A for each scheme
under consideration. We expect A = A\j,ax to be optimal for these (4, 4)-accurate schemes, so it suffices
to check the intersection of (4.275) and (4.271), which for A = A4« can be written as:

(=( = %C — %A‘l (4.277)

and the stability condition under this choice of ¢ and A is only that 4CA < 1. Thus, the symbol ¢*
represents the optimal coefficient ¢ for a fourth-order accurate implicit scheme (with A = Ajpax). We
list these parameters in Table 4.19 for the various schemes under consideration. It can be seen that
stability is ensured (4C'A < 1) for all of these optimal fourth-order schemes.
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Table 4.19: Parameters of implicit schemes using (K + 1)-point isotropic discrete Laplacians

d gI‘id K C A1 C* Cl%—opl.
2 Cartesian (square) 8 1/12  3/4 1/32 | 0.0466
2 hexagonal 6 1/16 2/3  1/96 | 0.0202
3 Cartesian (cubic)y 18 1/12  3/4  1/32 | 0.0466
3 face-centered cubic 18 1/9 12/11 1/33 | 0.0460
3

body-centered cubic 14  1/6 3/2  1/16 | 0.0935

In the last column of Table 4.19, labelled (;o.qp., are parameters for the implicit schemes which
are optimised for a one-percent critical wavenumber, also taking into account spatiotemporal densities.
These optimised values have been truncated to three decimal places, for brevity, and they were found by
simple means (the non-linear optimisation is only over one free parameter).

The relative dispersion errors for the optimal fourth-order accurate implicit schemes and the opti-
mised second-order accurate implicit schemes for each respective grid-type are shown in Figs. 4.90-
4.94. The isotropic explicit counterparts, which appeared previously in this chapter, are also displayed.
In each case, it is clear that improvements in the numerical dispersion are obtained from the explicit
case (¢ = 0) to the fourth-order implicit case (( = (*), and additional improvements are obtained in the
one- and two-percent critical wavenumbers with the optimised implicit cases (¢ = (1 9-opt.)-

Towards the goal of identifying the best among these choices of schemes in either 2-D or 3-D, and to
compare with explicit schemes, relative computational efficiencies could also be calculated. These will
be left out for brevity, although it should be remember that one must also somehow take into account
the cost of linear system solutions required at each time-step by such implicit schemes. In all of these
schemes, the “implicitness” (measured, e.g., by the magnitude of () is rather small, and it turns out
that simple iterative techniques like Jacobi’s method [170] work rather well and lead to parallelisable
updates—see, e.g., related work from the current author on this topic considering specifically the 3-D

Cartesian 19-point implicit scheme [100].

4.8 Summary

In this chapter we have given a detailed overview of finite difference schemes for the wave equation
in free space. We considered Cartesian and non-Cartesian (hexagonal, FCC, BCC) grids, using ex-
plicit and implicit time integration to derive schemes with high orders of global accuracy and schemes
optimised for wideband accuracy. Numerical dispersion was analysed for these schemes taking into
account important details related to the use of non-Cartesian (lattice-based) grids, not previously con-
sidered in the room acoustics literature. The various schemes presented in this chapter were compared
in terms of dispersion errors, taking into account measures of computational costs, and through numer-
ical simulations. Many of the schemes presented in this chapter, particular the high-order accurate and
optimised schemes, demonstrate significant improvements in terms of numerical dispersion errors over

more conventional schemes found in the literature.
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Figure 4.90: Contour plots of ,(8;,) — 1 for nine-point implicit/explicit isotropic 2-D schemes with ¢
as indicated and A = Apax = +/3/4 — 4¢. Contour lines denote 2% increments. The dashed-dotted

line denotes |3,| = S 29 and the dotted line denotes |3,| = fj,1%. The scheme with ¢ = (* is
fourth-order accurate.

0 0 0
™ — ™ — T |
—0.05 ] —0.05 ""~-.‘\ —0.05
< —0.1 < [T t :‘ N _ < %, .
< 7/2 — < 7/2 — 0.1 < /2 -1 —0.1
—015 —0.15 Q)
5 2 5 N —0.15
BE —0.2 3% 2
0 1 0 | 1 —0.2 0 | Ll
0 m/2 ™ 0 /2 T 0 w/2 7r
Bazh Bzh Bzh
@¢=0 b= C* ©¢= Cl%-opl.

Figure 4.91: Contour plots of @,(3,) — 1 for implicit/explicit seven-point (isotropic) 2-D schemes on
the hexagonal grid, with ¢ as indicated and A\ = A\pax = 1/2/3 — 4¢, for By, in the positive quadrant of
By. Contour lines denote 2% increments. The dashed-dotted line denotes |3),| = 3}, 29 and the dotted
line denotes |31,| = (), 1%. The scheme with ( = ¢* is fourth-order accurate.
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Figure 4.92: Contour plots of @,(3,) — 1 for implicit/explicit 19-point isotropic 3-D Cartesian schemes,
with ¢ as indicated and A = Aax = \/3/4 — 4¢. Top row: 2-D slice through 8, = 0 plane. Bottom
row: 2-D slice through 8, = (3, (side-diagonal) plane. Contour lines denote 2% increments. The
dashed-dotted line denotes |3}| = S 2% and the dotted line denotes |34| = (,.1%. The scheme with
¢ = (™ is fourth-order accurate.
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Figure 4.93: Contour plots of o,(3;,) — 1 for implicit/explicit 19-point isotropic 3-D schemes on FCC
grids, with ¢ as indicated and A = Apax = 1/12/11 — 4¢. Top row: 2-D slice through 3, = 0 plane.
Bottom row: 2-D slice through 3, = (3. (side-diagonal) plane. Contour lines denote 2% increments.
The dashed-dotted line denotes |3;| = B}, 2% and the dotted line denotes |3,| = (), 1%. The grey
shaded region is outside of the limits of the respective wavenumber cells. The scheme with { = (* is
fourth-order accurate..
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Figure 4.94: Contour plots of 7,(31,) — 1 for implicit/explicit 15-point isotropic 3-D schemes schemes
on the BCC grid, with ¢ as indicated and A\ = Apax = +/3/2 —4¢. Top row: 2-D slice through
B> = 0 plane. Bottom row: 2-D slice through 3, = (3, (side-diagonal) plane. Contour lines denote 2%
increments. The dashed-dotted line denotes |31,| = 1, 2% and the dotted line denotes |3| = B,,1%.
The grey shaded region is outside of the limits of the respective wavenumber cells. The scheme with
¢ = (* is fourth-order accurate.
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Chapter 5

Reinvestigating finite difference
boundary conditions for room

acoustics

In this chapter we revisit boundary conditions for the simplest Cartesian scheme, investigating them in
more detail using energetic and matrix analyses for numerical stability. The purpose of this chapter is
to identify and discuss some of the challenges in the derivation of stable boundary conditions in the
simplest scheme—challenges which carry on to more general schemes for room acoustics.

We start this chapter by rewriting the simplest scheme in d spatial dimensions with boundary con-
ditions that are of the “non-centered” type (using operators of the form ¢, ) derived from an energy
analysis, followed by a modified energy analysis that leads to “centered” boundary conditions (using
operators of the form J,.) over flat-walls and box domains aligned with grid axes. This is followed by
a comparison of centered and non-centered boundary types, in terms of their accuracies in approximat-
ing modal frequencies and wall reflection coefficients. Next, we investigate the problems that can arise
when naively extending centered conditions to more general domains (beyond flat walls and boxes),
ultimately revealing that some seemingly harmless approaches to finite difference boundary modelling
can lead to instabilities. These analyses will provide motivation for the use of finite volume methods in
Chapter 6.

In this chapter we consider the wave equation and Cartesian grid in d spatial dimensions, calling for
a slightly different notation than in previous chapters. We will write x = (21, ..., 24) € R? to represent
the spatial position vector,' and u = u(x,t) will be the dependent variable of interest (a scalar field),
which could represent, e.g., a pressure or an acoustic velocity potential. The Laplacian operator in d

dimensions will be expressed as:
d
A=Y a2 5.1
j=1
and the initial value problem expressed over the interior domain 2 C R? will be:

us = AU t>0, xeQ (5.2a)
u = fo, ur = go t=0, x€0 (5.2b)

'For d = 2 and d = 3 we may also use the conventions: 1 = x, 2 = y and 3 = z.
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In terms of boundary conditions over the boundary I' = 02, we consider three simple types (for x € I'):

u=20 (lossless, homogeneous Dirichlet) (5.3a)

n-Vu=0 (lossless, homogeneous Neumann) (5.3b)

n-Vu+ lut =0 (lossy, frequency-independent) (5.30)
c

where 1 is the outward normal vector over the boundary of the domain and v € R,y = ~(x) > 0.
We will refer to (5.3a) and (5.3b) simply as “Dirichlet” and “Neumann” conditions, respectively, and
they represent “soft” and rigid walls in the case that  is an acoustic velocity potential or pressure.” The
third boundary condition, (5.3c), represents a frequency-independent lossy condition. The variable -y is
defined as a specific wall admittance (and 1/~ a specific wall impedance) in the case that u represents an
acoustic velocity potential (it can also be interpreted as such when u represents a pressure, as in [132]).
The focus will mostly be on the latter two boundary conditions ((5.3b) and (5.3c)), since these form the
basis for room acoustics boundary models, and incidentally, constitute some of the main challenges in
finite difference boundary modelling. Finally, we note that for the numerical examples presented in this

chapter we will omit units of metres and seconds for h, k, c for brevity.

5.1 Preliminaries

5.1.1 The simplest scheme in d dimensions

We begin by quickly revisiting the simplest scheme with a notation in d dimensions (repeating some of
the preliminaries in Section 3.1.1, but, here, generalised to d dimensions), formulated first on the full
space, and to be followed by closed domains. We use the Cartesian grid function u}' = u(ih, nk) where
i € R? and we define the infinite Cartesian grid Z{¢ := {ih : i € Z?}. Next we define the spatial shift
operator:

€a; Ui = Uit (5.4)

where €; are the standard unit vectors in R?. From these spatial shift operators we can construct the
spatial difference operators:
el.j_‘_—el.j_ ewj+—2+e$j_

5ibj- = T, 61jl’j = T (55)

€r;+ — 1

Op. 4+ =% ,
it h

The simplest (2d + 1)-point discrete Laplacian in d dimensions can then be written as:
d
0a = Oua, (5.6)
j=1

For convenience, let us also define 8% = h2§4, and Q7 as:
A 7

d

Qf = (ufie, +uis)) 5.7)

Jj=1

2In the case that u is a transverse displacement (of a string or a membrane), these conditions are known, respectively, as “fixed”
and “free” conditions.
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The simplest scheme, generalised to d dimensions, is then simply:

Spul = *oauy (5.8)
and the update recursion for this scheme is:
uitt = (24 N20R)up —up (5.9)
and a useful representation in practice is:
ui™h = (2 - 200 uf — T+ NQ; (5.10)
In order to start the recursion from n = 0, the initial two states g& gi can be calculated from the initial

conditions of the model problem and a discrete initialisation scheme (such as, e.g., (4.156)).

von Neumann stability and a matrix equation

The stability condition for this scheme is by now obvious (A < 4/1/d), but let us briefly consider a von
Neumann stability analysis, expressed in a form that will have some connections to matrix equations to

appear throughout this chapter. As such, we consider the ansatz:
up = 2" (5.11)

where B = (B, ..., B4) € R?is the vector wavenumber, and z € C. Let us write two temporal states
of this trial solution as the column vector w}' = [2"elP¢h zn=1eiB4h] " The scheme, as represented

by (5.9), can then be written as the following matrix equation:

with = Aw? (5.12)

l

where A is a 2 x 2 matrix defined as:

~ 2 —4X2G(B,h) -1
A:[ (B.h) ] 5.13)
1 0
and
d
G(B,h) = sin*(B;h/2) (5.14)
j=1
where this G(3, h) is by now familiar, and clearly, 0 < G(3,h) < d.
It follows that the state w7 at any time n could be written in terms of powers of A:
witl = Anw] (5.15)

Thus, the evolution of the system with respect to the initial conditions is entirely described by powers
of the matrix K, and any growth in An (in some matrix norm) translates to growth in the solution. For

this reason, A can also be called the amplification matrix of the scheme [207].

The behaviour of A™ can be described by its eigenvalues, and the eigenvalues of A, which we also
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denote as z, are given by the following characteristic equation:
22+ (4N2G(B,h) —2)2+1=0 (5.16)

which is identically derived by substituting our trial solution directly into (5.9). Restricting the eigenval-
ues of this matrix to |z| < 1, in order to limit exponential growth in the solution, leads to the conditions
0 < A2G(B, h) < 1, which leads to the well-known von Neumann stability condition [86]:

A < Amax = V/1/d (5.17)

5.1.2 Matrix methods for numerical stability analysis

In order to investigate some of the challenges in ensuring numerical stability under boundary termination
in such finite difference schemes, it will help to represent the finite difference update equations under
analysis as matrix equations. In a manner analogous to the treatment of the amplification matrix A\ the
eigenvalues of the matrices involved in these equations can be analysed to gain insights into numerical
stability, and in some cases, derive instructive stability conditions.

For the remainder of this chapter, we consider the wave equation on a closed domain Q = (QUT) C
R? where 2 is the interior and T' the boundary, and we consider our grid function w7’ on the finite

Cartesian grid and associated index set, respectively defined as:

Gp:=2inQ, T:={icZ:ihecQ} (5.18)

Matrix update equations

In the case of a finite spatial grid, it is always possible to represent u; as a column vector through
a vectorisation of u}. For now, we are not concerned with the chosen vectorisation, since the set
of eigenvalues of an associated matrix is insensitive to this choice. For any given vectorisation, we
can write u;’ as a M x 1 column vector u”, such that the mth element (m = 0,...,M — 1) of u”
corresponds to a unique grid point labelled ,, and %,, € Z and M = |Z|. In the case of Dirichlet
conditions, boundary points are typically removed so we can also have ¢,,, € Z; and M = |Z;|, where Z;
represents the set of regular interior points (to be defined shortly, in Section 5.2).

Under boundary conditions of the three types considered in this chapter (i.e., (5.3)), we will be able
to represent the finite difference update for the entire scheme as:

u" ™ = (AB+I)7" (2I+ ML)u” + (AB —T)u" ) (5.19)

Here, the matrices of size M x M are as follows: I is the identity matrix, B is a sparse diagonal matrix
with non-negative entries pertaining to boundary losses, and L is a sparse matrix that represents the
normalised Laplacian operator 6% after boundary conditions have been imposed. Specific constructions
for the matrices L and B will be specified later.
In the case of lossless boundary conditions (B = 0, where 0 is a matrix of zeros), the update reduces
to a simpler form:
u"! = (2T + A’ L)u” —u" ! (5.20)

which is essentially the matrix representation of (5.9) on a closed domain (with Neumann or Dirichlet
boundary conditions).
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It is worth also considering the related one-step state-space form. Consider the concatenation of the

grid function over two time-steps w” = [u™, u"~!|T. The update equation can then be written as:
with = Aw" (5.21)

where A is a state-space matrix which takes the form:

AB 4+ 1)~ 121 + \2L AB+1D)'(AB -1
A [(BHDEIENL) AB+D OB - 522
1 0
and in the lossless case we have simply:
2l + M°L -1
A= + (5.23)
I 0

It follows that any future state can be calculated from the initial state and powers of the matrix A via:
with = Anw! (5.24)

where w1 represents the initial state, derived from the initial conditions. Thus, as in the analogous
frequency-domain matrix equation (5.15), the evolution of the system with respect to the initial condi-

tions is entirely described by powers of the matrix A.

Matrix method for stability using the one-step space form

From the matrix update equations (5.20) and (5.21), conditions for stability can be derived through what
can be called “matrix methods” for stability analysis [207, 244]. The one-step update (5.21) leads to a
weak stability condition for the boundary-value problem [207, 244]:

PNES! (5.25)

where || - || is an appropriate matrix norm. It is true that 5(A) < ||A|| under any matrix norm [244, 170],
thus a sufficient condition for weak stability is [260]:

pA) <1 (5.26)

where p(A) denotes the spectral radius of A (the maximum eigenvalue of A in magnitude).

It is important to remark that, in general, the above condition should be seen more as a “stability
check” rather than as a “stability condition”, since, as explained in [260], this condition on the matrix A
provides no guidance on choosing appropriate boundary conditions for numerical stability. Also, it pro-
vides little to no guidance on setting the Courant number, or on dealing with other types of instabilities
that may be experienced. Furthermore, estimating p(A) is not feasible in practice (for large-scale room
acoustics simulations) since eigenvalues for this update matrix tend to be distributed evenly around or
inside the unit circle in the complex plane (such as, e.g., in the lossless case), so one generally has to

solve for the complete spectrum of A in order to identify the largest eigenvalue in magnitude.’

30n the other hand, it can be useful to analyse the spectrum of A for smaller grid sizes in order to derive insights into some of
the effects of truncation errors in finite precision arithmetic for these types of schemes, as shown in [44].

211



Matrix method for stability using the two-step lossless form

In the case of lossless (Dirichlet or Neumann) boundary conditions, we can arrive at more instructive
stability conditions from (5.26), ultimately focussing on the eigenvalues of the matrix L [244].

Consider a test solution u” = ¢z", 2" € C, where ¢ is an eigenvector of L, i.e.,

Lo = ¢ (5.27)

and p € o(L) is an eigenvalue of L, and o(L) denotes the spectrum (the set of eigenvalues) of L.

Inserting this trial solution into (5.20) leads to a characteristic equation in z (similar to (5.16)):

MLop=(z—2+2"1)9 (5.28)
Letting z = ¢/“™* we have:
ML = —4sin®(wk/2)¢ (5.29)
and comparing with (5.27) we have:
— 4sin®(wk/2) = A2 =  wk=2sin"! ()\\/7/4) (5.30)

For this second-order scheme to be stable, we require that w € R (z on the unit circle).* By recognis-
ing that the inverse sine function sin™*(z) is real only for the real interval x € [—1, 1], we arrive at

conditions on the spectrum of L:

u}p =0, peo(d) (5.31a)
w<0, peo(l) (5.31b)

which we will respectively rewrite (under a slight abuse of notation) throughout this chapter as:

3{o(L)} =0, o(L)<0 (5.32)

(5.33)

It is important to note that due to the nature of o(L), the estimation of p(L) is significantly simpler,
whether by hand or by numerical means (e.g., using [149]), than the estimation of p(A).
In order to see how these conditions relate to stability conditions typically derived from a von Neu-

mann analysis (in the free-space case) we can rewrite (5.31b) and (5.33) as:
—4<Np<0 = 0< (—p/HN <1, peo(L) (5.34)

Thus, the function G(3, h) that appears in a von Neumann analysis is analogous to —%U(L). On the
other hand, (5.31a) is a condition that does not typically appear in von Neumann analyses, since it is
often trivially the case that the frequency-domain version of a discrete Laplacian (—%G (B, h) for this

scheme) is real. For the discrete boundary value problem, this is a condition that can be overlooked when

4We should note that z is also an eigenvalue of A, and essentially we want to bound |z| < 1, which implies that we are
bounding p(A) < 1, but since z appears in pairwise products equalling one, we require |z| = 1.
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L is constructed as a symmetric matrix, as is often the case in 1-D and simple geometrical domains in
2-D and 3-D [207, 171, 260, 24]. However, as will be seen in Section 5.4, there are some commonly-
used approaches to finite difference boundary modelling in the literature for which the resulting L is
not necessarily symmetric. In such cases, this condition can be violated, leading to instabilities under

Neumann and lossy conditions.

5.2 Deriving boundary conditions through energy methods

In this section we derive boundary conditions for the simplest scheme in d dimensions using energy
methods, first using a simple inner product that leads to boundary conditions involving non-centered
spatial differences. This is simply a d-dimensional generalisation of the frequency-independent case
that appears in Section 3.2, so the derivation will be kept brief. Subsequently, we consider a slightly
more involved energy analysis—closely-related to the finite volume approaches to appear in Chapter 6—
using a modified inner product over a box-shaped domain that leads to boundary conditions employing

spatial differences that are centered spatially about boundary points.

Indicator functions and some index sets

In a similar fashion to Chapter 3, let us define indicator functions for this analysis:

1 ifite; el _ 0 ifite; el
Qi j+ = v Gy 4 = (5.35)
0 otherwise 1 otherwise

with the symmetry property g; j+ = €x,+q; jF-
Let us also define index set Z; for points with all interior nearest-neighbours (“regular” interior

points) and Z;, for boundary points:

T={(cZ quii==quui=1} (5.362)
Iy =T\ (5.36b)

An example non-trivial 2-D domain, illustrating these index sets and Z, is shown in Fig. 5.1.

O O

ey
e 1€
O <1€7;
A icT,
QO ghost points

O @)

Figure 5.1: Illustration of 2-D Cartesian grid on non-trivial closed domain. This domain is defined in
polar coordinates (r,6) by the polar equation: r = 4 + cos?(66) for § = [0,27]. The above grid is
discretised with h = 1.
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It is also worth defining here a continuous staircase region €, associated to the finite grid:

Q= J{ih+x":x' e R X - &5 <h/2,5=1,...,d} (5.37)
i€l

which is simply the union of hypercubes centered about grid points inside the domain. This is also
known as a Gauss digitization [129]. Such staircased regions are illustrated by Fig. 5.2.
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(@) Qn,h=1 (b) Q, h =0.5 (c)ﬁh,h:0.25

Figure 5.2: Implied staircase geometries for the domain illustrated in Fig. 5.1 (and defined in the caption)
under various grid spacings, as indicated.

Inner products and summation-by-parts properties

We define inner products on Gy, as:

0", =Y R ), utlE, = W e, (5.38)
i€l
where u}" and v} are grid functions on Gj. Also, we have the following summation-by-parts (SBP)
property:

(", 8, —0")e, = —(qj0a, 40" 0" )G, + D W (G0 (W) (W) = Ty (i) (ea,—v))) (5.39)
1€y

5.2.1 Energy analysis for general staircased domain

We will now present an energy analysis to arrive at various staircase boundary conditions for the simplest
scheme. This analysis will mirror the 3-D case seen in Section 3.2.2, but the “energy” calculated here is
not necessarily a physical energy, rather a positive semi-definite function of the state, since v is just an
arbitrary scalar grid function in this chapter.

Proceeding with the energy analysis, we multiply both sides of (5.8) by “5 0.7, and take the inner
product to obtain:

d
1
S (" duu")e, = D (Fru", 0r,0,u")s, (5.40)
j=1
and using 0 ,4; = 0., 0,4, and by the SBP property (5.39), we have:
1 d
= {0eu”, 0uu")g, + > (4006, 10", 65, U™, = —b" (541

j=1
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where .
0" = R (G (001 ) (0u, - uf) — Gy gy (0.1 (0, 4 1)) (5.42)
1€Ty j=1

and where we have made use of 0+ = e,,+0,,+. Next, using identities (3.43a) and (3.43b), we have:

™ =—=b", pr=0" +{" (5.43)
where
d
v = @H(st—ﬂ ||<%;h’ = §Z<Qj+5mj+2 aet—5zj+ﬂ )G, (5.44)
j=1

and making use of identity (3.43e), we rewrite t" as:

1 d

k‘2
0 = 33 (layeo s, = S lassd, a0, ) (5.45)
j=1
Looking for a condition such that h > 0, we have:
k2 &
0> = > llajadi 4 bu" 2, (546)
j=1

and we can make use of the following bound, which is not necessarily tight:

d

lajedu 0”6, < g, = D llagdesn”lE, < ", G47)
j=1
which holds for any grid function v}. This allows us to arrive at:
dk?
"> —o5llo-u"(lg, (5.48)
which leads to a bound on h"™:
1
b" > o5 (1-dN) [l6-u"2, (5.49)
and the usual condition on the Courant number:
1 n
A< ﬁ - h" >0 (5.50)

With regards to the boundary term, we will only consider frequency-independent boundary conditions
in this chapter, so we rewrite b = ¢ where q is a power outflow as there will be no stored energy on the
boundary. As such, we additionally require q > 0 for the system to be stable as a whole. A sufficient
condition is then to have (concretely) passive boundary conditions, which simply means that each term

in the summation of b remains non-negative. Thus, we need that:
F (0ru;)(02;4u;') >0, €Ty, whenever q; ;=1 (5.51)

From here it is straightforward to arrive at various boundary conditions that will remain stable. A few
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examples are:

uy =0, 1 €Ly (Dirichlet) (5.52a)

0z, 2ui =0, i €Ty, (wheng; ;; =1) (Neumann) (5.52b)
Flo,+uy = %Tjiétgf , 1€Ty,(wheng; ;1 =1),7;+ >0 (frequency-independent lossy)

(5.52¢)

where the term 7; ;4 is simply y(x) projected onto the point (i-£&;/2)h, and v; j+ = 0 wheng; ;, = 0.
The frequent-independent lossy condition is essentially (3.93) for d = 3.

The implementation of the latter two conditions is accomplished in practice by eliminating grid
function values at ghost points (ih ¢ Q) that appear in the update of a boundary node (i € Zy) using the
following substitution:

Vi, i+ (un+1 _ nfl)
Z )

n _ n
Ujre, = Uy + 2\ U,

whenever g, ;. =1 (5.53)

—1 —1

Substituting any of the boundary conditions (5.52) into the regular update (5.9), an update can be derived
for the entire scheme that is modified according to the geometry of the domain and the chosen boundary

condition. In order to express these updates, we first define:

d d
Ki=) (tij+ +aij-), Ki=2d-Ki, Qf =) (Gij+ufye, +tij-ujs) (559

j=1 j=1

where K ; represents the number of ghost-point neighbours (e.g., K; = 1 at a wall node, K; = 2 ata
corner node in 2-D, etc.) and where Q? is a partial summation whose spatial stencil varies over the grid
(specialised at the boundary nodes, and Q;” = Q7 for ¢ € Z;). We note also that K; < 2d for ¢ € T,
and K; =0fori € T,.

The update equations expressed for ¢ € Z, including updates for boundary nodes (¢ € Z, C 7)
under the three types of boundary conditions considered here, are then:

(Dirichlet):  ult! = (2 — 2d\?)uf — ul Tt + A2QY (5.55a)
(Neumann): g;”’l = (2 - K\l — g?_l + /\2Q~? (5.55b)
1 ~
(lossy):  uft' = T ((2 — KiX)uf + (Myi/2 — Duf '+ )\QQ?) (5.55¢)
3

where vy} = Z;—lzl@i,j+’)’i,j+ +@; j_i,j—)- Under the simplification ; j+ = ~;, we have 7} = K

and the update of the lossy scheme is:

n+1 __ 1

=———— (2= NK)ul + A\Kv/2 — Duf ™t + 2\2Q7 5.56

and we note that the above update equation handles the case of Neumann conditions if we set y; = 0.
While these update equations encapsulate the entire scheme under any of the choices in (5.52), for
practical purposes, it is useful to remember that for regular interior nodes (for ¢ € Z;), the update of the

scheme is simplified to the regular “free-space” update (5.10).
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Aside - Practical use of a halo ghost points

It is worth mentioning briefly a technique for use with non-centered conditions that can simplify practi-
cal implementations [302]. First, let us define the set of ghost points Z, (i.e., the set of exterior points

that are nearest neighbours to boundary points) as:
T, =1{ic€Z:i¢ G,3(i+e) €Gpj=1,...,d} (5.57)

One practical way to proceed with (5.56) is to include a “halo” of fictitious ghost points in the simulation,

and to set them to zero for all time, i.e., uj’ = 0,7 € Z,. Then one can make use of the modified update:

1
n+1 2\, n n—1 2n .
u," = ((2 = KiA\)uy + (AKv:/2 - Du, ™ +A°QF), i€l 5.58
where the simplification is that the term Q? (whose stencil-shape varies over the boundary nodes)

in (5.56) is replaced with the more-uniform @7, which is a useful property for parallel implementa-
tions [302].

A numerical example

In order to demonstrate the properties of energy conservation in the scheme, we present a numerical
example using the domain illustrated in Fig. 5.1, using a finer grid than what is illustrated (h = 1 in
Fig. 5.1, and here h = 0.1). For initial conditions, fj is a Gaussian with variance 0.1 and gg = 0, and
lossy boundary conditions are applied with v; = 0.1 at boundary nodes. The evolution of the numerical

solution over time is shown in Fig. 5.3.

-2
0.2 0.1 10
0.1 0.1 0.05 5
0 0 0 0
—0.1 ~0.05
-0.1 0.2 0.1 =5
(a)n = 30 (b)n = 55 (c)n = 80 (d)n =100

Figure 5.3: Snapshots of simulations of 2-D wave equation A = 1/ V2 with f a Gaussian and gy = 0,
after n time-steps as indicated.

In order to demonstrate the properties of conservation of numerical energy, the energy is calculated
according to (5.43) and (5.44), and the boundary term is calculated as:

2
0" =S 0> LG, + ) () (5.59)

The variation of energetic quantities over time can be seen in Fig. 5.4, confirming conservation of

numerical energy (including accumulated boundary losses) to machine accuracy.

Matrix constructions

At this point it is worth presenting constructions for the matrices L and B under the boundary condi-
tions we have just derived via energy methods. For any chosen vectorisation the mth element of u”
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Figure 5.4: Plots demonstrating conservation of numerical energy. The quantity En represented the
total energy including accumulated losses from the boundary, represented by [ (En and b defined
in (3.83)). The variations in energy per time-step are integer multiples of double precision machine
epsilon, as denoted by grey lines.

corresponds to ,,, € Z. If Dirichlet conditions are employed and boundary points are removed, then
iﬂ’l e Ii'
Under Dirichlet conditions the matrix L takes the form:
1 if ||em, —imoll=1

Lm1m2 = , My 7& ma (5.60a)
0 otherwise

Ly, = —2d (5.60b)

where m1, mo are indices for elements of the matrix, and the notation L, ., denotes the element of

the matrix L in the mjth column and moyth row.

Under Neumann or lossy conditions, the Laplacian matrix is represented by:

L B 1 i |em, — m,|| =1

mimaz T . (561)
0 otherwise

Lom, == 3 Loy, (5.62)
maF#my

Meanwhile, the diagonal matrix B takes the form:

d
1 Z _ _
Bmm - 5 (quL ;j"!‘fyi'm 7.]+ + qi?n :4j_’71""'L ‘77) (5.63)

Jj=1

In the simplified case of one admittance value per grid point (y; j4+ = 7;), we can write B = GQ,

where G is a diagonal matrix with ; along the diagonal and Q is simply:

d
1, _
Qum =5 (@i, 4 + i) (5.64)

j=1

The sparsity patterns of these matrices are shown in Fig. 5.5 for the example 2-D domain and grid
illustrated in Fig. 5.1, under one possible vectorisation of the grid function, under Dirichlet conditions
(boundary points are removed), and under Neumann (or lossy) conditions.

Clearly, in all of these cases L is a (real) symmetric matrix, and furthermore, the application of GCT
gives the bound p(L) < 4d, which in turn gives the sufficient stability condition A\ < \/1/7 We can
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Figure 5.5: Sparsity patterns of Laplacian matrices L, and Q matrix, for irregular 2-D domain shown
in Fig. 5.1. In this context, “nz” refers to the number of non-zero elements of a sparse matrix. For the
matrix appearing in Fig. 5.5(a), boundary points have been removed, so it is smaller than the other two
matrices appearing above.

compare these bounds to estimations of p(L) using MATLAB’s eigs command [164] in order to see
if they are tight for this choice of h and domain. For the Laplacian matrices corresponding to Fig. 5.5

(with h = 1) under Dirichlet and Neumann conditions, p(L) is:
p(L) ~ 7.5540 (Neumann), p(L) ~ 7.3976 (Dirichlet) (5.65)

We see that the bound obtained from GCT, p(L) < 8 is not tight at this grid resolution (h = 1) and
the Courant numbers can be set slightly higher than A = \/1/72 for the coarse discretisation of the
domain illustrated in Fig. 5.1.> However, it is important to note that the von Neumann bound is indeed
approached as the grid is refined. For example, with the grids used in the above numerical example
(with h = 0.1), we have:

p(L) =~ 7.9953 (Neumann), p(L) = 7.9951 (Dirichlet) (5.66)

For the types of 3-D domains encountered in large room acoustics simulations, such deviations generally
become negligible and the von Neumann condition can be seen as being a necessary one. It is also worth
pointing out that the Laplacian matrix under Dirichlet conditions tends to have a slightly smaller spectral

radius than that under Neumann conditions (for the same domain and grid).

Energy analysis in matrix form

We will now rewrite this energy analysis in a matrix representation, as this will reveal some of the
underlying structure of the associated matrices, and it will also provide tighter bounds for the energy-

based stability conditions.

For this analysis, we assume the grid function u;’ is represented by the M x 1 vector u™ under some

3This phenomenon was brought to our attention from a 3-D example in [44]; more will be said in Section 5.3.2 about the 3-D
example in [44].
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vectorisation (not specified). We define the matrix D+ as:

+1 if iy, — Ty, = 16;
D] oy = , . my # ma (5.67a)
0 otherwise

Doyi] e == >, Doyl (5.67b)

ma#Emi

where [Dm]. i]

matrix is that the operation 6%4[@? applied over the interior of the grid (when ¢; j+ = 1) will be

e denotes the matrix element in row m; and column ms. The significance of this
1 2

represented by the matrix-vector product %ijiu”, under any choice of a valid vectorisation. In other

words: )
ED%iu" <= Og+u;, Wwhenever q; +r=1forie? (5.68)
In 1-D, when the grid function is decomposed as u™ = [u?, u?, ..., u%, ,]T, these matrices take on a

particularly simple form:

, D, = o (5.69)

and they have the properties that:

-DI'D,, =-DI D, =(D,; -D,.)=D®) = (5.70)

T

The above matrix, Dg), is well-known [171, 259]; it represents a second-order difference under “non-
centered” Neumann boundary conditions.® It follows that analogous properties hold true in the higher
dimensions, since under any vectorisation, D+ will have the same underlying structure as (5.69)

(populated with additional zero-rows). Thus, we have:
-D, D, =-D; D, = (D, D, ) (5.71)

and we would have a matrix D%%J = (Dg,;4+ — D, ) pertaining to a second-order difference along

the spatial coordinate direction x; with non-centered Neumann conditions at boundaries.

We can now express the energetic quantities using these matrices. For convenience in the following
calculations, we will drop the superscript n on u" and energetic quantities. In terms of matrices and
vectors, the energetic quantity v can be written as:

hd

5oz 10-ul® (5.72)

v =

SHere, the term “non-centered” refers to the discrete boundary conditions being non-centered with respect to the boundary
grid points (but not necessarily with respect to I'). This does not necessarily preclude a second-order accuracy at the boundaries.
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which is clearly non-negative. Meanwhile, the quantity t can be written as:

hd

hd d d
t= 27}7/2 Z UT(Dzj+)Tij+et7u = Th2uT Z(ij+)TDzj+ et—u (573)
j=1 j=1

L*

The matrix that appears in this energetic term, denoted L*, has a close connection to the finite difference

Laplacian matrix used in the scheme (represented by L); this will be discussed after the energy analysis.

For a bound on the sign-indeterminate t, we can rewrite (5.46) as:

hk?
t Z —W(ét_u)TL*((St_u) (574)
We can then bound t by:
hik? 9
2~ p(LY) S| (5.75)
For the total numerical energy, we have the bound:
1 PL*) 1o 2
> (1-222 .
b2 5z (1- 252000 ) ol (576

and a stability condition on the Courant number is then:

2
p(L*)
Provided that q > 0, the above is a sufficient condition for stability.

At this point it is worth discussing the connection between the matrix L*, which appears in (5.77),
and the finite difference Laplacian matrix L, which appears in the update of the scheme (5.19) and
in the “matrix method” stability condition (5.33). In the case of Neumann or lossy conditions, it is
straightforward to see that L = —L* and thus, #L* can be seen as the negative of the Laplacian
matrix approximating A with Neumann conditions. As such, the stability conditions (5.77) and (5.33)
are equivalent in the case of Neumann boundary conditions, and condition (5.77) becomes necessary
and sufficient for the Neumann problem. However, when Dirichlet conditions are employed, L # —L*,
since the application of u; = 0,7 € Z, is not taken into account in L*. As such, (5.77) is only
a sufficient condition for the Dirichlet problem (whereas (5.33) is necessary and sufficient), but it is

slightly less restrictive than (5.50).

A convenient tool for bounding the extreme eigenvalues of the matrix L* (or L*) is Gershgorin’s
circle theorem (GCT) [170]. Among other things, GCT says that for a matrix C whose eigenval-

ues are real, its spectral radius is lower-bounded by min; (cl-i > £ |cij |> and upper-bounded by

max; (cii + Zi# |cij \), where ¢;; are the entries of C [170]. Applying GCT to L* gives:
H(L*) < 4d (5.78)

This gives the usual condition on the Courant number: A < 1/ V/d. In fact, the bound (5.47) and the use
of GCT are closely-related. We note that

HD:L’jiVHQ = VT(DIJi)TijiV <p ((iji)Tiji) ||V||2 (5.79)

221



where v is an arbitrary grid function v; in vectorised form, and by the application of GCT we have:

p((Dy,+) ' Dy,s) <4 (5.80)
As such, we have:
4 d Ad
1 2 2 1 2 2
||ﬁDw].iv|| < 3 vl — ;:1 HﬁijiVH < 2 vl (5.81)

which is simply (5.47) in matrix form.

Aside - connection to graph Laplacians

There is an interesting connection between the matrix L* and graph theory worth mentioning. We can
interpret the Cartesian grid points in Gy, as a graph; i.e., as network of nodes connected by edges defined
by the nearest-neighbour adjacencies in the grid. The Laplacian of a graph [167, 87] is constructed by
taking the adjacency matrix of the graph and subtracting it from the diagonal matrix composed of the
node degrees (the number of edges per node). This is essentially the matrix construction for the matrix
—L using (5.60), which is equivalent to L*. Thus, the matrix L* constitutes a graph Laplacian. It is
indeed from this connection to a finite difference Laplacian (and the Laplacian operator it approximates)
that the graph Laplacian derives its name, and the sign-inversion is simply a convention in the graph
theory literature. Each matrix D};liji is also a graph Laplacian, for a graph with adjacencies only
along a given coordinate direction.

The importance of identifying this connection is that there are many known properties of Laplacian
graphs that can be useful in these finite difference problems [167, 87]. For example, given some graph

Laplacian L/, some useful properties are:

viL'v >0 (positive semi-definite) (5.82a)
mino(L') =0 (has zero eigenvalue) (5.82b)
vIiL'v = Z(Ul - vj)2 (a particular quadratic form) (5.82¢)
i~vj
ALy <2 (mlax ‘ L, ) (a bound on spectral radius via GCT) (5.82d)
where v is some vector v = (vq,...,vy), and where i ~ j denotes that node 4 is adjacent to node j in

the graph associated to the matrix L.

5.2.2 A modified energy analysis for box-shaped domains

At this point we will consider boundary conditions beyond the “non-centered” type (i.e., employing
spatial differences of the form ¢, ), leading to more involved energy stability analyses. We start by
looking at a domain where grid points might line up exactly on the boundary surface, such that one
would be inclined to use boundary conditions of the “centered” type (i.e., employing spatial differences
of the form ¢ ;.), as have been used in other boundary models proposed in the literature [133, 137]. For
energy-based stability, the derivation of such conditions requires a modified energy analysis [24], which
is closely-related to more general energy stability approaches to be seen in the next chapter.

For simplicity, we start by considering a box-shaped domain with dimensions that are integer mul-
tiples of the grid spacing h. More specifically, we consider a d-dimensional box-shaped domain Vypox =
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H?Zl((), L;) with L; = M;h and integer M, for j = 1,...,d. The total number of points in the grid
is thus M = szl(M i+ 1). An example scenario is illustrated in 2-D in Fig. 5.6. In this figure, the
dotted line demarcates the domain €2, implied by the use of non-centered conditions, which in this case
does quite not match the domain being modelled, motivating the use of boundary conditions that are

centered in space about the boundary points.”

OO0 O0OO0OO0OO0O0O0OO0O0

v
e 1€
O €
A icT,
QO ghost points

OO0OO0OO0OO0O0O00O0O0

Figure 5.6: Illustration of 2-D Cartesian grid on box-shaped domain. The dotted line denotes the domain
for which non-centered conditions are in fact centered about the boundary.

Since the grid points line up exactly with the boundary (i.e., 2 € I for 2 € Z;) for the above-
defined domain, it makes sense to use a weighted inner product where boundary nodes are weighted

appropriately [24]:8

", oM, =Y htwiup)(p), = W e, (5.83)
1€T

where w; and w; ; are weightings defined as:

—

d . . A . ~
if(2+¢ejandz —¢e;) €L
wi = [Jwi, wi = ( - ) (5.84)
j=1 otherwise

N |—=

In other words, we apply a weighting factor of one-half for every ghost point neighbour to % (w; = 1/2
at a wall node, w; = 1/4 at a corner node in 2-D, w; = 1/8 at a corner node (with three ghost points)
in 3-D, etc.). We also note that over this box-domain (but not in general), these weightings have the
symmetry property:
Wiw; § = Wite, Wite, ;5 (1£ &) €T (5.85)
Under this weighted norm in 1-D, and grid point indexed by 7 = 0, ..., M, it is possible to derive
the following SBP property [24]:

M M
D hwi(u?) (0o -v}) = = hgari (o) (0F) + (i) (pa-vhy) — (uf) (pe—vg) — (5.86)
1=0 =0

where pi, 4+ = %(1 + tei). Extending this condition to the multi-dimensional box-shaped domain

70f course, one could simply rescale h in order to have “non-centered” conditions better fit a box-shaped domain, but this is
beside the point of the following analysis, which is to illustrate the energy techniques that can lead to centered conditions.
8The * superscript is used to distinguish this inner product from the usual inner product (5.38).
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under consideration is straightforward, leading to the following SBP property:

<ﬂn’6@7—yn>z}h <’LU qJ+5 -‘ru U szhd ! qzj+(77,)(:u$j—gi) ng ( )(:u$7 7z))

i€l
(5.87)

Equipped with this SBP property we can proceed with an energy analysis. We take a weighted
inner product of (5.8) with C%(St.g’;, and after applying (5.87), we arrive at an energy balance of the
form (5.43), where:

l\D\H

d
0" = 2% 5.2 ||5t— n”Gh ’ Z wj_1Qj+5-”L'j+Qn7et—émj+ﬂn>éh (588)

O;

Z wlh’d ! Z w qz J— 6tﬂ?)(ﬂz]7511+ﬂy) - qz,JJr((Stﬂ;b)(ﬂzjfér]+ﬂy)) (5'89)
1€y

For a bound on the sign-indeterminate t", we note that:

2

k - T\ *
—— (w0 6y u™E (5.90)

-1
0; = <wj (Jj+5zj+ﬂn7Qj+€t75mj+@n>&h 2 4

by the identity (3.43e), which is valid for any inner product. Then it can be shown that the following

bound holds for this domain (we omit the derivation):

— n n\ * 4 n
(W5 40040”4100, 10", < S5 l0"IIE, (5.91)

and we arrive at:

h" (1 — dN?)||6—u" || & (5.92)

2
which leads to the usual condition on the Courant number, A < /1/d, for h” > 0.

As for the boundary term b, we can make use of the identity uxji(ijjF = 5%.. to arrive at:

= wih® lzw (s j— (O ) By u3) — Ty o (Br.0) (G 7)) (5.93)

1€y

which leads to boundary conditions that can employ centered differences d, . in the cases of Neumann
and lossy boundary types. Considering just Neumann and frequency-independent lossy conditions,” we
rewrite b = q (representing a power outflow) and we require q > 0 for stability as a whole. As such, the

following choices are available:

0,y =0, i €Ty, (wheng; ;. =1) (Neumann) (5.94a)
T, ui = %’Tji&-ﬂa i €Ly, (whenq; ;. =1),7,;+ >0 (lossy) (5.94b)

Stability of the scheme under the above boundary conditions is also ensured for domains that can be
composed as Cartesian products of 1-D intervals (e.g., half-spaces aligned with grid axes, quarter-spaces

aligned with grid axes, etc.).

In order to express the final boundary updates, one could make use of the following rule to eliminate

9Here, there is no distinction between Dirichlet boundary conditions of the “non-centered” or “centered” type, since ud =
when ¢ € T, are also given by (5.52).
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ghost points:
N ES 1
= -

Under Neumann conditions (v; j+ = 0), the update equation can be written as:

Uite, = Uire, T u?"'), whenever Gije=1 (5.95)

ut = (2 = 2d\H)ul — w4 N2QY (5.96)

where the partial summation Qf is

d

Qp = Zw;jl (qi,j+yzll+éj + (Jiyj*@?—éJ) (5:97)
j=1

which, for this domain, has at most d non-zero summands.

Under lossy conditions, the update equation would be:

wrtl = 1
-t 1+ )\fy’.

K2

((2 —2d))ul + (M) — Dul !+ /\2Q;?) (5.98)

/ d
where 7} = >0 Vi jx-

In the simplified case of one admittance per grid point (7; j+ = 7;), we would have:

n+1 —_ 1

iV

with K; representing the number of ghost-point neighbours. Eq. (5.99) is also sufficient to represent

Neumann conditions if we let v; = 0.

In regards to other boundary conditions in the literature, these conditions are equivalent to the
frequency-independent cases proposed in [133, 137] for a 2-D and 3-D box-domain expressed using
specific impedances (the inverse of the specific admittance) under the simplification of v; j+ = 7v;+
(one admittance/impedance per wall). We note that spatially-varying impedances over the boundary

surface are not permitted by the frequency-domain stability analyses used in [133, 137].

However, in comparison to the frequency-independent cases proposed in [133, 137], an important
distinction must be made here. We have restricted our attention to this d-dimensional box-domain,
whereas the boundary models in [133, 137] make more liberal use of the substitution rule (5.95) in
order to eliminate ghost points over more general domains—this is an approach that is not guaranteed

to be stable, as will be discussed in more detail in Section 5.4.

A numerical example

In order to demonstrate energetic conservation under these centered boundary conditions, we consider
a numerical example using a rectangular 2-D defined by (L., L,) = (0.8,1.2), withc = 1, A = \/1/2,
h = 0.01, and with 7; = 0.1 at boundaries. The initial conditions are: u(x,0) is a spatial Gaussian
with variance 0.04, and u;(x,0) = 0. The evolution of the numerical solution is shown in Fig. 5.7,
and the numerical energy can be seen in Fig. 5.8. We can calculate the energy variations (including
accumulated losses), and they appear as multiples of machine epsilon, confirming the conservation of

numerical energy under these centered conditions.
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Figure 5.7: Snapshots of simulations of 2-D wave equation A = 1/ V2 with f a Gaussian and gy = 0,
after n time-steps as indicated. Centered conditions are employed at boundaries in this example.

.10716

\ \ =
0 50 100 150 200 100 150 200
n n
(a) Energetic quantities (b) Relative variations in numerical energy

Figure 5.8: Plots demonstrating conservation of numerical energy, associated to numerical example
in Fig. 5.7. Here, the quantity En represented the total energy including accumulated losses from the
boundary, represented by [ (En and b defined in (3.83)). The variations in energy per time-step are
integer multiples of double precision machine epsilon, as denoted by grey lines.

Matrix constructions

Let us now consider the matrices pertaining to the use of centered conditions, in terms of matrix stability
analyses and matrix forms of the energy analysis.
Under these centered conditions, the Laplacian matrix derived from (5.96) or (5.99) can be com-

posed as the product of two matrices:
L=W17Z (5.100)

where Z is a symmetric matrix and W is a diagonal matrix, respectively composed as:

-1

Wi, W; . When iy, — iy, = é;

Zpim, = votmd . my # mo (5.101a)
0 otherwise

Zonims == Y Loy (5.101b)
maoF#mq

Wmm = ws,, (5]010)

Although not apparent from the above notation, the symmetry in Z stems from the symmetry prop-
erty (5.85), which implies that:

1 o . 1 . o o A
Wi Wy 5= Wi, W iy By~ my = +é; (5.102)

The diagonal matrices B and Q are now given by:
d d

Buum = D (@i, ji Vimsit + Tiyj—Yimi=) s Qum = D (@, s + s =) (5.103)

j=1 j=1
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where B = GQ in the simplified case that ~y; ;4 = -;, with the diagonal matrix G having 7; along its
diagonal.

The Laplacian matrix under centered conditions could also be constructed as follows:

imy it T i, when 2,,, — %y, = £€;
Lm17712 = (Q‘L 1d qlnll’]$) e m / s mi 7£ mao
0 otherwise (5.104)

Lyn,m, = —2d

From this construction it may be apparent that L is not a symmetric matrix. In order to see this more

clearly, we give the 1-D form below:

L= (5.105)

As such, there is some question as to whether the necessary condition (5.31a) is satisfied.

A similarity transform

Let us now consider the “matrix method” stability conditions (5.31a), (5.31b) and (5.33) with respect to
the above matrix constructions for L (using centered conditions).

While W and Z are symmetric matrices, L is not symmetric in this case (as exemplified above),
and thus its spectrum does not trivially satisfy the condition (5.31a) laid out by the matrix method for
stability analysis. On the other hand, we can show that L has the same spectrum as a symmetric matrix
in order to satisfy (5.31a). Essentially what follows is a similarity transform (to be explained shortly).

Let 1 be an eigenvalue of L and let the associated eigenvector be ¢. We have then:
Lp=W'Z¢p=pp = WYVW1Z¢=p W29 (5.106)
We can define y = W'/2¢ and we have:
My = py, M=W1/2Zzw~1/2 (5.107)

where i is an eigenvalue of M with eigenvector y. Thus, 0(M) = o (L), and clearly, M = MT, so
S{o(L)} =0.

In terms of the similarity transform, we have:
M = WY2Lw—1/2 (5.108)

This states that M and L are similar matrices, and similar matrices share the same spectra [112].

So in terms of the “matrix method” stability conditions, we have the condition (5.31a) satisfied,
and (5.31b) is trivially satisfied by GCT, and GCT also provides a bound on (L), which leads to the
stability condition A < /1/d.

We can check if this GCT-based stability condition is indeed tight for the Laplacian matrix corre-
sponding to the application of centered boundary conditions to the coarse grid illustrated in Fig. 5.5. For
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that case p(L) is calculated to be (using MATLAB [164])
H(L) = -8 (5.109)

down to numerical precision, so the aforementioned bound is tight for that example. In Section 5.3.2 it

will be seen that, in general, p(L) = 4d for L matrices constructed with (5.100).

Energy analysis in matrix form

It is also worth revisiting the modified energy analysis in the context of these matrices.
The stored energetic terms in (5.88) can be written in matrix form as follows (dropping the super-

script n):
h? hd

0= ﬁ(ét,u)TW(ét,u), t=_—-u'Z% u (5.110)
C

where W and W are diagonal matrices with entries w; and w; j, respectively, and Z* is a matrix of

the form:

v

d
z* =) WW;'(D, )"D, (5.111)
j=1

and thus we have that Z* = —Z.1°

In order to bound the total “energy” for the system, we can write:

di.2
¢ > —%VTZ*V (5.112)

where we define v = §;_u for convenience. Then we have:
1 T A2
> A :
h> o5y <w 4Z)v (5.113)
We require that b > 0, but if we define v = W~'/2v, then we only need to satisfy:
)\2
vT (I — 4W‘1/2Z*W‘1/2) v>0 (5.114)
and we and have that:
~T A2 —1/2m%wr—1/2 \ = A2 —1/2% a7 —1/2 <112
V(1= W zew v > 1—Zp(w Z*W ) 9] (5.115a)

since W—1/2Z*W ~1/2 is positive semi-definite. Consequently, we know that p (W ~/2Z*W~1/2) =
p(M) = p(W~1Z), and we arrive at the stability condition:
2
AL ———— = bh2=>0 (5.116)
p(W~'Z)
Recalling that L = W ~!Z, we realise that this is equivalent to (5.33). Applying GCT to obtain a bound
on p(W~1Z), we get A\ < /1/d as a sufficient condition for stability (necessary and sufficient for

Neumann conditions).

101p the context of graph theory, Z* can be seen as a weighted graph Laplacian (with edges weighted), carrying with it proper-
ties (5.82a) and (5.82b).
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5.3 Comparing centered and non-centered boundary conditions

So far we have considered two approaches to finite difference boundary modelling: using ‘“non-centered”
conditions or centered conditions.!! However, we have not given a clear motivation for the use of one
approach over the other. Indeed, the use of centered spatial difference seems attractive at first, since
Op; = Op, + O(h?) whereas dz,4 = Og; + O(h), but it is important to remember that the operators
d.,+ are also second-order accurate about a half-shifted position in space. In order to provide some
insight into the choice between these two conditions, in this section we compare these two sets of condi-
tions, in terms of numerical modal frequencies (under Neumann boundary conditions) on box-domains,

and in terms of numerical reflection coefficients on half-spaces with lossy conditions.

5.3.1 Modal frequencies for the Neumann problem in 1-D

As a simple first example for comparison purposes, let us consider the modal frequencies that arise from
the wave equation on a one-dimensional domain 2 = [0, L], approximated using the simple scheme
with non-centered and centered Neumann (free) conditions. In this case, it is straightforward to write
the grid function u? as a M x 1 column vector u” = [uf,u?, ..., u, ,]T. When centered conditions
are employed, it is appropriate to choose h such that M = L/h + 1. Similarly, when “non-centered”
conditions are employed, it is appropriate to choose h such that M = L/h, and to stagger those grid
points by i/2 (from the origin). The resulting grid points are illustrated by Fig. 5.9. Indeed, under this
setup, “non-centered” boundary conditions would in fact be centered about the boundaries of interest.

However, for lack of a better term, we continue to call them “non-centered conditions™.

0 L 0 L + non-centered
+ +eo  + e
T T » centered

(@M =4 byM =5

Figure 5.9: Q = [0, L] and sampling points under various boundary conditions with M = 4 and M = 5.

)

.. + ..
In the case of non-centered conditions, we have L = D §m , and under centered Neumann conditions,

we have L = D;’;, where L = Dg) is given by (5.70), and where ng)g is defined as:

-2 2
1 -2 1
D) = (5.117)
1 -2 1
. 2 _2_
It is well-known that the eigenvalues of Dg) are [171, 259, 277]:
mm
m:—4'2(—), —0,1,...,M—1 5.118
1 sin Wi m =0, ( )

'More specifically, considering still just a box-domain aligned with grid axes, we have, so far, two approaches to discretising
box-shaped domains (and Cartesian products of 1-D intervals), with non-centered or centered discrete (Neumann or frequency-
independent lossy) boundary conditions.
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and that the eigenvalues of D;; are:

mm

i = —4sin? <2(]\4_1)> , m=0,1,....M -1 (5.119)

From these eigenvalues, we can obtain the discrete modal frequencies from (5.30), giving:

— 4sin®(wnk/2) = ANy = wmk::2$n_1(kx/—pm/4), m=0,...,M—1 (5.120)

So for non-centered and centered conditions with A = 1, we have the respective modal frequencies:

. . mm M=L/h em
—4sin®(wyk/2) = —4sin? (W) :>/ Wim =M, m=0,1,... M—1
(5.121a)
2 w2 mm M=L/h+1 _ _ B
4sin®(wpk/2) = —4sin (2(M—1)> Wi =M, M 0,1,...,.M -1

(5.121b)

We find that both types of boundary conditions lead to identical sets of modal frequencies, which also
happen to be exact. As such, there is no advantage to one set of boundary conditions over the other for
this problem, provided that the grid points are properly spaced in the domain.

5.3.2 Modal frequencies for a box in d dimensions (d > 1)

Next, let us consider an extension of this problem to d dimensions. However, we should note that for
d > 1 it will only be possible to have both centered and “non-centered” conditions centered about
the boundary for a box-domain with equal edge-lengths. Nevertheless, we will formulate this problem
more generally for unequal edge-lengths so that we can discuss some important properties in regards to

stability, after we consider modal frequencies.

We consider a grid function u} for ¢ € H?Zl [0,...,M; — 1], where Mj is a positive integer. For
now, we assume that M = --- = M; = M, and as such we define a box domain
d
Voor = [ [ (0, L) (5.122)
j=1

where L is the edge-length. As in the 1-D case, we consider different grid spacings for centered and
non-centered conditions. For centered-conditions, we choose h such that h = L/(M + 1), and for
non-centered conditions we choose i = L/M . Furthermore, let the grid for non-centered conditions be
staggered by h/2 in each coordinate direction, as is appropriate with “non-centered” conditions. These
grid points are illustrated in Fig. 5.10.

In this case, the grid function u;’ can be decomposed into a vector u” of size M x 1 with M =
H?Zl M; using a “column-major” vectorisation, which has the first dimension of v}’ stored contigu-
ously in computer memory.'? In a column-major vectorisation, the mth element of the vector u” corre-

sponds to u;" via the mapping:

7j—1
m=>i; [[M;, i=(n,...ia) (5.123)
j=1 1=1
12This is the decomposition provided by the semi-colon operator (:) in MATLAB [164].
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Figure 5.10: = [0, L]? and sampling points under various boundary conditions with M = 4 and
M =5.
This vectorisation is illustrated in Fig. 5.11 for a 4 x 4 grid in 2-D.
m =20

—)7:2

11

Figure 5.11: Illustration of column-major decomposition of 4 x 4 grid.

For these box-domains (possibly with unequal edge-lengths), the Laplacian matrices can be repre-
sent in compact forms that follow from the update equations derived previously. First, we must introduce
the Kronecker products and sum operators [112]. The Kronecker product (®) of two arbitrary matrices
A and B, respectively of sizes M7 x N; and Ms X Na, is defined as:

a11B R alnB
A vy @B xngy = : : (5.124)
am1B e amn B { M1 Msx N1 Na}
and the Kronecker sum (&) is defined for two square matrices as:
Ay © B xanny = I, @ A+ B @1y, (5.125)

where I, is the identity matrix of size M x M. It is also worth noting the property [112]:

/jfml S U(Bl) ) Mm2 € U(BQ) - le + Mmg S U(Bl ® B2) (5126)

Let us now relabel the second-order difference matrices ng)c and Dg) as D;J);E i Dggjfg)c ,» which are

now of respective sizes M; x M;. The Laplacian matrix corresponding to the application of non-centered

conditions can then be written as:

LED —DE) g ..o DE) (5.127)

TdTd 11
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where @ represents the Kronecker sums (see [112])."*> Meanwhile the Laplacian matrix corresponding

to centered conditions can be expressed as:

Le) =D @ - oD (5.128)

Tqx 1Ty
The sparsity patterns of such matrices are illustrated in Fig. 5.12. As an aside, it is also worth noting
that, for the simplified case of ~y; j4+ = v;, where B = GQ, the matrix QQ can be composed as:

Q= E(diag([l, 0,...,0,1)) & - & diag([1,0, .. .,0, 1])) (5.129)
N——— N———
1xXMygy 1x M,
where = = 1/2 for non-centered conditions, and Z = 1 for centered conditions, and where diag() is a

function that forms a diagonal matrix from the argument vector.'*

(AT \
o . N\

| | | 30 & | | "+ o4 |
0 2 4 6 0 10 20 30 0 50 100
nz=16 nz =128 nz = 692
(a) LGD (b) LG2 (©) LG

Figure 5.12: Sparsity patterns of the matrices L1, L2 L3 for (M, My, M3) = (6,5,4). The
sparsity patterns are unchanged for non-centered conditions.

Under these constructions it is straightforward to arrive at an expression for the eigenvalues of these

matrices using the property (5.126). For non-centered conditions, we have the eigenvalues:

d d
fim = —4_ sin® (;"&”) H —1] (5.130)

where m is the vector modal index m = (my, ..., mgy) with non-negative integer entries.

Meanwhile, the eigenvalues of L in the case of centered conditions are:

— _425111 ( 711 ) f[ —1] (5.131)

The modal frequencies associated to these eigenvalues are given by (5.30). Using the standard choice
of A = \/l/id and for the box-domain W, with appropriately spaced grid points for centered and non-
centered conditions, we again find that the two sets of approximate modal frequencies are equivalent.
However, as opposed to the case of d = 1, these approximate modal frequencies are no longer exact,
since there is unavoidable numerical dispersion for d > 1, which causes a deviation of numerical modes

from their ideal positions.

13We should note that these Laplacian matrix constructions are well-known in terms of Kronecker products and regular sums,
see, e.g., [277].
14Like the command diag () in MATLAB [164].
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Implications for numerical stability

There are some interesting implications of the above eigenvalue expressions for numerical stability. For

this discussion, we do not restrict our attention to equal edge-lengths for Vyex.

From the expression (5.131), we have that (L) = 4d for centered conditions, as alluded to earlier,
so A < \/1/7 is a tight stability condition for centered conditions over a box domain. Interestingly,
for non-centered conditions we have that p(L) < 4d. As such, for small grid sizes one can set the
Courant number slightly above A\ < \/W, but for any appreciable size (such as, for room acoustics)
the effect is negligible. It was reported in [44]—from an eigenvalue analysis of the one-step state-
space matrix—that the Courant number may be set above the von Neumann limit with non-centered
conditions. More specifically, it was reported that for a 7 x 8 x 9 grid with non-centered conditions,
the Courant number could be set 2% above the standard condition of A < \/m Indeed, inserting
My = 7,M, =9, M3 = 9 into (5.130), we find that H(LF)) ~ 11.53 = Apax =~ 1.024/1/3. Ttis
important to remember, however, that by (5.130), p(L) — 4d as h — 0 for any fixed box-domain size.

Restricting our attention again to the box-domain of equal edge-lengths, we note that—barring the
effect of increasing the Courant number slightly beyond +/1/d with non-centered conditions, which
slightly improves numerical dispersion for d > 1—there is no difference between the two choices of

conditions for the calculation of modal frequencies for this special-case box domain.

5.3.3 Analysing numerical reflection coefficients

While there is essentially no difference in the use of non-centered versus centered conditions for the
Neumann problem (on a box-shaped domain), the story is somewhat different in the case of lossy con-
ditions. The frequency-dependent lossy condition involves the centered operator ;. so the pairing with
the centered operator J,.,. renders the discrete boundary condition spatiotemporally centered. In com-
parison to non-centered lossy conditions, this leads to increased accuracy at the boundary in terms of
reflection coefficients, provided that the boundary node lies on the boundary, as we will see in the

following analysis.

In Section 2.1.3 we derived a reflection coefficient (R = 1_7_—3) at normal incidence for frequency-
independent boundary conditions with specific wall admittance ~y. In the same way, we can analyse these
discrete boundary conditions at normal incidence and derive numerical reflection coefficients, similar
to the analyses appearing in [133, 137]. Without loss of generality, here we will consider the case of
one spatial dimension for a half-space domain: = > 0 (closed, unbounded) and its boundary at x = 0.

Analogous to the continuous case ((2.42)), we can assume a trial solution of the form:
ul = Ael(wntiafr) | pBel(nwe—izfn) (5.132)

where wp = wk € R and §;, = fh € R. Inserting this trial solution into the centered boundary
condition, §,.uj = %5t. ug, we can arrive at an expression for the numerical reflection coefficient
(B/A):

~Asin(Bp) — ysin(wy)
~ Asin(By) + vsin(wy)

Note that this reflectance is purely real, which is a consequence of using centered operators throughout.

RO (B1,7) (5.133)

By the same approach, we can find an expression for the numerical reflection coefficient in the
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non-centered case. For the boundary condition: 5:,37.+g6’ = %(5, ug, we have:

B 2XeI8n sin(By, /2) — v sin(wy)
~ 2X\etiBu sin(By/2) + v sin(wy,)

R®(Br,7) (5.134)
In this case, the reflection coefficient is complex, which is ultimately due to the use of a non-centered
difference operator, but it is also indicative of the delay induced by the extra half grid spacing in the
implied staircase geometry. For this analysis, we consider only the reflection magnitude, which we
denote as RE) (B,,~) = |RE) (81, )|; i.e., we ignore this half-step delay for the proceeding analysis.'?

Let us now compare these two numerical reflection coefficients for A = 1, where it can be assumed
that numerical dispersion is not a factor (the interior scheme being exact). We plot the numerical reflec-
tion coefficients as a function of the ideal R (solving for v with vy = }jr—g) and normalised wavenumber
Br in Fig. 5.13. It can be seen that for A = 1, the centered conditions are exact down to machine preci-
sion. Indeed, they are fully exact, which is confirmed by inserting wj, = 3, and A = 1 into (5.133).1
The non-centered conditions behave as desired in low wavenumbers, as they are consistent (and thus,
valid), but they exhibit reflectance errors that generally increase with the wavenumber. Clearly then, in

the 1-D case with lossy boundaries, centered conditions are preferred.
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