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ABSTRACT

The conception, creation and development of a non-

interactive layout aid for microcircuit design is described.

The system is based on a review of existing lavout techniques

«

.and the requirements of low cost and sizé for mounting on a
timesharing bureau, using remote teletype and gréph plotter
for input and output; the programs are written wholly in
FORTRAN IV. It is designed for‘general application thfough-
out the range of microcircuit technoiogies, with a slight
bias towards MOS integrated circuits. A degree of implicit

manual control is built into the programs which allows the

production of a range of trial layouts with little additional

‘effort. Resulting layouté, obtained in several technologies,
are presented and these fdrﬁ the basis of the study.

‘The system was found to perform adequately and to
provide substantial assistance in microcircuit lafout. The
“results demonstrate that effective layout éids do not
necessarily require expensive hardware or a dedicated
computer. Emphasis is placed on critical aspeéts of convert-
ing a manual layout pr?cess in order to incorporate computer
aided design. An alternative method of approach to the
design of layout aids.is outlined, which offers advantages

over present techniques.
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CHAPTER O

INTRODUCTION

0.0 MICROCIRCUITS

Microéiréuits weré originally developed to gain technical,
and economic advantages through miniaturising eqﬁipment and
so reduéiné the size anq'weightigf installations. Improved
reliability and cheaper production have led to the wideSpread'
accéptancé and.uée of micfbelectronics, which has had consider-
able impact in the fieid of electronic equipment}vFigure 0.1

shows a flowchart of a typical microcircuit design process

culmiﬁéfing in fhéniréﬁsf5£ibh 6f gféifcﬁit-schéﬁékiénintoma"
layout suitable for fabrication. The layout preparation is

the most time—cphsuming, and therefore ekpensive, of the sub-
processes and is the major cause of bottlenecks in microcircuit
production; for this reason qomputer;aided'design (CAD) is of
~interest to many manufacturing firms as § means df‘reducing
layout turnaroﬁnd tihe (typically by about 80%)‘and thus,
decreasing circuit development costs. Moreover, since
computers are far less error-prone than humans, CAD also
offers a more accurate layoutA@ethod, which is a consideration

of overriding importance to all microcircuit manufacturers.

O0.1. CIRCUIT FABRICATION
In order to appreciate the significance of layout it is
essential to have a knowledge of the processes and problems

associated with microcircuit production. There are two
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principle classes of microelectronic cifcuitry, film and
monolithic circuits. -
Thick-film circuits are constructed by printing con-

ductors and resistor trécks, using a silkscreen prdcess, dn
to ceramic substrates. Thin-film circuits are fabricéted by
the vacuum deposition of passivé components onto a finely
polished'giass, oxidised silicon or ceramic substrate; the
required geometries are obtained by using metal aeposition
masks or pﬁotoetching complete films. Both thick and thin-
film circuits generall& require the manual addition of active
componenté. Prdductién ié frequently based on the use of
_standérd'siZed substrates, which means that a circuit layout
is constrained by the substrate sizes avéilable.

| Monolithic or integrated circuits (ICs) are constructed
in silicon sﬁbstrates by diffusing dopants to contfql the |
t&pe_of filamentary vélumes;‘surface insulation is normally
achieved by'oxidation. Inter-device connections and bonding
pads are made with vacuum-deposited metal conductor trécks,
~which require etched cont%ct holes in the'insﬁlation so as to
make contact with the doped areas. Each procesé uses a
photographic mask which defines thé‘areas to be processed
and the circuit function is defined by the inter-relat;onshipsA
of the patterns .on the various masks. Up to 1000 circuits,
or die, are simultaneously manufactured on a single silicon
slice of fixed diameter; the die size is determined by the
layout dimensions which therefore affects the production cost
per circuit. In additidn, random crystal defects affect a
fixé& number of cir auits per slice and so léyout size also

controls the yield. Because ICs are so small, there are
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frequently undesired effects, caused by interactions between
compcnents, which detract fromvthe-circuit's performance.
These parasitic effects can bé minimised through judicious
physiéal layout. However, this is a more complicated
matter than simply physicallyAisolating components because
this expands the layout size which, in turn, increaées cost.
Printed circuit boards (PCBs), although not micro-
circuits, present layout problems similar to film circuits.
They consist of metal conductor tracks, deposited or etched
onto a thin insulating backboard, forming the conductor
patterns for discrete components which are solderéd onto
the board. These circuits aré included for consideration in

this work to allow comparison and discussion of techniques

which have been applied to PCB layout.

0.2.0 CIRCUIT LAYOUT

Layout is the process which cbn&erts a circuit schematic
or logic diagram intO'theApatterns used in circuit.production.
.ItAmay be viewed as three reiated subprocesses, the définition
of individual cell geometries, the plaéement of cells on a
substrafe and the positioning of intercell and éutside world
connections. It is a lengthy process; for example, it can
take many man-months, costing up to £50K, fof a large
integrated circuit, and many efforts have been made fo
decrease development costs through computer aids to layout.
Two major divisions have occurred within these aids,
resulting in the-classifications interactive and automatic.
Inté}active layout aids assist the designer by employing a

computer for housekeeping and rule checking functions, thus
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freeing the man for the creative design efforts. The flow-
chart shown in figure 0.2 shows a typical éequehce‘of events
in using an.interactive layout system. Automatic aids diffe£
from interactive'ogés in that they must feplace the human |
factor rather than just assist it. This is clearly a much
more deﬁanding'program since the computer ust carry out pseudo-
creative tasks. In recent years there has been a rapid
expansion of commercial, stand-alone interactive systems
complete with software (Beardsley, 1971), while practically
no commercial automatic aids have appeared. The reason for
this is most probably the difference in programming problems,

however several techniques of use in automatic layout have

been developed and these are presented in chapter 2.

0.2.1 LAYOUT AIMS

Circuit layout deals mainly with the generation,
modification and manipulation of patterns and the main aim
is to fit all the required components and comnections onto a
minimal sﬁbstrate area. The circuit manufacturer is chiefly
concerned with circuit performance and cost which are
inversely related, that is, a performance/price trade-off
Aexists. A ci;cuit designer must ba}ance the two during
layout; he must minimise parasitic and stray effects in
addition to_circuit area. This balance is achieved thfough
largely iﬁtuitive techniques which cannot be translated
into algérithmic procedures; as these are the basis of any
computer program the implication is that a computer cannot
h0pe7tq simulate a human designer's reasoning in layout.

It is accepted that the ideal microcircuit is planax
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since crossovers between conduqting ma£erials are a major
source of parasitic effects. Although there are various
fechniqueé fér incorporating crossovérs so as to reduce
deleterious factors, the best solution is undoubtedly io
‘eliminate crossovers. However, the ideal, planar circuit
is a rarity and paert of the layout problem is to érrange a
minimum number of crossovers in an optimal configuration.
This is one area where CAD can be applied. However; the
ideal layout program should be capable of much more than

purely minimising crossovers.

0.3 THE THESIS

This work compriées an evaluation of aﬁtomatic layout.
aids from the point of view of the small microcircuit
manufacturer. There are two reasons for gdopting this
stance: first, it is a widely held opinion that CAD is
.becoming necessary if a firm is toc remain competitive
(Stone & Dietz, 1968; Hazlett, 1960; Mays, 1971; Beardsiey,
11971; BAC report R84-Cl, 1971); secondly, it is felt that
effective CAD will fequire,in the near future,extensive
capital commitment in excess of £100K. Obviously, small
firms cannot readily afford such eXpendit?re and so it is of
importance'to evaluate whethef effective automatic layout

software can be supported by inexpensive equipment.



CHAPTER I

LAYOUT AIDS - PHILOSOPHY &.BASIS

U

1.0.0 MANUAL AIDS

Maﬁual 1ayouts are constructed on squared paper using
pencil and ruler, this method requires erasure and redrawing
of portions of the circuit when more spacé'is'required in a
critical area. This is.bbviously time—consuming_and tedious,
especially when designipg an integrated circuit which iﬁ-
volves working with several different colours to represent
the different maéks. Cut-out shapes of basic components
and, mérelreceﬁtly; basic cells, Were'the first attempts at
reducing the layout tedium; these can be moved without a
massive redrawing effort siﬁce bnly the cénnection pattern
has to be altered.’ However, working with pre-defined cells
cuts down on the designer's freedom and many prefer to work
from scratch rather than be reétricted to creating space
for cells of specified dimensions. Cuttiné masks manually
from such a drawing is also slow and error prone so that .
manual methods have come to be regarded as unsatisfactory for
modern design standards and the computer has offered the

best alternative.

1.0.1 THE COMPUTER AND LAYOUT

- The computer's power is a function of the_sophi§tication
of its cirquitry and so there is ga positive feedback system
within CAD of microcircuits since computer aidé produce
better circuits which produces more powerfui machines which,

in turn, facilitate better aids. The first machine-based



\Q

layout aids were confined to the improvehent of the artwor
generation process and have been so successful that, today,
most IC artwork is automatically prepared. The problems
associated with the construction of 1ayouts are much moxe
complex and it is only recently that machines capable of
dealing with the sheer quantity and complekity of layout
data have been developed. However, invthe past decade‘the
computer has come to take an increasingly important role in

the field of microcircuit layout.

1.0.2 COMPUTER LAYOUT AIDS

The interactive graphics screen has provided é moveable,
»variablé window fhrough which a designer can draw; modify
and delete part§ of the layout With little effort. This has
prcvided an alternative to the draﬁing board, ruler and
pencil used in manual Cohstruction; the computer can easily
simulate the operations of layout acting oﬁ inétructions via
a light-pen or keyboard and so eliminating much of the tedium
of layout. However, 1nteract1ve graphics roquiros expensive
.equipment and entails different techniques so that there
are disadvantages to its use. A commercial interactive lay~.
out system is described in appendix I, together with a
discussion of users'’ comments'which gives an idea of the
difficulties any manufacturing firm is faced with when
installing an interacti&e layout system.

The CAD alternative to interaction is automation. This
is still a young field and, before becoming too deeply
involyed in the minutiae of automatic layout, it is

advisable to study the non-automatic aid in some depth to
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gain some insight into the basic problems associated with
- the application of digital'compﬁters to the field of micro-

circuit layout.

1.1.0 GAELIC - A NON-AUTOMATIC AID -

GAELIC (Graphics Aided Engineering Layout of ICs)(Edes,!213)
provides an'ideal m=2ans for studying the philosophy and
tools of’layout aids. It began as a series of programs
aimed at providing a mére precise‘artwork prebaration
process. The system translates a circuit layout-description,
taken from a drawing, into a variety of outputs which can be
used for preparing composite plots, micro—plofs or
photographic masks. It is designed for use over a.remote
teletype connected to a timesharing bureau which entails a
minimum of expense.

The layout descriptions are input in one of two forms,
a manual iﬁput language based on the CAMP language (J. Wood
et alia, 1969)>or a numerically coded tape brepared on a
digitiser. The circuit is described in terms éf shapés.and
'layers correSpondihg to the patterns on the individual
masks. This data is processed to prcduce a dump-code file
which is a sequential numerical file adhering to the form
of the originai description,but suitable for rapid machine
processing. As this file is created, syntax checks are
made on the input data to identify any errors or anomalies
which could cause confusion during latter stageé. Next,
the dump code is input to the compiler which produces a
coordinate file which is in a form suitable for mask
production; group calls are replaced by shape descriptions
and information is associated by mask rather than area.

From this coordinate file, various post processors are used -

to provide plots, for checking purposes, and drive-tapes
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.~ for automatic nask-cutting machines-. A'flow chaxt cf the
system is shown-in figure 1.1. ihe main drawback of this
system is the lack of an on-line error correétion.process;
the alteration of the input files is a. slow and tedious
procedure and greatly detracts from the efficiency of

GAELIC as a layout aid.

1.1.1 ERRORS

Erxor detectlon and correction is an 1mportant part of
all artwork preparation systems; the machine must be
instructed to anticipate, and reject, any mistake which would
cause‘nnnfusion. Simple errors, such as mis—npelling key
words or omitting key figures, are relatively easy to allow
for, however errors involving violation of the design rules
or data errors cannot be eff1c1ent1y dealt with by the com-
puter and requlre manual detection on an output plot. Once
. an error of the latter class is identified it must be
correctéd; this involves comparing the oriéinal_drawing,
identifying the exact‘nature 6f the m*stake, its location
in the 1nput file and finally, correctlon via editing.
Thus current GAELIC error-control technlques are 1neff1c1ent
since they require skilled personnel to spend much time,
utilising a fraction of their expertise, in checking -
drawings, alteringvinput files and checking‘more drawings.

Obviously, it would be adnantageous to use tne:
computer to assist in this area by providing on-line error
detection and correction facilities. Such a éystem would
require a display of the layout in a form Which could be

understood by both man and machine, and a method of manually’
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modifying the layout quickly in a permanent or temporary
fashion, together with a fast diSplayéd feedback on the
effects of ahy Such modifications. These specifications
are met only by an inte;active graphics screen with a
light pen or equivalent facility.-'It is hoped that GAELIC
will be expandéd to make use of such a disjplay for error-
control purposes aﬁd,ultimately, dynamic design;  the data

handling problems associated with such a modification are

discussed below;

1.2.0 INTERACTION AND THE GRAPHICS SCREEN

An interactive system must be fast; if the machine
takes too long to access, modify and display data then the
design process loges continuity as the operator is forced
to wait while the display 'catches up'. Such delays destroy
concentration and consequently decrease the human's, and
hence the system's, effectiveness. To avoid this it is
necessary to store thé layout data in a form which is wholiy
and readily accessible to the machine, is easily processed
‘and does not require 1long, time-consuming searches to
locate a specific.datum. The sequential files used by
GAELIC do not satisfy these criteria, instead it is
necessary to use a data structure.to provide speed of
processing,'compactness and simplicity. It is convenient
_hefe to present a brief.discussion of data structures since

they have become a fundamental aspect of computer graphics.

1.2.1 DATA STRUCTURES

» In recent years the data input to computers has
considerably increased in size and compiexity and this has

lead to an emphasis on efficient data storage as well as



data processing. - Initially most on~coré data were stored

14

in sequential arrays reserved exclusively for that. purpose..

This became inefficientAsince'each'array used must have
sufficient space reserved for the maximum requiremént
although, in many cases, this would rarely be required} For
example, a circuit analysiS'program might be designed to.
handle ciréuits of up to 60 resistors, 30 transistors, 50
capacitors, 40 diodes, etc., owing to the exponeﬁtial
increase in ekecution time with the number of circuit
components, it might never be applied to circuits of over
90 Comppnénts. This means that over half the.reserved-spac
would never be used in a single application, therefore
pre—defined‘arrays are clearly an inefficient data storage
technique for variable déta applications.

Sequential arrays are extreﬁély inefficient iﬁ dynamic

applications because simple operations, such as additions

e

and deletions, require massive amounts of data manipulation -

to create and absorb vacant spaces. These operations are
a fuﬁdamental part of interacfive systems as the operator
must be allowed to dynamically modify the data in as
unconstrained a fashion as possible. List sfructﬁres
provide an answer to these nroblems by avoiding multiple
array type storage apd simplifying data modification
operations. The data is segménted into small lots of
associated information which are stored in consecutive
array locations. An additional word, called a pointer, is
placed at the beginning and this is used tq indicate the
location of the subsequent lot of informatioﬁ. These

information units are called beads and are 'strung! on the
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list by'the pointers at their head.

The pointers serve two purposes which overcome the
basic disadvéntagés of sequential storage mentioned above.
First, because list members are only accessible through the
‘pointer sequence which is independant .of physical storace
locations, several different lists may be stored in a single.
array, with space reserved for the overall maximum rather
than individual maxima requirements. Secondly, data
modification involves é minimum of processing since only
the pointer values need be manipulated instead of the data
itself. Figure 1.2 shows the sequence of operations for
altering a list sequence without physically moving any data .

The-list‘structure has a major disadvaﬁtage in that it
is necessary to begin all searches at the list head as any
bead can only access subseQuent»beads of the, same liét°
Therefore, if data has to be accessed in a variety of
ways,  a variety of lists are iequired which‘implies a
duplication of data which is inefficient. Thié problem
.has been surmounted by placihg several pointers within a
bead so that the data appears once but can be located on
any of the lists on which it is ‘$trung. This technique has

evolved into the modern data structure described below.

1.2.2 RING DATA STRUCTURES

Ring data structures differ from siméle list structures
in two ways: first, they allow a bead to appear on several
lists, of rings, and secondly they eliminate the necessity
of starting all searches at the beginhiﬁg of a list by
replacing the final null pointer with one that points to the

-~
start or head of the ring. This means that a bead can be
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accessed from any other bead which is a member of‘an
incident ring. Thus fast, comgiex structures incorporating
levels of nésted rings can be constructed and, in
applicétioh% involving large amounts of data, the program
speed is of%en a function of the efficiency of the data

A
structure.

There is one disadvantage with ?ing data structures
in that sea%ch procedures can become involved if there are
~several poiﬁters per bead. Beads are usually structured as’
shown in fiéure 1.3. ‘it is therefore necessary, during a
search,‘to unpack the pointer, locate the head word, unpack
it andAthus3identify the bead before being able to decide
whether it is of current interest. A typical ring search
procedure is flowcharted in figure l.4;despife the épparenf
1engfh and éomplexity of such procedures they do not
constitute a éignificant héndicap relative to the_ease of
processing éainéd through the use of a_ring'data structure.
The prépdsed GAELIC data structure provides a good exémple

-of how a suitable structure is evolved from a consideration

of the program's requirements.

1.2.3 THE GAELIC DATA STRUCTURE

The first specification for a Graphics system is
usually diséontinuity; to allow the man to work at peak
efficiency it is necessary to provide a facility for-
transferring the déta structure on to backing store so that
Wbrk at the screen may be suSpendeq when necessary and
resumed when convenient. This implies that the entire

structure must be uniquely accessible from one point only

S
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to allow simplification of the structure storing and
;etrieval processes as well asié basic transportability for
the data structure itself. For this purpose, thé first 6
words of the array are reserved for specific purposes dealing
with garbage colliection, head bead identification, two ring
head pointers and a word used for layout identification.
Shape data for GAELIC is classified by maskAand so
each mask has a ring along which are strung beads which
describe shépes\>appearing on that mask. In addition,  the
mask ring head beads are strung on a ring which commences at
the head bead. Each group definition is a sub-structure
identical to the main Structufe in format. The two'stiucturesi-
‘are related in two wa&sg first a group definition ring
starts at the layout head bead and connects ail group
definition head beads. Secondly, eagh occurrence of a
~specific grbupvis included by a group call bead occurring
on the appIOpriate main mask rings and all éroup call beads
are strung on a.group incidence iing with its.head in the
appropriate groﬁp definition head bead. The structure is
shown in figure 1.5. To a?oid the problenm.of paéking and
ﬁnpacking pointer disPIacements and values a scheme was
developed where each pointer of each Specific ring had a
fixed displacement. Another reason for avoiding a displace- .
ment.index is that tﬁe structure can be used on machines of
small word length. This dataAstructure was programmed on
the ERCC IBM 360 and tests were run which indicated that it
was suitable for use in an interactive environment beiﬁg

compact, fast and transportable.
I wish te perl oot that the proposest GAErwc  Dota,

S¥riet ure  woos designeas o n CQI\;)\L"\Q*‘{of\ worth Oshn €ades .
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1.3 INTERACTIVE LAYOUT

&

Microcircuit  layout is a process of manipulatihg
shapes to safisfy a set of design rules and optimize certain
features which affeet the quality of the resulting circuit;
The optimizing procedure is guided by the criteria of
optimality which are usually ﬁon—sPecific and are incorpo-
rated in manual lajout at an intuitive level. These
critefia.are therefore'very difficult to interpret to a
machine and so interaction has become the usual CAD tool
"for éircuit layout because the man can control the layout
oﬁtimization without reQuiring the computer to become
involved with the Complex reasoning. Each'cah perform the
task most éuitéd to his or ité'capabilities,»that is,the
man makes the decisions and the machine performsvthe'
labofious calculations and accurate drawing, thus
providing an efficieht, balanced combination of the two-
providing the Systém is designed intelligently. Such a
.System requires a compufer, suitéble software and hardware
for displaying the layout, and an experiénced 0perétor SO‘
that tﬁe system may be uséd efficiehtly.

Thexre are severe disadvaﬂfages associated with
intérac%ivé design hoWever; the first concerns operator-
training and is discussed. in more detail in appendix I.
The main drawback, howeQer, is the'cost of acquiring a
suitable system. Theré are t&o factors which affect the
system's price, hardware and software. Hardware costs are
considerable since interactive graphic display equipﬁent is
expensive. Software can be either purchased or developed

in-house, however this latter approach is expensive in.



terms of time and little return can be expected until the
system is completed. Many smdll;firﬁs cannot conside; inter-
action purely on financial grounds and although in fecent
years complete systems, such as Applicon's Design.Aséistant,
hgve become commercially available, these too are out of the

range of many firms' CAD budgets.

1.4 AUTOMATIC LAYOUT.

The . alternative to interaction is automation,'however a
completely automatlc design system is clearly unfeasible with
today's fa0111t1es as the machlnes avallable are not
suff1c1ently powerful to accommodate the decision- maklng pro-
cesses of layout. However, automatlc layout alds are a
potential soufcevof:easing the burden. on the designer and
producing circuitsvmgté-effectively.,The main features which
differentiate automatic aids from interactive ones are that

only access to a machine is required, the input and oﬁfput .

" can be arranged in a variety of ways so that time-sharing

bureaux may be.used and so eliminating the high cost of

[

- ) - ) ’ : - - N .
interactive hardware. No human, on-line assistance is necessary

thus providing a more comfortable situafion for the designer
who does not have to face.the machine directly.

The balance betweenvhardware and Software'costs reflects
the'traﬁe-off beﬁween'inferaction énd.autqmation..'If.is the
purpose of this project té examine the effectiveness and
usefulness of non-interactive computer aids to layout in terms
of a limited CAD budget, that is, does effective computer
aided layout necessarily involve high costs?. The next chapter
shall discuss soﬁe of the techniques and aigbrithms which have

been applied to circuit layout as a basis for this work.



CHAPTER TI

REVIEW OF EXISTING AUTOMATIC LAYOUT METHODS

o

2.0.0 ‘INTRODUCTION

Thé layout phdse 5f circuit design Converfs a logic
diag;am, ox circuit schematic, into the information required
to fabricate the circuit, be it a computer-produced drawing, .
a set of photographic masks or a drive tape for an éutomatic
milling machine:. The core of the layout procedure is the
detailed positiohing of fhe components and their inter-
éonnections,,termed placement and routing, which dre common
‘to all miCIocircuit and printed circuit iayouts}

Circuits which are too large to fit on one board, ox
one substrate, necessitate thé aliocation of their
- components to individual boards, or suEstrates, each of
Which becomes a separate layout problem. The placement énd
routing of.these modules on mother boards is‘alsé a layout
problem which may. or may nbt; be related to the process of
laying out a daughter board. Logic circuits which are
" constructed from integrated circuit packages require
selection of logic modules from é library and allocation of
the circuif gates to the individual modules. Although much
effort has been devoted to producing automatic and semi-
automatic programmed aids for placemeﬁt and rduting,,few
have achieved widé application apart from automatic 'dréwing
board! programs,whichfé;e dependént'on the presence of a
circuit designer at a gréphics terminal; these programs
merely automaté the processes which would otherwise be-
done on a arawing board, using pencil and paper instead of

a graphics screen. This apparent deficiency is a



direct result of the number of parameters affecting circuit
. production and the lack of uniformity within the industrial

- production of circuits. . T

2.0.1 PROGRAM SPECIFICATIONS

Each manufagipring organisation produces é set of
-design rules on layout, determined by that firm's consider-
ation of the most important features of a circuit and the,
tolerances of its production process. Standards will
differ between firms, either in the empﬁasis placed on
certain attributes of the final design or in the tolerances
on physical dimenéions. As an illustration of the diffi-
culty of producing an automatic layout.prograﬁ for'wide
use, consider the decisions which must be made for a
- program to layout printed circuits: before any programming
can be done, it is necessary to specify which printed circuit
boards the‘program shouldvbe capable of handling, how many
layers ofisignal wiring, will power and ground planes be
present, what types ¢f components are to be mounted on them:
and will they appear in constrained posifions or otherwise?
_ Each of the alternatives to the above questioﬁs will
require a different technique to maké full use of the featﬁres
associated with it. This will generally result in a
differgnt program as>a“single program =mbodying the
necessary different techniques would be large, slow ahd,
consequently,'quite inefficient. 'Fur£hermore,lwithin a
single program additionél_Specifications must glso be made:
are different track widths to be allowed and, if so, how
may they be specified and by whom, how many tracks to be
allowed between component pins, what separations are

necessary, ,whemiF;ﬁheﬁashoqﬁé be a range, what types of



edge connector will be allowed, who can specify their
whereabouts on the board and are the boards to be of.a
standard or variable size? These decisions will, in some
cases, require a large amount of e#tra-cost and effort in
coding andenecessitate, in others, entirely differihg_
approaches to the)Zayout probiem if it is to be a gene&ally
applicable program. .

-Finaliy, the criteria.of optimality must be selected
and'sequehced: are jumper wires to be allowed, if so where
and whea aad how, are track lengths to be limited, if so
in which cases, how many plated through holes are to be
allowed and how 1mportant are size and shape. of the board?
.These dec131ons will affect the performance and quality of
the Iayouts produced and they are rarely available in a
form which is'readily adaptable to computer usage.

" All the above fundamental decisioas demonstrate the
unlikelihqod that a program to automatically layoat prihted
circuit boards created by_one firm could be effectively used

by another.

2.0.2 INTERACTION

The advent of interactive graphics has permitted an
alternative, more general approach to the layout problem.
The machine can present on a video dlsplay unit (vbu),
within seconds, a two- dlmen51onal.p¥21ure to a man at the
terminal, who in turn can use it to alter'the layout by
means of a light pen and receive instant feedback on the
results of his modifications. This has two major advantages.
First, the design steps can be allocated to the man and

the machine so that the best features of each’hay be

combined: the designer can incorporate his experience,



intuition and pattern recognition abilities, while the
laborious calculations and monotonous redrawing can be left
‘to the computer. Secondly, ma;y of the above specifications
can be 1eft‘to the discretion of the operator at the
console, and needlgpt be inceorporated in the program, thus
replacing the more complicated sections of programming.

The resulting programs; therefo;e, often contain very few
automatic design features, but are composed of routines
which ailo@ the screen to imitate a drawing board with as
little incénvenience to the operator as possible and,
furthérmore, have a wide range of application; appendix I
»cpntains a brief description of such a system and comments
on its performance from a user's poiht of view.

»There is a severe disadvantage associated with
interactive graphics in that the hardware is very
expensive and few small firms can afford the initial out-
lay. This is compounded by.the fact that it takes a
considerable time for a designer to gain the expertise
réquited to make full, efficient.uSQ of the system.

" Interactive programs require many safeguards against the
possibility of operator mistakes siﬁce every cbnceivabie
action, valid or otherwise, must be allowed for if the .
program is to be reliable and, consequently, the prcgram-
ming takes longer and requires extensive testing before it
is ready for use. These facfors'all cause increased
expense and it has yet to be determined whether the inter-
active or the completely'automatic design mode is the more

cost-effective, computer-aided design method.



2.1 f CRITERIA OF OPTIMALITY

Automatic layout aids, as has been mentioned, all
require some ciiteria of optimality; they are neceésary as
a guiding strategy for the deciéion making processes and
enable .the machine- to decide which of fwo'possible alter-
>native'1ayouts is the better. The most widely used criteria
are functions of size and shape and wiring patterns. The
computer requires a very simple énd unambiguous statement
of these criteria, which are usually gtated in a form
similar to the following:

(i) - minimal rectangular area

(ii) minimal total wiring length

(iii) no crossovers
Althqugh these criteria are inapplicable in some cases,
they‘embody the general éims of layéut programs. Layout
mefhods assign different priorities to these items and,
in so doiné, solve one part of fhe layout problem while
ignoriﬁgAthe other. For example, attachiné high priority
to minimisation of dimension while ignoring crossoveis
‘results in an approach which is suitable for component
placement,_but does little to solve the routing problem.
The consideration of one aspect at the expense of another
has resulted in. techniques falling into one of three
categories: placément algorithms, fouting'algorithms and
topographical methods. Placement algorithms attempt to
minimise circuit area and wiring lengths; :outing
algorithms minimise track'lengths and other Wiring
penéities such as the numbers of plated-through holes,

crossovers or wiring bends; topographical methods attempt



to relate the problems of.placement and routing through a
-graph representation of the circuit generaliy with the
initial aim of minimising crossovers.

The remainder of this chapter is devoted to a
digcussion bf'layﬁut technigues which contain automatic
features, that is,some proﬁortion of the layout decisions
are made by the algorithms or programs, wiihin the three

categories described above.
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2.2.0 PLACEMENT TECHNIQUES

Placement is that part of the layout phase which.
positions the circuit components.  Two cases'requife
separate treétmént. The first is the unconstrained case
whére the compon?B;s are free to appear anywhere on thg
‘board, provided that no two componeﬁts occupy the same
space and that they all appear completely within the
boundary of the layout. 'The second, or constrained case,
requiresithat the compbnents appear only at sbecifiéd poiﬁts,
uéually a rectangﬁlar array of positions; and have a
uniform orientation; components for this type of.board
‘generally have the same dimensions. An example of the former
cése is the discrete component printed circuit board,

whereas a circuit composed of integrated circuit packages of

a uniform configuration usually belongs to the latter case.

2.2.1 UNCONSTRAINED PLACEMENT

Current unconstrained placement techniques are all
similar and are called force placement, rubber-band
Placement or centre-of-gravity collapse; deépite_the variety
in nomenclature tﬁe basic concepts are nearly identical.
Capocaccia and Frisiani (1970) have developed a force
blacement tecknique for the placement of large scale
integrated circuit components, that is based upon two
characteristics of LSI technology. Tﬁe first is that there
will be at least two signal wiring layers, the second
recognises that the proportion of the chip's.area occupied
by conduc%or tracks rapidlylincreases with»circuit
complexity, which will affect size and, conséquenély,

yield. The procedure was thus designed to ignore the



crossqver.problem while minimising a weighted function of
the interconnection length. a
Elements are treated‘as circles with equivalent radii

dépendant upon théir dimensions and number of connections
to.them. initiaLLy elements are placed arbitrarily; they
are then subjected to an iterative shifting procedure which
results in incremental moves governed by the resultant
force vector, which is obtained from summation of the
forces écting on the element. The movement of elements is
divided into three phases. First, the field size is
defined 1arger than the desired final dimensions and the
process proceeds'until the resultant vectors become in-
significantj concurrently the field boundary is decreased
"to. the limit required. Finally, the elements are moved
within this limit until equilibrium is achieved as the -
incremental moves fall beneath a significance limit.

AAThe'forces are derived in a Straightforward manner
through a consideration of the placement: objectives.
Terminal pads are either fixéd, in which casevthéy cannot
be moved, or free to move, when they will be considered as
additiénal elements'placed_along the boundary of the chip.t
All connected elements are considered to exert a mutual
attractive force proportional to théir separafion and a
weighing factor. To avoid superimposition at the field's
‘centre each element is considered to exert a repulsive
force on every other element in inverse proportion to their
separation and this force is increased during the
compression stage of the algorithm so as to balance the

increase in attraction resulting from the smaller boundary.



In addition the boundaries-exert a repulsive force on all
free elements: to prevent their escaping, while exerting
attractive forces on those elements connected to the out-

side world, that is, the terminalApads, so that they move

w

towards the boundaries.

The main disadvantage of this'procedure 1s its
inability to cope with irregularly-shaped combonents as
they are represented by equivalent circles. Any departures
from a roughly square outline will produce problems when
the circula; areas are trénslated back to their real
~outlines. Other applications of force placement fechniques
- employ different’conponent representétions, such as
fectangles, to overcome this drawback. Another disadvantage
is that the §patial reQuirements of the tracks are not
considéred.‘ When the components are blaced there is no
QUaranteé that the areas available for interconnections
will be sufficient. This broblem is not so severe in some
technologies, such as thin film, which allow under-component
wiring because the fracks aré not confined to the areas
between components.

Atiyah‘and Wall (1970) attempted to improve placements
obtained from a force technique by examining interchanges
of elements in order to ‘decrease the length of the longest
connections, but they do not.explain how elements of
different sizes or shapes may be exchanged without a major
reshuffling of elements. Fisk et alia (1967) have improved
the force placements by introducing a moment of rotation
so that elements are oriented in such a manner as to

further reduce interconnection length.
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2.2.2 CONSTRAINED PLACEMENT

Force placement is unsuitable for constrained layouts
Because incremental moves are ﬁbt permitted. Elements must
appear either in one position or another and nowhere in
between, which invalidates the slow settling down proceés
of the force methHod.

Pomentale (1965) has produced an algoxithm for placing
N modules represented by (E1; ool EN) in a regula; array of'
a x b positions where a.b> N. Null or dummy elements are

added to occupy the vacant positions in the matrix and the

set of elements thus becomes (Ey, .. Eys Bna1 - Eab)' A
function F is defined, which calculates the advantage of
one placement over another. Pomentale uses the number of

angles in the manhattan connection of fhe glements which
corresponds to the number of plated through holes requirad
for a two-sided PC board. The value of F is calculated -
from'fhe pbsitioh matrix Pij (i =1, a: j = 1,b) and thg_
.connection matrix C. ihe algorithm examines interchanges
of elements by assessing the alteration in F, £>F&s’
ApFoduced by exchanging elements Ei and ES. The most
‘advantageous exchange, that which resulfs in the greatest
decrease in the number of corners, is carried out by
altéring the appropriate elements of P; the exchange of
null elements is prohibited as it would obviously produce
no change in F. The algorithm proceeds until no further
reduction in F is possible through positionai exchanges,
that is, a local minimum has been reached. Although

. Pomentale presents results for three different schemes of
selecting the interchanges, he does nét give .any indication

of time requirements for the program.



Pomentale's method has been adapted by James (1968) to layouf.
dual-in-1line integrated circui?s (DILIC) on a two-sided PC
board using two placement'algorithmé. The first ehploys‘the
‘number of'aﬁgles in component to compenent connections for

its backboard function and it is applied until no reduction

is possible. Thé/second algorithm uses a function which

gives the total inter-connection length of the nets of the-
circuits, caleulated on a minimum tree basis using Abruca's
algoritﬁm (Abruca, 1964).

Steinberg (1961) has developed an algorithm for the
plecement df elements in a specified set of positions which
minimises a metric function, derived from the component
ﬁlacement, by examining alterations iﬁ the positions of
unconnected sets of elements. This metric funcfion-gives the
total length of connections based on the metric matrix D
where dab.islthe distance between position A and B. After an
initial, érbitrary plaéement an unconnected set of elements
is constructed as follows' an elemeni is chosen and placed in
the set and then an element Wthh has no connections to any
“member of the set is added to it on an iterative basis until
no mofe can be added, that is, the set is maximal. This set
of elements is then removed from the board creating additional
vacantApositions and, since they are unconnected, their
relative poeitions do not affect the wire length. Each
element in the set is tried in each of the vacant positions
and the best replacement of the set is calculated using any
one of the available algorithms for the optimal'assignment of

n objects to n locations, for example Kuhn (1955),



Munkres (1957) or Ford and Fulkerson (1556). Then a
different unconnected set is reémoved and examined in the
same way. The algorithm terminatés when no further
decrease in the wiring length is possible.

Rutman (1964) has improved thislalgorithm by treéting
nets and point-to-point connections individually. He uses
a calculafion of the wire length based on Mahhattan dis-
tances and divides the algorithm into two phases; phase I
attémptélté reduce the lengths of the longest wires only,
which tends. to producé a layout requiring some fine
adjustmeﬁt for.dptimality, and this is supplied by phase
I1 Which minimises the total wire length bf the layout.
All unconnected sets of elements are calculated at the.
beginning of the program and used'cyclicly in successive
itéfations. He made further improveménts by adding an
examinatidn of interchahges between connected elements to
avoid inefficient sublayouts of tightly-connected sets of
elements, such as that shown in figure 2.1 where elements
jAland B would not be intercﬁanged by the'algoiithm because
they are connected and; therefore, one of the pair'will
always be present on.the board. This examination of
possible exchanges is interspersed with the replacement
algorithm at a fixed interval (for example, after every 10
iterations).

Two boards were placed using the program on an IBM
-7090; the first, 70 elements inl77 locétions, was completed
in 4 minutes with a 19.4% improvement over the initial
manual placement by a skiiled designer and the Secopd

board consisting of 516 elements in 540 locations, was



- Figure 2.1 An Instance where Steinberg’s

Algorithm would be inneffective. - -
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terminated after 4 hours, 20 minutes,haVing made a 39%
iﬁprovement over the manual placement. It would appear,
therefore, that Steinberg's algorithm,as modified by
Rutman,is feasible for use with circuits of around 200
elements. P | .

Garside and Nicholson (1968) have developed a permuta—
tion procedure for minimising the wiring length of an array-
of elements. The positions of the elements within the array
may be described by a permutation P of the integers 1 to N
(where N is the nuhber of positions available), using
dummy elemehts to occupy surplos positions. An initial
permutation is created by placing the elemeot with most
connections centrally on the board; thereafter the next
"element placed is that with the most connections to those
already placed and its position is selected to minimise
the increase in total Wire length. If a Second element
‘already occupies this positioﬁ, it is shifted to a neafby
vacant location and the increase in wire length recorded.
_This is repeated until ail elements have been placed;
elterations to the permutation which decrease the wire length
are sought by selecting the element with the highest total
of wires connected to it for tentative exchange with all
others. The exchange'producing the largest non %ero
reduction is mdde; if there is none, the permutation is
not altered and the. element is added to the list of elements
selected since the last interchange. The procedure is
stopped when the list contains all the non—dumﬁylelements,
which indicates that a local minimum has been reached. A

: procedufe for exchanging three .elements in cyclical fashion
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is also proposed as a fﬁrthef improvemegt, however the
results'giVenvdemons?rate that it rareiy makes a significant
improvement on the pair exchan;e procedure. ‘Furthéfmore,
the—computing timeé given imply that even thé binary inter-
change procedure is too slow for realistic use. |

Crockford, Mgller & Carnell (1967) have produced é
system for the layout of naked ICs mounted on aAthin—film.,
The eleﬁents are placed in a regular array of M x N cells,
where,M:i N is the number of elements to be placed. Dummy
elements are included for the 2(M+N) pin positions around
the periphery. At first the elements are placed arbritrarily

“and netslare degcribed'by'strings of eleétrically.common'
‘pbihts. Measﬁres-of central location (the cell nearest the
centroid of the net members) and distribution (the sum of
'the distances of hembers from the céntral locatioh) are
cémpiled for each string. Elements are then moved to
adjacént cells in the direction of the,centxoid by neighboux-
ing exchanges and the effect on ail other string |
distributions is calculated; if the overall distribution is
"not increased the exchange is made permanent. Repeated |
':SCannings of‘the input string list and consequent exchanges
.confinue until a predetermined number of cbhseéﬁfive scan-
sions fails to_produée any imbrovement, when the piocess is
stopped. This procedure rapidly achieves a placement which
is a good approximation of minimum wire length and this is
considered to be“suffipient as subsequent routing aifficul;
ties may require positional alterations for their-splution.

A system for placing computer modules, that ié, small

cards.'plugged' into a regulai'array of sockets on a.



mother board, has been developed by Houghton (1969). The pro-
gram cperates in three phases and allows modules to be
préplaced and to occupy more tﬂan one anrd position. The
first phase édnsists of cluétering, which groups together
highly-connected sets of boards so as to minimise thé sum
of the squares of-the point-to-point distances; the use of
the square of the distanceAﬁeans that long connections will
cogtribute a higher proportion to the distance fuﬁctioh. The
process is partitioned into X and Y directions; first,

only horizontal distances are used and board merment is
cbnfined to the rows andd.secondly, vertical distances and
columnar movements are used; these two subprocesées are
itefated.until mbvemeﬁfs become insiénificaﬁt. "The second
and third phases 6f thé algorithm are transpositibhal,

" both ﬁsé the.same mechanics, but different measures of-
optimality to examine the gains fom interchanging each
element wifh its 8 neiéhbours; Aany exchange which yields
a reduétiqnvin thé wiring length is fixed. ‘Phase two
uses.the sum of squares of point-to-point distances,

' GNhilst phase three calculates the string lengths.of.nets
using -a procedure which takes‘time proportional to the
cube of the number of pins in the net) as its'criterion
of Opfimality; in additién, the number of twisted links
is significant but Houghfon does not clarify this
criteribn.' One example quoted reduced an initialvlayout
with a total (calculated) Wiring length of 1788 feet with
013 twisted links, to 1224 feet and 178 twisted links.

The three phases took 1, 4 and 3% hours respectively on an

ICL 1903A, which is very expensive in terms of time compared



with the manual layout of 974 feet and 188 twisted links.
Mamelak (1966) has developed another procedurg for the
placement of elements in a flxed -array on a two-sided board,
with horizontal tracks on. one side, vettical on the other;
it coneiders the presence of'edge connectors and the require-
ments of minimiaing pulse_delayetimes along certain
connections. The program has three objectives; firét, the
minimisation of intersections between conductors, secondly,
the satisfaction of the proximity conditions‘(for minimum
delay times)_and tnirdly,-the minimisation of the total wire
‘length. The connection matrix is examined,.and a list'ef_
'cnains' compiled; a 'chalnfis a set of elements at least
-tmovof Whieh are ccnnected to the remaining elements of the.
set, ignoringvpower and ground plane connections (see'fiqure
2.2). For a circuit of n logic elements Mamelak found that
’ there are about n?4 'chains' and each element belong to about
n/3 chains. The 'chains!' are allocated to rows of board
p051t10ns and permuted so as to minimise the interchain

connection distances; pairs‘of"chains',are folded into rows

"to form composite 'chains' in order to compact-the layout.

The permutation of chains follewed by foldinglis then repeated
until no more folding is possible; this process determines

the abscissae. The allocation procedure then,considere the
placement as viewed from the underside of the board and uses
'chains' whose elements are farthest apart in the y direction,
thus the ordinates of each element are determined. Results
given, ueing a 20K RéA 301, indicate that the quality of lay-
out achieved is comparable to that broduced by a skilled

designer. The time requirements for circuits of 50 and 100

'elementS'were_resPectively'ZO and’ 60 minutes.



vertices

base points

Figure 2.2 A ."Chain” of  Order 2.

The order of a 'chain’ = number of vertices.

41



2.3.0 ROUTING TECHNIQUES

The routing of a layout consists of fixing the. positions
of the ibterconnections on the board or substrate. The
.conductors-areAbound by twe constraints-'first they must
not crossover each other on the same wiring layer, unless
electrically equivalent otherwise a short circuit would
result and, secondly, they must malntaln a -minimum separation
between 1nsu]ated conductors to avoid leakage. Othexr effects,
such as stray capacitance, resistances in long integrated
circuit connections,‘propagation delays and parasitic |
devices;‘also.place constraints upon the routing; however,
these~are generaliy acknowledged to be too subtle for an

‘automatic program to take fully into consideration.

2.3.1 MAZE RUNNING ALGORITHMS

b~The prihciple routing algorithm is that of Lee (1961)
which is a maze—solwing~algorithm that will find the
shortest path inside a specified area between any two
points. The area is divided into a regular, usually
-rectangular, array of cdells and the target cells, of which
. there may be any number, are given ﬁnique flags and any'
cells through which a route may bot pass are given an
appr0priate‘flag. The starting cell is a381gned the value
O and the iterative search'procedqre commences. In each
iteration unmarked cells, that is, those without an assigned
flag or value, are scanned and their adjacent cells
examined; if any of a cell's neighbours contain a value
then that cell is assigned a value of‘one.plus the value
of the neighbour. However, this incrementing is usually

done.on a modulo basis to avoid very large values. The



-iterétions cease when a target cell is-reached,.or when .no
new values aferassigned auring,an iteration, which_impliés
that no routé existé; alroutevgan,be traced back to the
startvthrough adjacent cells of descending value. 'Ali
cells which receive a value dufiﬁg a single iteration'are
equidistant from}the search origin. This means that the
first route found is also the shortest. An_example of the
search process using a médulus of 8 is shown in figure 2.3,
demonstrating that its behaviour may be consideredvanalagous
to a Wave_Spreading‘from the origin; This is a very poWer-
ful élgorithm which guarantees to find the shortest path,
if one exists, betweenvany pair of Ceils, but it reQuires
la celiular deséription'of the board thch is very costly in
storage, as 57K arrays are required for the fésolufion of
sdme boards. Lee does not give infofmation on.time
requirements.

Ginsberg, Maurer & Whitley (1969) have devéIOped a
technique based on Lee's aigorithm for rou%ing multilayex
boards. The nets of the ciréuit are sequenced into an-
-order of increasing length and afe assighed length
'constraints prior to routing, and then they are classified
according fo type, size, number of connections and slope
class. The slope class is derived from the boundary
rectangles! diménsiohs which results in a horizontal,
vertical or diagonal classification. When all the;inform-
ation is compiled the nets are assigned to wiring layers
for the routing algorithm.

Tﬁe routing is done in the following haanQ: the list
of points or pins which are to be connected by a net is

supplied, the first is designated the starting point and
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Figure 2.3  Application of Lee's Algorithm.



the others target poiﬁtsg Lee's algorithm is theﬁ applied
until a target pdint is reached, when the path is identified
and flagged.as a subnet. An unconnectéd home point is then
designa%ed as the new starf and the search applied until
another target point or subnet is reached. The former
result generates-another subnet while the latter extends
an already‘exiSting subnet; this procedure continues until
all points belong to é subnet (if there is only one subnet
the‘net’is'complete). In order to connect distinct subnets
the component cells of one are considered as starting poihts
and all other subnet cells as target points and aﬁ iferative
application of Lée's-algorithm; similar to the above
:ﬁrocedure for cénnecting pins to subﬁets, is used,to'com-
piete the net, which is then finalised on the grid. Ifﬁ
the'lengfh constraint is violated, the search procedure is
transferred to an adjacent wiring layer with the length
'liﬁit reduced by the lengfhs of any comple?ed subnets.

. The use of length coﬂstraints‘is a valuable adjunct
. to -the algorithm as it prevents the search pfOcedure
producing inefficient connection layouts by generating
long and complex paths. It is also an excellent means of
conserving the tiﬁe usea for the search procedure as the
cqnstrgints_q;e_§pe¢;fieg>ip te;ms_éf ¢eil§t which is
equivalent to placing a limit on the number of iterations
of the algorithm. :

Hightower (1969) has produced a modification of Lee's

algorithm, which avoids the cellular grid boérd
description and applies it instead to the éohtinuous plane;

the paths are restricted to Manhattan geometry which gives



‘rise to the assumptions on which the modlflcatlons are bascd
The board is described in terms of llne segments and it is
noted that to connect any two points,each must be at an en
of a vertical or horizontal 1line seqment° if a line segment
is bounded by another Wthh it cannot cross then it must be
followed, in the sequence of line segments Wthh form a path,
by a segment prerpendicular to ir.

Hightcwer has produced arsearch-procedure applicable to
one and two 51ded boards, which is similar to Lee's except
that 11ne segments are used instead of adjacent cells.
Routes between two points are constructed by sfarting the
seghent.ccnstrucrion at both points and allowing them to
_spread.simultaneOusly‘until they connect, since a point
target would be hard to hit if the search was carried out

-~ from one end only. The connection path is identified by
tracing the line segmenrs back to each of the points; an
example of the search prccedure is demonstrated in figure 2.4,

The advantages of/this technique are-two—fold- first
the precision of deflnltlon is not limited by the cell size,
that 1s, a more accurate description does not’cause a vast
increase in storage requirements, and secohdly, this
search procedure is much faster than the cellular technique;
moreover, 33 LILICs, with 2 edge connectors'on a two-sided

-~ — board were wired-in-33-s econds+- which- i‘s'“'an‘“impr“e“g‘s‘i’ve' s
figure. |
Brown and James (1972) have produced another

modlflcatlon of Lee! s algorithm for use on two- sided boards

with segregated wiring connectlng a regular array of DILICs,
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which have been placed as described above. The algorithm
*is partitioned by restricting sceanning to the directions
in which the wiring runs, on the top or horizoﬁtal side,
only the squares to the left.and right are examined and,
similarly, on the underneath, only the squares above and
below are considered. The algorithm also egaminesvthe
eoireSponding square on the other éide of the board in each .
case to allow for the inclusien of plated through holes.

The nets are sequenced oﬁ a minimum tree basis so that
routes with little_choice éreAcompleted'first; the ﬁets
are constructed by first forming a subnet of two pins and
then connecting the remaining pins tolit,_at each stage
extending the subnet to inclﬁde'another pin. Each
connecfion between two points is limited to a.maximum of
5 segments conflned to the boundary rebiangle of the net
to av01d dev1ous and 1nefflclent connectlons. The cells
'cemprlslng the route are then examlned and each is given
one of five symbols, 51gn1fy}ng left, right, up, down or
through,'which indicates the location of the successor cell.
Although no details of performance are.given, the algorithm
will be more efficient than the briginal algorithm as only
-a subset of cells. is examined at each stage producing a
rfester‘splution,rheweyer this advantage Willwbe_offset by
the storage necessary to hold the descriptions of both
sides of tbe-board'eimultaneously.

A programme for producing autematie trial layouts of
‘thin film microcircuits has been developed by 'Cullyer et
alia (1969). The programﬁe requires a schematic of the
circuit, which has crossovers only where the tecbnology

permits; this is done manually and constitutes a large



po;tion of the layout effort. A numeriéal coding of the
schematic 1is pfocessed by the computer and the sizes of
components are converted to representative réctangles,
which are placed on an integer grid in such a way that the
Telative positioning of the schematic is preserved. After
deducing the terminal pin positions, coﬁnections are
- routed with Lee's algorithm.' This process is‘limited to
circuits with about 20 componénts, requiring around 5
minuteslprocessing time. There is no optimising procedure
and the layouts aré not produced within a‘specified
bouhdary, and they wili therefore require manual condensing
to fit on the substrate.areaf These limitafions are a severe
shortcoming and would greatly limit the value of the program.
In fact, the program does little more than piot a laydut,(as
defined by thé schematic, replacing symbols by
rectangles. 4

Péée (1969) describes another example of the use of
Lee's algorithm; this program is confined to semi-
_automafiCaliy tracing printed wiring connections for a
specified component placement. The routes are completed .
in an order which is determined from their length and
’direction.4 The problem of a 'block' forming when a
connéctionuis fejected aﬁdwthe limitation .of the Lee- .
type-routing to tracing only one path at a time ﬁave been
examined and the following solution proposed; an
interactive technique which allosta designer to control,
affect and help the ﬁéchine by intuitively steering it
around troublesome points which arise from the'above

shortcomings. The designer is permitted to control,’



via a teletype, the opefations of the routing in the
program and to delete or re-route any paths which are
creatingna problem. The implementation éf the program
was not complete at publication and as no other reference
to its use has been found, nothing can be said of the pros
and cons of operator assistance for‘Lee's algorithm.

The problem of rduting the constrained position board
with‘any number of wiring layers has been tackled by
Hitchcock (1969), who has developed a modelling technique
based on board configuration. The board is considered  to
have a regular array of vias which are used for component
pin insertion and interlayer connection.  The modelling
schemé partitions the overall routing problem into sub—.
.structures, each of which is the smaliest portion required
- for analysis but is, af the same time, large enough to |
contain a non-trivial sub—probiem which can aid the gross
solution. Each via is cénéeptualised as a diamond and by
connecting adjacent corners of neighbouring diamonds with

horizéntal and vertical lineé an‘array of ocfagoné is pro-
duced. Any conductor route must, therefore, start in a
diamond, pass through octagons only and terminate in a

diamond, thus the board?s'déscription and analysis may be

" compartmentalised into*thg descriptions of the octagons. A

set of capacity parameters is associated with each octagon
and defines the amount of printed wiring allowed to cross
each side of the oétagon gnd the two main diagonals.

The routing is done with an adaptation of Lee's
maze-running algorithm which uses the octagonal pattern
for searching for the target'diamond. A Ioute-passing

through an octagon divides its perimeter in two, or as it



appears t6 the routing algorithm in’subsequent searches,
into an accessib¥e and inaccessible region; this means
that the search algorithm starts at a diamond and spreads,
crossing only those&octagon‘boundaries which havé‘an
accessible portion available. A path is described with
three entities viz., a list of the cells passed through,
Which'sideé are croésed and the relative position of the
path as it crosses eaéh edge. .When the routing is finished
these path‘descriptions can easily be translated into the
actual coordinates required for board production, the
capacity sets having assured this possibility in terms of‘.
permiSSable‘wiring density. This appears to be a very
powerful modelling technique and,‘used in cénjunctiohAwith
Lee's algorithm,-poSsibly would be amohgst the most
“effective routing algorithﬁs a&ailable;. its efficiéncy
should be high since the storage required Wdﬁld be Vastly
decreased by the Versatiie cellular description and the
time requirements would éimilarly be diminished over the
._conveﬂtidnal grid representation. However, as Hitchcock
gives no details of its use in a wiring program'it is
impossible to compare, other thén épeculatiQely, its cost-
effecti§eness with that of other methods.

Fletcher (1970) has described a modification of Lee's
"algorithm, designed to reduce the storage requirements of
the cellular circuit description, for use.in bipolar IC
layout. The search is confined to channels, which are
the areas between isolation regions. An intéger grid is
used and the mechanics of the algorithm‘afevidentical to

Lee's with the exception that only that area of the

¢




chanﬁel-in the vicinity of the wave front is‘transferred
to the grid description, thus yastiy reducing the storage
requirementi Fletcher does not describe an,implementaticn‘
of'this metﬁod and so nothing definite can be said -about
its time requirements; however, the usual space/time trade-
off would ﬁndoubtedly apply and- it is doubtful if it would
significantly increase the algorithm's oyerall efficiency.
Fisk, Caskey and West (1967) have 'incorporated Lee's
algorithm in ACCEL (Attomated Qircuit Qard-Etching
Layout) for laying out two-sided boards with a unique
fepographic twist to produee aﬁ even wiring densify. The_
bathe-are,routed simultaneously from all;member pins
(it is not clear how this is done, as no description is
ﬂineiﬁded), all fallures are than reautempted simultan-
eously. Any routes which are still un-routed are t11ed
sepafately, starting from only one end. If this fails,
bthe other end is used as the starting p01nt (it is unclear
how Lee's algorlthm could fail from one end but succeed’
from the other). The fOpographic simulation is now used
to take maximum advantage of the available space; terminai
pin locatlons-are a551gned an altltude of O, and the card
perlmeter an altltude of 1 and all nelghbourlng squares

are. a551gned an altitude 1 larger, in the Same way that

Lee's algorlthm assigns values, up to a maximum of 7.

The paths are examined sequentially, starting with:the
shortest, in an attempt to produce a new route of lower
altitude by tracing backwards‘and,forming a new path by

altering the positions of the corners in thé route. The

corners are shifted to permit the path to keep to the
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squares of lower altitude Wherever_possible, whilst making
‘the same directional changeés as fhe old. As a path is
finalised; its member squares a#e assigned an altitude of
1 and the board's new topography is generated. This
system has been used with a standard force placement to
produce layouts in the form of board negatives, hole
drilling and parts lists. It is one of the first working
layout systems, however, as Brown andnJaﬁes (1972) have
commentéd, it seems established that this program is
inefficient and uneconomic!'. |
Crockford, Maller and Carnell (1967) employla‘maze—_
running algorithm in IC layout procedure, in which the
connections are made by a structure of multi-layer thin
film'cdnductors.. The ro;ting aim 'is to find and reserve
the shortest connection pafh, incluaing a corner penalty,
which connects all nodes of .the net. The nets are
sequenced so that the paths formed.start at one corner of
fhe substrate and spread outwards, 1iké a wave, to
~increase the chances of success; it is not.ekplained why
this should result. The algorithm is initially confined
to the boundary rectangle of the nét, which is progress-
ively enlarged until the specified limit is reached.
Nets are formed by subnet construction and extension and-
aﬁy failures produce a message identifying the net and
these are manually inserted later; alternatively, if there
’aré a large numbexr of failures, elements may be replaced
and the rcuting reaone after an inSpectionlof the layout.
The layout of a 66 element substrate was completed in

about 30 minutes on a medium speed processor.



An heuristic algofithm for intercohnection of
electronic components on a standard multilayer bo;rd with
ground and power planesrhas been deveIOpéd by Evans and
Gribble (1969). The components have been placed in a
regular array and the routing is accomplished by following
a set of rules designed for proéramming ease.

~ The first rule defines thé order of interconnection
.which is as follows:

(i)‘ critical paths requiring minimum pulse delay.
times

(ii)- largest nets

(iii) collinear pairs of pins, that is, pins in the
same row or column

(iv) pairs situated at the opposite corners of
large rectangles

(v) points within small squares (.5" - .5")

i(vi) points within medium size rectangles
(.5" - 1.5" long)

The remaining rules are concerned with the method of
routinglviz., the top or left hand track availablelmuéf be
~used and tracks are confined to the boundary fectangle of
the net. The o;deg of attempted routes is one corner iéutes
(two sides of a rectangle) followed by all possible two
corner routes. If this fails to ptoduce a path, routes
composed of one .and two corner routes are examined.

The algorithm connects a net by first joining the
nearest pair of pins using a route which has a corner
nearest an unconneéted pin. The'cornefs produced are now
treated as pins and the process iterated unLll the net is
complete. This technique was found to produce complete
wiring of logic circuits cqntéining 30 DILICs on a .9" x

.6" spacing; this is made possible by using a double pair of



track planes which allows packing density to be limited

'only by physical dimensions. -

2.4.0 TOPOGRAPHICAL TECHNIQUES

Topographical techniques of circuit. layout use a
-graph representation of the ci;cuit to redefine the layout
problem as a graph analysié or synthesis pxobleml Analysis
fefer; to those methods which re-arrange a graph in order
to impréve the circuit layout, whilst synthesis is applied
to those methods which build up a graph represenfation of

an optimised layout. Many of the techniques are concerned

with constructing or deriving a planar graph.

2.4.1 " CIRCUIT REPRESENTATIONS

Goldstein and Schweikert (1973) have presented a
discussion of the conventional graph representations of

circuits. These are as follows:

(1) components to nodeé, nets to edges

(ii) compbnénts to edges, ﬁets to nodes

(iii) components and nets to nodes

»Thé first represéntation treats the components as poinfs
.and the nets as‘completebgraphs on the nodes belonging to
.them or a sét of two node nets, or branches, whose union
forms a spanning tree of the net's .constituent nodes. This
representation has two main drawbacks: first, the terminal
pin ordering of the nodes is not considered and therefore
’ thé presence of induced crossings (or intracomponent
crossings) as in figure 2.5 (a), cannot be detected when
planarity is checked (a simple cyclic check of edges would
however correct thisi; secondly, the possible net

‘representations are inaccurate and either over-complicate
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{17 planar circuit ‘with 4 element net (,234)

(i) net represenied as the chain (1,2,34) (i) net represented as the chain (2413)

gives planar graph. _ gives non- planar graph .

Figure 2.5 (b) Inadequacy of chain (and cycle) as

a means of representing Nets In

a Net to link mapping-



Figure 2.5(c) Comppnent to link and Net to node
' mapping of circuit 25(a)() omitting
non-planar connection (35,

Figure 2.5 (d) Component and Net to ‘nod'e mapping
of circuit 25 @ () omitting non-panar
connection (3,5). |



net node

componant node -

‘Figur 25 (e) Component to subgraph and Net to

node mapping .of ‘circuit 2.5 @)

omitting non-planar connection (3,5).



oxr oyer—simplify the circuit, the formervmaking it

dimpossible by Kuratowski's theorem (Kuratowski, 193C) to
. .acomplete graph for 4

-ConnectKa 5 node net without crossovers,‘while the latter

creates hazards-as illustrated on figure 2.5 (b) where

different partitionings of the net (},2,3,4) produce

‘different resﬁlts?

The second representation uses a node for a net and
components are reﬁresenféd by a subgraph containing the
nodes corresponding to thé-nets incident on the component
(figure 2;5@»,hthus creating the auxiliary of the earliest
represeniatibn." |

The subgraphs used.to>represent components, as with
the net representation earlier, éan be either éomplete
graphs, circuits or aﬁ intermédiate representatioh,
'howeVQr since the circuit or chain representafion is a
fairly accurate pictu;e'of-the.real world it causes few
problems and none‘have been-fdund usihg a complete.graph.
This representation'ﬁgs the disadvantagé'of being very
difficult to concepfualise.

‘The third'éircuit representation uses nodes for:both
components . and nets, and a net incident on' a component is
represented by aﬁ edge connecting the corresponding component
and net nodes (figure 2.5d)). This is a more éccurate
representation of a net if the incident edges are
conceptualised as the conductors of the net. However, the
lack of considexatiog of terminal ordering with the
consequent drawback relating to the first representation

also applicable to this one.

A fourth representation exists (figure 2.5), on which



Goldstein and Schwéikert make no comménf; i1t combines the
~third's net with the second's component mappings. -It has
been used by Rose (1970) and Fletcher (1970) and appears
ideally suited to portray a circuit graphically, as. it
combines the best features of both the second and third
representations aﬁd provides. the most'accurate'mapping of

all féur;

-~
\

2. 4;2 PLANAR iTY ALGORITHMS

Bader (1964) has produced an algorithm for determining-
whether a giVen graph is plahér or not."Fifst, a circuit
of the graph containing as many nodes as possible is found,
preferably a Hamilton circuit (1, 2, 3, 5, 6, 7,’8, 4 in
the éxample in figure 2.6 (a); the graph is then-"redrawn
with this.circuif as a circle and branches are drawn as
straight lines (figure 2.6(b) ), excluding those edges
which belong to the circuit. The dual of this graph is
drawn and one node is arbitrarily assigned a pqsitive sign
and all nodes coﬁnected to if‘are then.given a negative
sign; the procedure continues assigning opposite signs to
nodes connected to signed nodes until a conflict is reached,
that is, two nodes of like'éigns are connected, which in-
dicates that the original graph is non pianér; If all
nodes are given signs without a>conf1ict aiisiﬁg (figufe
2.6() the graph is planar and can be redrawn aé follows:

The circuit is drawn, with branches, as the perimeter
of a simple area. Branches whose nodes in the dual graph
have a positive sign are drawn as straight lines inside
the aréa, whilst negative brgnches are drawn external.to

the area (figure 2.6(d)). This method has 'been developed by
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Figure 2.6 Bader's  Planarity Algorithm .
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Fisher and Wing (1966) who have'described the procedure in
terms of matrixAOPeratibns on rhe incidence matrix of the .
graph. They have also extended.it té identify a set éf
branches which, Whén removed, broduce a maximally planar
subgraph'of a non-planar graph; this would be of use in
printed circuit applications to identify e minimum set of
tracks. to be replaced by jumper wires. Furthermore, the
identification of conflictiﬁg branches .and subseéuent
partitiéning zould be applied to aAtwo—sided board by
dividing the braﬁcheé.between the top and bottom instead
of an internal and external division. The programmed
version of this algorithm was limited to 5C nodes and 160~

branches and a- graph containing these numbers of elements

required 2.3 minutes on an IBM 1620.

2.4.3 GRAPH SYNTHESIS AND ANALYSIS TECHNIQUES

_kodres (1962) describes a technique applicabie to
multilayer boards with interlayer connections made via
component pins. The.componeﬁts are represented by nodes
and thé nets by complete graphs on the component nodes of
the net; edge connection piné are Iepreseﬁted by a circuit
of nodes, drawn as a ciréle and defining the perimeter of
the board. The component nodes are pdsitioned'using a
centre of gravity merhod which takes into account the
number of branches in the nets and minimum length spanning
trees of each net are determined with the edge léngth
proportional to the number of crossingé, including induced
crossings caﬁsed by the terminal ordering of a node. The

dual of this graph is then formed and coloured with as many‘
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colours as there are signal conductor léyers in the boardj
if necessary, a minimum number of edges is remcoved to permit
colouring and the last stage attempts to insert the

removed edges by u$Sing the spaces between the component pins.
The planar graph is now partitioned into the layers
available by splitting it into planar subgraphs representing
the connections on each plane; a piecewise iinear transform-
ation is used to convert these subgraphs'into a layout
“which piéces each component on a grid point belonging to
the array of permifted component positions. It is not

clear how the detgiled routing of conductors is
accomplished following'the transformation to the component
grid; moreover, as no examples of a computer implementation
. have been cited, its efficiency as an algorithm cannot be
assessed.

Rose (1970) has developed a program for laying out
single sided, discrete cdmponent PC boards.in which multi-
pin components are represented by subgraphs consisting of
~a circuit of nodes and pseudo-branches and the two pin
~elements are included as component branches. A planar
graph is constructed by commencing with the edgé coﬁnector
~and a circuit of pseudo-branches representing the bcérd's
perimeter and then circuit elements are inserted sequentially
oﬁ a connectivity-basis, whilst preventing/crossings by
removing any branches which generate them. This provides a
planar subgraph and a list of removed branches which are
re-inserted by a path search method similar to Lee's

algoiithm; a component branch search-proceeds through
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regions who share conductor branches unfil the wire
capacity of the component is exceeded and conductor paths .
-are sought through regions sharing component or pseudo-
branches. Both these searches are designed to make use
of the capability of under-component wiring.

- The comporents are laid out on the board by building
up from tﬁe edge connector, fitting the c5mponents into
availableASpaces so as to avoid overlaps, whilst wiring is
generated Automatically from the planar graph and placement
.info;mation. Alterations are possible through interaction
via a grﬁphics écreen, which allows movement of
_cbmpoheﬁts and variations in routing, This program
produces layouts from a circuit description in about 20
seconds for a 20 component network.

A bipolar integrated circuit layout program has been
described by Fletcher (1970), which uses a force technique
for the initiai placemént, followed by a detailéd packing
of elements such that each is positioned optimally with
. respect to its neighbours. The links are-theh considered
as poiﬁt to point connections and a planar representation
achieved by deleting links or bending them around the ends
of links which they CIoss. Alternatively, crpssover(gﬁ&étf}
on components may be used to remove crossings. However,
this technique is of little use in integrated circuits as
the deletion of.links cannot be considered a valid. planar-
ising operation; integrated circuits cannot'be intra-
connected with jumper wires and so a link removed remains

removed until it is re-inserted in the layout.
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Fletcher then discusses a tOpologiéal method, using a
graph synthesis technique but he presented no evidence on
its performance in real layouts. Finally he presents sone
details of a proposed method which are difficult to inter-
pret and little can be said about'the‘techniques, described
or proposed, owing to the lack of implementation.

Loberman and Weinberger (1957) have developed a
procedure for routing nets with a minimum wire length. All
n(n - 1)/2 possible branches of an h—ﬁode net are sorted
by length, with the shortest placed first. The minimum
spanning tree of thé net is constructed by choosiﬁg
branches from the head of the sorted branch list. Branches
with their two nodes already in the sub-tree are discarded,
brénches with neither node present are incorporated by
forming é new sub-tree, whilst branches with one node
appearing in a sub-tree are added. éub—trees are then
connected when a bfanch'having a node in each sub-tree
appears.at the head of fhe list. This pfocédure ié
_computationally efficient to construct neté in isclation,
however it would be of little use in a practical routing
problem which involves avoiding obgtacles.

| Basden and Nichols (1973) have develoﬁed a ‘synthesis
method for laying out printed circuits by producing a
planar‘graph repreéentation which is also applicéble,
theoreticaily,.to integrated circuits. Components are
repfesented by a vertex-edge chain or circuit (figure
2.7(a) ) with an edge capacity assigned to each edge to
represent the number of ‘conductors allowed to pass between

the pins corresponding to the vertices of the edge, nets are
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(@) components and their representations

R, G —wo0
—JC i }—o C, . o
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Qﬁq
R, .
) R region.
E edge
C component

connection

{ii} vertex split

{i} vertex challenged

(i) vertex remerged

" (¢) routing round pin to prevent crossover

Figure 2.7 Basden and - Nichols’ circuit representation
and Synthesis techniq‘ges‘
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represenfed by a vertex which is incident on those vertices
Iepresenting the pins belonging to a net {figure 2.7b)) and
edges representing the periméter of the board have a .
capacity of zero, which cbnstrains the conductors {é\lie
within the area of the board. Initially, the graph consists
of a Qircuit, representing the edge connectors and board
perimeter, and then components are added by inserting their
representative,subgraphs according to a set of elementary
layout Iulés and inter-pin conductor routing so as to ayoid
crossovers. The routing of a‘conductor between a
component's terminal pins is achieved by moving the vertex,

represeriting the conductor, so that it lies on the edge

- between the vertices, representing the pins between which

it passes; this.is illustrated in.figure 2.7(b) where the
conductor passes under the component C; represented by .
edge E3, thus reducing the edge capacity of that component
edge by one. |

The insertion procedure is carried out in terms of the

regions of the graph, a subgraph being inserted in a

region and connections made by moving vertices. If it is

-impossible to route a connection (figure 2.7(c)(i) ),

conductor vertex can be split into two vertices (figure
2.7(c)(1i) ), which is equivalent to breaking a conductor.
When the components have been connected as far as
possible, any split vertices must be remerged, and 'this is
achieved by moving one half of the split palr onto the
component edges to allow remerging, which is equivalent

to routing a connection between the broken end¢, that is,
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between conductor pins (figure 2.7(c)(iii) ). Any
qonductors which cannot be.roufed; or any split vertices
which camnot be remerged, are listed and presumably would
.require jumper wires or re-assignment to another wiring
layer.

The technique, as presénted,Agives‘no'indication of
how the 1ayout.would be realised from the graph, that is,
how the components would be placed; indeed the only
example  cited is the connection of two components and a 4
terminal edge connéctor from which it is.impossible to make
any real estimate of the program's capability to deal with
realistically-sized circuits.

Engl and Mlynski (1972) have deveIOped an algorithm
which treats the circuit's placement and routing as a
coupledvsurface layer problem and they claim it is applic-
ablé to all teghnoiogies. The method relies on two
requirements;> first, the graph must be uniquely assigned
to the cixcuit and, secondly, the planarity of the graph
_is necessary and sufficient for the existéncejof~a planar
layout of the circuit. |
| The components are represehted by nodes and the nets
by 'spiders' of edges. The graph is pianarised by the
application of two planarity operators, termed extension
and reduction, which Split.a node in two and delete a
spider edge, respectively. The relevance of these
operations to the layout of components and trécks appears
to be in routing a track through a component and deleting
a connection. .Although the analagous Operatioﬁs necessary

in the various technologies are not discussed, a table of
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means of circumventing crossovers is included. ﬁepeated
application of these operatiéns cau reduce any non-planar
graph to a planar graph, but it would most likely be a
subgraph, with connections absent and no means to re-
inserting removed edges.is discussed. A further p01nt of
weakness in the algorithm is that. it depen on human
assistance, via an interactive graphics terminal to apply
the planarising operators, which is almost equlvalent to
an 1nterant1ve program where a human can re-route conductors
through certain nodes, dependant on the technology involved,
and delete other conductors to produce a planar layout.
No mention is made of the means by which ihe resulting
planar graph is transformed into a circuit 1éyout, thus
little can be said about the aigorithm's utility.

Narraway (1971) has developed a method for establishing
the planarity’ of a graph which can be used to generate a
wiring pattern for a given placement. The components are
represented by sub—graphs with one node per terminal; this
representation is subséquently contracted to a single node
ber component during the analysis. No mention is made of
the representation of a net butharraway probably uses a
sequence of n - 1 branches to represent an n-node net. The
progran fequires a Hamilton chain of the circuit as a
starting point, which is obtained by‘matrix.Operations
performed on the connection matrix of the contracted graph;
if a Hamilton chain does not exist, dummy branches are
inserted to Create one. The Hamilton chain is then drawn
in a vertical line and branches are drawn as right 17, 277

or leftTloci (figure 2.8), with the' order of connection
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left TU

Figure 2.8 Narraways | Loci  Classification.
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Figure 29 A 6x3 board routed Topographicaly

asing  Narraways  algorithm .
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frém the top node to the bottom and dfa&ing the branches
joining each néde_to nodes below it in the chain.

Branches are drawn by trying the loci in the order mentioned
aboﬁe, using the configuration of the first planar locus
tried. If all would create a croSsing‘then a right 9T locus
is used and any loci i£ crosses are converted into left 17
loci; Narraway states that this procedure will establish
the planarity of a graph while.producing a planar dréwing,
if possible, of it. The nodes can then be.expanded to the
subgraphs withou£ inducing érossings as Narrawéy proves
that any .n points on a circle can be connected to:a set of
n poihts inside the circle without crossings.

When applying this system toa PC board layout, Narraway
generates a Hamiltonrchain as a simple curve, drawn through
the components‘on thé board, haQing assumed a prior place-
-ment, and then dummy braﬁches are inserted where the curve
does not coincide with an éxisting branch; The graph
producéd by the above method is then imposed on the board
by a;awing the loci in the same relationship as they appéar
on the graph, which Nicholson (1968) has proved feasible.
There are several problems encountered when applying this
theoretical approach to a real problem;Afor instance, the
layout shown in figure 2.9 derived by this method is
clearly inefficient and would not be acceptable because
there are no standard boards available'which allow 12
tracks between adjacent rows of components. Although it
is theoretically possible to represent the component as it
appears on the board by ekpanding a node to a subgraph, the

physical limitations on the number of tracks allowed betwesan
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ccmponent piﬁs are not considered,'nof does the graph

take into account track width and availéble space..
Eurthermore, the circuit drawn in figure 2.10(a), although
nén-planqr aécording to Narraway's algorithm, does have a

planar realisation as shown. in figure 2.10(b). It would

- therefore appear that this techrique, although of theoretical

interest, has little practical value-fér printed circuit
boards.

An algorithﬁ for minimising the number of crossings
in a graph, developed by Nichplsoﬁ (1968), is superficially
similar to Narrawéy's and although it'is purely theoretical
it i§ menfioned here for comparison. A rode line is used
instead of a Hamiltoﬁ chain; .the node line consists of a
simple curve drawn through tﬁe graph's nodes together with
the nodes themselves, and Nicholson desqribesbit as a
permutation of the nodes.  An initial permutation-is éreated
by commencing with one node in the node line and. the one
ﬁith the mdst'brancheS'incident on it is selected. Nodes.
are then injected into the node line, With eéch one selected
on the basis of the number of connections it has to nodes
already in the node line and positioned in the node line
so that the increase in the humﬁer of crossoverg is minimised.
Branches are drawn as a comp031t10n of left and rlght‘ﬁ
loci as shown in flgure 2 11, which can be compared with
Narraway's layout of the same network in flgure 2.9.
Flnally, minimisation of crossovers is attempted by altering
the permutation (nodal order); nodes with the most cross-
overs are examined in all other positioﬁs and the number of

crossovers calculated and if the change decreases the
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crossovers it is made permanent.  The algorithm terminates
when no further decrease is possible through altering the
position of one node. This procedure will be discussed

fully in chapter 3.

2.5  CONCLUSION

‘The‘piacehent part of the layout probiem has been
partitioned_into two céses, the constrained and the
unconstrained; the constrained case is that where the
components of the circuit are confined to a predefined,
usually regular, array of positions on the board. Algorithms
either commence with a manual or arbitrary placemént, with
or without dummy eleménts to occupy any vacant positions,
oxr generaté an initial placement, based on the séquential_
qddition of components determined by connecti&ity.
Optimisation of this positioning is attempted via interchange
of groups of eleménts so as to minimise a function of the
length of wiring.

The ﬁncénstrained placément algorithms so far developed
employ the force techhique which aims to minimise potential
wiring length, resulting in a minimum of spatial |
requirement for wiring, although areas with potential high
wiriné density have not, as yet, feceived any special
consideration.

The routing portion of the layout problem is divided
bétween positioning one layer of wiring and cases where
several wiring layers must be routed. The former requires
a planar layout as crossovers will produce short‘circuits,
whilgt the .latter case has been tackled two ways; two ¢

layers, such as two-sided PC boards are routed using
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segmented wiring ahd'when more than two wiring layers are
present the routing problem £s lérgely a matter Of acsign-
ing conflicting connections'fd different léyers, once the
connection positioning is finalised. | |

The advent of Lee's algorithm has provided = poﬁerful,
but'expensive, means of laying wiring paths; its wide
usage and many modifications have proved its popularity,
but it“is limited by the amount of storagé available in
‘the coﬁputer. When incérporated it is used, with the one
exception of Fisk (1971), to route individual paths with
little regard for creating bottlenecks or préducing an
even Wiring density; which affects circuit performance.
Many route -sequencing §chemes have been proposed-to avoid
the ceterioration in length as the routing proceeds; fﬁey
génerally.leave paths with many possible, equi-distant
alternatives till last on the assumption they will be the
easiest to route.

Layout programs which separate the problem into
plécement and routing and treat them as two sub-problems
éeparately, have a cbmmon deficiency. They lack an over-
all guiding scheme, that is, a procedure for solving one
sub-problem which bears in mind generallcriteria to
facilitate an easier solution of- the othef; as many
authors have observed, the two are highly inter-related
and éonsequently, algorithms for their solutions Ehould be
likewise related. At the'very 1east; a feedback mechanism
should be incorporated so than én exchange of information
between the two segments is possible,-and this is the main

reason why a successful layout program cannot be produced



by amalgémating a placement technique with a routing
algorithm.' Graph theoretic ;r.t0p0463¥¥ﬁf3techniéues
attempt to overcome this deficiency; the énalysis or
synthesis of a graph enables the two sub-problems to be
con31dered simultaneously, by constructlng a repr esenta—
tion of a suitable wiring placement which can be consulted
as the component placement is executed. This allows
Space to be left where space is required and the close-
'packlng of elements in areas of few tracks, and thus

the proplem is then one of realising a layout from a
suitable grapﬁ representation; Rose (1970) has produced
sucﬁ~é technique. It has been found necessary, however,
to augment it with interactive facilities to produce
realistic layouts, which are of a similar standard to
ménual products. The majority of the graph theoretic
techniques discussed ébove have not, yet, reached the
stage of implementation and of those that have, none have
been used, to my knowledge; for actual production

purposes.



CHAPTER III

STUDY STRATEGY AND THE TOPOLOG ICALE: ANALYSIS

3.0 STATEMENT OF INITIAL AIMS

Discussions at the start of this project with pédple
associated with firms who were-interested in the GAELIC
system indicated that many felt computer aids to layout
were of éreat importance. A common opinion held was that CAD
capability Was:necessary to maintain competitive standards,
by providing a faster and more efficient production process.
Maﬁy firmé with'iittle CAD experience were 'looking around?
for.lé?dut aids without any.clear idea of the features which
they required. This is a hazardous business as the effect-
iveness_of an aid Wifhin a firm can only be judged through
use, often several months use, which:is necessarily subsequent
to purchase.

The review of literature on automatic. layout tgchniques
has demonstrated the proliferation of layout techniques aimed
.at aésisting microcircuit design byrtransferring soﬁe of the
work load to a computer. The programs are all semi-automatic
in the sense that none produce layouts whicﬁ are fed
directly into the circuit production stage. Some provide a
complete automation of the layout proceés, but the results
of these programs are qualitatively inferior to existiﬁg
maﬁual layouts and therefore do not warrant‘production.

There is a strong case for a progiam producing trial
layouts: the designer can obtain an inexpensive 1a§out

which could provide the basis for a final layout or, at



worst, highlight the préblems associatea with laying'out a
particular éircuit. If designed with this aim in mind,

such a program would not require the quantity of constraints
needed for a final layout and would therefore be a faster
and-less expensive aid. The individual standards need not
be.considered becaﬁse they only become significant in the
final layout stage and ﬁherefore the program has potentiaily
wide-ranging application within industry. However, the main
advantage is that a rough layout circumvents much of the
initial, time-consuming experimenting of the layout phase;
-thus the designer would be reQuired to rearrange, not
construct.

Culiyér et al (1968) giyes the only example of 'a pro-
cedure to provide trial layouts, rather than realistic
layouts; howevexr, the program has severely limited
capability as it has a maximum circuit size of 20 compcnents
and the layout must be‘contracted manually’tc the required
size. De;pite this the program has more value than others
.of greater power, becaﬁse it acknowledges thaf the resulis

are of a trial nature and not meant to be final..

3.1.0 PROGRAM AIMS AND CAPABILITIES4

_Cn the basis of the opinions expressed by those
involved with industrial microcircuit production, the-scope
of the work was cbnfined to industrially feasible layout
techniques. Consequently it was decided to carry out the
study by producing a layout aid whose use was confined to
equibment widely avaiiable to industry. This limited the
hardwafe to a remote, teletype terminal, accéssing a time

sharing bureau. The teletype is confined to a transmission
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speed of 120 baud (10 characters per Sécond) using modems
to interface with the GPO teléphone lines; this limited
rate of information exchange means that transmission of
largé quantities of input/output data, such as required
bylinteraction, becomes: tedious, time—consuming and
consequent ly expensive, therefore an additional constraint
was placed on the program's design; namely that the
program would have to be capable of working largely without
human assistance which, coupled with the hardware
limitations, ruled out interaction.

| Having defined these limitations; it was necessary

to decide the scope of the output, that is, the level of
sophistication. Trial layouts were chosen on the basis of
two reasons; first, the review of literature indicated that
‘this was‘an area which lacked basic research, and secondly,
if the basis of the study was the production of a working
layout aid it wouid be both time-consuming-and unproductive
to study the layout procedure in depth. The overéll’aim of
the work became, therefore, to evaluate the effectiveness
of automatic microcircuit layout aids, rather than to
produce a marketable program, that is, the proéram-was to
be the means to a realistic evaluation of non-interactive

methods,

3.1.1 CIRCUIT INPUT

The program's application was originally confined to
metal oxide silicate integrated circuits, but restriction
to a subset of ICs would be of little use in providing an

overall evaluation because the technique applicable to one:



technology might prove to be of little'use in aeother. it
was decided, therefore, to view the layout problem'as one
of positioning components, treated as rectangular areas,
with~a.single layer of connections, thus providing an aid’
appropriate for use within a wide range of microcircuits
and therefore in keeping with the basic aim of geherality.
It was decided to confine the wiring to a single layer
of connections both for simpiicity and because the majority
of integxated circuits manufactured at present are restricted
to one hetallization layer by technological difficulties.
The rectangular. component representation is common, almost
to the point of convention, and is sufficiently accurate
for most microcircuit components; non—rectangular'compenent
description was considered unnecessary as it merely
compllcates the placement with extra calculatlon, such as
procedures for. checklng overlap of components.
The main advantage of_this'simple cireuit aescription,
apart from computationaliefficiency, is its generality.
Both the integrated circuit eells as well as most discrete
components mounted on backboards and substrates are |
designed on a rectangular basis. Diffused resistors and
deposited resistors, such as in bipolar ICs and film
circuits, together with integrated transistors WhichAhave
a very small eSpect ratio, are often folded to provide a
more compact shape. These need not necessarily be:confined
to a rectangular outline in practice, (see Ilg. 3.1),
51nce thelr overall length is the most 31gn1f1cant dimension,
however a suitably-sized, rectangular area is a sufficiently

accurate representation.
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Again to reduce the computational requirements,
connections would be confined to a uniform width. This is
not quite accurate, especially in integrated circuits
where diffused tracks may be used for eonnections and the
minimnm widths of metal tracks and diffused tracks are
generally different. Also, printed;circuits often have
different track wi@ths for connections which conduct
different eufrent levels and, in general, connections are
made as wide as pessible to lower the resistance of the
link. However, these considerations are once again of
majer significance only at the final layout stage and can
be overlooked in trial layouts. Alternatively, all tracks
may assune the maximum width specified which will produce
a feasible layout, but one with a higher proportion of
wiring area than necessary.

Finally, there afe generally two scales in the design
of large circuits; the circuit is'partitioned into sub-
circuits, each of which is laid out independently, and tnese
cells are then laid out together as an additional process.
'This corresponds to the procese used by Case et al (1§64),
or to the design of a large integrated circuit using standard
cells, such as adder units, flip flops and clock drivers,
each of which hes been designed independently. The two
stages of design are very similar except in scale and it
was hoped to produce e method which would be applicable to

both scales.

3.1.2 PROGRAM SPECIFICATIONS

An automatic layout program must contain internal

indications as to which is the better of any available



choices; these are called the criterié of optimality and
have been discussed 5riefly in section 2.1. They are con-
cerned with the minimisationiof area and wiring length and
the removal of crossovers. The minimisation of area is of -
greatesf importance because it directly affects yield in
integrated circuit p?oduction;'in technologies which use
standard—gize substrates or backboards, the circuit's
dimensions are cleafly limited by the standard size and
minimisation of area is therefore necessary to fit the
cifcuit into the required space. As crossovers produce
short circuits it is of little use to produce a minimum-
area,layout which contains crossovers, hoWeQer, as the
results are not final but are rather intended as a'guide,'
'%he removal of crossovers is Best left t§ & designer who
can use the features of the particular technology to
eliminate them, thus the program shoﬁld only minimise but
not eradicate themn. .Although conducto; lengths obviously
should be kept és short as péssible, this is the least
important of the criteria as it does not directly affect
the circuit's productién. The circuit's performance: is
affected by the connection lengths, especially when prop-
‘agation delay times are sigﬁificant, however, an experienced
designer can best decide which links are critical and their
subsequent, detailed positioning.

There are two additional constraints which must be
included for accuracy, namely, components must not overlap
and connections must be confined to the areas between
Qompbnents. Component overlap is a generai constraint in

microcircuit layout except in some isolated cases, for



example, thin film substrates allow deﬁositea resistors
underneath added componenfs. 'Névertheless; the
restriction is sufficiently unibeisal to be an inevitable
inclusion. Component wiring is far less uniform; printed
'circuits, thick and thin film substrates, all facilitate
under ~-component wiring as the éomponents_do not appeér in
the plane of the board and some integrated circuits allow
) over—cqmpopent wiring, such as metal tracks crossing
bipolar; diffused resistors. An integfated circuit
éomponent,‘whether it be a solitary deQice or a predesigned
cell, cannot have conductor tracks appearing over it as the
elements contain metallisation themselvos, and so thlS
restriction is a necessary feature of any method applicable
to 1ntegrated c1rcu1ts.
- The final specifications for the layout program,
therefore, fall into two categorles;“ the fundamental
restfittions:
(1) no cémponent over lap
(4i1) no ﬁndéx—component wiring

‘and the criteria of 0ptimality in‘ order of priofity:
(i) = the minimisation of circuit area

(ii) the minimisation (but not necessarily
elimination) of crossovers

(iii). the minimisation of connection lengths ..

3.2 METHOD OF APPROACH o ‘

Layout of microcircuits consists of two inter-related
sub-problems; the placement bf’comﬁonentsvand the routing
of connections (see chapter 2).: - Since a connectién cannot
be routed until both the components it connects have been

placed, the most computationally efficient method is 1o
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place the coﬁponents,and then execute the routing. ' This
requires the placement algorithm to reserve space between
componenfs for the wiring,‘so that there is sufficient
space aQailable for the routing, as well as providing
information on the'areas that must be avoided. Moreovéi,
the plaéement algorithm should have information con the
connection pattern such that the required.area is left in
Athe appropriate placeé; The obvious means of providing
the information on the relationéhip between cémponents and
wiring is a topc.logical “algorithm. VA graph representation
doés not consider dimensions, but permits_analysié of the
iﬁterérelatidnship'between the position of componenté and
connections, thus providing detailed information on the'
spatial routing rgquiremenﬁs iﬁ relation to the cOmponehtsf
At this stage the criteria of optimality should be
considered, Speéifically the minimisation of crossovers.
Providing the'fesults caﬁ be incorporated at the ‘layout
stagg, a topodqg{ééh’analysis techniqué iS'alsé ideally
suited to executing this proéess. Such a scheme readily
allows the program fo incorporate the optimélity cfiteria
in a similar order of priority as specified above. Once
the crossovers are minimised tOpoioéytacally, placement
and routing can proceed such that each optimises the layout
with resbect to-area-and conductor length respectively.
Having defined these conditions it appeared that
Nicholson's algorithm "A permutation procedure for
minimising the number of crossings in a netwérk" (Nicholson,

1968) contained some of the desired features for the
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topographic analysis. On closer examiﬁation, the
algorithm appeared capable not 6n1y of providing a
sufficiently detailed aécpunt of fhe relationship between
compoﬁents and connections, but also of minimising-cross-.
ovefs. The remainder of this chapter is devoted to a:de—
tailed description and discussi@n of thenalgorithm,
toéether with a presentation of results which indicate its

capabilities of analysing a range of networks.

>3.3.0 DESCRIPTION

The  algorithm will be described in terms of a network
of nodés and links, each link connecting exactly two nodes
:'(a'discussion of fepresenting an electrical circuit in
thése terms ié.presented in section 3.6). The network is
described as a permutation of the node and link positions.
The nodes are positioned at equal intervals on a straight
line, called the node-line. Links areidrawn as semi-
circléé above or below the node line, or in some cases a
series of semi-circles alterhating about the nodé line,
with the extreme ends incident on those nodes Which the
link connects. Figure 3.2(a) shows the permutation descrip-
tion of the complete gréph on six nodes and figure 3;2(b)
shows the same conflguratlon except that the nodes have been
arranged to lie on the circumference of a circle. This
represéntation is achieved by a continuous deformation of
the node-line into a circle, with the .links being similarly
affected, so that in this case the interior of the circle
is equivalent to the region above the node-line. All the
- 1links are single semi-circles except (2, 4) and (1,5) which
are both represented as pairs of sem1—c1rcles, one above

and one below the node-line.
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In order fo justify this representation, Nicholscn
proves that any general network -may be redrawn as an
equivélent network, as described above, having the same
croséings structure (see appendix III for the proof). A
corollary of this proof is that, if a network contains a
Hgmilton chain on which no crosgings occur then it can be
redrawn; as above, with the links all represented as single

semi—circleé. This is éignificant as, if link representation
is restricted to single semi-circles, the algorithm is
consideiﬁbly simplified, as will be demonstrated later.

‘The'network? consisting of N nodes numbered from 1
to N, and M links described as a set_of ncde pairs, can
‘be described by an ordered list of tﬁé integers 1 to N.

This pérmutation (P) is defined as
T(P) = (Pi / i = 1,N)
Pi = node odcupying ith position on the node line

The links are‘orderéd by first node, then second node,
that is, link set 1 = {(ni{nj) / ni;énj, Cij # @} where

Cij refers to the connection matrix

and if J-k> 1m then_ nj®> ni(m) or

n 369) = ni(m) and nj®> nj@ﬂ)

This proceduré uniquely defines the linkage order as
~that obtained by a row by row scanning of the upper, right-
hand diagonal of the connection matrix. The link routing
may now be defined by a list of m indices which.indicate
whether the corresponding link lies above, or below, the.
node line, that is,
| (Q) = (q. /i =1, m)

1

+1 if ith link above node line

9

q.

i -1 if ith link below node 'line

I



This description is possible only by constraining the links
to appear as singie semi-circles. If sequences of.after—
nating semi-circles were permitted, the linkage description
would be much more complicated as information on the number
of semi-circles and their positioning relative to the nodes
would have to be included.

Thé network ﬁay now be described by concatenating the
permutation P which describes the node positions, with the
ordered list Q, which describes the link positions. For
example, consider the graph in figure 3.3(a) with its
permutation in figure 3.3(b); the nodes are numbered 1 to 6
and the ordered link.set is (1,2), (1,4),'(1;6),‘(2,3),
(2,4), (2,5), (3,4), (3,5), (3,6), (4,5), (5,6). The
permutation of the nodes (P) as shown is (3,5,6,1,4,2), the
linkage st;ﬁcture is described by the sequence (Q) which
is (1,1,1,1,1, -1,-1,1,1,-1,1) and the network description
(P:Q) is then (3,5;6,1,4,2:1,1,1,1;1,-1,-1,1,1,-1,1).

The procedure for calculating the number of crossings
in a permutation (P,Q) relieé on the connection matrix C =

(Cij) . This is used to define two auxiliary matrices,
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each of the same size, called the upper and lower connection

matrices, A and B respectively.

A= (a;5) i=1,N; 3= 1,N

aij = 1 iff Cij = 1 and g/ = 1 where q =(ni,nj)
B = (bij) i = 1,N; j=1,N

bij = 1 iff Cij = 1 and q. - = -1 where q =(ni,nj)

These partition the connection matrix intc the connections
above the node line (A) and the connections below the node

line (B). The formula for the number of crossings can then
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be cbtained by inSpectioﬁ of figure 3.4 and the following
oﬁservations, Links can only cross if they are on the same
side of the node line and a link (ij) can only cross link
(x,1) ‘with p(i)< p(j) and p(k)< p(1) and p(i)< p(k) if
p(j))>p(k) and p(j)< p(1l); that is, if one link has one end
pbint between the eﬁd points of the other link and its
other end point outside the end points of the other link.

The formula for the total'number of crossings is then

CE DRI

izl j=is2 k=isl =)+l k=il el
The procedure for minimising the number of crossovers
is carried out in two phéSes; first an initial permutation
is constructed and then thiS'iS.Optimised by alteration of

the node sequence and link re-routing.

3.3.1 INITIAL PERMUTATION CONSTRUCTION

The iﬁitial permutation is constructed by sequentially
introducing nodes 6nto the node line, with the order of
intfodudtion being aecided.on a connectivity basis. The
first node introduced is the one with the highest number
of links associated with it; subsequent choices are ﬁade
on the basis of tﬁeahighest number of connections to those
nodés already on the node line and nodes are placed in fhe
position offering the minimum number of crossings. This
procedure is continued until éllvthe nodes are present on
the node line. Nicholson has formalised this probeaure as
follows:

after t nodes have been introduced into the permutation

let pi(i) denote the node in position i and qt(j) denote
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Ut

the route of the jth link. This gives the partial perm-
utation description (Pt : Qt); ‘Initially po(i) = ¢ and
d, (3j) =0 (i = 1,N5 j = l,M)'to indicate the elements not

yet included on the permutation$ f, (i,j) denotes the

t
total number of crossings if node i is placed in posifion

j -at the tth'iteration, i.e. introduction of the tth node.

The node i_ is selected at the tth iteration and placed in
{

t
position jt determined by the following equations:
TS ' t-1

max {
Ciyi t Ciydy | = iléi"”. Cii ¥ Ciyi
- | =iy £ \

i Gp)) = 1’253-1 f, Gy j)

;‘ After the node i, has been introduced to the permutation,

t
i, ahd_jt have been determined. The inclusion is finalised
'by‘setting:

P (k) = P, (k) for k = 1,j, -1

p.(J¢) = i,

pt(k) = Py_1 (k-1) . - for k jt +1, t

- 3.3.2 OPTIMISATION

Opfimiéation of the permutation'is not'feagible By an
exhaustive search as there arev(N—l)yé different node-line
permutations,-each having-?,m different linkage cdnfigura—
tions; in the simpie graph in figure 3.3. this would be
- (51/2) .21 = 122,880, which implies networks of 10 or more
nodes and would take too long to optimise by exhaustive
search. Thus, the optimisation procedure operates by
altéring the initial permutation to reduce the number of
)crossings. The alterations are made by repbsitioning a

node and then optimising the routing to that node in its



new position. This is called level-one optimisation, as
’oniy one node at a time is repositioned, and it continues
until no further reduction of the number of crossings is .
pcssible and the permutation is said tc be optimal at the
first level. Higher levels of optimisation are achieved
_ by examiniﬁg cyclic alterations of 2 oi more nodal positions:
A permutation P is altered to a related permutation
Pf- obtained from P by placing node p; in posi%ion,j. This
has associated with it Q' = (qg/... g! ) which defines the
optimal routing of the links such that F(Pij:Q') cannot
be reduced by altering any of the di of any of.the links
connected to node p; - A permutation (P,Q) is said to be
éptimal at the first level if, for all i and j
F (P,Q) < F.(Pij:Q") |
The nodes are éelegted for trial repositioning in
decreésing order of tﬁe‘number of associated crossiﬁgs.
Furthermore, a node is only chosen once between permutation
alterations to avoid duﬁlication, by repeating the same
. procedure with the same configuration. The proqedﬁre
terminates when all nodes have been tried unsuccessfuily
since the last alteration: that is, a local minimum has
yeen achieved with respect to the number of crossings.
Nicholson formélises this procedure as follows: Let
(Pt:Qt) be the permutation obtained after t iterations of
the optimising procedure, and Gt denote the set of nodes
which have been selected for trial movement since the
last alteration. At iteration t node it is moved to

position jt as determined by the following equations:
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n

<R
max

( plijp (k)+cw>m ‘f;ﬂ chm p(k) Cp(km(n)
k=1 =1

<j<h

FORL I g Q)—-{mn F(Ryiy j:Q)

A successful alteration is accomplished by the following

operations:

(Et:Qt) (Pt—l i, _'jt : Q1)
and
Ut =g

If the t™ iteration does not produce an alteration, then

= (Py1' R )
When.iﬁé?Uf’Vi =-1,N, (Pt!Qt) is the optimal permutaticn

at the first level.

3.4 WORKED' EXAMPLE

A worked example is. shown iﬁ figures 3.5(b) to 3;5(i).
Figﬁre 3.5(a) shows-the netwérk with'c;ossiﬁgs, while a
planar drawing of the same network is shown in figure 3.5(3)
as obtained from the algorithm. The network contains 7
nodes and 1? links. The iinks.are as follows: |

(1, 2) (1,3) (1, 4) (1,5) (2 4) (2 5) (2,7) (3,4)

(3,5) (4,6) (4,7) (5,7) (6;7)
The most connected nodeée is 4,'which is first inserted into
poéition 1. Next, node 1 is selected from 1,2,3,6,7 as
all are connected to 4 and inserted in position 1. 4 is

pushed into position 2 (figure 3.5(c) ). Nodes 2 and 3 are
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(a) the network to be analysed o

o  -

(b) node 4 post I () node 1 posh1 - (d) node 2 pos” 1

Figure 35 Nicholson's Algorithm — a worked exampe



(1) node 2 moved to position & removing 2 crossings.

())  resulting planar drawing.

Figure 35 Nicholson's Algorithm— a worked example.



the next insertions both at position 1 (figures 3.5(a) and

"(e) ). Node's is now inserted in position 2 as it results

in the least crossovers. Similafly, nodes 7 and 6 are
inserted in positions 3 and 5 respectively, each insertion
generating one crossover. This leaves the initial
permutation with two crossings:

(2,5) x (4,7)

(1,2) x (4,6)
Nodes 2 and 4 each have two associated crossings and are
fherefdre the first nodes to be examined for trial
repositio;ing. ‘Node 2 is shifted to positions 1,2,3,4 and
5 generating'2,2,1,2 and @ crossings rgspectively. It ig

therefore positioned between nodes 6 and 1 (figure 3.5(i))

~and removes all the crossings from the network. There. is

no need for further optimisation as the permutation is

planar and can be redrawn as in figure 3.5(j).

3.5 DISCUSSION

The algorithm does not guarantee to find a global
minimum with respect to the number of crossovers. This is
verified by the results.Nicholson obtained on a symmetric
utility graph of 8 nodes,,fo; whiﬁh the minimum number of
crossings is known to be 4, whereas the algorithm produced
a first level optimum of 5. It will derive a local
minimum, which may coincide with the global minimum as was
found to be the case in analysing complete graphs, but it
would belnecessary to alter the optimisation procedure to
improve the probability of achieving a global minimum.

'The obvious improvement would be to raise the level of

optimality by examining interchdnges of pairs of nodes.
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This would substantially increase the time requirements of
the algorithm as the optimisation prdcedure would require
two node positional changes for each trial. The other
alterﬁatiye would be to include'multi—semicircular 1ink
representation which would, as we have seen, complicate
the procedure considerably as it requires muchAmore stored
data to describe the linkagé.structure;

The results obtained from complete and symmetric
utility graphs indicaté,that the lécal minimum produced:
by a first level Sptimisation frequently coincides with
thelglobal minimum. As the complete removal of crossovers
is desirable, but not fundamental to the program's aims,
it was decided that the first level optimisation producéd
results of a sufficient sfandard.

V;The deformation of a general network into a permutation
descfiption can be reversed just as easily, so that a
node-line may be drawn as a simple curve to avoid crossings

on the node line, with the same linkage structure (see

- appendix III for proof). This is of great value when the

nodes require placement during the subsequent layout phase
'and will be discussed in section 4.2.

Anpther advantage of Nicholson's algorithm is.thé ease
with which the relafionships between the nodes and links
can be determined. The number of links and their
directions, associated with each node, together with the
numbers passing above- and below, can easily be calculated
from the permutation description. This is of great use
(see section 3.1) in the layout phése. |

Perhaps the greatest advantage, however, is associated
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with the‘permutation representation; this is based on an
easily conceptualised layout of the network, which once
analysed can be drawn readily. Thg ability to draw the
minimum'crossing configuration cleérly and eésily is
necessary as an algorithm which gives a minimum of crosé—
overs without any details on how to.position and connect

to achieve that minimum is of little use in layout probiems.

3.6.0 APPLICABILITY TO ELECTRICAL CIRCUITS

The first consideration in using any graph—theoretié
analysisvalgérithm, such as Nicholson'é permutation
procedure, in conjunctioﬁ With eleqtricél circuits is the
method of converting the electrical network into a graph
network. The graph consists of pbint.nodes énd links,
eachAdf which connects exactly twblnodes and thus components -
and connections must be mapped inté nodes and lihks by a
transformation which is essentially simple and reversible.
Reversibiliity is necessary to facilitate the mapping éf the .
output from the éraph'analysis algorithm ohto the electrical
circuit.

A simple mapping of components onto nodes and
connections onto links encounters two major problems; first,
if a component haénthree or more connections to it, these
will appear around the perimeter of the component in é
specific 6rder, the terminal pin order, and if this

- component is mapped onto a node the terminal éin order is
:lost since the node, as considered in graph theory, has no
perimeter. Secondly, the electricai connections are often

in the form of nets, that is, groups of electrically common
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pins connected by a single conductor track and they cannot
be mapped directly on to a link if there are more than two
components associated with the net. |
Goldstein and Schweikert (1973) have published a paper
on graphAmodelling of electrical circuits which has béen
briefly discussed in section 2.5. Aldiscussion of methods
of circuit represenrtation by graphs on which the represent-
ation used for Nicholson's algorithm is founded, is given

below.

3.6.1 COMPONENT TO LINK MAPPING

The first mapping considered is a transformation of
nets onto nodes and components onto links. Each set of
electrically common pins is incorporated as a sebarate node,
components are then includedvas a cycle containing those
nodes representing nets incident on one of the component's
terminal pins; if the component has only two. terminals it is
represented as a single 1link; figure 3.6(b) is such a rep-
resentation of thé circuit shown in figure 3.6(a). It can be
- seen that a multi-terminal component corresponds to a region
of the graph. | |

This mapping is difficult to grasp, althéugh it
maintains terminal pin ordering and it is an accurai=2
mapping of the nets. It is unsuited for use with Nicholson's
algorithm as the links, corresponding to oné component, would
have to be constrained to define an elemental area with no
other links inside it to avoid overlap of the components.
This is illustrated by adding a two terminal component to
figure 3.6(a) between nets b and d, which is représented

"in figure 3.6(b) as a link between nodes b and d. However,
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Figure 3.6 Component to Link Mapping.



this would correspond to an overlapping of-the"component
‘with 1, which is obviogsly a non-planar layout although
the graph representation is planar, but the constraint
required to avoid this inaccuracy would decrease the speed

and efficiency of the planarizing algorithm.

3.6.2 COMPONENT TO NODE MAPPING

The other basic mapping, components éo nocdes énd nets
to links, also displays the disadvantages mentionéd in
section 3.6.0. The terminal pin ordering is significant as
is revealed by the circuit of-figure 3.7(a), represented
this way in figufe 3.7(b) as being noﬁ—planar. Exchanging
the positions of nodes 2 and 3 produces a planar represent-
ation as in figu;e 3.7(c). In laying out this planar
representétion.wé find that it is neéessary to route nét a |
under component 1, net £ under 2,and 3, and net j'undefvé,
as shown in figure 3.7(d). This situation is calied an ’
induced'or’modﬁle crossing as it is only abparent at the
iayout realisation stage. Alternative cémponént
representations were éxamined in an attempt to elﬁde this
difficulty. The most common of these is subgraph
representation, in which each component is described as a
subgraph with the same number of nodes as the componeht_
has terminal pins. Links between the subgraph nodes are
drawn so as to preserve both the terminal ordering and the
basic_component structure, thus removing the need for
Vunder—component wiring to make the éonnections when the
layout is realised. Some examples of components and

subgraph representations are illustrated in figure 3.8.
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In order to use subgraph representation in Nicholson's
algorithm complicating constraints similar to the component
to link mappihg, except applied to the nodes, -would be
mecessary. It would also mean a circuit of 10 components

- could have around 50 nodes, which is discouraging.

3.6.3 NET REPRESENTATION

A net of more than two electrically common points must
be represented as a set of links; there are various ways in
which this may be accomplished. .The first method is by
means of a complete graph on the nodes of the net; as in
figure 3.9(b). This édrreSponds to connecting eacﬁ-node on
which the net is incident to every other net member with a
“separate link. This becomes unwieldy if there are more
than three nodes in thé net and, if a circuit contains
several multi-node nets, the link concentration increases
out 6f proportion and the algorithm's procéssing time
suffers. Therefore, this type of net-repreéeﬁtation is

considered computationally inefficient.
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A second method is to use a chain or a cycle containing

all the net members as in figure 3.9(c) and (d). The

sequence of the nodes in the chain or cycle can give rise to

anomalies. For example, the net (1,2,3,4) of figure
3.10(a) is represented by the'cycle (1,2,3,4,1) in figure
3.10(b), which is planar and by (1,3,4,2,1) in figure ‘
3.10(c), which is non-planar, aithough the links which cross
are members of the same net. It is impossible to say at

the outset which chain is the best in terms of net

representétion. The only certain method is to try them

all, which is exhaustive and requires (n-1)'/2 runs for each

n-node net. Consequently, this technique .is considered
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unsuitable as different results arise from different ﬁet
decompositions.

The third technique of net representation is to
connect one node to all the other net members (figure 3.¢(e) );
this forms a spanning tree of the nodes belonging fo the net.
Alférnatively, an additional node méy be iﬁtroduced to
represent the net (figure 3.9(f) ) which is equivalent to
deséribing the net as a spider, with the net members at‘
the ends of the spider's legs.. These two methods are very
similar as the former xépresentation ié obtained by
merging the Spider's‘fbodf' with one of the.connected
nodes. |

The spanning tree and the SPider-are the most
conceptually accurate of the different methods and do
not suffer the drawbacks associated‘with the others. The
spanning tree is the most economic representation in terms
of numbers of nodes and links.. As can be seen in figure
3.8, hbwever, the cenfral node does have many more links
“incident upon it than corresponding connections in the
circuit and the situation in figure 3.11(b) is undesirable
where node 1, with only 3 electrical connections, has 11
attached links because it was chosen for the trunk node
for the three nets to which it belongs. This can be
avoided by using the spider representation which maintains
a strict 1 to 1 relationship between componént connections
and node/link incidence (figure 3.11(c) ). The increase in
the number of graph components is a trade-off with
isomorphism and it is difficult to state which‘is better

in this. case.
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The representation used here is components- to nodes
‘gnd nets -to spanning trees for two and thrée pin nets,
and spiders for nets of four or more pins. A more detailed
study of the results produced by thé various net

representations is undertaken in section 3.10.

3.7.0 IMPLEMENTATION

Nicholson uses a connection matrix to store the
network link structure, which is partitioned into an upper
and lower connection matrix to evaluate crossovers. Each
of the‘mafrices'is N by N and;'as we have seen in section
1.2.1, space mﬁst be reserved for the maximum.case.
Consequently, the storage requirements of fhe'link
structure alone is 3N? words where N represents the maximum
number of nodes fhe program will be réquired to process.
For a network maximum of 50 hodes this would be equivalent
to 7.5K, which WOuld-severely limit the space available for
the program on timesharing systems.

The maximum number of links for a 50 node network in
the case of a complete graph is 1225; however, a more
realistic figure would be 250 (obtaiﬁed by using a
connectivity index éf 14). 1In this case, 30 Words are
reserved per link on average; a rather extravagant ratio!
Finally, the connection matrix of a non-directed graph,
and all electrical ciréuit representations are non-directed,
is .symmetric and so half the contents are redundant.and
could be excluded if an array-type format was avoided.

Computational speed favours array-type storage as it

permité rapid accessing of elements without a lot of
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computation in comparison, for example,with a data stfucture
‘where pointers have to be traced, words accessed and un-
packed and lists examined. Again we are reminded of the
computational trade-off between speed and size (see section
1.2.3). | |

| ~As the ébjective of this program was its use on a time-
sharing system which can have a 10k limit on program size,
the advantage lies with compact étorage. With such a low
limit it is obviously much better to have a slow program
which will fit on the system, rather than a very fast
program which requires more g&orage than allowed. This
consideration led to the choice of a ring data-structure
(figure 3.12).

There is one bead per node of the network, which con-

tains information on the links incident on that node.
Each link is described by the node which it connects so
that there is one node bead word per link incident on the
node. There are two 'housekeeping! words per bead, the
head woxd and a pointer; the head word contains the‘néde
number and the number of links attached to the node in
packed form and the pointer is used to string the bead
on to the ring. The head bead of the structure containé
.the ring head pointexr, the number of nodes and 1links in
the network and a word used for network identification.
In addition, there are two words prior to the head word,
one is used to point to the free space and the other is a
pointer for garbage collection. The free space indicator
is necessary when the data-structure is being created as
it shows where space is available for placing the next

bead to be added. Garbage collection is of doubtful use

p=d
b
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as the dynamic additionlaﬁd deletiop of beads is not a
necessary facilify for NiéholSOnls algorithm because the
beads, once present, remain. quever, it was thought it.
might be of use.in the layout phase of the program and so -
was included‘initially to avoid the possibility of
rearrxanging tﬁe structure, if garbage cpllection was found
to be advantageous.

The circﬁif de;cfiptiOn requires, for a network of
N nodes and M links 6 + 2N + 2M words, equal to 606 for

N=50. and M=250, which is a 75% reduction on. the connection

‘matrix and a 92% reduction on the three connection matrices

that Nicholson uses.

3.7.1 GRAPH DINPUT

Tﬁe circuit g.graph,“'i\input is the first étep in
the‘programﬁ,FORTRAN‘ does not efficiently process character
input and so fhe description is confined to numerical lists.
The format used is one input line ber node; thé node
number is the first'integer,-followed by the list of nodes
to which it is connected by links. The final line
contains a negative node number to signify that the input
is complete, for example see figure 3.13. As the network
‘description is input, the data structure is built up;
one new bead is bréated for each line of input and is
"strung on to the ring.

7 Once the input is complete, certain validity éhecks

are made to.ensure no elementary mistakes have been made
with the»iﬁput data. The nodes must be numbered 1 to N
inclusive and eachlnode must be described, i.e. appear at
the head of an input line, exactl? once. The links are

then scanned, to see that each is corroborated by a link

116



117

@ network . '
1 2 3 . 4 7
2 1 3. 4 5 6
3 1 2 6 9
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8 4 5 6 7 S
S 3 o 7 8
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Figure 3.13 Format  for Coding Networks
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in the'oppésite direction'. If nodé i contains a link
entry for node j,Athen.clearly node j must contain a
COIIQSpondihg link éntry'for node i,'othefwise a mistake
is present; Although-it would be easier: to code the A.
network by the list of links desciibed_by hode pairs,
this would be diffiéult to examine for coding errors.

The above description means that mistakes will not.escape
detection unless the same mistake is made twice in

different places.

3.7.2 INITIAL PERMUTATION CREATION

When fhe validity of the network has been eétablished
the initial permutation must be created. Since the
éonnection matrix is not used, the mathematical equations
used By Nicholson are inapplicable. A heuristic procedure,
which is described below, was developed to replace the
matrix based formulations. It was found that this
procedure involved a large amount of bead examination
based on the order of the nodes in the permutation. To
speed the process of locating the bead following another
or before ahother in the permutation sequencé, two ordered
rings were added to the basic structure. These rings,
forward and reverse, pass through the node beads in the
same order as the nodes appear on the node-line (left to
right order is conventionally called forwards). The
amended data structure is illustrated in figure 3.14. It
should be noted that there is a storage increase of
(2N + 2) words for the additional rings but this is fax
outweighed by the resulting increase in computational

efficiency.
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Beads are only added to these rings when their.ﬁoae
is introduced into the permutation, so that the bead ordered.
ring poihters are initially null. The permutati&n is
described‘by means of a one dimensionél array, the nth
entry of which contains the current position éf node n,
-coxresponding to the inverse of thg r used'byvNichoison.

The node beads are added to the ordered‘ringé as soon as
>é node is introduced into the permutation. They are then
‘deleted and re-added. in the appropriate peoeition for each
trial location of‘the node in the permutation. Thié
constant alteration of pointers is necesséry'to allow the
crossover calculation routine to éperaté Qia the data
structure.

The initial permutation creation commences by intro;
ducing the node with the higheét number of links which is
obtained by a simple search around the node ring.
Subsequently, nodes are selected for introduction to the
permutation oﬁ the basis of the highest number.of connections
to already present nodes. The selected node is placed at
the end (right hand) of the pérmutation and incrementally
moved forward, whilst the permutation array P and the ordered
ring pointers‘are updated at each step. 1In each pcsition,
the minimum number of crossovers éssociated with optimal
routing of the nodes' links is calculated; if it is zero,
the node is fixed in that position, its bead added to the
ordered rings in the corresponding location and the routing
finalised. 1If there is a positive number of associated

crossovers at that position, the incremental movement is



" repeated. When a node reaches the starﬁ (left hand end)
of the permugation without a plénar locétion being.found,
it is returned to the locatiod'with the'minimuh number bf.
associated crossovers and is added to the ordered'rings
there. The links are routed optimally, i.é.'té minimise

the crossovers for that position. When all the nodes are

present a check is made to see that all the links have been

routed frqm both ends.

| The érossovers are calculated wifh a simple heuristic
procedufe, which operates via the-o;dered rings and
caiculateé_the.ﬁumber of Crossings for each link routed
abové.o£ below the node-line. The routine is supplied
with the node numbers connected by the link. it locates
the bead following the first node of the péir~and scans
it'for links passing beyond either of the end'points of
the link. If any such links are found the number of
potential crossovers above or below is incremented, dépend—
ing on the routing of the link found. The routine féllows
the forward ordered ring round, repeating the examination
for each bead found, until it reaches the second node'of
the pair, when it stops. The validity of this procedure
is best illustrated in figure 3.15. |

The node-line is shown containing nodes a to f in
their correct positions and omitting intermediate nodes,
.the link ffom b to e (1 or 2) is being examined fo&
potential crossovers. There are four‘configurations of
other links, stated in termsAof the relafive positions of
their end nédes:
i both are between b and e (3,4)

ii one is between, the other is coincident with
b or e (5,6,7) *

121
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1

Figure 3.15 - Heuristic Crossover -Evaluation.



iii one is Between, the other outside (8,9)-

iv. neither are between (10,11,12)
It is apparent that only the third cbnfiguration causes a
potential crossover. The routine is designed to lécate
such configurations and increment the appropriate (above
or below) crossing total when it finds them. This routine
is applied to each.link which can be routea of the node in
question. The result is the minimum .number of ciossovers
indicating the associated optimal roﬁfing..

| Links are TYouted above the node line unless it is more

advantageous to route them below. The routing is
accompiished by flagging the link entries as positive if
fouted above and negati&e if foufed below. To.avoid
.confusion between positively routed links and unrouted
links, which arise from one node being absent from the
node line, all links' entries are inifially incremented by
128, which éonstitutes an 'unrouted' flag in bit 7'of the
word. This flag is removed when both nodes are present
in the bermutation.A When thé initial permutation has been

. created, thé optimisation phase is entered.

3.7.3 PERMUTATION OPTIMISATION

Single level optimisation is accomplished by shifting
nodes one at a time to new positions on the permutation
which give a maximal reduction on the number of crossovers.
The node with the highest number of associated crossovers
is selected for trial reposifioning; the method is identical
to locating the best position for a node in the initial

permutation creation, that is, the node is gradually moved



forward through the permutation until a position giving
zero associated crossovers is found. Failing this, the
position offering the maximal decrease in crossovers is
used.  If no decrease is possible; the original position
is selected. The node is then fixed in the selected
position and routing is optimised.

As the permutation is altered only by changes in
node position, with associated routing optimisation, it
is-obvious that once a node has been selected unsuccessfully
it is pointless to re-select it if no permutation alter- |
ation has since océuired, -Furthermore, a node with no
associated crossovers cannot be repositionedlto advantage
'in a first level optimisation‘as no reduction from.zero
is possible (such repositionings would only be of possiblé
use in a second level optimisation, which is not consideréd).
These observations are useful in determining whén the
optimisation is maximal. | | |

The nodes are selected in decreasing order of

each s selected
associated crossovers and, at most,Aonce after each
permutation alteration.

There are two'situations which indicate that a local
minimum has been reached. The first is when the total
numBer of crossovers is reduced to zero and the segond
occurs when all non-planar nodes have been subjected to
trial repositioning without success. When either of these
two situations arise, the'permutation has reached a iocal
minimum with respect to first level optimisation and the

procedure is terminated.
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3.8 MODIFICATIONS » -

The first complete graph résﬁlts indicated that the
procedure was optimising the permﬁtation as'expected by
changing node positions. However, as all nades in>a
completé graph are equivaleﬁt in that each is connectéd
to everyv other, the node positiﬁns are irrelevent and
optimisation should be based solely on routing since this
is a much faster method. The algorithm was consequently
modified so that the linkage structure, prior to the
optimisation stage, could be examined for intermediate
crbssing feductions by link re-routing. This is done very
..simpiy By travelling round the‘forward order ring and
éxamining the links as they occur in the beads and, whén
a link is found fo have fewer crossings if routed on the
othér side of the node-line, it is altered accordingly.
This procedure is repeated until a complete trip around
the ring produces no decrease in crésgings, when.the
routing is said to be optimal with respect to the. current
.'node pexrmutation. Thié modification was found to take,
on average, the same amount of time as one optimising
iteration and consequently is considered well worth
execqting.

The algorithm was found to have another serious fault
as illustrated in figure 3.16(a), which is an optimised
pe;mutation according to Nicholson's algorithm. Links
(16,11) crosses links (8,9) and (9,10) yet there are two
obvious ways of removing these ‘crossings., ?he first is
to roﬁte link (16,11) around node 9, involving a three-

semicircle routing which the algorithm cannot consider.
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@) non—planar permutation  produced by orignal algorthm

) planar permutation acheived ~ with  modified  version

Figure 3.16 Effect of Modification to Algorithm.
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The second way is to reposition node 9 at posifion 4,11 or
12 and to re-route the appropriéte link (_(7,16), (10,4)
or (4,7) respectively ). fo'appeaf below the node line:
this is a direct shortcoming of the algoxrithm. |

- The inability of the original algorithm to deal Qith
this situation is caused by two.factors. Connections
between adjacent nodes can always be re-routed without
affecting the nuﬁber of crossovers, and routing of such
links is therefore Oflno significance and they may be
drawn as straight lines. However, when a node is inter-
spersed betweethwo adjacent connected nodes, the routing
of thé éonnecting link becomes significant. Secondly,
this fact cannot easily be taken into consideration by
the matrix-based optimisation as it is not readilylcapable
of.éllowing é different consideration of links connecting
édjacently positioned nodes.

This oversight was cérrected 5y permitting the
‘optimising prdcedure to re-route certain links not connected
to the node currently on trial. If a node is positioned
during a trial, so that its immediate neighbours are conn;
ected, the possible advgntages of ie—routing that connecting
link are considered. This ﬁodification‘produces negligible
time increase, while feturning the permutation of figure
3.16(b), which is an optimal layout.

These two modifications have been incorporatea and the
algorithm has been qualitatively tested. Reéults are
given in the succeeding section to allow a ;omparisoﬁ
between the modified heuristic and the matrix,mathematiéal

techniques.
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3.9.0 RESULTS. )
The program was originally written for running on
Sysfemshare Timesharing Bureau, however it became necessary
to transfer it to a timeshared PDP10 in the Computer Science

Department. Tﬁe results listed ﬁere have been obtained on
the PDP10 using a remote teletype coupled by MODEM and GPO °
telephonevlines. The results are output .on the following
forms: |

i a teletype printout as in figure 3.17(5)

ii '~ a plotted drawing using a Calcomp 30" 563
(shown in figure 3.17(a) )

iii a binary file
Forms i and ii are for use in network dnalysis and the results
presented in a format designed for comprehensability, whiist
iii is for use in the subsequent layout phase discussed in
chapters 4 and 5. |

The qualitative testing was carried out on complete
graphs and symmetric utility graphs (SUG) ‘as the minimum
numberé of crossovers have been determined for both by Saaty
(1964) and Zarankiewicz (1954) respectively. These also
allow a comparison betweeﬁ the original algorithm as
programmed by Nichsolson on an IBM 7030 and the modified

algorithm which was programmed as described above.

3.9.1 COMPLETE GRAPHS

Saaty (1964) formulated an upper bound for the minimum

number of crossings in a complete graph representation as

N(N-2)2 (N-4) (
64

N even)

LN—l);4(N—3l& (N odd)
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(a) plotted output on CALCOMP 563

. DMNUDE PUSN CUNNZCTIUNS

B & 1 ¢ L, 5, & Ts Y,
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P -2, =3, 5, 8, 9,
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(b) teletype output

Figure 3,17 Output from Topologica1 Ana1ysis.
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Table 3.1 shows the results for the two algorithms applied
to complete graphs of between 5 and i4 nodes. Additional
results for 15 to 20 nodes are included for the modified
algorithm, but Nicholsén did not include comparati&e

figures in his published results.

Table 3.1: Results for complete graphs

(W

Number of Crossings _
No.of initial final min. - Time (secs) _
.Nodes orig mod orig mod poss init final links
5 1 1 1 1 1 | 0.20 ] o.s8 10
6 | 0.41 0.85 15
7 9 9 9 9 9 0.84 1.26 21
8 20 20 18 18 18 1.32 3.30 28
9 36 36 36 36 26 1.94 3.68 36 -
10 62 60 60 60 60 2.52 6.86 45
11 102 100 | 100 100 100 3.76 | 14.22 55
12 157 150 | 150 150 150 5.10 | 16.32 66
13 231 225%| 225 © 225 225 - 7.32 | 24.46 78
14 | 325 315 | 315 - 315 315 8.30 | 45.16 01
15 4 441% | 441 441 13.06 | 51.06 105
16 588 588 588 14.78 | 72.82 | 120
17 - 784 784 784 19.48 [120.04 136
18 1008 1008 | 1008 25.70 |154.50 153
19 . 1206% 12906 | 1296 39.58 |187.02 171
20 1620 1620 | 1620 | 40.94 |364.30 190

*achieved through routing optimisation

The results indicate that the routing 0ptimisgtion is
well worth the inclusion as the algorithm did not fail to
produce an initial permutation with minimised crossovers,
whe;eas the original algorithm quuiréd optimising élterf
ations which are unnecessary in 6 out of 14 cases, which

includes every graph with more ‘than 10 nodes.
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3.9.2 SYMMETRIC UTILITY GRAPHS T >

The formulae for the minimum crossings;'established
by Zarankiewicz (1954) for a Symmetricvutility graph on

2N nodes are:

2 \d 2
N2 (N-2) (N ever)

16

- a4
iﬁiéL— (N odd)

The results are tabulated below, together with comparative

figures from Nicholson where available.

Table 3.2: Results for Symmetric Utility Graphs

Number of Crossings

. initial final minimum time for

nodes links orig mod - orig mod possible modified
6 9 1 1 1 1 1 0.80
8 16 t 5 5 5 4 4 2.44
10 ' 25 16 16 16 16 16 4.42
12 36 39 30 | 36 . 36 36 11.62
14 49 81 81 | 81 81 8l - 18.42
16 ' 64 1151 149 | 144 144 144 44,64

18 81 256 ’ 256 256 57:18
20 100 - ‘ 408 - 400 , 4OQ : 149.86
30 225 2401 . 2401 2401 671.60

The second modification is probably responsible for the

difference in results between the two algorithms as applied,
- to the 8‘node SUG. Additionally, in only one out of six
comparable cases the routing op%imisation produces less
initial crossings,.but this ié to be.expécted as only three
of these cases, as created by Nicholson's algorithm, have

non-optimal initial permutations.
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3.9.3 RANDOM NETWORKS

To provide a temporal éomparison, it was necessary to
process a number of randomlyvgeneratéd graphs, as these were
the only timed results given by Nicholson. VA program was:
written to produce thesé graphs, which generated a series of
discrete random links uhtil-thé number of nodes and links:
specified had béen“included. The results are shown in table
3.3 below with timed>results for.combarable networks, as

provided by Nicholson.

Table 3.3: Results obtained from Randomly Generated Graphs

Number of Crossings Total Program
- Initial Final Time

Nodes | Links orig mod orig mod orig mod
10 15 o o o - 1 .9 0.94
10 15 1 0 1 - 4.1 0.89
10 16 _ 0 0 0 - .8 0.95
10 30 | 18 . 19 12 12 10.2 11.68
100 . 30 16 12 9 9 5.2 8.66
10 ~ | “30 16 18 14 11 4.2  17.96
15 23 2 2 "0 1 15.2 4.52
15 23 0 0 o 4.3 1.38
15 23 1 2 0 1 8.2 4.48
15 45 38 36 .| 26 26 40.2 47.82
15 45 31 33 26 29 31.1 = 48.28
15 45 41 36 19 26 |105:2 63.26
15 S 68 . 126 115 101 108 57.6 60.00
15 68 121 120 105 111 61.3 108.54
15 68 . 132 - 123 101 99 61.0 146.34
20 20 10 10 3 3 |104.6' 20.92
20 30 - s 1 | 17.08
20 60 59 72 © 57 s4 |151.7 157.70
20 60 72 "~ 68 - 108.20
20 90 233 207 183 179 |474.8 255.82
20 90 201 . 164 293.04
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These results are ﬁot directly comparabie‘és the
networks used for the two algorithms aré not identiéal, but
have thé saﬁe numbers of nodes and 1links eacﬁ. The times
indicate that the heuristic procedure is as fast as the
matrix-based procedure, which is quite surprising in view of
the extra processing required to access information held in
the data structiure. However, there is a wide ranée of
‘differences'whiéh are probably caused by individual‘
differences-between the networks processed, as well as the
machines uéed. OVerall; the implication is that the cost
of saving étorage space is not at all expensivevinAtime;
Figure 3.18‘shows the storage requirements of the alter-

native storage structures for a range of network sizes.

'3.10 NET REPRESENTATION RESULTS
Once thé pfograﬁ was prodﬁcingfrésults, a closer study
of'netvrepresentation Was undertaken. The underlying
rationale has been discussed in séctioﬁ’B.ék however the
representation wés not ?et piactically proven. The test
was carriéd out on a relatively highly-connected graph,
(figure 3.19). The network consists of 9 nodes and 17
nets, 7 of which connect more than 2 nodes; The nets are
as follows:
(1,2) (1,4) (2,3) (3,5) (4,5) (5,6) (5,7) (6,9)(7,8)
(8,9) (1,2,3,) (1,2,3,4,5,) (3,5,6,9) (1,4,5,7)
(5,6,7,8,9) (7,8,9) (1,3,7,9) '
The results have been tabulated in table 3.4 to indicate
the degree of success achieved with each of the repre§ent—
ations with respect t§ redl and induced crossings produced

in the final drawing.
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numbers 1 to 8 identify nodes

10 to 16 identify nets on 3 or more  nodes

Figure 3.19 Network  used for.'.Comparative

Net Representation Tests.
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Table 3.4: NetARepresentation Results -

; Crossings
No.of No.of Crossovers - in drawing
Nodes Links Init. Final Time | actual induced

Chain 9 31 3 1 | 14.94 -3 7
Cycle 9 38 6 . 5 16.48 2 4
Complete . ‘
Graph . 9 56 24 16 38.90 1 0
Node 16 38 ¢ ¢} 11.36 0 0
Tree i 9 31 o) o] 7.04 (0NN )
ii 9 31 3 o 10.78 O 2%

iii 9 31 2 0 9.18 0 1

Civ o 9 3r | .0 .. o0 7.34( O o]

*these can be removed via planar re-routing:
‘The chain,repreéentation used the following-nqdal orders for
the nets:

(,2,3) (1,2,3,4,5) (3,6,5,9) (1,4,5,7) (5,6,7,8,9)

(7,8,9) (1,7,9,3)
and the following node sequénces'were used in representing
the nets as cycles: ‘

(1321) (135241) (39653) (15741) (579685)‘(7897) (19371)
When drawn, the chain and cycle representations each produced
net crossings due to unilateral nesting of the nets. This
was because the nets (1,2,3) and (1,2,3,4,5) bofh contained
links (1,2) and (2,3) which were both routed in the same
places. These drawings could be considered as induced
crossings by under-node routing, however there were
additional induced créssings in both cases. The main fault

with this representation is that the algorithm cannot
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distinguish apart links between the same pbdes*belonging
to different nets. Instead, suéh links will be routed
identically, which is equivalent {o inducing.a crossing.

The complete graph representation similaxly pféduced
crossings,AbothAreal and induced, with the major |
differeﬁée that, when drawing fhe network, there is a
choice ofiwhich links are to Be used‘for the ne£ as it is
unnecessary to draw them all. This did not ease the
problem‘aﬁy, rather it confused the procédure. The time
requirement for this representation is suitably long and
no-advanfage Waé gained.

jThé best results with no crossings were produced by 
introducing nodes to represent the nets and resulted in -
an accurate drawing of the network, disPIaying thé same
stiucture as that of figure 3.19. The time was faster.
than any of the above representations despite the presence
of additional nodes, because the initial permufation was
planar.

Four spanning trees representations were proceésed
with the.tree trunks being the nodes indicated in %ablé
3.5. Only two cases pfoduced induéed.crossings and in
both cases simple re-routiiig removed then. They arose
from the choice. of routing above, or below, the node 1line
with equal advantage and the machine chose the wrong side,

although it could not be expected to differentiate as it

is unable to recognise terminal pin ordering.
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Table 3.5: Nodes used for spanning tree representation

Case . (123)  (12345)  (3569) - (1457)  (56789) (789). (1279)

1 1 e 6~ 7 8 - o 3
2 2 s 9 2 9 7 1
3 3 1 3 4 5 8 7
4 1 2 s 6 - 1 9 9

- The results as drawn from chain, node and spanning tree
i representations are shown in figures 3.20(a) (b) and'(c)
and indicate the correspondence between the outpﬁf and the
original.- It should be noted that the node-line orientation
could be drawn in either of two way§ above;correSponding.to
the inside or outside of the curve. 'The‘orieﬁtétion for
the drawings was chosen to produce the simpler draWing in
all cases. For example, the network drawn in figure 3.20(d)
is the same as in figure.3.20 (b), bﬁt with thé opposite
orientation. . |

Thus the introduction df a node is, as expected, the

most accurate representation producing the best results,
.eSpecially when drawing a network. Spanning trees are
almost as good, however they can produce. induced crossings,
which might not be as easily removed as iﬁ the above
instances. Complete graphs, chain aﬁd cycle representations
are of little use as they complicate the layout with real

and induced crossings as well as a super-fluidity of links.
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(@) chain representation.

node,~line
- — s -

(b) node (or spider) representation.

Figure 3.20 Net Representation  Resuits.
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..nede bne Ll

@  reversed -node representation

Figure 3.20 Nzt  Representation Results
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3.11 CONCLUSIONS -

The results produced by the modified algorithmnindicate
it is idealiy suited for use in conjunction with a layout
algorithm for séveral reasons. It is compact and fast,
which is an essential feature for use on limited size time
sharing systems. It provides detailed instructions for
drawing the network so as to achieve the minimum number of
crossovers and consequentiy, provides information relating
compénént positions to track densities.

Throughout this chapter these features have been
discussed and their advantages noted; the following
chapters will discuss the realisation of a trial layout

based on the tOpoﬁaéF;ﬂz)model supplied by the procedure.
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CHAPTER 1V

PLACEMENT OF COMPONENTS

4.0 LAYOUT REALISATION

The layout phase may be partitioned into placeméﬁt and
routing, as discgssed in chapter é; althcugh'this divisicn
is convenient it creates problems as the two sections will
have substantial interdependance. fhué~there shéuld be a
means of communication between the two so that components
are placed with some consideration of4routing réquirements.
Communication between placement and roué%ngvis necessari}y
"two-way if the system is to be an accurate model'of the
Current_manual_layout methbd. Alternatively, layout ﬁay be
executed with a single program which would automaticalily
contain:conéideration_of the inter-relationships buf'it would
requiie considerably more machine space than either of the
partitioned sub-problems. The use of a tobographic analysis
program provides a third alternative; positional data
relating components ana connections is suppiied, in graph
terms, which can be used as a substitu£e for the mutﬁal
cdnsiderations of the sub—probleps by allowing each to
reference the analysis data. This can be considered as
replacing the diréct two-way communication With‘two uni-
directional channels to a common set of reference data.

Each division can obtain infoxmation about the requirements
~ofithe_ot.her related to its own computations, thus allowing-
independant operation. The latter two alternatives shall
be discussed in greater depth below with reference to

component placement within the limitations of this work.



4.1.0 LAYOUT EXECUTION : -

The first method considered is the single program
solution which implies that connections are routed
lconcurrently with component placement; clearly, a route
can only be determined when all the points that it connects
have bgen.placed on the substrate and so réuting is
necessarilyvthe latter of the two processes in terms of
" single components; that is, a component must be positioned
before it'cén be connected. Since we are discussing a non-
partitioned solution it is inappropriate'to consider a
separatioﬂ. It would be feasiblé to divide the circuit
componénfs into highly connectedvgroups,for individual
laying out; this is a partitibniné of layout elements rather
than lavout p;oéesses and within egch group the same
complications will arise. Furthermore such a course of action
would require additional programming effort to supply the
‘elemental partitioning. An alternative would be to modify'
the placement when routing difficulties arise, however this
is unsatisféctory since each modification would probably
involve a major reshuffling of components because moving
one component would undoubtedly cause a chain reaction
~amongst thé others. This implies that as each connection
is routed a modified placement wéuld have .to be generated, thus
requiring too much time for efficiency.

The main disadvantage of a single solution is the
program size. Since timesharing bureaux supply limited
segments of core, it is obviously better to break the
solution down into éections, which can be exécuted con-

secutively rather than concurrently. Therefore a single



- program solution is not considered suitable for -the scope

of this work and will not be considered further.

4.1.1 PARTIONED PLACEMENT

The placement of components in this application is
unconstrained, as seen in chapter 2. The existing techniqﬁes
. are all based on force placement. Connections are
-xecogﬁised solely és generations of attfactive forces which
‘ﬁave no spatial requirements; in addition, no allowance
could be made for planarity considerations since any
consideration of topographic relationships between
componeﬁts and connections is beyond the scope of these
algorithms. To inqlude consideration of a connection
pattern, such as that defined by the permutation prdcedure,
would remove ﬁuch of the components' freedom of movement
which.is fundamental to force placement. The algorithm
~would therefore be severely handicapped and consequently
inefficient, This disadvantage applies to ény method
which placed all components simulténebusly sihce any pre-
determined relationships would be too severe a constraint
upon movements. Therefore, placing components to-take
advantage of an optimum topqg:aphic qonfigpratioh muét‘be
sequential, that is, each componeﬁt must bé placed
individually,solély on the basis of the:pfeviously
positioned components' locations and fhe ;esﬁlts of the

[

topographic analysis.

4.1.2 PLACEMENT BASED ON THE PERMUTATION
DESCRIPTION

Sequential placement obviously reQuires that the

components be ordered so as to maximise the placement



algorithm's efficiency: the permutation description appears

1dea31y suited to supplying a component sequence as it

relies on the order of the nodes as they appear on the node-

line. 1In addition, the'permutation description suﬁplies all-

the data on the connecfibn pattein within the vicinity of
each node,in terms of Quantity and rélative location of
links. .This information. is sultable for calculatlng spatlal
requirements . of connections in the nelghbourhood of each

component. These two features have resulted in the permu-

tation description of an optimum network configuration being

used as the basis for the layout procedure, specifically the
' component placement. | |

The_cqrollary-of the theorem in appendix IIi implies
that if the components are placad so that a simple cu;Ve may
be drawn to pass through them in the same order és tﬁe
correSpondihg nodes appeaf on the node-line, fhen the
conmnections may be routed with the same crossing structure:
(ignoring induced crossings). This is the basis of the
piacement procedure and provides crossover minimisation
through the topographic analysis. Moreover, circuit area,
as defined by the minimum boundary rectangle, must be mini-
mised; thié includes the space cccupied by components and
connéctions. Therefore, the components should be packed as
tightly as possible while leaving areas.for connections; to
reserve too little would present major difficulties during
routing, whereas too much would prodﬁce inefficient layouts.
The placement aims may therefore be stated as follows:

i preserve node-line curve simplicit&

ii minimise circuit area

1ii reserve space necessary and sufficient for
' ' connections

&

5
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4.2.0 NODE LINE CONSIDERATIONS : -

A major feature of the node-line éupplied by the perm-
utation procedure is that it is not unique; it may be used
‘to supply N-1 (N = the number of nodes in the network)
different optimal permutations b&‘shifting the end point of
the nodé—line. Tﬁis can be readily verified by considering
figuré 4.1. The linear permutation of 4.1(a) has been re-
drawn as a circle in figure 4.1(b); which has béeﬁ used to
producé the linear pefmutation shown in figure 4.1(c). It
can be seen that the three drawings contain identical link
structures, that is, the same nodes and links with the same
crdssingsv(1,4)x(2,8); (1,5)x(3,7); (3,7)x(5,8);.(4,7)x(6,8).
Therefore, since fhere are N positions for locating fhé |
break-point in the circular node line, there are N different
permutations readily aQailable from one permutation .
description.

If the placement is regarded as a positioning of the
node-line, it may be thought of as a problem of continuously
_deforming'a straight line to preserve a simple curve whilst
complying with the spatial reqﬁirements. This may be
crudely conceptualised as laying a stfing of rectangular
beads flat, within a rectangular area, so that the stfing
does not cross itself and the beads are adeéuately separated
to allow intercbnnections as defined by the permutation
links. 'This idea is used to generate different schemes for
positioning the node line, these are discussed below and
evaluated on the basis of their ability to embody the basic
aims of the placement procedure. They are all based on a

continuous deformation of the node line as a single entity.
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(c)  reformed linear permutation. .

- Figure 4.1 Permutation Cycling,
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4.2.1 POLYGONAL DEFORMATION

The first and obvious method of arranging the node-line
in cdmpliaﬁcé with the above ié.as a convex polygon, shown,
in figure 4.2(a). This is clearly of-little use oQing:fo
the large amount of wasted internal Spéce. To overcome fﬁis
shorfcoming, it is necesséry to injécf componeﬁts into the
central area with a concave'poiygonal deformation sﬁch as
that shown in figure 4.2(b). Such a configuration is idea}ly
suited as an abstract means of occupyihg space compactly,
however it is not Suf;iciently»versatile for-applica£ions(
involving non—staﬁdard shapes. éohsider figure 4.2(&)
‘where the substrate area is required to be a narrow rectangle,
the first portion of the node-line is positioned as.éhown
whichzleqves a narfow strip at the tOp'for subsequent
components, these will be jammed between previdus placements
' and the substrate‘boundary. This produces a éeveré limit-
ation on positions for larger components, fesulting in a
strong chance that some would be unplaced in addition to

‘constricting connections in that area of the substrate.

4.2.2 SPIRAL DEFORMATION

The simple curve which can best be.mcdifiéd to fill a
rectangular area with little waste area is é sPiral.' This
is also quite versatile, as illustrated in figure‘4.3(a);
since it travels around the outside of the occupiedlarea
and can position components in any location on the boundary
of previous placements. The major disadvantage with this
scheme is the reéultiné routing configuratioﬁ; the routes’

must not cross the node-line and hence long paths will have



150

(@) convex  polygon

(b) concave  polygon

PP

(c) limitations

. ngré 4.2 Polygonal Node - line configurations.
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®) Routing Pattern.

Figure 4.3 Spiral node ling configuration
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to travel barallel tb the Spiral. As can be séén in figure
4.3(b) tHis produces.inefficient, long andAconvoiutéd routes
and, therefoié, the spiral configuration is aeemed'
unsuitable.

The ideal configuration is.one which allows each
component to be-blaced on the perimeter of the area occupied
by its predecessors, utilises area efficiently and avoids
unnecessary limitations upon subsequent positional choices
in addition to.simplifying the routing configuration.

Maﬁual placements are generally compact. and néat (visually
pleasing), and fhis latter feature, aithough subjective,

led to the next configuration, which is discussed below.

4,2.3. FOLDED CONFIGURATIONS

"Constrained placements.are based on a regular array'of
locations in rows and columns; this idea can be adapted,
iﬁ this instance, to the ﬁnconstréined cése by folding the
node-line so that it travels back and forth aloﬁg imaginary
rows, assuming the shape of é foided firehose. This |
configuration produces layouts similar to‘figure 4.4(bj,

" although the connections are simple, that is, composed
mainly of rectilinear line segments, there are several links
passing around ?he outside of the bends in the fold which
implies that the connection lengths would not be minimal.
To reduce these connection lengths, it is nécessary to
reduce thg fold lengths (or alter the permutation, which is
not considered here). |

Corrugating the node line priog'to'félding, although
producing many more folds, does halve the length of the

firehose-type folds since the distance between the nodes at

pu
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each end of the original folds is halved. Connections are not
requiréd to follow the minor cofrugations but only‘the ma jor
folds; this does reduce connectioﬁ length as can be seen in
figure 4.4(c). The permutation shown (figure 4.4(a5 ) hasA
been folded (figure 4.4(b) ) and corrugated (figure 4;4(c) )
resulting in connection lengths-of 54 units and 42 units
respectively (a unit is equal to the corrugation depth), a
decrease of over 20%.

Although it is possible to adapt a folding scheme -to
reduce connection length by additional corrugation, such
schemes are not;capable of dealing satisfaétorily with
compoﬁeﬁts of differing shapes and sizes. This inadequacy is
highlighted in figure 4.5 which shows tﬁe‘two above-mentioned
folding techniques applied placing a sample set of components,
without roﬁting considerations. -The_two placements contain
large gaps, which is clearly a violation of the first
criterion of area minimisation. Node-line configurations
based on rectilinear deformations are generally inadequate

. for dealing with a range of component dimensions.

4.2.4. CONCENTRIC POLYGONS

The final altexnafive considered is segmenting; this
involves breaking the node-line up into a series of groups
and placing eacﬁ group as an entity, such és the concentric
bolygons shown in figure 4.6. For efficiency, the:tépographic
analysis would have to supply the segmentation and iﬁclude
this when calculating the optimal permutatioh; it would
probably.be required to deal with several distinct, but
related, node-lines. ' The segmentatién would have to take

into consideration number and size of components so that
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infernal segments would fit inside those around.them.
Therefore,~segmenting the node-line would vastly reduce the
effectiveness of the tOpogréphicianalysis by "introducing
complications wﬁich.would severely reduce that aigotithm's
efficiency.

4.2.5 THE INADEQUACIES OF PREDETERWINED
CONFIGURATIONS

The main advantage of placing components so that the
node—line'#ssumes a predetermined shape is the ease with
which the routing requirements are calculated by comparing
the permufation and the placed nodeiline. In addition, the
major placement decisions are taken when the Configufation
is decided as each component's location relative té,fhe
predecessor is implicitly épecified and only fine adjustments
fdr'traék areas and cleafances are necessary. This‘suégésts'
that such a scheme would be fast and could therefore process
" several node-lines in a short period and present the results
- for human selecfion of the optimum layout (the different
node-lines could be obtained with no extra effort as
described earlier in section 4.2.0). Despite these
advantages, the schemes considered have all been rejected on
one shortcomirg or another. the'major failure being the
inabiiity to adequately cope with components of different
'sizes. A predetermined node-line configuration is
considered to be too restrictive and constraining tp allow
the degree of flexibility necessary to deal with a gene;ali

circuit; an alternative method is presented below.

4.2 GENERAL PLACEMENT

Two major points have arisen from the above discussions



of placement; first, the components ﬁust be positioned
sequenti%lly rather than simultaneously; secondly the
placemenf algorithm must have a high degree of {lexibility
so that it can handle components with a wide range of
dimensions. Therefore, each component should be placed
purely on the basis of the positions assigned to its pre-
decessors and the permutation description. Ideally, the
placement algorithm should be capéble ofltreating'eéch
component in a similar fashion so that the same.coding is
used for each placement, resulting in a maximally éfficient
algorithm and hence program. In addition; there must be as
ﬁide a range:of choices at each stage to confef maxiﬁﬁm
flexibility. At the same time it-is'important to maintain
the node-line simplicity to preserve the connection pattern
and to avoid a convoluted shape which would produce a large
wiring 1ength; These considerations correépond’to the oider
~ of priority presented in‘séction 3.1.2. |

First the area mﬁst be minimiéed; this is aécomplished
by packing the components asltightly as possible while
allowing space for iﬁterconﬁection routiné. Secondly, the
crossovers must bé minimised; this has already been done
topographically and the placement is only required to
preserve node-line simplicity to achieveia minimal crossing
connection pattern. Finally, the total connection length
must be minimised, which corresponds to minimising:the major
bends in the node-line so that, for instance, paths are not
required to tiavel around three sides of é réctangle. Thus
the criteria of optimality may be restated,.for fhe placement

procedure, as follows:



(i) pack components tightly .

(ii) maintain node-line as a simplé curve

(iii) minimise major node-line folds

There are additionai placement considerations which are
concerned more with locaiised feature;; specifically space
resefved for connéctions should be necessary and sufficient.
Moreover the component plécement should be ir agreement
with the design rules of the appropriate technology. The
former point is é reiteration of the intention ‘to dissociate
the processes of piacement and routing so-as to produce a
solution within a timesharing environment. Thellattex
. comment implies.that all clearanéesfand widths should not
be less than the minimum dimensions specified; this can be:
a complex requirement, eépecially when deéling with
integrated circuits described by the patterns éf severél
masks, each of which has its owh dimensional limits. A
sample of MOS design iules is included as appendix II to
illustrafe this point. Only the most important rules which.
are generally applic&ble should be considered to avoid
spurious precisién as the program is only intended;for

trial layouts.

‘4.4 ~ THE PLACEMENT ALGORITHM.

The remaining course of action in developing a suitable
method of positioning components is to adapt an_heuristic
approach. The algorithm must be fairly straightforward to
allow execution within‘the limitations of a timesharing
system. A further discussion of the component placement

aims and ideas is presented below, from which a suitable

bt
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heuristic algorithm is developed. i
Sequential placement implies that there is a first
élement to be placed which, at the moment of its positioning,

may appear anywhere in the circuit area. SubsequentAcom—
ponents may appear anywhére except in positions which include
areas oéCupied by previously placed components. To ailow
maximum flexibility it is necessary to minimise the area
occupied by elements and reserved spaces at all stages,,

thus providing a maximum choice for subsequent comﬁonents.
Elements.should therefore be positioned as close as possible
to their predecessors; in addition they should be positioned
as close as possible to their immediate predecessor to avoid
"a complex néde—line.. This shouidvéiso minimise fhe length
of the transformed node-~line and consequently thevtofél
connection length.

The starting point for the piacement was conventionally
cehosen as the lower left hand corner of fhe_substraté area,
mainly to confine the number of directions in which the
placement could expand and thérefore increase the
“probability of producing a simple'node-line curve. ' The
component sequence was assumed to be that given‘by the
permutation node order since it is that which defines the
npde~1ine. There are two available-adjacent locations for
'the second component, ébove_or to the right, as shown in
figure 4.7(a) by the dashed outlines. This can be
generalised for all subsequent placements as illustrated
in figure 4.7(b). Therefore, the first feature of position-
ing any component, other than the first, is that it must
appear above or alongside one of its predecessois; in this.

way the placement spreads from one corner as components are
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added-arbund the perimeter of the occupied area.-

Another feature of this method is that, at every stage,
the substrate area will be divided into two simple regions,
occupied ana vacant, which contain the unavailable and
aVéilable locations respectively. Every component must be
located within the vacant area, thus ektending tﬁe‘occﬁpied
area by converting a section of the'unoééupied region.

It is therefore necessary to compute the available region
at each placement, which infers fhe pioblem of internal
layout representatién; ih other words,if a discretely
shrinking area has to be identified affef each contractiOn;
how much storage space or time should be assigned for the
computation? There is the usual trade-off between size and
speed since it is.generaily true that the more storage re-
served fox containing data, the lesé time required forx
retrieval and processing.

Basically, there are two techniques for. storing area
descriptions in a machine; these may be referred tc as dis-
crete and éontinuous description. Discrete description
‘.requires a grid to be superimposed on the area and each
grid cell is described by one word of an array which is
assigned flags to indicate the current stage of tﬁat cell
on the substrate. A grid cell is either wholly occupied
or wholly vacént; there is no means of half oeccupying a
grid cell other than increasing the grid resolution, which-
increases storage requirements by the square of the factor
of increase. The grid resolution therefore defines the
maximum precision of the layout description. Alminimum gfid

resolufion for layout purposes would be 100 squares per side,

o

\o}
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requiring lOK words for the description, which;would leave
.less than 4K fcor the program coding and additional data on
a typical timesharing bureau. A discrete description is
thérefore cut of the question. Continuous description
‘consists of associating a set of parameters with each element
which ﬁniquely_identify its position; the occupied area can
then be calculated from the parameters.assigned to placed
’componenfs. This woﬁld involve a lengthy computation for
" each placement. It is better to reserve some étorage for
.containing a brief description of the available area which
.can readily be modified as~§oﬁponents are added.

As the placement proceeds there will always be a line.
Sseparaiing the occupied and vacant.érea; this is illustrated
in figure 4.8(a). The occupied area is bounded by the patg‘
OABO and the vacént by AYZXBA, where OXZY is the substrate
afea. 'ThisAsuggestS that the best description would be in
terms of the path from A to Bj; _this is called the placement
perimeter and consists of a series of rectilinear line
segments. As each component'is added, it must- appear next. to
the placement perimeter which can then be easily modified |
to include the area occupied by that component. Moqification
is accomplished by altering the appropriate perimeter
section as illustrated in figure 4.8(b); the addition of

~component a requires the section ABC to be replaced by
| ADEFC.

Component placement, viewed in terms of the‘plaéement
perimeter, consists of positioning the component adjacent
to the perimeter; from figures 4.7(b) and 4.8(a), it can

be seen that this is in terms of vertical and horizontal
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berimeter segments. Inter-component spatial requirements
may therefore be calculated as ah X—di5plaéement from
vertical segments and a Y-displacement from horizontal
segments. The placement deéisions can be reduced fo
selecting the segments alongside which to position thé
component. This selection procéss is the appropriate place
to include the criteria of optimality, that is, the. segments
should be selected so as to optimise the layout.

The-layout compactness is a function of the components'
coofdinatgs (taken at the combonent's centre) ; smaller
values imply a mbre compact layout since the placement
starté ét (0,0). A component placed at (x,y) will optimise -
the layout if (x+y) is the minimum available coordinate sum,
or mofe generally circuit area will be minimised if components
are positioned so as to‘minimise 2 function (éx+by) wﬁere a
and b are constants. It would be more accurate to use
Cartesian rather than Manhatten distances,.- that is, (ax?+by?),

however the above expression is considered adequate for

. these purposes. It can be seen that lines of equal placement
potential will belong to the family y=k - (%)x, where k is

a measure of potential, as shown in figure 4.9, and some

control of the layout shape is available by manipulating‘fhe
values of a and ‘b since the placemenf périmeter should,
ideally, approximate a line of equi-potential.

Control of the node-line is a more complicatea matter
since it is not a simple effect of coofdinates, nevertheless
it can be said thatthe cldser.two permutatiqn—adjacenf
components appear, the less complex the resulting node-line

path between them, and hence the greater the probability of
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a éompact node-line curve. A topdlogically Simpie curve is
always possible since a simple path connecting any two con-
secutive nodes can be drawn along the'placement perimeter,
however to avoid a long and tortuous path the intervening -
distances should be as short as possible. In an ideal.
situation, it is expected that the node-line would assume a
diagonally folded configuratibn folliowing lines of ‘equi-
'potential-such as that shown in figure 4.1C.

_As these optimising controls can only be fully tested
through use, it-was decided to program an algorithm baséd on
the above diécussion and examine its performance through

application to test circuits.

4.5.0 IMPLEMENTATION - DATA REQUIREMENTS

The initial concern with implementing any algorithm is
daté input and storage. The'permutation is supplied, via a
binary file, as the data structure built up by the program.
described in chapter 3. In addition, tﬁere will be a set of .
parameters, requireé by the placement.algorithm, associated
"with each component which include dimensions and a class-
ification; the classification is intended to enable the
program to differéntiate-between types of componénts such
as terminal pads, net nodes and transistois, should thi§
prove advantégedus. During placement, each component will -
be assigned a set of parameters which will identify its
position and orientation; the position is given b§ the
coordinates of the component's centre,‘the orientation by
an integer between O and 7 inclusive. There are 8 pecssible
orientations of a rectangle which may be uniquely obtained

by the application of 3 binary operators, rotation clockwise
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through 900, reflection in the x axis and reflection in the
'y axis. These are described by a 3 bit word segment as
shown in figﬁre 4.11(a) to (i). It should be noted th%t

the reflection operations are only appliéable individually-
to integrated circuits and not discrete components, since it
corresponds to mounting components upside down or on the

- wrong side of the substrate. In addition, théy do not
affect the component's.outliné, only the positions of the
terminal bins.

Link information will be required when a component is
placed, to facilitate calculation of roufing requirements;
this information is calculated for all components prior to
placement, as six quantities which are packed into two Words,
as shown in figure 4.12. It would also he advﬁntageous fo
know where the connectioﬁs.are incident upon the component
outline, ﬁowever the exact 1océtions are not necessary.
since the program deals only with rectangular representations,
not precise descriptions, and is intended to provide trial
_layouts only. It was therefore decided that it would be
sufficient to describe which faces the connections originate
at, and their order on'each face. To do this it is necessary
tc list the connections in anti-clockwise order as they
appear in the 00O orientation and to add a 4 figure number
describing the number of connections per face, taken in the
same order. The complete component input description as
imﬁlemented is shown in figure 4.13.

Additional data required by the program, common to
all components, are the substrate dimensions (or upper
limits thereon), minimum track width and minimum clearance

for insulation requirements between electrically isclated
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circuit elements. This information is requested, via tele-

type, after the circuit input description has been read and

approved by the input stage of the permutétion program. All

component dimensions are in units of grid lines, substrate
dimensions can be in any units and so the program will also
request the number of grid lines per unit of the substrate

dimension. These common data are appended to the head bead

of the data structure and the individual parameters are

included in the tail of the appropriate component beads. The

resulting bead formats are shown in figure 4.14. The

storage requirement for the circuit description is therefore

(10+12N+2M) words which, as shown in figure 3.18, is still
a considerable saving on the array-type storage used by

Nicholson.

4.5.1 PERIMETER CALCULATIONS

{ .

The plaéement perimeter is stored as a list of tﬁe
coordinates of the corner points coﬁmeﬁcing ét'the left
hand end. The first component is placed in the bottom left
hand corner, initialising the perimeter, subsequent place-
ments are baséd primarily on the periméter outliﬁe and the
location of the component's predecessor.

As seen in figures 4.7 and 4.8, the_positions

considered best for component placement are .in the vicinity

of a concave corner of the perimeter (viewed from the occupied

area's side), however there are complications which will
arise, such as those indicated in figure 4.15. Any
decisions based on the aséumption that the perimeter outline
is similar to the cross-section of a stair will be invalid

for the concave corners a,b,c,d, and e, where the available
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areas are closely bounded on more than two sides by placed
componenté or the substrate ﬁeriieter. Therefore, there is
mofe to placement than selectingthe optimum segment, each
selected segment must be checked for constrictions in all
directions. ' A . S |

The'piacement decisions are based on selection of in-
dividual perimeter segments; since the vertieal segments are
between two horlzontal segments it is only necessary to
con31der one class as this W111 automatlcally include con-
51derat10n of consecutive members of the other type. The
prog:am.w1ll therefore confine segment selection to ve?tical
perimeter iine segments to maximise effieiency. Vertical
segﬁenfs ere_ﬁhese which occur between coneecutive cerners
" with the seme abscissa; they are initially classified as one
of four types aecording to the édjacent horizontal segments'!
directions. The classifications are identified bv the
integers 1l to 4, obtained as follows :

1 both seéments to left-

2 first to 1eft; second to right

-3 first to right, second to left

4 both to right

~In addition, fhe integers are given a sign depending oﬁ_
which direction the vertical section funs (positive if top to
bottom); the resulting eight segment classifications are
illgstrated in figure 4.16.

Figure 4.17 -shows a sample perimeter containing each
segment type; it can easily be verified thaf the occupied
area of the substrate is invariably fo the right of the

perimeter (facing in the direction of the perimeter descriptiocn).
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Another significant feat;re is that the negativé segments
always appeaxr further from the ofigin (bottom left hand cornef.
of the Sub%trate area) than a posifive segment (providing the
upper seétion of the ieft hand substrate edge is taken as é
type 1 perimeter segment). This means that for every |
negative segment there will alwa?s be a positive segment,
which will offer a more compact piacement since it has a
smaller abécissa; therefore segmént selection may be

confined to the positive segments only.

.4.5.2 SEGMENT SELECTION FOR PLACEMENT -

The énalysié of available locations for component
'piacemén% is accomplished by compiling a list of the vertical-
segments obtéined from scanning the perimeter description.
The list contains data describing each segment's length and
1ocation; all negative segments are excluded from the list
siﬁce they are considered'redunéant. This list is scanned
for type 1'segﬁents whose lengths afe smaller than the current
componené% smallér dimension (the smaller side of the
representative rectangle). It can_be seen that, since a type
'l segment is bounded top and bottom by éoncave corners, it
is the ohly type that will not accept a longer cbmponent.

Any such segments found are amalgamated with a consecutive
Segment with a type change, as shown in figure.4.l8 by‘the
dashed line. This is done to avoid further consideration
of unusable areas. At this‘stage the segment list éontaihs
all the feasiblé alternétives and the next step is to select
the optimum 1ocation-in terms of segments.

Circuit area can be‘miﬁimised.by minimising a lineaxr

] - ' . .
function of the components coordinates, however since only
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segments are currently being considered, this may be
accompliéhed by minimising the function using the centre

oint of the available segments, that is, selecting the
P }

' _segmeﬁt whose central location has the lowest placement

potential.  Optimisation of the node-line is not so simple,
however it can best. be accomplished by minimising the dis-
tance between éomponents whose nodes are adjacent on {he
permutation node-line. It would be too seQefe a‘constraint
to insist that ccnsecutive components were placed side by
side since the resﬁlting layouts would probably be linear
and compactness would consequently suffer; . the seleétion
process must have balanced optimisation aims to avoid
results which are good froﬁ one point of view but
unacceptable from other viewpoints. |

To facilitate seément seiection weighted preference
values are assigned on the basis of coordinate values and
proximity to the predecessor (calculated on a straight line
basis); the segment showing the highest overall preference
 is'that selected for trial placement. The necessary
clearances, for tracks and insulatioh, are caiculated on
the basis of the linkage connection paftern data compiled
prior to placement (shown in figure 4.12). Each segment
type will require an X—diSplacement for the separation
"between adjacent components on éither side of that segment.
In addition, there will be vertical displacements at concave
corners; these occur at thé top of types 1 énd 3 and at the
bottom of types 1 and 2. All other corners are convex and
are therefore conéidered to be 'bpen' in that the component
‘may extend beyond the segment. If this trial placement

fails due to overlap with the substrate edge or another
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componenf or insufficient room for connections and clearances,
that segment is flagged as unsuitable ana the next best
segment is selected for_trial placement. When all segments
in the  list have been selectéd and none foupd suitable, the
program pioduces.a message that the current component has

not been placed and advances to the next'component.

4.5.3 CALCULATION OF SEPARATIONS

The separation between a component and its positional
neighbours is a function bf the number of intervening tracks,
as illustrated in figure 4.19. During a trial placement
positional neighbours are located by a search thréugh the
previously placed components to locate those forming the
perimeter segments adjacent %o thé trial location. Figure
4.20(a) shows a typical trial situationj component X is
being placed and the separations between compohent pairs
(p>x), (gq,x) and (r,x) are needed to determine the feasi-
bility of the trial 1§cation and, if suitabie, the exact
location to be assigned to component x. Components p and r
will only be present for certain segment t&pes,~8pecificaily
1,3 and 1,2 respectively. They have been ihcluded here for
the purposés of generality; q will always be present. If
q and x are permutatively consecutive'then there will be no
unconnected intervening tracks énd separation will be a
function'of the number .of connections emerging from the
opposing faces of the components. Since the component's
orientation is not finalised as yet, those faces which
oppose cannot be determined, and so these connections will
be ignofed in preference to calculating for the worst case

situation.
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Figure 4.20(b) shows a permutation section "which may be
considered representative of the case where components q and

X are not consecutive nodes in the permutation; the relevant

nodes and links are shown. To calculate the number cf inter-

vening. paths, if is necessary to éstablish the configuration.
of the transformed node-line between q and x on the trial
location, this is done by scanning the pésitionslof the
intexrvening compohenfs as previously assigned. It must

also be noted that the node-line orientafion is significant;
for this reason the positive side ié always.assumed to be
above if the node-line is considered as extending
horizontally to the left of the first_component placed.
Figﬁres 4.20(c), (d) and (e) illustrate some possible con-
figurations which place q and x horizontally adjacent; the
appropriate links passing between the components are shown
éhd,iaentified_on the permutaticn in figure 4.20(b). In

all cases those tracks which pass from an interspersed node
to a node beyond either q or x on the concave side of a

fold pass between q and x. Separations arising from vertical
displacements aré obtained in a similar fashion.

Returning to figure 4,19, it can be seen that the .
required separation is equal to Nx(track width + clearance),
‘where N is the number of intervening links, pius an
additional .clearance be£ween.components. Therefore, the
separation displacements can be calculated and the
component's location finalised if there is no spatial con-
flict. This intervening track calculation is somewhat
over-simplified by omission of relevant details, such as

the emerging tracks mentioned above. Another complication
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arises when considering netsj if two interQening links
belbng to the same ngt then they should obviously be merged
unless there is a third track between them. This is also
being overlooked as it is cbnsidered‘toibe too fine a point
for consideration in relation to the aims and specifications
for the program. It should be noted. that the two above -
mentioned omissions will tend to counterbalance each other
and, therefore, it is anticipated that they will not cause

too much trouble.

. 4.5.4 FINAL POSITIONING
Once the segment has been selected and the separations
calculated, the coordinates of the component'!s centre and

the orientation must be assigned. The coordinates are

-calculated from the segment data, displacements and com-

ponent dimensions,however it is first necessary to finalise
the component rotation so as to identify the horizontal
and vertical plaéed dimensions. In placing‘the component,
the reflection 0peIati§ns are ignored since théy do not
affect the outline, only the rotation need be considered;
the coﬁponent is placed so that there ié a minimum
difference between the segment's length and the compoﬁent's
vertical dimension plus separation, to avoid wasting space.
Once the placement pafameters have been aésigned, the
déta structure is updated and the perimefer modified, these
steps constitute the actual positioning of the component;
The placement algorithm} as described abo&e; was programméd

with the results presented below.
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4.6.0 INITIAL RESULTS N
A typical example of the automatic placements produced
is shown in figure 4.21. It can easily be seen that,
although the node-line is as simple apd compact as could be
expected, the.layout, even without conneptions, is
‘unacceptable. The main defect is that the components, after
an initial tight paecking, straggle across the substrate in
two lines.with a large vacant space between them; this
fault was common to all the initial trials. The first
corrective action was to use a plaéement potential function
with a steep negative gradient, equivalent to constraining
the placement abscissa. This was found to be ineffective

or, whenlﬁaﬁ}%mw&%‘effects, too uncontrollable for reliability

2

and so the algorithm was re-examined for oyersigﬁts or
‘omissions. Eventually it was decided that the segment
selection procedure was lacking in depth and so this was
extended. The modifications are described below and the
results achieved from their implementation ére éresented in

section 4.7.

.4.6.1 SEGMENT SELECTION MODIFICATIONS .

It was cléar that additional selection criteria were
necessary to present'consistent use of.segments on the
right hand extremities of the layout,'sinée the'original
basis for selection were inadequate. The first addition
‘'was to bias selection in favour of type 1 segments'and
against type'4 segments to brevent répid horizontal expansion;
if the components are placed against concave corners then

the development of large gaps will be prevented since they
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will tend to be eecupied as they develoPL Initially, use of
type 4 segﬁents was prohibited, hoﬁever this caused. problems..
in locating.large components which could not be placed in
any of the gaps. The prehibition was consequently altered
to an inhibition. Despite the improvements this caused,

the layouts were still confined to the lower portion of the
substrate. This deficiency was corrected.by extending the
perimeter definition to include the left hane edge of the
subsfrate,'asAshown by the dotted line in figure 4.22, thus
creating an additional type 1 segment with the minimum'
possible‘abscissa.'

Af-this stage the layouts being ﬁroduced were distributed
adequately, but often with a iot of gaps'caused by inefficient
use of segments; ° components'were being placed alongside
segments with a lafge difference between thevlengths, thus
areas suitable for a large component were being occupied
by a small compoﬁent which then created an unusable gap.

This deficiency was corrected by placing a.preference on
segments with lengths close to one or the other of the
component's dimensions, which achieved an increase in packing
density as desired. Since the algorithm was ineffeetive in
choosing between a few segments it was found advantageous
-to place the flrst four components (rather than the first
one only) alon951de the ordinate axis to present the
selection process with several segments at its first place-
ment (the fifth component). These modifications were
1mplemented and a typical result produced is shown in figure
4.23 which illustrates the vast 1mprovement achleved in

packing quality.
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Figure 423 Typical  Placement achieved  with

Modified  Algorithm .
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The segment seléction process is now based-on five
parameters: abscissa, ordinate, éegment typé, proximity to
predecessor and goodness of fit.. With such a'range it is
necessary fo'provide some control over the selectioﬂ proceés*

"to allow the criﬁeria variations in priority. Parametéf
weighting is' the method used here and it is accomplished by
supplying the program; coﬁveréationally, with a list of five
integers which indicate the relative significance to be
attached to.eécﬁ of the above parameters during selection.

A boundary definition is also neéessar& to avoid unrealistic
1ayout-perimeter$} this confines the aQailable-area during

 the laftér,stagesAof the layout but produces rectangular
layouts as opposed to triangular ones. This is also of

use when desigﬁing cells Which musf be of a defihite éhape
but, within fhat shape areé minimisation is not importanta
such as in integrafedléircpit cells.

The final layout features considered were aséociatéd
wifh terminal pads and net podes; The fopographic
analysis»cannéf allow for peripheral placemenf requirements
in that.it cannot be constfaiﬁed fo prevent specific nodes
from being surrounded by a closed circuit, therefore
terminal nodes cannot always -be placed on the circuit’
periphery. To prespecify component locations is also
unsuitaﬁle in this instance as it would generally upset
node-line considerations. Therefbre.the only action possible
in placing components which are connected to the opfside
world,is to give preferénce to segments close to the sub=
strate boundary. Net nodes, although they do not tééhnically
have a physical analogue, and therefore do not require ‘
consideration during placement, are treated as ordinary

component representations. The main reason for this is so
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that a designer can readily locate.nets in the layout by node
rather than tracing connections. In addition, they are
- included to aid routing. The final section of this chapter

consists of a discussion of the results produced by the

modified algorithm.

4.7.0 ggggkzg

The main intérest in the results is associated With
the effects éf the selection paraﬁeters and the degree of
contfol available-through the barameter weights. It is |
not practical to include a -comprehensive analysis here and
so the results of each parameter applied to one circuit
are shown. The cixcuit used is taken from a thin film,
implantable'avian temﬁerature transmittéx; the schematic
and manual placements are shown in chapter 6. The resuits
shown in figure 4.24-indicafe the effects of weight values
and, conSequently, the control parameters. iFigu;e 4.24(a)
is the 1ayoﬁt achieved with a uniform weighting while
figures 4.24(b5 to (f) are the results of assigning a
relatively insignificant weight to four out of the five

parameters. The weights used are shown under each placement.A

4.7.1 EFFECTS OF CONTROL PARAMETERS

Specific effects are difficult to pinpoint in the.
placements produced, since the control parameters are not of
‘primar& significance. Component dimensions, connection
.pattern and perimeter shape have effects wﬁich cannot be
estimated; for example a component might be ideally suited
for a. certain location, but cannot be‘placéd'fhere because

" there is insufficient space for routing requirements and is
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therefbre positioned élsewhere. Consequently the control
pérameters{ and tﬁeir weights, are ultimately ofvéecondafy
significance in comparison to practicalityj; this is
especially noticeab;e in placing the largest compbnents of
a circuit; Moreover, as the available area cbntinually
shrinké; the choice becomes more and niore limitéd ﬁntil the
lasﬁ cbmponents often have little or no choice.

'DéSpite the above complications, some general tend- -
encies have been observed,.although they-are_not always
‘present. Layout area is ﬁsually minimised by selecting -
'typé 1 segments in preference to others, rather than trying
fo minimise component goordinétes. Node-1line compactness
also»reducés layout size, pfébably becaﬁse the Spatiél
connection requir?ments are tﬁus reduced. Coordinate
minimisation is relatively iheffectiQe in minimising layout
aréa, although it does have a stabilising effect on thé
plééement. Avoiding area ﬁastage by using optimally sized
seg@ents is of little consequence since it is divorced from
the criteria of optimality. Nevertheless, the parameters
-do have some effects and:allow different layouts to be
produced for a circuit, which'is'of'great advantageVas

will be discussed later.

4.7.2 CONCLUSIONS

The placemgnt algorithﬁ cannot be fuliy assessed
without connection routing since the layéut'quality is
dependant oﬁ both plaéemént and routing. However, the
algorithm, as pfogrammed; is very fast and takes an average
of around .2 of‘a second to place each component; this implies
that any qualifative deficiency could well be offset by the

quantity of results available at a small cost.
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CHAPTER V

'ROUTING CONNECTIONS

5.0.0 INTRODUCTION

Routing the intercomponent cénnectiops cohstitutes‘thé
final step of the microcircuit layout process. The éonnec—
tions are (in this case) assumed to consist of metal tracks
of uniform width running between the. components and joining
electrically common terminals on different components. The
-connectiqn pattern is défined by the circuit input descrip-
tion (specifically the links thereof) and, consequenfly,
the permutétion produced by the toﬁographic analysis which
defines the minimal-crossing connection configuration. In:
addition, the component positions assigned by the placement
algorithm define the 6rigin_and destination points of‘the
~tracks,and areas which they cannot enter (except at the
start and finish of a track). Routing, in this system,-may‘
"be viewed as a proéess of gﬁiding links between the origins
and destinations, avoiding areas occupied by other circuit
_elements; while conforming to the permutation link config-

uration to achieve a minimal number of crossovers.

5.0.1 OPTIMISATION

As has been discussed previously (sections 2.1, 3.2 and
4.4), each layout procedure requires criferia which, enable
the programs to optimise the apprqpriaté featpres of the
layout in keeping with the overall criterig of optimality.
Routing can only optimise the layout by posifioning tracks

to maximum advantage. The specific areas where routing can



directly oﬁtimise the layout are therefore crossover re-
moval and minimising track lengths. In addition, the
circuit area will be governed by peripheral tracks but this
feature is considered to be far less significant than the
above, because the relative increase in circuit area pioduced
by a track around the perimeter would be negligible. |
The system which has been proposed (chapter 3)Aand
partially constructed (chapters 3 and 4) has provided a
component placement with specific considerafiop of the rout-
ing requirements. This scheme, although designed to
simplify-tﬁe'layout process, removes much freedom from the
routing procédure. The placement reserves ihterstitial
space for the connections as defined in thé permutation
‘ descriptién of the network. Therefore, if the reserved
space 1is fo be accurate, it is important that tracks. appear
in the particular locations which wefe rgservedvfor them.
Thus'any of the routing algorithms discussed in- chapter 2

‘would have to be constrained, to conform to the permutation

configuration, if they were to be used here; such constraints

would inevitably reduce any algorithm's efficiency to a
point where it became largely ineffective. There is then
little advantage to be obtained from apblying a powerful.
routing aigérithm_in this éase. A

There are, however, alternative areas which afford
scope for improving the connection pattern. Component
oriéntation, apart from rotation, is not yet finalised and
terminal pad. positions cén be changed by applying the
reflection operations. Induced crcssings caﬁ be removed

through judicious orientation, and net lengths can also be

0
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minimised, as illustrated in figures 5.1 and 5.2 respectively.

However, reflection is an operation with limited application

since discrete components cannot be reflected _ 7 and ¢

cannot therefore te fully exploited in a general program.
Othei techniques for improving the wiriné layout, such
as reorientating the rode-line to make best use of ‘any folds
(see figure 5.3); ére inapplicable because they would upset
thé space reservations. Thus fhe only facility available
for optimising during routing is to orient the components to

greatest advantage by reflection alone.

5.1.0 PROBLEMS OF ROUTING

The primary concern of routing is to eliminate cross-
overs and, in addition, to minimise track lengfhs. If the
permutation is non-planar, then that configuration must be
partially altered during routing. Eéchvof the microcircuit’
technologies has at ieast one technique for incorpbrating
crossings without producing a short circuitil these features
are.the only means whereby a routing algorithm can- depart
from the predefined connection routes iﬁ ordef to éliminate
crossings. To include such considerations in aﬁ automatic
algorithm would require either'a separate'program'fo; each
technology 6: a single program whose size exceeded the
1imitatiogs of a timesharing bureau. Both of these alter-
.natives were considered to be beyond the scope of this work
and it was therefore decided that‘non-planar connections
would be omitted and a list of the omissions provided with
the layout so that these tracks could be inserted manually.
This is not considered to be-'a serious omission;in view of

the fact that the aim of the system is to provide trial
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layouts only.

5.1.1 CONTACT HOLES .

Integrated circuits preseht-a farticular'problem which
deserves special mentioﬁ: the need for contact h§1e§ between
diffusions and metallisation tracks. Iﬁ ail integrated
circuits, especially MOS ICs, thére‘will be some nets which
are incident on both diffused contacts and,metalliéation

contacts. Such cases require a contact hole (such as is

s -

illustrated in figure 5.4) to provide electrical communication
between the tﬁo layers; " These holes occupy an area equivalent
to é small devicé and do not need to appear adjacent to the
contacfs.éince MOS technolégy allowsithe use of diffﬁsed
tracks for connéctions.. Thus the decision of where to’plaée
"a contact hole involves a subtle; intuitive juggling of
many factors. It was thefefore decided to omit contact

holes from the automatic layout and to insert‘thém manually.

5.1.2 MULTI-COMPONENT NETS

Another complication which arises in all technologies
is concerned with routing.nets which éonsist of more than
one link. These are represented as spanning trees or
spiders (seétion 3.6.3) and the routing process should
obviously convert the constituént links into a minimum
‘length Spanning éree on fhe appropriate cémponents. Net
nodes (associated with sbiders) should be ignored and the
routing should connect net éomponents to p;eviously;mappedl
‘subnets if any are present. ‘Such a scheme would réquire'

special treatment for links which belong to these nets;

this would further complicate the routing algorithm. It
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was decided to initially ignoré this problem in favour of
manual nef—merging working from a triél'layout; It was
hoped that a suitable scheme wouid arise from manual
techpiqﬁes, dévéloped from working with trial 1ayoﬁts, wﬁicﬁ
could be implemented in a subsequent version of the algorithm

presented in the next section.

5.2.0 A ROUTING ALGORITHM

Tﬁere'aie important features'ofvthis partipular 1ayodt
system which, in addition to normal requi;ements, outline an
, approach to routing connections. First, péths must not crosé
the node-line since the permutation representation of the
links consists solely of single—semicircles. Sééondly,
routes must appear in the places that were reserved forbthem>
during placemenf. Figure 5.5 wiil be used to illﬁst:ate
the implications of these features; figures 5.5(a),(b) and
(c) resbectivély; show a pérmutatioq, a linear placement
and a compact placement of'the permutatiqn;

The firstvconstraint implies that the node-liné may be
effectively considered as a routing barrie;. Since routes are
confined to the areas between components and cannot cross
other connections, the barrier may be extended to include
all components énd already routed connections. In figure
5.5(b), it can be seen that the perimeter of the extended
barrier is represented by a dashed line which canhof be
crossed except to connect a iink with its incident
components. The link from 1 to 5 is to be inserted, that is,‘
the path must Be selected. The permutation defines the side

of the node-line on which it must appear. To minimise
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fraék length and the extension in fhe barrier}s area once
the path is routed, it is clear that the route should foliow
~as close to the barrier perimeter‘és possible, while maint-
aining the ﬁinimum permiséable clearance frcm all circuit
elements within the barrier. The dotted path in figure
5.5(b) indicates the path selecféd oﬁ-the above consider-
ations. |

This procedure can readily be applied to deformed node-
line piacéménts such as that shown'in figure 5.5(c). The
same reasoning appli?s except that it is now possible to
fake advéﬁtage of foldsy and  paths méy 'spark! across narrow
inletsuih'the'barrier's'perimefer such as the area labelled
'at. It shdﬁldfbe noted thaf the placement area‘céiCulations
are based on such features which minimise track Iengths
(secfion 4.5.3). -The selected path ip figure 5.5(c) is also
shqwn as a dotted 1line. | o |

This scheme can only be used for sequéntial routing,
that is,.only‘one connection at a time can be inserted.
Success is therefore dépenaant on the order in which the
paths are inserted. For example, inffigure 5.5(c) if link
(1,6) waé routed before either (1,3) or (3,6) then the
latter would be wedged bétween the route (1,6) and component
3. This situafion would feQuire that thé<path of (1,6)
was moved to accommédate the latter insertioﬁ. Such
alterations should be avoided because they are inefficient
and expensiQe; it is therefore necessaiy to provide a
rigorous iink ordering'pfocedu;e which guarantees that

~-each link is routed once and its path is permanent.
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5.2.1 LINK SEQUENCING

Most sequential routing algdrithms assign a higher
priority to shorter coﬁnections sincé fhey have fewer élter~
nativeé-and'cause less interference to subéequent cénnectiéns.
This ié not directly applicable here because the pathsldo
not have freedom of choice.betweén alternative routes. This
can be seeﬂ inifigure 5.6(b); although the connéction (3,6)
is 1opger_than (1,6), it must be routed first. Similariy
“(2,4) must be routed before (2,6) although it is a longer
connection. |

' On_reflectidn it can be seen that links closest to the

nodefiiné‘should be xou?ed firsfﬂ_ This corresponds to a
higher roﬁting priority for shorter connections provided
* the iengthlis-measured in terms of a permutation which has
the nodes appeafihg at regular intervals, such as in figure
5.6(a). There are other factors which affect the link
sequencing because it is only impértanf to provide felative
‘priorities between links which Comﬁete for space. This
méans'that since links which dorhot pass over a common
section of the node-line do not affect eachvofher,.they do
not need to be relatively séquenced on length alone. In.
addition, links which are on opposite sides of the node-

: v
line will not affect each other and so can be routed
independantly. For example, in figure 5.6, link (2,6)
can be routed before (1,2) and (3,6) although the latter
pair are both shorter than (2,6)- |

It is impossible to sequence links within the data

structure because there is not sufficient space available
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for the necessary pointers, neither is-it desirable to
create an additional link 1list which would require extra.
space and require'sequencing. It is possible to provide a
suitable list sequence without generating lists or adding
pointers by using the node sequence, which is defined by

the ordered rings of the data structure, to define the link -
sequence. The proposed SCheme, which is discussed in detail
in the next section, may be stated as follows:

Llnks are routed prlmarlly in the order of their
right hand nodes and secondarily in-order of

increasing length
This procedure provides the priorities shown in figure 5.7;
it can caS1ly be ver1f1ed that the resultlng sequence is as

'Spec1f1ed at the end of section 5.2.0.

. 5.2.2 SEQUENCING PROCEDURE -

The procedure consists of two basic stepping processes
. u51ng the ordered rings of the data structure. The first is
a progreSS1on around the forward ordered rlng; this glves
the 1n1t1a1 partlal sequence. The full sequence is
generated by the second process which is applied Whenever
a new node is reached. It consists of following the
reverse ordered ring. from the prlmary node (that found by
the first procedure). When a node which is connected to
the primary is found, the connecting link is the next to
be routed. Both procedures stop when the ring head is.
encountered; the second process stops when all links.going
to the left from the current primary have been found and
the first procedure terminates when all the links in the

network have been sequenced.



206

Figure 5.7 " Permutation showmg Link

Sequence .



W
o

Q3

This technique has several advantages over other sequencing
methods; first, the sequence éan be generated dynamically
and so avoids creating additional lists, secondly, each
link-is examined once only, which imblies that the resulting
program should be fast, and thirdly it'provides a sequence

which allows permanent routing of connections.

'5.3 ‘IMPLEMEﬁTATIONS

There Was nbt'sufficient.fime available to implement
the above described algorithm, consequenfly its effecfive-
ness as a computer-baéed précedure éannot be properly
aemohstrated. However, it is felt that a measure of the
system's overall effectiveness as an automatic layout aid
.can be-obtained by manuélly routing connections according
to the above algorithm. Resulis which were obtained in

this fashion are presented in the next section.

5.4 = RESULIS

The first layout is‘shown in figure 5.8; it represents
a ;hift register stage (thié is fully described in chapter
.6 as circuit (i). The second example is-a thin film multi-
vibrator (described as circuit (iv) in chapter 6); figure
 5.9 shows "the straightforwaid routiné (including a crossover)
of the aﬁ£omatic piacement. 'Figure 5.16 shows the 'same
layout excepf that—the nets have been merged to form minimum
spanning trees and the crossing has been removed by routing
the . link (9,12) under component 4. The technique outlined
in this chapter can therefore be seen to provide an effective

means of .routing connections.
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Aithough the examples giveﬁ all représént'viablé
laYouts, they are well below manual standards (see figures
6.4 and 6.16 for the corresponding manual layouts).
Therefore there is additional,_manual effo;? required to
modify these layouts if they are to be effective. The ‘next

chapter presents an evaluation of the system compared with

manual methods.
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‘CHAPTER VI

RESULTS

6.0.0 'EVALUATION REQUIREMENTS

To realistically appraise gﬁy assistance provided.ﬁy
vthe programs, it is necessary to provide a valid comparison
betwéén l;youts based_wholly on the results provided by the-
computef and manual layautsjof fhe same'circuits. The Sysfem
piovidéértrial‘layéuts which réquire‘manual routing and it
.is not p:oPér that these should be used for the basis of
‘cémpg;ative evaluation of thé system because several
-features'have-beén overlooked duiing,théir'cbnstrucfion._
A Mdfeover, the tfiél_layouts require manual modification to'
‘convert the circuit element representations (of recfangieé
~and iihés) into accurate geometries. Therefore, it was
de;ided that realistic layouts Would_be‘manuAlly‘¢onstructed
using only the perﬁutation and plaéement provided by the
machine. Modifications would be allowed to také advantage .
‘ofifeatures such as net merging, uﬁder—éomponent wiring,
diffused cohnections:and component orientations, whicﬁ had
not been fﬁily incorporated‘in'the system. Thié would provide
machine-basédllayoﬁts which wexé sufficieﬁtly realistic to
permit worth-while éompariéoh with equivalent, wholly
manually producéd layouts.

It waé considered inadvisable to assign the médifi—
cation process of the computer-aided layouts to a skilléd
designgr, because his'0ptimising skills and experience would

significantly contribute to the quality of the results.
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Therefore,-in order to preserve as mﬁéh of the computer's

‘ design effort as possible,'it was decided that the
modification.would be carried out by a person with no layout
experience* who would be required to comply with the *

appropriate design rules.

6.0.1 EVALUATION TECHNIQUE

Five circuits have been processed in the above manner,
three MOS IC cells, a thin film multivibiator_and a printed
circuit board. All were laid out b& minimally'modifyihg the
component placement and permutation connection configuration,
exéep? the last in whiéh the computef's placement was not
disturbedp The first fouf circuits have equivalent manual
layouts as shown, which have been used for fabrication ahd
may therefbre be c¢onsidered as optimal, from the
. mahufacturer's point ofAQiew. The printed circuit. has two
- comparative layouts included? one produced by an automatic
PCB layout program kRose, 1970) and.the other by inter-
active modification of the automatic layout. These layouts
are the basis of the comparison. The infegrated circuits
layoﬁts have‘been constructed in compliance with the design
rules listed in appendix II, using four masks which are
reSpectively the diffusion, thin oxide, contact hole and
metallisation geometries; they are all drawn in super-
imposition at a magnificafion of 500x.

CircuitAinput descriptions were compiled directly from
the circuit schematics using component dimensions measured
from the manual 1ayouté.‘ The permutation brbgram occupied

7K and the placement program 11K of core on the University

- *¥the author
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of Edinﬁurgh CAD project's PDP 10. These progféms are included
inlappéndix IV in flowchart form. The comparisong are based

on two ériteria: time requirements (machine + man versus man
aldne) and overall layout area. These were chosén because
they are suitably objective ana are meésurés of design and
production costs. The circuits will be presented individually
with brief mentions of any particular feafures which affect.‘

the layout.

6.1.0 CIRCUIT (i) - MOS SHIFT REGISTER STAGE

The circuit schematic and input description are shown
in figure 6.i,Athe computer output in figure 6.2. The
resulting layoﬁt'appeaIS'in figure 6.3 while figure 6.4
shows tﬁe equivalent manual laybut. The main feaiure of a
shift register is that' the repetitiQe Stagés are usually
placed side by side to conservé Space: thus the,p%wer,
ground and signal<lines are all required to appear at the
Same elevation in both sides of the 1ayout. ‘This feature
" has been incorporated during the modification process and
has resulted in a significant increase in ciréuit area as
much reél estate has been devoted to the traversing tiacks.

It should be'noted-that the layout area could be
substantially reduced by éxpanding the cell vertically and:
contracting it horizontally to put the devices in vertical
alignment. Thié was felt to be too significant a
modification as it would inevitably swamp the computer's
design and'therefore was avoided. The manual layout
(figure 6.4) has taken advantage-of this feature and is

consequently much smaller.
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Figure 6.2 (a)
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6.1.1 COMPARISON

.- Table 6.1 contains the figures for the comparisbn,

- showing a 210% increase in area. -

Computer-aided Manual
layout layout
Time M/C (secs) - -5 , -
Man (hrs) ' 4 . 20%
Layout Dimensions (thou) 12.4 x 10.2 ' 2.7 x 15.0
- Area (sq thou) 126.5 . : 40.5

TABLE'6.1: Circuit (i) - comparative results
This increasé is due more to the unique requirements of a
shift ;egister sfaée than any serious fault of the program.
it indicates that the program cannot cbpe with special
requirements, such as repetition, Without‘substantial alter-

ations or manual assistance.

6.2.6_.CIRCUIT (ii) - MOS CLQCk DRIVER CELL

Figures 6.5 and 6.6 éhow the computer ;nput and output
iespéctively; figures 6.7 and 6.8 show the computer-aided
and manual,layouts resPectively{.lThe manual layout contains
two capacitdrs énd one device which Were excluded from the
schematic. - One of these (a éapacitdr) has been manually
added to the machine's layout and the’others could‘be added
with little effo;f and would produce an increase in the |
: circuit.area of less than 3%. During the modification
process, several device outlines were altered, Specificaily
those of components 1,5,8 and 15, to make better use of
available spaces. | |

* All time figures are estimates derived from consultation -
with the circuit designers involved.
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1,80,1005,1,21522,20,23
2,8352651,512,21523,19
3:88,2651,12,23,195,24
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S» 165405 15 30,20,24, 25

6516536515, 3,24, 20

7885245 1530522, 25519
858058051521, 22, 20

9,885,245 15 12,245,225, 19.

10588524515 111522524, 19

115 44512515120, 12, 20,22

12,365 1251,210, 11,20

13,588,245 1, 300,21,22,19

145445125 153515524520 i
15,805,805 15, 3000514, 20 o ' \
16,885,245 1510205265 245 19 A '
175445245 151011,2152A519
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19530530525, 4211525 35 45 759> 10, 13; 16517
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225,255,255 3,32025 1575559, 1011513
2352552553,111,1,2,3 ~
94,95:9517:34;3;5:6:9:]O:]4;16 A -
2552552553530, 4, 5,7 ’
265,20, ?O’ 4: 209: 4: 161718

-1

6.5 (b) Circuit (ii) -  Input Description,
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6.2.1 COMPARISON

-Table 6.2 contains the relevant layout figures which -

Computer -aided Manual
layout layout
Time M/C (secs) 103 ol -
Man (days) ' : 0.75 6
Layout Dimensions (thou) . 11.8 x 16.0- 13.9 x 18.3
Area (sq thou) 188.8 254.4

TABLE 6.2: Circuit (ii) - comparative'results-
indicéte a decrease in area of 25% in comparison with the
,manuai layout. This shows that the programs are capable of
supplying designs of a étgndard equal to maﬁual methods,
but with far 1es$ manual effort.

6.3.0 CIRCUIT (iii) - MOS STATIC D-TYPE 2 INPUT
FREE RUNNING BISTABLE

Thé'logic diagram, schematic and input deécription are
'shown in"figure 6.9, program 6ufputs in figure 6.10. The
computer-aided and manuél layouts appear as figures 6.11
and 6.12 respectively. The manual design is used as a
standérd building Block for logic chips manufactufed by a
lafge‘microcircuif company and so it has been subjected to
much critical examination for possible improvements. The
'design may therefore be considered as the optimum layout.
It can be seen that the manual layout is considerably
neater, that is, systematic and visually pleasing. « This
is a feature which is intuitively incorporated by most
designers since it enhanceé a layout, but which cannot be
incorporated in any compﬁter program because it defies

‘precise mafhematical definition. In this example the
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neatness has resulted in a minimum of real-estate being

consumed by connections.

6.3.1 COMPARISON

Table 6.3 contains the relevant figures indicating an
increase .of about 36%. This figure is quite acceptable in

view of tie quality of the manual design.

Computer-aided Manual
layout layout
Time M/C (secs) : 50
Man (days) | .5 : ] 7(conservative
: T E ‘ ' “estimate)
Layout Dimensions (thou) 10.4 x 11.6 6.8 x 13.0
' ‘Area (sq thou) : 120.6 88.5

TABLE 6.3: Circuit (iii) Comparative Results

.. 6.4.0 CIRCUIT (iv) - THIN FILM SYMMETRIC
- MULTIVIBRATOR

This circuit is taken from an avine-implantable
"fempérature sensitive traﬁsmitter (Filshie and McGee, 1974).
The schematic and input description ére Showﬁ in figure 6.13
~and the computer outputs in figuie 6.14. The computer—aided
1a§out is shown in figure 6.15 while the manual-layout appears
in figure 6.14. _Originally; When the manual layout was
first being constructed, the topological® analysis, which was
being fested? was applied to this circuit and, consequéntly,
provided a basis for the manuaitdesign which was thought

to be impogsible to realise without a jumper wire. : This
application provided the fifst real indication that the
programs were of use to microcircuit designefs. Resistor
outlines have been altered to occupy the a&ailable areas to

maximum‘advantage in both layouts. The manual layout was

N

s
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Figure 6.13 (b) Circuit (iv) - = Input Description,
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complicated by two factors, whi;h were ignored in the
modification process. First it had to appear on a standard
1 cm X 2 cm substrate and secondly it had to cqnnect_with
standardised transmitter.circuitry which occupied about

half the substrate area.

6.4.1 COMPARISON

-

Table 6.4 contains the relevant figures which show an

Computer-aided Manual
layout layout
Time M/C (secs . 24
Man (hrs) 2 8%
Layout Dimensions (inches) .35 x-.8 , .45 x .50
~ Area (sq inches) .28 ' :225

*¥ time excludes topographic layout (to remove crossovers)
TABLE 6.4: Circuit (iv) - comparative results
increase of 24.5%. This result indicates that the program
provides similar fesults for different technologies, in

keeping with the original specification of generality. '

6.5.0 CIRCUIT (v) - PRINTED CIRCUIT BOARD

This circuit, although not strictly a microcircuit;_
was included in order to provide a comparison of thi§
system with én automatic layout aid and interactive 1ayouf
aid, as provided by Rose's program (Rose, 1970)-, which is
discussed in chapter 2. The cifcﬁit schematic and input
circuit:aescription are shown i;vfigure 6.17 and the.
computer results in figure 6.18. The three layouts §hown
in figures 6.19, 6.20 and 6.21 are respectively the manually-

routed placement of figure 6.18(b), the fully automatic
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"Figure 618 (b)  Circuit (v) — automatic plécement.
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layoﬁt and an interactively modified layout of figﬁre 6.20 as
produced with Rose's program. The computer-aided layoui suffers
from one defect only, the edge connecfor pads~(components 1 te
6) do not éllvappear on thé periphery of the léyout'area.
However, it was decided not to modify this in order to provide

an accurate ccmparison between the two programs.

6.5.1 COMPARISON

Tabie 6.5 contains the relevant figures which show a 21%

Computer-aided | Automatic Interactive
layout layout layout
Time M/CA(secs) : 48 - 13
Man (hrs). 1.5 ' -
Layout dimensions o ' o _
(inches) 6.2 x 4.7 6.5 x 5.5 6.8 x 4.2
area(sq inch) 29.2 - 35.75 - 27.6

TABLE 6.5:-Circuit (v)'— comparative results

. decrease over thé automatic layout and a_6% increése over the
:interacfive layout. This indicétes thét fhe';esults produced.
_by this system afé comparable‘withAfhose'achieved with exist-
ing iayout éids that have been desighed for use with one

specific technology.

6.6 SUMIMARY OF RESULTS

The above results form the basis of this study of computer
aids.to layout. In all céses, except bne, tﬁe computer-aided
layouts were largex than their manuélly—constructed:equivalents.
HoweQer, in all cases, the time spent by an untrained person
working from the computer outputs was about‘ZO% of the time
spent by a skilledndesigner. Therefore, the programs may be
ﬁsed to severély reduce layout . turnaround time and, if the

modification process is executed by an experienced designer,



the quality of the layouts 'should not suffer too much. There
will, of course, be a trade—off between the time spent on a
layout and the quality achieved. However, it is not the

purpose of this work to examine this complex interaction,

that can only be done from within a manufacturing establish- -

ment and it is probable that different firms will have

different opinions concerning the relative importances of

quantity and quality. Nevertheless, these two factors are two

of the most significant in costing‘microcircuit development

and production, and.the results show that a great decrease in

the development time is obtainable through the use of this

system without a greét increase in circuit area. 3
‘The remaining chapters deal.with improvements to the

system which have been Suggestéd through usage,and a

discussion of the usefulness and future of automatic aids in .

microcircuit layout.
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CHAPTER VII -

SYSTEM ANALYSIS AND DISCUSSION OF IMPROVEMENTS

7.0 INTRODUCTION

-~

This chapter'comprises an analysis of the 1ayout.s§stem
which has.been described in the.four preceding chapters.
The aim is to indicate weaknesses and omis31ons, in addition
to drawing attention to areas which could be improved in
both the algorithms and the overall method of constructing
layouts. It would have been adﬁantageous if the prograhs
had been tested in a more e#acting environment, such‘as
within‘a-microcircuit production.coméany, however there was
neither the time nor the opportunity for such a 'field¥test'.
4Cthequently, the assessment wili'be confined to feathres
which have arisennduring the course of development and
testing. The discussion will be presented in ‘several
sections, dealing With the eXisting software, omissions
(intentional and otherwise), the system structure and,

.. finally, economic and user conSiderations.

7.1.0 SOFTWARE.LIMITATIONS

In analysing the software each algorithm will be
treated separately. The aim is to indicate areas.which
could be improved, either by modificatioh; additionAor
deletion of‘some subprocedure, and to indicate features
which experience has shown to be of:greater or lesser sig—
nificance to the criteria of Optimality‘(Section 3.1) than

was -originally anticipated.
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© 7.1.1 THE TOPOLOGICAL ANALYSIS

The topographic analysis deals with a graph represent-
ation of the ciréuit and so .cannot directly affect layout
area, nevertheless there is scope for improving the compact-
ness of layouts.' As has been demonstrated in sectiocn 4.2,
altéring the terminal nodes of the néde—line without
re-routing any of the links is a very simple way of
producing a different, equally optimal permufation. Each
diffegent node-sequence will, in turn, prodﬁce a - different
placemént and, as illustrated in figure 7.1, some will be
more compact than others. The only certain method of
deriving the best permutation from the viewpoint of compact
 p1écement is that of.exhaustive trials, since it cannot be
fdrecast, prior to plgcement,Awhiéh node-sequence will
produce the best placement. It is by no means cértgin that,
the potentiél improvement would warrant the increased cost
of producing a ﬁlacement for each different node-sequence.

C?ossover elimination has beén,fﬁlly discussed in
chapter 3 and shall not be elaboratéd hére as there is .
little or no scope for further improvements in thét area.
ﬁoutiné'length, however, can be improved with respect to
thé permutation'in either of twé ways. First, the terminal -
nodes of the node-line can be cﬁanged as shown in figure Z.Z;
secondiy,indididualAnodes mayﬁbe repbsitioned, as shown in
figuré 7.3. Both operatiéns can reduce ‘the topographic
'wiring length' (by 23% and 45% respectively in.the above
examples) and it is_reasonéble to expect that such
reductiops would be transmitted, at least pgrtially, to the

wiring length of the layout.
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- Figure 7.1 Increased Compactness as a result

of changing Permutation  Start-~point.



s ¥

@ original perrﬁutatic)n - Ulength” = 43 units

G altered permutation length” = 33 units

Figure 7.2 Redchd Tobogfaphic "Wiring Length® as a

‘result of changing Permutation Start- point.



(2 - original permutation. - "length” = 47 units

(b) altered .permutation o “length” = 25 units

Figure 73 Reduced Topographic  "Wiring Length” as ‘a

reult  of changing the Node - order.



Thus, although the topographic'analyéis is concerned
mainly with crossovers, it does afford scope for optimising

layouts in other areas.

7.1.2 . 'rm: PLACEMENT ALGORITHM

The placement of components isAthe proceéé which has the
greatest affect upon thé area of the layout. The total area
is composed of the areas occupied by the components, their
interﬁal connections and extetnal cohnections; such as
bonding pads, in additibn‘tb unused aréas requiréd for
electrical insulation of circuit elements,and'gaps.formed
by loose packing ofgcompénents. In technologies which allow.
under—component wiring, there'will be some overlap between
these” categorles, however this does not directly effect
this dlscu531on. It is reasonable to expect that decrea31ng
the area occupied by any one of the above categorles would
" reduce the overall 1éyout area (providing there was not a
simulténeoué'increase‘produced elsewhere).

The dimensions of components anézbénding'padé are
'»pré—specified.and so cannot be alteréd; likewise insulation
gaps canhot be reduced beyond the minimﬁm defined by
_ﬁroduction tolerances. Some components, however, can have
their shapes modified (sectién 3.1.1) in order to produce a
betterg'fit' with their neighbours. It is certain that
this feature could be expléited to advantage during ﬁlace-
ment, aé was found during the manual modification of the
thin film trial layout (section 6.4). However, the best

means of reducing overall area is to pack components

efficiently, thereby minimising wasted gaps. For example,
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figure 7.4 shows a placement situation where component d is
being placed adjacent to components a,b and c. Figure 7.4(a)
shows a standard résult,whereas in figure 7.4(b) component
a has been moved (away from the origin) tovalign with the
right-hand end of b, removing the-track corners afound
component‘b. The two diagrams show how, by aligning two
components to reduce track bends (equivalént to ;malgamating
periﬁeter segmenfs as in section 4.5.2), subsequent place-
ments may be made to produce a mére efficient packing of
components.. This éﬁggesfs that it would be advantageéusvto
apply a 'shaking dowh'-prbcedure, analogous to Shaking a
container to settle'ifs contenté, after plécement so that
'-Coﬁponents were siﬁultaneously brought together while
squeezing out the interstitial gaps not ;equired_for roﬁting
connections. Suéh_a proceés might'be better applied after
- routing, in order to avoid Cbnéesting tracks when components
moved as a ¢on§equence of'beiné shaken; |

The routing and inéulationvareaé}are someWhat relatedl
lin that every donductor requires insulation on‘both'sides of
its iength (except, of cdurse, where it connects with
componen%sj.. Therefdre;‘since the connections are assumed
>to be of unifgrm width, track leﬁgth is a contribﬁtiég
factor to fhe amount of real estate consumed by both the
connecfions and the insulation. Thus the remaining avenues
for reducing layout area during:placement ére concérned
with minimising layout connection length through judicious
pésitioning of components.

There are two main ways of reducing the length of a
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connection, either its end-points may be moved closer together,

or it can be routed with a more direct path, if possible.
In this éytem?.however, connection paths ére defined by the
permutation and there is not generally the freedom availablé
to redirect routes withouf.seriously aisturbihg the entire
routing confiéuration. Therefore, since the folds in the
deformed node-line are the main factor which controi both -
-the distance between nodes in the 1ayout and the convolutions
of connections, the placement should .produce a déformation
which minimises distances and, more importantly, allows
tracks to appear on the inside of folds rather than on the
butside..-Alternativély, the 1links could be reoriented
(whére\possible) so that the interiorrof any folds~was used
to maximum advant;ge. This latter technique is, however,
of limited APplicatioﬁ as has been pointed out in section
5.0.1. |

The above téchniques are illustrated'in figure 7.5
which'sﬁows a:permutatiSn ahd fwo alternafi&e‘placeménts.
‘The first placement,Afigufé 7.S(b), is standard and, as
drawn; has A wiring length of 714 mm. Figure 7.5(c)_is a
 placement which ha§ béen designed to produce optimal folding
with reSpeét‘to connection routing, in addition 1link (3,5) .
has been réorignted to avoid circumnavigating component 4.
"The resulting wiring length is 430 mms, which indicates a
37% reduction. | | :

Thus it can be §een that the placement algorithm
offers scope for optimisipg a layout by taking‘the 1ength

of connections into consideration, as well as their breadth.
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7.1.3 THE ROUTING ALGORITHM

Because the réuting algdrithm has not been implemented,
its performance cannot bé properly appraised and
consequently defiéiencieé and improvements are difficult to -
locate. Neveftheleés,'there are some techniques wﬁich
could. improve the utilisation of folds in thé déformed node-
line. One example of éuéh a technique is twisting the
permutationvso that one section assgmes the opposite
orientation. Figure 7.6 shows é permutatioﬁ Witﬁ two results
of twistingj; it'cén be seen that the technique can produceA
gdditibnal crossovers and links composed‘of double semi -
circles,in addition'to upsetting spatial reservations for
coﬁgections. Thus fhis technique is also of 1imit¢d
application. - -

The basic structure of this layout system is such that
there is little’fréedOm of action fof fhe_routing algorithm,
because connection paths are largely defiﬁed by the preceding
algorithms.. Thus improveménts to the roﬁting,procedpre are’
best included in thé permutafion and placement algorithms

and have been discussed in the preceding sections.

7.1.4  THE PROGRAMS - A SUMMARY

There appear to be many‘ways in which the programs
could be improved, hOWevér the above suggestions can only
be verified (as being beneficiél) by implementation and
subsequentkevaluation through comparative testing. Such
action is beyond the scope of this work since the modi -
fications éré.not fundamentally concerned with the basic
study.: Modifications to the overall systems' structure,

which has been suggested through use of the programs, are
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Figure 7.6 Node Line Twisting.



of greater interest. The next section of this chapter is
devoted to a discussion of the possible areas for improve-
ment of the underlying design-of the layout aid, as an

“entity.

7.2.0 SYSTEM MODIFICATIONS

The individuel programs, although by no ﬁeans perfect,
do perform their set fﬁnctions (as specified in sections
3.1 and 4.1) éatisfactofily. However, the specifications
themselves are an important factor in determining efféct—
.iveneSs and evaluating perfofmance in relation to providing
realistic layouts. The most obvious weakness of the System'
A‘is, probably, the reatures which have peen.overlooked. No
automatic layout program can hope to take due account of
every detail affecting layout, together with théir prolific
interrelatibnships. Nevertheless, this sytem excludes
. éonsideration ofwmany significant features, the omissions
having Been\justified on the grounds of limited program.size
and the frialrnéfure of the‘résultihg layouts. These will
be examined in the light of resﬁits; as sﬁéﬁn in chapter 63
the& will be divided into two categéries; circuit elements

and interactions between circuit elements.

7.2.1 CIRCUIT ELEMENTS - OMISSIONS

Tﬁé greétest omission in this class is concerned with
communications between a circuit and the outside world,
specifically lack of consideration of the requirements of
" bonding pads and edge-connectors. These elements must,for

the purposes of realism, appear on or near the periphery of

<02
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:the layout. This requirement has been overlooked beééuée
it would probébly-prove to be too great a complication to
allow the permutation procedure to remain effective; the
_neglect has been aided by the fact tﬁat the circuits have -
been considered in isolation, thué diminishing the sig-
nificance of éxternal factors. -Some efforts were made to
remedy this, chiefly consisting of‘introduciné additional
' forces' which attract certain components to the boundary
of the layout. Figure 6.18(b) shows the effect of this,
that is, all the edge connector pads have been fpulled"to
the bottom right-hand corner of the layout. ‘However,-as
can aléo be seen in figure 6.18(b), a subsidiary‘résult is
that the node-line loses much of its simplicity because
adjacent compoﬁents'are pushed in different directions.
Consequently, tﬁe treatmént appeared inconclusive;thgt is,
peripheral placement‘of bonding pads could be achiévéd?onlyl
at the expense of some other feature (which had originally
been aésigned a higher priority). Neverthéless, as the
results have deménstratéd, 1itfle difficﬁity was encountered
in routing external'connections~fo the ﬁérimetér of the
layout during.thélmanual modificatién process.

Other circuit elements, which have been poorly .
_incorporated,.are contact holes and diffused tracks (ICs),
under -component Eonnections (film and PCBs).and elements
whose length is fixed but whose shape isAnot (IC devices
Vand.film resistors). These elements héve generally been
overlooked because they only apply fo a subset of_thev
technologies under consideration and, as with the case of

bonding pads, they can be dealt with much more effectively

-
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duxing the.manﬁal médifiéation procéss. In addition, they
are difficult t§ incorporate within the rigid structure of
tﬁis system as defined by the specifications. For example,
the best shape for a low aspect ratio device could not be
specified when it was being positioned, because its
neighbours would not all be present. To alter the shape
once the device was surrounded would inevitably upset other
placement calculétions, which had been made in the interim.
fhese pointé suggest two major modifications to the -
system 5pecificatibhs. First, the placement algorithm
should be more flexible in that assigned positiéns should
not be made permanént until a componént.has become completeiy
surrounded by neighbours. In othexr words, the algorithm
should be ailowéd-to alter previously cémputed locations
of components when a subsequent componénf is being-
positioned, providing,such alterations appear to be
advantageous at the time. Moreover, to avoid such alter-
ations prdducing congestion amongst the coﬂnections, both )
qoﬁponenté and connections should be laid out together so
that when a component is shifted, the affects oﬁ space
allocafions for Coﬁnéctions can be calculated immediafely.
Although this course of action was previously considered to
be disadvantageous (éection 4.1); in retrospect it apbears
to offer a better solution in terms of producing realistic
layouté of:a standard comparable to that achieved using
manual methods. This would require a sing}e program solution
for the layout execution, which would probably be too large
for application on current commercial time-sharing bureaux.

However this is a necessary consequence of producing

realistic layouts, as opposed to trial layouts.
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Secondly, it is inefficient in the long run to attemp%
to broduce a generally appiicable microcircuit iayout aid,
because important features which are not universally aPp—

' licabié are treated in insufficient depth,or not at all.

It would be much better to construct layout aids with a
strictly limited range of appiication if realistiq layouts
aréAto be produéed. This is espeqia}ly evident when one
considers the crossover problém.(section 5.1.0); if a
program is to deal efféctively Wifh crossover elimination,
as indeed it muét'for4the purposes of realiém, then it mpét
be given every chanCe to exploit the peculiarities of the
technology. Thus, relevant features'must'be'treated fully
and in depth; moreover prdgramming‘Spacé cannot be wasted
on irrelevant features (Which might be relévant‘to a
diffe;enf technology). ' |

These points highlight the difference in constructing
a realistic layout system compared With a trial one.
Clearly,‘realism will require a greater programming effort,
_hdwever fhe mére factors faken into account by a trial
iayout program means the less effort required to convert

the results into a satisfactory form.

7.2.2 ELEMENTAL INTERACTIONS - OMISSIONS

Omissiops in this category are associated with visual
and intuitive procedures of manuél layout methods. They
include parasitic effects, stray capacitance, repetitive
requirements and neatness. There are no hard and faét rules
for calculating the affects of interactions, only suggestions

for keeping them to a minimum (see design rules, appendix II)



and these are often in a form suited only for manual inter-
pretation. Repetition, such as is required in'shift
registers'(seé sectiorn 6.1), is a feature which plaées
' Seyere'constraints on the layout and therefore is difficult
. to iﬁcorpora@é in any aﬁtomatic,program without extensive
modifications to the entire system. Fina11y5>consideration
of .the neatness or regularity of a layout is impossible for
a machine since the judgement is subjective and visual.
Nevertheless; this feafure is highly desirable for the
purposes of'checkiﬁg and modifying 1ayout$ and is é factoi
which (as seen in chapter 6) frequently differéntiates the
manual layout from the computer-produced design. |

Thesé factors can only be effectivély iﬂcorporated by
- introducing a human brain actively into the laycut process.
This would, by définition, destfoy,the automatic nature of
any program, and Would necessarily‘produce an interactive
aid. Thus, in oider.to provide layouts of a standard

equivalent to manual methods, the computer can only be used

‘to assist designers rather than replace them.

7.3  SYSTEM ADAPTABILITY

An important feature of modern software is adaptability

or traﬁsportability; since new hardwaré releases are made
with increasing frequency, software must be capable of
adaptation to ‘the hew equipment or else it faces fhe’
danger'of becoming obsoleteﬂ Hardware trends are difficult
to forecast with.accuracy since théy_héve a tendency to
develop in discrete jumps. However, the major current

trend, in'layout equipment, is towards graphic display
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units; The séoragé tube is the most recent addition to
computer graphics and has the édvantage of being considerably
cheaper to purchase than the continual-refresh type of
"display. To provide some experience of this‘syStem's
adaptability as a measure of its éxtended usefulness to
microcircuit layout, the programs were converted for use on
a Tektronix 4010 storage tube attached to the PDP-10. The
transfer proved relatively straightforward, since most of
theAbasic drawing roﬁtines were availabie on thelsystem
(Sturgéon: User's Manual, 1972). This established that the
programs were at least adaptable. The most noticeable
affect'wasvnaturally the speed with which results could bé
displayed and this, in turn, gave rise to a secondary
result which could.prove'to be of great significance.
Because the screen can present results in a fraction
of the time required b& a plotter, many trials can be run
and superficially evéluafed at the tube face in the‘time
taken for oﬁe using a plotted display. This'meaﬁs that the
control parameters.(sectiéns 4.6.7 and 4.7.1) can be exploited
to considér;ble advantage. 'Specifically, it wéuld be
péssible to generate‘aqd roughlj evaluate up to 30 different
trial layouts of one circuit per hour Dy manipulating the
control paraﬁeters. Therefore it is feasible to establish
the parameter settings which produce the best results fof
an individual circuit by exhaustive triais,and these
particular values can be re-run to reproduce the better
'layouts on a hardcopy device (such as a plotter) for more

extensive evaluation at the designer's leisure. This



T 209

method would permit the plotter to draw only those layouts
which haquiready been observed to be of above-average merit.
The‘avaé suggestion would'make.the programs a more
powerful tool in the designer's hands since he gains a degree
of quality control over the plotted results. The_resultiqg
programé would remain automatic in essence but the method of
use would display similarity to an interactive system. There
was, unfortunately, not sufficient time for a deeper igvesti—
gation of the potential of this hybrid system, however a
discﬁséion of the édvantéges that such a method of approach

would offer - to microcircuit CAD is presented in chaptér 8..

7.4 ECONOMIC CONSIDERATIONS

There are two major factors which determine the worth or
economic value of a layout aid; the first is the cost of using
the aid aﬁd the second is the value of the results obtained
from the aid. This system has proved quite inéXpensive to
use. The example§ included_in chapter 6 wéuld cost less than
£8;60each.(exciuding equipment hire) to produce at commercial
rates,* with an additional réquirement of less than 1 hour
per circuit for data preparation and punching. |

The results requiré manual translation and refining,
howvever they can save a consideraﬁle amount of manual layout
effort, up to 40 ﬁan hours in the case of the clock driver'
cell‘(section-6.2). If used by experienced designers, the
system would constitute a valuable layout aid, although its
précise yaiue could only be éstimated by thorough field

testing.

*approximately 5p/sec CPU time and £5/hour terminal
connect time ‘ '



A

7.5 CONCLUSIONS

The system provideé a rather limited, but nevertheiéss_
valuable, aid to the layout of micxo;ircuits by producing a
-‘Vafiety of component placements with a reléted wiring éu%de
cheaply and'quickly.

Because the permutation procedure exécution time in-
creases e#ponentially with the nﬁmbef of circuit elements,
the system, as it stands, would be less efficient.whén
applied to large circuits. However, this difficulty could
be overcome by a-éelluiar design approach, that is,.by
partitioning a large circuit into a group of subcircuits,
each of which could be laid out individually. | |

The results indicate that automatic layout  aids do not
necessarily requi;e iarge, dedicated cbﬁputers; they can
be effectively mounted on limited hardware and are therefore
._feagible for use by firms with small CAD budgets. The next
chapter digcusses the conclusions reached and their

implications on the future of automatic layout.
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~ CHAPTER VIII

CONCLUSIONS

8.0.0 LAYOUT AIDS - SUMMARY

The programs which h;ve been developed during.the course
of thié project héve established that effective automatic
layout aids can be incorporated in a design process despite
a limited CAD budget. However;'it is also important to-
delineate the characteristics of such low-cost aids. Up
_until now the classification of aids has consisted of two
groupings, automatic and interactive; in the light of
experience gained in using a‘storaée tube to display results
(see section 7.3) this classification has provéd inadequafe.
Consequeﬁtly, the foilowing'sectioné of this chaﬁfer
comprise discussions of layout aids, which will outline
the advantages of combining éertain features of automation
and inte:actién.to form a third, hybrid clé#é of.layout
“aids. The last sections inélude a brief discuésion of a
compréhensive CAD process for microcircuit layout and a

summary of the project.

8.0.1 THE AUTOMATIC AID

Automatic aids do not-require human supervision during.
layout construction and are consequently fast because they
can wbrk at their own speed. Moreover, they are convenient
to use in either batch mode or conversationally via a

remote teletype. On the other hand, they cannot embody the
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experience, intuition, perception and imaginatioﬁ whicﬁ are
the fundamental toolsAof a human designer and so automatic
programs cannot produce layouts of the same Standard without
"manual assistance. Therefore there exists a trade-off»
between the quality available through manual methods and the
quantity.available with automatic programs when applyipg the-

two techniques to microcircuit design.

8.0.2 . THE INTERACTIVE AID

With the advent of the graphics screen, visual inter-
actibn between man and ﬁachine became poééible on a scale
which,hés made circuit 1ayoﬁt possible, using a graphic
display instéad oan drawing boérd. Thus interactive layout
aids came about and foday almost ail'commercial layout soft-
ware is based on the interactive graphics screen; The
ad&aﬁtages are obvious; huﬁéﬁ dgsigners cah produce manual-
quglity layquts much faster and more accdratelyg moreover
artwork can be prépared,automatically-frOm'the computer's
layout description. Thé disadvantages are fﬁe high capital
‘cost of the equipment ahd the basic inconvenience of
adapting to a new technique; a fullgr discussion of the
prbblems associafed with interactive layout is included in
appendix I. Nevertﬁeless, many firms believe that CAD
offers the‘only-heans of remaining competitiﬁe in the field
of microcircuit production and'interaction has proyed more

practical than automation.

8.0.3_‘THE THIRD ALTERNATIVE

A significant feature of the layout programs developed

for this study is the ability to manually set parameters



which control the component placement decisions. Although

. U . \
the affects of manipulating the . parameter values are not
consistent (see séction'4.7),they can be used to provide a
" wide range of layouts with little effort. There is consider-
able advanfage in such a.scheme. ‘In order. to illustrate
its potential, a system is proposed below which forms thé
basis of a discussion of the advantages of remote-control of
automatic layout aids.

A suitable system would consist of automatic layout
programé;which havé been modified so that significant
depisions are controlled by a set of parameters,which
dictate the relative preferences between alternativé courses
of action. The parameter could be preset via additional
input for batched operation with hardcopy output,or set
coﬁversationélly'forvoperatibn over a remote terminal with
a nén—interéctive display facility. The programs need only
iecégnisg thé sigpificant factors affecting layout
decisions; the relative impo:tancés and intér—relationships
.would be supplied by a deéigner via parameter settings.
Thus the system would'allqw indirect manual control so
that a designer éouid supervise the layouf procéss without
having to spend time at the screen designing the layout
himself.

The advantages of fhe above system are twofold. First,
because the programs operate automaticaily, all the desired
features of automation, that. is, speed, convenience aﬁd
'economy,-a:e'incorporated} Secondly, there is a.degree of

quality control, similar to that of interaction, without

any of the disadvantages associated with interactive layout

\W)
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progrgms. Because such a'scheme could provide many
different layouts,it wouid be desirable [to provide a means
of retaining portioné oflone layout to combine with
.cbmplimgntéry portions of bther layoﬁfsf ' Thus it would be
possible to'form a high—qﬁality layout by combiﬁing the best
features of several-aVerage-quality layouts. The
cbmbination process could be executed manually or inter-
actively by a draughtgman,or even by an additional automatic
program. .

The above prébosed scheﬁe provides a third approach td
constructing a layout aid. Because it ié based on automatic
programs, it aléo suggests a means of conveniently and
inexpensively increasing the'power and flexibilify of
existing automatic layout aids. However, before such a
scheme could be'fully implemented, it would be advisable to
gaih é deeper ﬁnderstandiﬁg of layouf in or@ei to use the
parémeters ta full ;dvantage. Ideally, such a system should
bé built by a collaboration between microcircuit designers
and programmeré in order to. combine 1ayo#t exPertiseAwith

Aprogfamming skill.

8.1 A COMPREHENSIVE LAYOUT SYSTEM

It is appropriafe here to present some comments 6n
what is'félt to be.an idealvlayout system.based on CAD.
Figure 8.1 shows such a s?gtém in flowchart form. The aim
has been to apportion tasks between man (trapezia) and |

machine (rectangles) so that each performs those tasks at
which.he or it is superior. Manual handling of data is

minimised by a system of files which also allow each
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sﬁb—process independant operation. Although the main
~desi§n steps are included interactively, it is énvisaged'
that this would éonsisf of combininéLfeatureé-of Qarious
layouts, supplied by a trial layout generation program as
proposed in the bfeceding secfiohf Although this.systém
would require a dedicated‘machihé with interactive hardware,
it would be feasible to use a mini-computer with disc store
which, if equipment prices-continue to fall, could.wéll
‘prove to be an econoﬁic proposition for sm&ll-microcircuit

firms.

8.2 SUMMARY R | ,

This study has been based on the.construction of a
practical, non—interéctive layout aid designed for ; minimal
expense. The immediate results have shown that effective |
layout aids do nét, as was previously thought,,requi;e a
large and powerful. computer, ;or do the& require expensive
display ha;dwaré. This result Will be of interést to many
of the smaller hicrécircuit firms who feel that CAD
-éapability'is necessary to compete in today's custom-
design environment,but cannot afford to acquire expensive
equipment. In partiéulat, the indication is that much
effective assistance can be provided from time-éhaging
bureaux or a mini-computer. Of éecondary importance to
thé same people will be thé conclusions reached in
'chapters~7 and 8, which will be~of assistance in evaluating
the requirements of a CAD'éystem within an already-

established manual design process.
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Finally, the proposed method of approach developed in
.section 7.3 and described in secticn 8.0.3 will be of
infefest to all concerned with constructing layout aids as
a means of cqmbining the power of intéraction with the low
cost of automation. Moreover, the concluding chapters have
indicated Some»of the major pitfalls in constructing a
practical layout aid'and this will be of use to people

facing a similar task.



APPENDIX I

This_append;x consists of a -brief description of a
commercial, intergctive PCB layout syStem.which inciudes
_some automatié féafures, followed by ébme'users'-cpmments"
on the systém and it§ ﬁsage. The'iayout system compriseé_
Redac's Redal-3 program mounted on a 32K PDP-lS with a VT
15 éraphig'display. The source of the users! comménts is
‘the British Aircraft Céréoration's (EAC)'report R84-C1.
The purpose of this discussién is to highlight some of the
problems associated with converting a manual design process

to one incorporating interactive CAD.

THE SYSTEM

Redal-3 is a suite of programs.deSigned for iaying out
PCBs with a mixture of discrete components and packaged ICs
using'single or double-sided wiring. There are eleven main
routines‘which‘the-ogerator may select from the light button
.mehu, four aré'associaféd with data input, output and
'hqdification and presenting the layout on the:graphics screen.
Two additional routines are used for manual layout, OneAfor
modifying component p@sitions; the other for modifying
connection routes:. The remaining five routines all contain
some automatic features, as folloﬁsf
PLACE: . an automatic centre-of-gravity placement
routine which gives a guide to the best
possible placement

ROUTE: ' an automatic routine for Manhattan Eouting

AUTORTUTE: a series of automatic, semi-automatic and
manual routines for minimising crossovers

MANHAT: an automatic routine for cheéking the
spacing of routes

& { ~



RECONN:  a routine which sorts ‘nets for minimum

connection trees

A
/

-

During operation the screen is divided into three areas:
the wo?king area, Cbmprising the left hand 3/4 of the totali
screeh area, used for layout display and construction; the
message area in which the computer displays méssages té the
operator,and the light button menu which is diSplayed below
the message area and which is the means whereby theloperator
controls the'selection of réutines. When a routine ‘is
sélected'from the menu, it causes a submenu for that
particular routine fo replace the main routine menu. The
submenu’ is used for directing the particular functions of
the selected routine. ’

The layout is qonstructed using the above routines .
aﬁd, whien the designer—Operator is satisfied with the

layout, the system transfers the data to a Master Plotter

-
y

which produces the artwork.

THE»USAGE

BAC initially used Redac;s bureau design service
unsﬁccessfully, owing to a'difference in standards between
Redal-3 and the BAC drawing offices. However, it was
thought that the sefvice rather than the program was at
fault'ana so a team of four BAC draughtsmen were sent for
training on the use of the pfoéram, using Redac's install-
ation. After.a three week training course, the men;began
to design PCBs on the system at a rental cﬁarge of £31 per
hour. The team was unfortungtely required to.handle
confract work although their expertise waé; as yet, slowly

. developing. This led to a far higher design cost than had
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been'anficipated._ The work was consequently st0ppeé and an
investigation cafried out to establish yhy the designs pro-
‘dﬁced were not produced quickly and cheaply. The following
.comments, based on the report of the investigafion, serve

to pinpoint some of the major pitfalls in converting manual

design to interactive CAD.

SPECIFIC COMMENTS

Primarily it was found that the system was not being
used to maximum benefit because of lack of expertise. It
is.essential'that,fﬁe operators be given considerable |
traiﬁing, frée from the worry of the cost of uéing the
system; to skimp training unavoidably leads to inefficient
use of the software ahd.hardware. It'is also inefficient
to use anothér firm's facilities if yoﬁ do not also adopt
" their standarxds, bécause thevopefator_is forced to éxpend
effo?t in convertihg betwéén the two diffefent sefs of
standards. Once a désidn isvstértedvthe_cost will soar if
‘design‘modifications.ére introduced; this is not as notice-
able.with manual design but, because CAD is much faster,
modifications freqpently require re—desigﬁ. In addition,
BAC found that a éood deal of their trouble was caused by
starting the conversion process'without a program of
suitable work. This‘caused the team members long delays
between being given work, which often turned out to be’ of .
too high a standard for their develOpiﬁg expertise.

The report concludes by statihg that the drawing
office of the future will regard the following equipment

as essential:



dedicated computex, digitiser, interactive

display unit, master plotter, microplotter,

on-line printer and. appropriate software
Howevex, the cost (quoted at around £libK) is considerable
and before such equipment could realise its potential

benefits, a reorganisation of the design process is required

so that CAD becomes the rule rather-than the exception.

GENERAL COMMENTS

Additional comménts ére included, againvbased on the
report, which are concerned mainly with using any inferacfive
'sysfem. They are presented here as a guide to operating
pitfalls which detract from system performance and arise
through inefficient inteffacing of man and machine.

One major'fault was found to be the metﬁod of using
the system which_was booked . for five-hour blocks in the
eQenings. This enbourgges the operator to remain at the
display irrespective of whether he is doing ﬁseful work or
- not, because Fhe costvis the same whether ﬁéAremainé'or
goes. This can quickly lead to a semi-soporific state where
’the-bperator makes changes'furely to avoid 'wasting; mone&
by being idle. It would be much better if the operator
was to stay until he became tired or reached an impasse,
whereupon he could stop and examine his current results at
leisure, returning to the display only when he had a clear
idea of what he was going to do next. This was aggravated
with fhe Redac installation by the lack of a hardcopy
facility,other than the master plotter,which made it diffi-
cult to obtain copies of the work which could be studied at

leisure.



VAnother difficulty was caused by the lack of any
computer knowledge in the members of the design team. This
meant‘that the programs were complete 'black-boxes' to them,
.and they could not anticipate the likély consequences of any
but the most straightforward opefations and so, in the
initial staées, some systém failures were producéd because
A the operators did ﬁot clearly uhdersfand how the machine
was'functidning. In addition,-the Redal-3 system itself
was considered to bé at fault by allowing thé.operator to
"~ inadvertantly generate invisible tracks which only the
computer could recognise, and by sensitisiﬁg a menu before
it was diSplayed.n

. A system failure during design, éither_hardware of
sof tware, iesults in a loss of all steps since.thé last
'dump' (when layoﬁt data is copied from éore to backing
store). The 6perators frequently found difficulty in
regenerating the laydht just prior to a failure, probably
~Because the failure occurred 10 or 15 minutes. after A dump
and a.conéiderable amount of ﬁork can be performed in such
én interval. Such failures are inevitably time-consuming
and éxtiemely irrifating to the 0perétor.

Despite the above difficulties, the investigation
considered that, if used efficiently, the:Redal-3/PDP-15
combination should provide a cost effective tool for PCB
layout. Howevér, the major point raised is that any system
is only as good as the peOple.using it, and cén therefore
only prbduce maximum benefit if used as and-how it was

designed to be used and with maximum efficiency.
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APPENDIX II

~ Thi.s appendix consists of a brief list of designérulgs
for MOS_devicés processed by a standardised technique.* The
list inclﬁdes only those rules which were'appliegsin
preparing the MOS layouts showﬁ in chapter 6 of this thesis.
Nevertheless, the rules indicate the complexity of intef—

relationships which affect layout, and why they are best

applied by a human rather than electronic brain.

1. INTRODUCTION

- The rules set forth are minimum dimensions. When
_electrical design permits the use of larger dimensions

and spacing is desirable for yield imprévement.

= Dimension in mils except when indicated

2. P-REGION (FIRST MASK)
- Absolute minimum width _ ' : . 0.2

- Minimum width when size and capacitance are of

secondary importance , ‘ ' 0.4
- Minimum non-related P-to-P spacing 0.6
- Desirable P-to-P spacing when both P-régiohs

can go negative and metal crosses between them 0.8

- Minimum extension of P—regioh beyond oxide on
channel ends (W direction) if width is 1less
than 0.8 mils . 0.1

- Minimum Spaéing between source and drain P-
regions of the same device (related to P-

regions) : 0.4

* Process 7600 used by General Instruments Limited

Y



- 3. GATE OXIDE (SECOND MASK)

Transistors

" Minimum width

Minimum length not including overlap

Resistors

Minimum width

Minimum overlap beyond source and drain
in L direction

. For devices of W = 0.2
For devices of W 0.2

Minimum spacing between gate oxide areas
- of different devices or between adjacent

areas of a bent device

Minimum spacing between gate oxide and .

non-related P-region

Second mask opening appears at contact

holes

4.  CONTACT HOLES (THIRD MASK)

Minimum contact hole (third mask opening)
Minimum contact hole (second mask openiﬁg)

‘Minimum overlap of second mask beyond
third mask - all sides of hole

Minimum extension of P—region.beyond‘third

mask opening of contact holes

5. METAL (FOURTH. MASK)

Minimum overlap beyond gate oxide in L and

W direction

Minimum overlap beyond third mask opening

of contact holes

Metal runs

Minimum width

Minimum metal to metal spacing

o O
LN

x 0.4

x 0.6

L04



6. PADS

Minimum size

Desirable size when increased area not
critical _
Minimum distance from inside edge to
active circuitry

Minimum separation between pads
Preferable centre to centre spacing or

corner pads

7. STRAY CAPACITANCE

P-regions @ OV Bias
P-regions @ 10V Bias
Metal over field oxide (thick oxide)

Metal over gate oxide (thin. oxide)

286D

4 x 4 -

1.0
3.0

10.0
0.1 pf/mil?

0.07 pf/mil?
0.02 pf/mil?

0.2 pf/mil?



APPENDIX ITII

This aﬁpendix comprises the proof which allows a éeneral
network to be redrawn as a permufation without aféectiné the
link crossing structure. |

Theorém: Any general network drawn in a plane with a
minimum~¢réséing configurafion can be redrawn as a secondA
network with an equivaienf number of crossings,such that the
second nefwork péssesses fhe following pIOperties:—

,(i).‘ all nodes 1ie”on'a straight line called the
node-line

(i) connections consist of a:Series of semicircles

in which the successive semicircles lie on

alternate sides of the node-1line
. { i

Proof:  Given thé following:-
G - a general network with N nodes, drawn-
in the plaﬁe 73
G' - network to be drawn in plane p' with
the required features'(i and ii above)
First establish the node positiohsiin pt By drawing a simple
poiygon C in B passing through each node of G oncé, fix a
point p 6n the contour C, which allows measurement of length
along contour,iin given direction, such that each ngde i
lies af a unique distancé 1(i) from p. Let L' be any
straight line in p'’ paésing throughla point p', the point

p'! is used as the corresponding reference point for Lt

00



that fhe’point p is for C, therefore node i can be represented
én L' at a distance 1(i) from p' measured in fhe same
diréction. Thus all nodes can bg‘uniquély located invuv1

éuch that the node sequence along L"correéponds to the
sequence of nodes belonging to the network G a}ong C.

| The corresponding link pafhs in p' are uniquely defined
as follows: each link in G must terminate on C and cross C

vin a finite number of points p; .;. p, say; these points can

be measured as the nodes above to give unique distances

1

l(p,):... l(ﬁh) from P> equivalent points p;' cee Py

can
then be marked on L' a distances 1(p3) ... l(pn). The
inside aﬁdfoqtside,regiphs of u defined by C can be
conventionally,related to the two halyés bf p? defined‘by
L1 semicircles_are drawn in p along the nodé line joining
consecutive points to represent to the afcs in G. |

| If arc joining (pi... pj) crésses arc (gk,gl) thgn.
fhey must'onlyAcrossinme since G contains a minimum number
.of crossings,‘if they crossAqnce_fhen, if 1(pi)<:l(pj) and
1(g;)<1(gy), either 1(p;) <1(g;) <1(p;) <1(gy) |

' or 1(gi)<1(pi)<1(gj)<1(pj)
and both arcs are‘in_the same region of . Relating this
to the equivalent netwbrk.compoﬁents in p', it can bte seen
- that these conditions are exactly those for thé inte;Section'
of cofreSponding:semiéircleé. Therefore the numbef of
crossings in G‘and G1 Wili be the same QED. |

There is a corollary to this theorem which is of .

greatei significance to the algorithm described in éhapter 3.



CORbLLARY

If there existéAa minimal crossing representation of
a network such that there exists a Hamilton chain on which
ho crossings occur, the corresponding links.(in p') may all

be drawn as single semicircles.. .

- PROOF
This'follows from Selecfing C as the Hamilton chainj
this implies there are no crossings on L', hence all

connecting links must be drawn as single semicircles.
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APPENDIX IV

This appendix comprises a descriptionAof the programs .
developed during the course of this project. OWing to-
pressure of ‘space, the descriptions are confined to.

flowcharts which depict only the major program steps.



Z IV

< START } I <
, read = input
: line
> 1 .
A ‘ . ' ‘tereate bead .
: in free space
| . A
all ncdes read in ? > -
no 2dd bead to fing
yes .
' /
. /
STOP ol links  corroborated 2 > Y
) yes node _count
: { ~
-~
/
find node with most links=N
place in permutation posn} i.
initia ordered rings T
' < t
= I
find unpositioned nodes T a
most  connections  to 1
already-positioned nodes :
y P
insert @ rear of permutation g
< m
/ = 2 - u
calculate no. of crossings swap node © t
the one :
before it /N ‘f—t'
no. ’ R
crossings ? 0 5
: 0 n
Yes .
return node C
finalize available routing to least X's r
, N e
a
_ adjust’ 1
ordered rings i
. P | o
n
A < ~ |
k/ SN yes routed ho -~ STOP
Flowchart () - permutation procedure, part (a)



select node with most

crossovers which has not |- permutation
been szlected

optimization

number of
associated crossovars
= 0 ?
no

L
~  yes

AN

N
move to rear
permutation

/N

AV

calculate  minimum number

of crossovers with node
in current  position

finalize node's ~ {return node tof '
current posit on /\ position with \/
on ordered rings , least crossovTs
| \
< =
finalize : swap node <
routing and , ' ' the one
delete selections], _ before it

otal : no. ™Yes

VYV

crossover s >
=0 2 <
“Tyes

-
<
\4

Flowchart (i) :— permutation procedure , part (b)



: ' place first four
START - }p—>— components in bottom
N : - left -- hand

corner
Y

generate perimeter

>
L

‘collcctA data on
next “element.

\'%

collect data on
vertical segments

\%

amalgamate type 1s

Y

assign preferences]

.
7

v\/'
select best
Y

generate clearances

Y

attempt  placement

failure » Jsuccess

delete fix location
segment &

from list v update perimeter

s

no list es . component
empty _ unplaced

Y v

N
N

Flowchart Gi) = placement' _algorithm
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GLOSSARY OF TERMS

Adjacent (nodes) graph nodes connected by a link
Array ' a series of items arranged in a

"fmeaningful pattern, usually a block of

‘consecutive words in memory

Auxiliary (graph) graph obtained by representing links

as nodes and connecting nodes which

" represent links which cross

* Branch . ‘ - see Link
Capacity Set pafamefer associated with graph com-

ponent (usually link) .defining how

many links may cross the component

Cell section of a microcircuit which
performs a specific task and may be

considered as a unit

Chain .+ - series of alternating nodes and links
of a graph such that each consecutive
node-link and link-node pair are

incident

3

Circuit (graph) .a chain-whose terminal elements are

the same

Coding o 1. the ordered list in computer code,
or pseudocode,of the successive com-
puter operations for solving a
specific problem . ‘
2. writing instructions for a computer
either in machine or non-machine

language



Coloured Graph

Complete Graph

Connection Matrix

Connectivity Index

Contracted Graph

Crossing, also
crossover (graph)

(circuit)

Crossover

Crossover Site

Daughter Board

Display File

o

graph which has a colour associated
with each node such that no pair of

adjacent nodes are of the same colour
graph with every pair of nodes adjacent

matrix C = cij i = 1,N, j = 1,N
describing an N ncde graph where Cij =
the number of links between nodes

i and j
ratio of links to nodes in a network '

graph which is obtained from another
by replacing at least one subgraph with

a node

a‘pqint shared by two links, which is
not a node
place where a connection passes above

another circuit component

see Crossing

place where a crossing may be made
legitimately in a circuit (such as

a bipolar IC resistor)

small printed circuit board containing
6-24 ICs mounted in arrays on mother
board (usually by plug-in type

connections)

data file created by program contain-
ing information to enable display of

desired picture on graphics screen



.Dual (of a graph)

Edge

Edge Capacity

Garbage Collection

Graph

Hamilton (chain or
circuit)
~Hard Copy

Hardware

Incidence Matrix

Link

graph obtained from another by
representing links as nodes and
nodes as circuits containing the
nodes representing the links incident

on thém
see Link

see Capacity Set

the process of returning storage
space occupied by unwanted data to
the list of unoccupied space in a

dynamié data structure

"a set of nodes andllinks with a

relationship of incidence which
associates. two nodes with each linkj;

these nodes are the ends of the link

~and are said to be adjacent

adjective describing a set of graph
elements which contains every node

of the graph

computer output in a permanent form

which is visually readable

the electrical, electronic,magnetic

"and mechanical devices or components

of a computer

a matrix I = l:ikl] kK = 1,N,1 = 1,M
describing the incidence relationship

of a graph by i = 1 if node k is an

kl
end of link 1 = O otherwise

see Graph
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Manhattan.

. Mothexr Board

Network

Node (or vertex)

Permutation

Permute

Planar (graph)

Pseudo-Branches

Region (of a graph)

.
-

-

Software
Spanning (tree)
Spider

Subgraph .

geometry in which all lines are either

horizontal or vertical

large printed circuit board on which
~aré mounted an array of small boards

called daughter boards

group of electrically common points

in a circuit

1. a graph

2. term used for connections of a
circuit '

see Graph

one possible order of arrangement of

a given number of nodes

process of altering the order of

arrangement of a permutation

graph without any crossings

links included in a graphical circuit

representation to represent physical
relationships between nodes other than

circuit connections

area bounded py;g pircuit which has

‘no graph elements inside it

instruction sets necessary for a

computer to perform its specific tasks.

a'tree which contains all the nodes

of a graph

a subgraph in which all links are

incident on one node

a subgraph of a gréph is obtained by

removing a set of graph elements

296
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Tree , a connected subgraph (i.e. one in
which there is a chain between every

node pair) which contains no circuits

Vertex . see Node
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