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Abstract 
 

 

 

Over the past decade, wireless sensor networks have gained more research attention 

for their potential applications in healthcare, defense, environmental monitoring, etc. 

Due to the strict energy limitation in the sensor node, techniques used for energy 

saving are necessary for this kind of network. MIMO technology is proven to be an 

effective method of increasing the channel capacity and supporting higher data rate 

under a fixed power budget and bit-error-rate requirement. So, wireless sensor 

networks and MIMO technology are combined and investigated in this thesis. 

 

The key contributions of this thesis are detailed below. Firstly, the extended total 

energy consumption equations for different transmission modes in cluster-based 

wireless sensor networks are derived. The transmitting energy consumption and the 

circuit energy consumption are taken into account in both intra-cluster and 

inter-cluster phases respectively.  

 

Secondly, a resource allocation framework is proposed for cluster-based cooperative 

MIMO on consideration of circuit energy. By introducing two adjusting parameters 

for the transmitting energy and the time slot allocation between intra-cluster and 

inter-cluster phases, this framework is designed to achieve the maximum data 

throughput of the whole system whilst maintaining the capacity and outage 

probability requirement in these two phases respectively.  

 

Thirdly, on comparison of various transmission modes in wireless sensor networks, a 

relatively energy-efficient mode switching framework is proposed for both single-hop 

and multi-hop transmissions. Based on the destination and the neighboring nodes’ 

path-loss, the source node can decide which transmission mode, SISO or cooperative 

MISO, single-hop or multi-hop, should be chosen. Conditions for each mode 

switching are investigated. The possible existing area of the cooperative nodes and the 

relaying nodes can be obtained from this framework. 
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Chapter 1 
Introduction 

 

 

 

 

Since the first wireless telegraph was invented by Guglielmo Marconi in 1901, 

wireless communication technology has developed for more than one century and 

become the most active area in communications and networking. From the end-to-end 

message transmission to multimedia, large volumes of information flow and there is 

significant interaction between networks in the modern society. Lots of wireless 

products, such as cellular mobile phone network, satellite TV services, wireless 

internet, etc, are making tremendous changes to our daily life. Wireless techniques 

and their applications in various kinds of networks, which can support higher 

data-rate, higher communication reliability, are the key hot topics in nowadays’ 

research around the world. 

 

This introduction chapter firstly covers the actualities of the wireless communication 

technology and networks. Some key techniques in recent research and future trends 

are introduced. Then, in Section 1.2, the development of the main research target of 

this thesis – wireless sensor networks, is discussed. Based on the design requirements 

of the wireless sensor network, the problems that need to be solved are stated in 

Section 1.3, which are also the aim of this thesis. Section 1.4 summarizes the 

contribution to knowledge. Finally, Section 1.5 gives a general outline of the 

remainder of the thesis. 

 

 

1.1  Actualities of Wireless Communication Technology 
 

In this digitized age, there is a wide variety of wireless networks, categorized by 

network architecture and transmission task requirements. Different wireless 

communication technologies and standards, such as Bluetooth, code division multiple 

access (CDMA), Global System for Mobile Communication (GSM), Infrared Data 
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Association (IrDA), Industrial, Scientific and Medical Radio (ISM), Ultra-Wide Band 

(UWB), Radio-Frequency Identification (RFID), Wi-Fi, Wi-Max, Zigbee, etc, are 

adopted in different type of networks according to the special requirements of 

transmission distance, data rate, bit-error-rate, and energy consumption, etc [1]. 

 

In the physical and MAC layers, TDMA, FDMA, and CDMA have already explored 

the time, frequency, and code multiplexing respectively. A breakthrough technology to 

explore the space multiplexing is MIMO (multiple-input multiple-output). By 

adopting multiple antennas at both the transmitter side (Tx) and the receiver side (Rx), 

a MIMO system can dramatically enhance the data rates and the communication 

reliability within a limited bandwidth and transmitting power. In addition, MIMO 

combined with OFDM can effectively resist frequency-selective fading and enhance 

the spectrum efficiency [2]. So, OFDM-MIMO has been considered as the key 

technique in 4G wireless communication networks. 

 

 

1.2  Evolution of Wireless Sensor Networks 
 

The research target of this thesis is wireless sensor network (WSN). It is a 

self-organized network composed of densely deployed sensor nodes. It was first 

proposed by the research group in Carnegie Mello University in 1978 for military use. 

Recently, its application has been broadened into civil use. There have been many 

research projects about wireless sensor networks since 1990s, such as SensIT (sensor 

information technology), WINS (wireless integrated network sensors), Smart Dust, 

AMPS (micro-adaptive multi-domain power-aware sensors), Sea Web, etc [3].  

 

Different from other wireless communication networks, the most important criterion 

in design of wireless sensor networks is energy-efficiency because sensor nodes are 

usually deployed in a large area and work using a non-rechargeable battery.  

Techniques used along the 7-layer OSI (open systems interconnection) model in this 

network all focus on the energy saving, especially in physical and MAC layers. IEEE 

has proposed two standards, IEEE 802.15.4 and IEEE 1451, in physical layer and 

MAC layer for wireless sensor networks [3]. However, there are only a few 

applications of WSN in use now and a lot of research work need to be done. So, this 
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thesis investigates the physical and MAC layers of WSN and hope to propose a more 

energy-efficient transmission framework.  

 

 

1.3  Problem Statement 
 

It is revealed that MIMO technology can increase the channel capacity because of the 

multiplexing gain, and the communication reliability because of the diversity gain. In 

another words, for the same bit-error-rate, a MIMO system uses less transmitting 

energy than traditional single-input single-output (SISO) mode. It is this idea that 

makes MIMO technology a possible option for data transmission in wireless sensor 

networks. Considering the strict limitation of sensors’ physical size, it is impossible to 

install multiple antennas in one sensor node. So, the MIMO transmission in wireless 

sensor networks must be operated in a cooperative way, which means multiple sensor 

nodes with single-antenna in each of them, not multiple antennas, form this MIMO 

link [4]. This has brought out a question that although the transmitting energy can be 

dramatically reduced by the MIMO transmission mode, the extra circuit energy 

caused by information processing in multiple sensor nodes may make the total energy 

consumption of the cooperative MIMO system even higher than that of the simplest 

SISO mode. When it comes to two-hop or multi-hop communications, the comparison 

is more complicated and still not clear. The selection of the cooperative nodes and the 

relaying nodes are not clear too. In addition, the conditions under which a switch 

should be made between these two transmission modes need to be stated.  

 

To solve these problems above, the operation feasibility of a cooperative MIMO 

framework in wireless sensor networks is investigated from a view of energy saving. 

The conditions that apply to cooperative MIMO and SISO modes are produced 

respectively. 

 

 

1.4  Contributions to Knowledge 
 

The main contributions of this thesis are now summarized as follows: 
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 The extended total energy consumption equations for different transmission 

modes in cluster-based wireless sensor networks are derived. The transmitting 

energy consumption and the circuit energy consumption are taken into account in 

both intra-cluster and inter-cluster phases respectively.   

 

 A resource allocation framework is proposed for cluster-based cooperative 

MIMO on consideration of circuit energy. By introducing two adjusting 

parameters for the transmitting energy and the time slot allocation between 

intra-cluster and inter-cluster phases, this framework is designed to achieve the 

maximum data throughput of the whole system whilst maintaining the capacity 

and outage probability requirement in these two phases respectively. 

 

 On comparison of various transmission modes in wireless sensor networks, a 

relatively energy-efficient mode switching framework is proposed for both 

single-hop and multi-hop transmissions. Based on the destination and the 

neighboring nodes’ path-loss, the source node can decide which transmission 

mode, SISO or cooperative MISO, single-hop or multi-hop, should be chosen. 

Conditions for each mode switching are investigated. The possible existing area 

of the cooperative nodes and the relaying nodes can be obtained from this 

framework. 

 

 

1.5  Organization of the Thesis 
 

The remainder of this thesis is organized as follows. 

 

Chapter 2 covers the background of the whole work in this thesis. General 

fundamentals of wireless fading channels and MIMO systems are introduced. Then 

the wireless sensor network and its key technologies for energy saving are discussed. 

Finally, the joint research actualities of MIMO and wireless sensor networks are 

stated. The gaps of others’ work which will be solved in this thesis are also pointed 

out. 

 

Chapter 3 first introduces several transmission modes in wireless sensor networks. 
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Then based on the function modules of a typical RF system, the extended total energy 

equations for different transmission modes are derived as the theoretical fundamentals 

of the research work. 

 

Chapter 4 proposes a resource allocation framework for cluster-based cooperative 

MIMO transmission mode. Based on the underlying mathematics for wireless 

channels in both intra-cluster and inter-cluster phases, the time slot allocation and the 

power level allocation is discussed respectively. The comparison of the power 

allocation frameworks with or without consideration of the circuit energy is then 

made. 

 

Chapter 5 first makes a comparison of all the single-hop transmission modes in 

wireless sensor networks. The energy components for each mode are analyzed. Then a 

path-loss based energy-efficient mode switching framework for single-hop 

transmission is proposed. By considering the geometry position of the cooperative 

node, its threshold area can be obtained. 

 

Chapter 6 proposes a multi-hop path-loss based mode switching framework. 

Conditions for single-hop switching to multi-hop SISO and cooperative MISO modes 

are investigated respectively. The two-hop transmissions with ideal and non-ideal 

relaying position are both discussed. The treshold area for the relaying node (cluster) 

expressed by path-loss which makes sure the two-hop transmission is more 

energy-efficient than single-hop can be obtained from this framework. 

 

Chapter 7 summarizes the most important conclusions drawn from the thesis and 

proposes several research paths for future work. 
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Chapter 2 
Background and Literature Review 

 

 

 
 

In this chapter, some basic concepts for wireless fading channels are introduced first. 

Then the background of MIMO communication and Wireless Sensor Networks are 

given, emphasizing the advantages of MIMO over the traditional technologies and the 

specialties of WSNs. Based on this, the necessity and feasibility of combining such 

two research fields can be clear, which also explains the source of this topic and the 

aim of this thesis. The literature review of recent cooperative MIMO technique in 

WSNs is also stated to clarify the contributions of the work.  
 
 

2.1  Wireless fading channels 
 

In wireless communications, fading is a common phenomenon. It refers to the 

attenuation and deviation of the power level when a carrier-modulated wireless signal 

is transmitted over certain propagation media. Due to the presence of reflectors and 

obstacles in the wireless environment, the signal arriving at the destination is a 

superposition of copies of transmitted signal, each experiencing a different physical 

propagation path and different attenuation, delay and phase shift [1]. A basic 

multipath propagation mechanism is shown in figure 2-1.  

  

 
Figure 2-1 A basic multipath propagation mechanism 

 

Tx

Rx

LoS

Diffraction

Reflection
Scattering 
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In figure 2-1, the transmitter and the receiver are named Tx and Rx. The signal 

directly transmitted to the receiver is the so called line-of-sight (LoS) signal. Other 

copies can also reach Rx through multipath propagation mainly caused by reflection, 

diffraction, and scattering. Then at the receiver side (Rx), amplification or attenuation 

of the signal power is seen because of superposition. The worst situation is so called 

deep fading which means a temporary failure of communication between Tx and Rx 

due to a severe drop of signal-to-noise ratio (SNR). 

 

Fading is not always at a fixed value and is often modeled as a random process. It 

may vary with time, distance and radio frequency. So by different criterion, it can be 

categorized as slow and fast fading (or large scale and small scale fading), flat and 

frequency-selected fading.  
 
 

2.1.1 Slow versus fast fading 

 

The terms of slow and fast fading here refer to the rate at which the power and phase 

of the channel changes. A coherence time is defined to measure this, which means the 

minimum time required for the uncorrelated power change of the channel [5]. It is can 

be expressed as 

c
s

k
T

D
                                 (2.1) 

where cT  is the coherence time, sD  is the Doppler spread, and k  is a constant 

taking on values from 0.25 to 0.5. 

 
     
 
 
 
 
 
 
 

(a)  Slow fading                     (b) Fast fading 
 

Figure 2-2 Block fading models 

t t 

TcTc 
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When the coherence time of the channel is large enough compared with the delay 

constraint, we call this channel is in slow fading (figure 2-2(a)). In this situation, the 

power and phase change imposed by the channel can be considered as a constant [5]. 

Slow fading often occurs on a large scale due to the long distance transmission and 

some large obstacles like hills or buildings standing in the way, namely shadowing. It 

has been observed that the received signal power under a shadowing follows a 

log-normal distribution combined with a standard log-distance path loss [6]. The 

expression can be written as : 

/1010r tP P d                                (2.2) 

rP , tP  represent the signal power at the receiver and the transmitter respectively. d   

is the path loss, representing the mean energy loss along the transmission path. d  

denotes the propagation distance.   is the path loss exponent. In an ideal free-space 

environment, 2  , but in a practical environment, it is always in the range of 2 to 4 

[7]. 2
0(0, )   is a random variable drawn from a normal distribution with a mean 

of 0 and a standard deviation 0 . 

 

When the coherence time of the channel is small relative to the delay constraint of the 

channel, fast fading occurs (figure 2-2(b)). In this situation, the power and phase 

change imposed by the channel will vary considerably over the period of use. Fast 

fading often arises over small distances and is mainly caused by multipath 

propagation. For statistical analysis, there are three main distribution models to 

approach the fast fading, namely Rayleigh, Rician, and Nakagami. 
 

 Rayleigh fading 

Rayleigh fading is used to model the multipath propagation when there is no 

dominant LoS between the Tx and Rx. It assumes that there are a large number of 

independent scattering path from Tx to Rx. The amplitudes of the incoming signal at 

Rx are equal but with the random phases. Rayleigh fading is viewed as a reasonable 

model for tropospheric and ionospheric signal propagation as well as the effect of 

heavily built-up urban environments on radio signals [8][9]. 

 

In a discrete-time complex baseband model, the Rayleigh channel coefficient can be 

written as [10]: 
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  h a bi                                  (2.3) 

where a  and b  are independent identically distributed Gaussian random variables, 
2

0(0, / 2)a  , 2
0(0, / 2)b  . The magnitude h  is described by a Rayleigh 

probability density function (PDF), given by: 

2

2 2
0 02

( ) exp
x x

p x
 

 
  

 
, 0x                    (2.4) 

Then the probability density function of power 
2

h  is  

2 2
0 0

1
( ) exp

x
p x

 
 

  
 

, 0x                       (2.5) 

 

 Rician fading 

Rician fading occurs when there exists a dominant path, typically a LoS signal, which 

is much stronger than others. In a discrete-time complex baseband model, the Rician 

channel coefficient can be written as [11]: 

( )h a bi                                  (2.6) 

where 2
0(0, / 2)a  , 2

0(0, / 2)b  .  is the peak amplitude of the dominant path 

and the power ratio of the dominant path and the scattered waves is defined as the 

Rician K-factor, given by: 

2 2
0/K                                    (2.7) 

Two special values of K    and 0K   represent two special channels respectively, 

a Gaussian channel with strong LoS and a Rayleigh channel without LoS [12]. The 

amplitude gain h  in the Rician channels is characterized by the Rician probability 

density function (PDF), given by: 

 2 2 2
0 02 2

0 0

2 2
( ) exp ( ) /

x x
p x x I

 
 

 
    

 
, 0x     (2.8) 

where  0I   is the modified Bessel function of first kind and zero order [13]. 
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 Nakagami fading 

Nakagami fading was initially proposed because it matched some empirical results 

with relatively large delay-time spreads and different clusters of reflected waves. Its 

corresponding PDF is [14]:  

 2 1 22
( ) exp /

( )

f

f

m

mf
f

f

m
p x x m x

m
 

     
, 0x      (2.9) 

where ( )   is the Gamma function and  2 0E x    is the average power. fm  

indicates the severity of fading and is determined by: 

 
2

2 2
1 2/

( )
fm

E x


 


     

                  (2.10) 

When 1fm   , the Nakagami distribution reduces to Rayleigh fading. Both the 

Rician and the Nakagami models are two parameter distributions, so they are able to 

approximate more cases than Rayleigh model, which is a single parameter 

distribution.  

 

 

2.1.2 Flat versus frequency-selective fading 

 

Similarly to slow and fast fading, there is also a criterion named coherence channel 

bandwidth used to measure the flat or frequency-selective fading. The coherence 

bandwidth, which is the inversion of the time delay spread, indicates the minimum 

frequency separation at which the two frequency components become decorrelated 

[15].  

 

Flat fading occurs when the coherence bandwidth is larger than the bandwidth of the 

signal. In that case, all frequency components of the signal will experience the same 

magnitude of fading. On the other hand, if the coherence bandwidth is small relative 

to the signal bandwidth, frequency-selective fading arises [15]. In this situation, 

different frequency components will experience different attenuation. In this thesis, 

the wireless channels are all flat fading ones. 
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2.2  Fundamentals of MIMO Communication 
 

MIMO (Multiple-Input Multiple-Output) technology is a significant breakthrough in 

wireless communication and intelligent antenna research. The earliest ideas in this 

field can be traced back to the pioneering work during 1970s and 1980s by A.R. Kaye, 

D.A. George, W.van Etten, and Jack Winters, etc [16]. MIMO technology first 

originated from the antenna array used for military purposes. It aimed to provide 

improved diversity gain by exploiting more space dimensions and to suppress 

co-channel interference and noise in fading channels. Recently, some effort has also 

been made to incorporate MIMO technology into emerging communication standards, 

including the high speed downlink packet access (HSDPA) mode of third generation 

cellular networks, IEEE 802.11n for next-generation wireless local-area networks 

(WLAN), and IEEE 802.16 for outdoor fixed/nomadic wireless wide-area networks 

(WWAN) [17]. Its application has extended to our daily life, such as 3G mobile 

phones, and internet wireless accessing for our laptops, and promises to play an 

important role in the future. 
 
 

2.2.1  General Structure of MIMO Systems 

 

Different from the traditional single-transmitter single-receiver system, so-called 

SISO (single-input single-output), MIMO technology deploys multiple antennas at 

both the transmitter and the receiver side to improve communication performance. 

There are also some other systems derived from MIMO, which are known as SIMO, 

MISO. Diagrams illustrating SISO, SIMO, MISO and MIMO are shown in Figure 

2-3. 
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Figure 2-3 Sketch of SISO, SIMO, MISO, and MIMO systems 
 

For MIMO systems, there are several sub-categories depending on the formation of 

antennas and number of users, such as single-user MIMO, multi-user MIMO 

(MU-MIMO), and cooperative MIMO (CO-MIMO). 

 

 Single-user MIMO: a system with one transmitter equipped with multiple 

antennas communicating with only one receiver that has multiple antennas, 

shown as figure 2-4(a). 

 

 Multi-user MIMO: a system with one multi-antenna transmitter communicating 

simultaneously with multiple receivers, each having one or multiple antennas 

(figure 2-4(b)). 

 

 Cooperative MIMO: a system utilizing distributed antennas which belong to 

different users to form a virtual MIMO link at both transmission ends (figure 

2-4(c)). 

 

 

 

 

 

 

(a)                       (b)                        (c) 

       Figure 2-4 Single-user, multi-user, and cooperative MIMO systems 
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2.2.2  General methods for achieving MIMO  
 

MIMO technology can be generally divided into three main fields, precoding, spatial 

multiplexing, and diversity coding. 

 

 Precoding can be considered to be any spatial processing operations at the 

transmitter side. In a single-layer system (MISO), beamforming is used to send 

the same signal from each antenna with appropriate weighting such that the signal 

power is maximized at the receiver input. When there are more than one antennas 

at the receiver side, which is a MIMO system, precoding of multi-layer 

beamforming simultaneously maximize the signal level at all of the receive 

antennas [18]. Some examples of precoding strategies are singular value 

decomposition (SVD) [19] for single-user MIMO, linear precoding of minimum 

mean square error (MMSE), zero-forcing (ZF) and the nonlinear precoding of 

dirty paper coding (DPC) for multi-user MIMO systems [20]. All these strategies 

require knowledge of channel state information (CSI), full or limited, at the 

transmitter. 

 

 Spatial multiplexing splits a high rate signal into multiple independent lower rate 

streams and each is emitted from a transmit antenna in the same frequency 

channel. It is a powerful technique for increasing channel capacity at higher 

signal-to-noise ratios (SNR) and can be adopted with or without channel state 

knowledge [21]. In an t rN N  system, where tN  and rN  represent the number 

of transmit and receive antennas respectively, the maximum spatial multiplexing 

order (capacity gain) is min( , )s t rN N N . 

 

 Diversity coding is used when there is no CSI at the transmitter side. In diversity 

methods, the data stream is coded by space-time block coding (STBC), which 

will be discussed in the following section, into several full or near orthogonal 

channels for transmission. Each transmit antenna emits one column of the 

codeword to combat fading. This technique reduces the probability that all the 

signal paths are in deep fade simultaneously and enhances the bit-error-rate 

performance [22][23]. 
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2.2.3  MIMO channels 
 

2.2.3.1  Mathematical definition 

 

In an t rN N  MIMO system, the transmitted signal 1( ) tNt x   can be expressed as 

a vector: 

1 2 t

T
Nt x t x t x tx( ) [ ( ), ( ) , ( )]

     
                 (2.11) 

where ( )ix t ( 1, 2, , ti N  ) is the data stream transmitted by the i-th transmitting 

antenna, and [ ]T represents matrix transposition. Then the received signal vector 
1( ) rNt y   can be expressed as: 

1 2 r

T
Nt y t y t y ty( ) [ ( ), ( ) , ( )]

 
                     (2.12) 

where 
jy t( ) ( 1 2, , , rj N  ) is the received data stream by the j-th receiving antenna. 

When the transmission delay is not considered, the input-output system function can 

be written as [15]: 

y( ) H( )x( ) n( )
t

t t t t
N


 

                        (2.13) 

where   is the average SNR per antenna at the Rx and / tN represents the SNR 

per transmitting antenna at the source. 1n( ) rNt   is the complex circular additive 

white Gaussian noise (AWGN) vector which has zero mean and identity covariance 

matrix. H( ) r tN Nt   is the channel impulse response matrix containing all complex 

coefficients. It can be written as follows: 

11 12 1

21 22 2

1 2

( ) ( ) ( )

( ) ( ) ( )
H( )

( ) ( )

t

t

r r r t

N

N

N N N N

h t h t h t

h t h t h t
t

h t h h t

 
 
   
 
 
 





   


       

           (2.14) 

jih  ( 1 2, , , rj N  , 1, 2, , ti N  ) in (2.14) describes the response between the j-th 

receiving antenna and the i-th transmitting element [24]. 
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2.2.3.2  MIMO capacity 

 

In information theory, channel capacity is the upper bound of information that a 

communication channel can transmit reliably. Given the input distribution, 

transmission power, noise level, and bandwidth, Shannon predicts the maximum 

achievable data rate for a communication system to obtain arbitrarily small error 

probability, which is widely known as the Shannon Formula [25]. This defines the 

channel capacity C as the maximum mutual information over all possible input 

distributions and gives the expression for an additive white Gaussian noise (AWGN) 

channel as [25]: 

1log
S

C B
N

   
         

                  (2.15) 

B is the signal bandwidth and /S N  is the signal-to-noise ratio (SNR) at the 

transmitter side. If channel gain is considered and C is measured in bits per second per 

Hertz, then the formula is rewritten as [25]: 

2

2 1log
S

C h
N

   
         

                (2.16) 

where 
2

h  is the channel gain.  

 

In MIMO systems, as there exists a channel matrix, the capacity expression is more 

complicated than that of a SISO system (2.16). In addition, with different CSI at the 

transmitter, the capacity for MIMO systems can be quite different.  

 

 

 Capacity with full CSI 

 

In channels with perfect instantaneous channel state information at the transmitter, the 

ergodic r rN N  MIMO capacity is expressed as [26]: 

2
Q;tr(Q)
max log det I HQH

r
t

H
full CSI N

P
t

C
N


 

  
               

     (2.17) 

where  Q xxHE  is the input covariance matrix and tr(Q)  returns the trace of it 
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representing the total power transmitted at Tx. tP  is the transmitting power constraint. 

 H
  denotes the Hermitian transpose. r r

r

N N
NI   is an r rN N  identity 

matrix and   is the average SNR per antenna at the Rx. This equation can be 

maximized by choosing Q  optimally. Then the channel capacity with full CSI can be 

rewritten as [27]: 

2
1

1
min( , )

log ( )
t rN N

full CSI i i
i t

C h
N

 


 
  

                 (2.18) 

where i  represents the subchannel weight. Equation (2.18) implies that by 

decomposing of the MIMO channel into several parallel channels, the optimal MIMO 

capacity with full CSI can be achieved by properly power allocation for each 

transmitting antenna. 

 

 Capacity with statistical CSI 

 

If the transmitter has only statistical channel state information, the ergodic channel 

capacity for a MIMO system can be expressed as [26][27]: 

2H
Q

max log det I HQH
r

H
statistical CSI N

t

C E
N




   
               

 (2.19) 

where the signal covariance Q  can only be optimized in terms of the average mutual 

information. The capacity of this situation is smaller than that of the full CSI case and 

is strongly impacted by the spatial channel correlation. 
 

 Capacity with no CSI 

 

If there is no channel state information at the transmitter side, it has no preferred 

sub-channels. The input signal vector x( )t  should be chosen using worst-case 

(non-preferential) statistics, which means Q N rI . So the capacity expression 

should be rewritten accordingly as [26][27]: 

2H log det I HH
r

H
no CSI N

t

C E
N




   
                     

(2.20) 
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2.2.3.3  Outage probability 

 

The term of outage arises in slow fading channels or non-ergodic channels precisely 

speaking. In that case, the random channel realization H  is fixed at the beginning of 

the transmission and stays constant over the duration of the codeword transmission. 

So there is a non-zero probability that a certain communication rate cannot be 

supported by the channel, which means the decoding error probability cannot be made 

arbitrarily small according to the Shannon theory [19][28]. Then this system is 

referred to as being in outage and the non-zero probability is named outage 

probability, denoted as outP . The probability for reliable communication is then 

1 outP . 

 

For a SISO model, let an additive white Gaussian noise (AWGN) channel 2
0(0, )CN   

with the received signal-to-noise ratio: 
2 2

0h /P  , where h  is the channel vector and 

P  is the transmitting power. Then the maximum rate of reliable communication will 

be 2 2
2 0log (1 | | / )(bits/s/Hz)h P  , which is so-called capacity. Suppose that the given 

data rate of a real system is R (bits/s/Hz), the outage situation will arise when R is 

above the maximum rate of reliable communication, i.e., 2 2
2 0log (1 | | / )h P R  . 

Therefore the outage probability can be defined as [26]: 

2 2
2 0( ) Pr{log (1 | | / ) }outP R h P R                    (2.21) 

where Pr{}  is the cumulative density function (CDF).  

 

Accordingly, for MIMO channels with a given input covariance matrix  Q xxHE , 

the outage probability can be defined as [27][28]: 

2(Q)
( ) inf Pr log det I HQH

r
t

H
out Ntr P

t

P R R
N




          
       

  (2.22) 

where inf   denotes the infimum. It is the aim to minimize the outage probability 

by choosing a satisfactory form of codeword like space-time block code (STBC) for a 

given channel. For an energy average-split codeword, where Q N rI , (2.26) can 

be rewritten as [27][28]: 
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2( ) Pr log det I HH
r

H
out N

t

P R R
N

       
   

 

2
1

1
min( , )

Pr log
t rN N

i

i t

R
N




       
   


     

           (2.23) 

where i  is the eigenvalue of HHH . 

 

 

2.2.4  Space-time Block Coding 

 

Space-time block coding (STBC) is a coding technique for MIMO wireless 

communication. By space-time block coding on the transmitting antennas, the 

codewords are transmitted in multiple diversity data streams to improve the 

transmission reliability. 

 

An STBC can be described as a matrix, with each row representing a time slot and 

each column representing one antenna’s transmission over time [29]. A block 

codeword with T time slots is called T length coding. If an STBC block encodes k 

symbols of a signal, then the code rate can be expressed as [29]: 

k
R

T


  
                          (2.24) 

It is used to measure how many symbols this coding transmits per time slot on 

average. Then the system data rate is the product of symbol rate multiplying by the 

code rate.  

 

STBC only provides diversity gain in space and time but no coding gain [30]. It is 

usually designed to be orthogonal, which means each column vector of the code block 

emitted from one antenna branch is uncorrelated with others from different branches. 

This can reduce the MIMO channel into parallel SISO channels. The advantages of 

orthogonality are less interference between channels and linear decoding at the 

receiver. However, due to the redundancy of coding, these advantages are always 

achieved at the sacrifice of proportional data rate [29][30].  
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2.2.4.1  Encoding 

 

Orthogonal STBCs should be designed to achieve the maximum so-called diversity 

criterion [30]. Suppose a transmitting codeword 
 

11 12 1

21 22 2

1 2

C

t

t

t

N

N

T T TN

s s s

s s s

s s s

 
 
   
 
  





   


                           (2.25) 

 

and its decoded received codeword 
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t
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                       (2.26) 

The error matrix 

11 11 12 12 1 1

21 21 22 22 2 2

1 1 2 2

' ' '

' ' '
e

' ' '

t t

t t

t t

N N

N N

T T T T TN TN

s s s s s s

s s s s s s

s s s s s s

   
 

     
 
    





   


       

    (2.27) 

has to be full-rank to satisfy the maximum possible diversity order.  

 

The most famous and widely used STBC is the Alamouti scheme, invented in 1998 

[31]. It was designed for a simple two-transmitting-antenna system. Its coding matrix 

is: 

1 2

2 1

CAlamouti

s s

s s 

 
         

                        (2.28) 

where “” denotes complex conjugate. It is apparent that Alamouti is a 1-rate code 

(two symbols transmitted in two time slots). 

T time‐slots

tN transmitting antennas 
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In the research field of coding, a set of higher order STBCs have been invented [32]. 

Some straightforward examples for 3 and 4 antennas are listed below. 

1 2 3

2 1 4

3 4 1

4 3 2
3 1 2

1 2 3

2 1 4

3 4 1

4 3 2

, /C

s s s
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           (2.29) 

The above codewords reach the code rate of 1/2, 3/4, 1/2, 3/4 respectively. It has been 

proved that the highest code rate for tN  antennas should be [32]: 

0

0

1

2max

n
r

n


 ,  0

2

1 2

/

( ) /
t

t

N
n

N


  

                               (2.30) 

From (2.30) we can see that the maximum code rate for all possible numbers of 

antennas is 1, and only the 2-antenna Alamouti scheme can achieve such a rate. In 

another word, only the Alamouti code can achieve its full diversity gain without 

sacrificing its data rate. So, to obtain diversity advantages in a system with higher data 

rate restriction, the Alamouti scheme is a better choice than other STBCs. More 

importantly, since all the communication instruments can easily modulate the signal 

into complex symbols and all the constellation diagrams rely on these complex 

modulations, the Alamouti code is much more widely used than other STBCs, 

especially in research, even though the higher order STBCs can sometimes achieve a 

better bit-error-rate performance. 

 

( tN   is even ) 
( tN   is odd ) 
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2.2.4.2  Decoding 

 

As mentioned above, one of the big advantages for orthogonal STBCs is linear 

processing at the decoding end, which is called maximum likelihood decoding. The 

received signal at antenna j is expressed as:  

1

( ) ( ) ( )
tN

j ji i j
i

y t h x t n t


  , 1 2, , , rj N  , 1, 2, , ti N          (2.31) 

where ( )ix t  is the signal transmitted by antenna i, and 
jih  is the path gain from 

transmitting antenna i to receiving antenna j. ( )jn t  is the AWGN at antenna j. The 

maximum-likelihood detection rule is to form the decision variables [33] 

1 1
( ) ( )

r

k

NT

i j i j k
k j

X y h i 
 

 
       

                          (2.32) 

where ( )k i  is the sign of is  in the k-th row of the coding matrix, ( )k i q  denotes 

that is  is the (k,q) element of the coding matrix, and then decide on constellation 

symbol is  that satisfies 

22 2
1

Λ
,

arg min( ( ) )i i kjs
k j

s R s h s


    
         

           (2.33) 

with Λ  the constellation alphabet [32][33]. 

 

2.2.5  Advantages of MIMO over SISO 
 

After a short investigation of MIMO channels and some basic techniques for MIMO 

communication in the former part of this section, we can now come to conclude the 

comparison results regarding MIMO and SISO transmission modes. 

 

The benefits of a MIMO system over a SISO system arise from two aspects . The first 

one is spatial multiplexing gain [5][15], which is apparent from its multiple-antenna 

system structure. Multiple antennas in both transmitting and receiving ends extend the 

degree of space freedom and makes it possible to transmit a number of individual 

(orthogonal in most cases) data streams simultaneously. In a general t rN N  MIMO 

system, the maximum multiplexing gain is upper limited by min( , )t rN N . This also 

means that in a high SNR environment, the capacity supported by a MIMO system is 
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min( , )t rN N  times of that of a SISO system. However, this conclusion only refers to 

the maximum possible channel capacity, and it doesn’t promise that the data rate for a 

real MIMO system is better than that of SISO, because some coding strategies at the 

source, such as STBCs, introduces redundancy and sacrifices part of data rate to 

achieve other benefits. 

 

The second big advantage of MIMO mode over SISO is spatial diversity gain [5][15]. 

It is obtained by transmitting the same message for each transmitter through different 

sub-channels and then combining them at the receiver side. Diversity reduces the 

probability that all the branches are in deep fade thus can significantly enhance the 

reliability of the system, shown by bit-error-rate performance. Theoretically speaking, 

the more antennas deployed at the transmitting and receiving sides, the more diversity 

gain can be obtained. In a r rN N  MIMO system, the maximum diversity gain is 

upper limited by t rN N .  

 

However, there is an inherent trade-off between spatial multiplex and spatial diversity, 

which means the maximum multiplexing gain and maximum diversity gain cannot be 

achieved simultaneously [5]. The increase of diversity gain requires more repeated 

data stream to enhance the BER performance, which will cut down the system data 

rate and expenses the multiplexing gain, and vice versa. So the diversity-multiplexing 

trade-off of a MIMO system is a more reasonable measure for its performance and 

can be used to compare with SISO systems.  

 

The disadvantage of MIMO system is the complexity of its structure. More antennas 

introduce more complicated modulation and synchronization schemes at both Tx and 

Rx which arouses more circuit energy consumption. This explains why more tN  and 

rN  are not necessarily better.  

 

 

2.3  Fundamentals of Intelligent Wireless Sensor Networks 
 

In recent years, along with the development of computer science, telecommunication, 

automation, artificial intelligence, and micro-electro-mechanism system (MEMS), a 

new kind of monitoring network, wireless sensor network (WSN), has been paid more 
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and more attention and becomes one of the hot topics in IT research field [34]. 

Different from other computer and wireless communication networks, WSN has some 

particular features and its own criterion for design. In the section, we will give a 

fundamental introduction of its structure and some important techniques for its 

operation. 

 

 

2.3.1  Basic structure for wireless sensor networks 
 

A wireless sensor network is composed of a large number of sensor nodes that are 

densely and randomly deployed in specific terrains, like battlefields or inaccessible 

environments, for monitoring [34]. The position of sensor nodes need not be 

engineered or predetermined and even during its lifetime, the topology of the network 

still keeps on changing. Information gathered from the collector node can be delivered 

node by node to the target one. This case is called node-based communication. In 

addition, by using selection strategies, these nodes can also form several clusters to do 

the same job, termed cluster-based communication. The sketch of a sensor network 

and its basic operating mode are shown in Figure 2.5  
 

 

            Figure 2-5  A wireless sensor network 

 

Many protocols and algorithms proposed for traditional wireless ad hoc networks can 
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be directly applied to WSNs. However, WSNs do have some unique features which 

are different from Ad Hoc networks [35]:   

 The number of sensor nodes in a sensor network can be several orders of 

magnitude higher than the nodes in an ad hoc network. 

 The topology of a sensor network changes frequently. 

 Sensor nodes are limited in power, computational capacity, memory storage, and 

prone to failure. 

 Sensor nodes may not have global identification (ID) because of the large 

associated overhead and large number of sensors.  

According to the physical structure of sensor nodes, there are two kinds of sensor 

networks: homogeneous WSNs, in which the sensor nodes are all the same; 

inhomogeneous WSNs, in which sensor nodes are designed with different energy and 

capabilities [34]. However, in both kinds of WSNs, a basic sensor node is made up of 

four fundamental components: a sensing unit, a processing unit, a transceiver unit, 

and a power unit [35]. As shown in Figure 2-6, there may also be some additional 

application-dependent components such as a power generator and a location finding 

system. Because all the functions performed by the sensor node are powered by a 

small onboard battery that is quite difficult to be recharged or replaced, the lifetime of 

a sensor network is mainly determined by duration of these batteries. Hence, energy 

conservation and power management become the most important factor in design of 

WSNs. 
 

 

                                  Figure 2-6  The components of a sensor node 
 

Power  

Generator

Storage
Transceiver

Sensing unit 
Processing Unit 

Location finding 

system 

Power Unit 

Sensor ADC 
Processor

Storage 

Sensing unit 



25 
 

2.3.2  Techniques for wireless sensor networks 
 

As a communication system, wireless sensor networks also obey the 7-layer Open 

Systems Interconnection (OSI) model. The main techniques for WSNs can be divided 

into three categories from bottom to the top of the model: communication and 

network forming, service management, and application system [34][35], as shown in 

figure 2.7. 

 

Figure 2-7  Main techniques for wireless sensor networks 

 

Among the techniques in figure 2-7, we will focus on channel access technology, 

routing, and energy management, which have a close relationship to the problem we 

want to solve in this thesis.  

 

 

2.3.2.1  Channel access technology 

 

Channel access technology is a method used to set up reliable 1-to-1, 1-to-multipoint, 

and multipoint sharing communication links [36]. When there exists a large number of 
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transmitting nodes and each of them always bursts to emit data, it is the responsibility 

of data-link layer to allocate proper channel resources for each node using a media 

access control (MAC) protocol [37]. The channel access protocols for a common 

wireless network can be divided into three groups: competition-based techniques, 

fixed-allocation techniques, and requirement-based techniques[38]. 

 

 Competition-based channel access 

Competition-based channel access is a typical dynamic, random access strategy. 

The nodes with a communication requirement occupy the channels by 

competition. Examples for this strategy are ALOHA [39], Carrier Sense Multiple 

Access/Collision Detect (CSMA) [40], busy-tone multiple access (BTMA) [41], 

split channel reservation multiple access (SRMA) [42], and mini-slotted 

alternating priorities (MSAP) [43]. The main problems faced by all these 

protocols are frame collision, hidden and exposed stations. The former one can be 

solved by binary exponential backoff (BEB) and multiplicative increase linear 

decrease (MILD) algorithms [44], while the latter one can be solved by a Request 

To Send/Clear To Send (RTS-CTS) strategy [45].  

 Fixed-allocation channel access  

If a sharing channel is split into several isolated sub-channels and each is used by 

named one or more nodes, then we call this strategy fixed-allocation channel 

access [46]. Typical protocols for this are frequency-division multiple access 

(FDMA) [47], time-division multiple access (TDMA) [48], code-division 

multiple access (CDMA) [49], and space-division multiple access (SDMA) [50]. 

Among these, TDMA, FDMA, and CDMA are already widely used by other 

wireless networks. SDMA can be obtained by adaptive antenna array with each 

antenna identified.  

 Requirement-based channel access 

Requirement-based channel access means that an enquiry is sent sequentially to 

each node in the network to ask if they have data packet to transmit [38]. If a 

certain node receives the enquiry and has such a transmission task, it then sends 

the packets immediately. Otherwise, it will pass the enquiry to the next one. 

Based on different kinds of enquiry control, there are two models for this channel 

access protocol. One is the central coordination algorithm, which means a central 

node, or cluster-head, is set to operate the sequential enquiry. A typical example 
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for this is point coordination function (PCF) in IEEE 802.11 [51]. The other 

algorithm is distributed coordination, where each node has the responsibility to 

manage the channel resources in the network cooperatively. An example for this 

is wireless token ring protocol (WTRP) in IEEE 802.5 [52]. 

 

As sensor networks are used for environment monitoring, we can assume that the 

nodes remain inactive for long periods of time, but then become active when 

something is detected. This is different from traditional wireless MACs such as IEEE 

802.11 because energy conservation and self-configuration are primary goals for 

WSNs, while per-node fairness and latency are less important. Therefore, not all of 

the MAC protocols mentioned above can be adopted directly in WSNs. Here we 

introduce some protocols designed specially for WSNs.  

 

 Sensor-MAC (S-MAC) [53] 

There are three novel techniques used in S-MAC. To reduce energy consumption 

in listening to an idle channel, a sensor node periodically falls asleep. Its 

neighbours form a virtual cluster and auto-synchronize on this sleep schedule. 

S-MAC also sets the radio transmitter to sleep during communications of other 

nodes, where only in-channel signaling is in use. Finally, S-MAC uses message 

passing to reduce contention latency for sensor-network applications that require 

store-and-forward processing as data moves through the network [54].  

 Distributed energy-aware MAC (DE-MAC) [55] 

DE-MAC is based on TDMA. The core idea of DE-MAC is to elect a local 

winner with the lowest remaining energy and allocate more sleep slots for it. The 

local election phase is based on TDMA so there is no loss of data throughput for 

the whole system. All the time slots have been pre-allocated for each node, so 

there is no frame competition and expense for controlling. 

 Mediation device (MD) [56] 

MD protocol focuses on supporting a reliable communication to sensor nodes 

without precise synchronization. By recording the time deviation in an enquiry 

frame, the pair of nodes can be synchronized dynamically only when 

communication arises. 
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2.3.2.2  Routing technology 

 

Another important element of wireless sensor networks is routing. In this thesis, 

routing technology is not the main focus of the research work, however, all the 

cluster-heads used for the cluster-based transmissions in this thesis are selected from 

from a kind of pre-set routing protocol. So, in this section, the usual routing protocols 

are introduced in brief. 

 

Given the energy and memory limitation of the sensor nodes and dynamic topology of 

WSNs, it is difficult to directly adopt routing protocols of other Ad Hoc networks to 

WSNs. The design of routing protocols for WSNs should satisfy the following 

requirements: a) energy efficiency to cut unnecessary cost and maximally extend the 

network lifetime, b) data fusion capability to cut redundant information, c) distributed 

processing, d) robustness for dynamic network topology, e) security [35].  

 

Since 1999, scientists have designed a set of protocols for WSNs specially, such as 

sensor protocol for information via negotiation (SPIN) [57], directed diffusion (DD) 

[58], highly-resilient energy-efficient multipath routing (HREEMR) [59], sequential 

assignment routing (SAR) [60], low-energy adaptive clustering hierarchy (LEACH) 

[61], power-efficient gathering in sensor information system (PEGASIS) [62], 

threshold sensitive energy efficient sensor network protocol (TEEN) [63], small 

minimum energy communication network (SMECN) [64], and geographic and energy 

aware routing (GEAR) [65], etc. All these protocols above can be divided into 

different categories based on criteria such as flat or hierarchical routing, with or 

without geography location assistant, supporting QoS or not. Here we will introduce 

some most popular routing protocols which are closely related to this dissertation.  

 

 DD 

Directed diffusion (DD) is based on the idea of converging data from different 

sources. It is composed of three steps. The first is route building, during which 

the sink node broadcasts its interest within the network and all the other nodes 

can set up a grads to the sink node depending on the interest [58]. The second 

step is data transmission, during which the information is transmitted from the 

source to the sink node following the grads. The relay nodes as well as the sink 
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node may receive data streams from multiple neighbours and then do the data 

fusion by a local algorithm. The final step is to set up a strengthened route. The 

sink node send a route-strengthen requirement to the neighbour with highest SNR, 

and this requirement is then passed by the neighbour sequentially to the source 

node with the same decision criterion. Thus a strengthened multi-hop single route 

is set up and following communication is mainly on this route [58]. Because DD 

is based on the interest of the sink node, it is not fit for environment monitoring 

applications based on an emergency drive model. 

 

 LEACH 

LEACH is a low power hierarchical routing protocol, proposed by Chandrakasan 

and his colleagues in MIT in 2000 [66]. Its basic idea is to repeatedly choose 

cluster-heads randomly; the total energy of the network can be spread over every 

sensor node. Simulation results shows that LEACH can extend the network life 

time by 15% compared to other flat routing protocols [61]. The communication 

within the network is a cluster-based model. The chosen of cluster-heads is based 

on the total number of clusters and the times of each node been chosen as the 

cluster-head before. Once a cluster-head is selected, it will use a TDMA mode to 

communicate with other members in the cluster. To reduce the energy cost, the 

duration for a stable communication should be much longer than that for cluster 

forming. However, because the cluster-heads selection mechanism of LEACH 

assumes all the sensor nodes have the same energy at the first selection and the 

selection only depends on the times that a sensor node has been chosen, not on its 

remaining energy, it is not fit for the energy non-even distributed networks.  

 

 GEAR 

GEAR is a geography assisted algorithm, which considers both energy and 

location information to route to the destination area. GEAR requests each node 

sustain an estimated cost, representing the remaining energy and the distance to 

the destination, and a learning cost, which is a modification to the estimated cost 

when no neighbours are nearer to the sink node than itself [67]. When a certain 

packet reaches the destination successfully, the learning cost for the last hop will 

be passed to the former hop for adjusting. 
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2.3.2.3  Energy management  

 

Based on the former discussion, we can see that all the techniques applied in lower 

layers of the WSNs have a common aim, to cut the energy cost and to make the 

network last as long as possible. In higher layers, this is still the case. So energy 

management techniques are involved in each layer of design for WSNs. 

 

A common energy management strategy is sleep scheduling [35]. Its main idea is that 

when there is no data to transmit, the sensor node will switch off all its modules and 

turn to a quite low-power state, namely sleep. When the need for communication 

arises, the node need to be woken to the work state. So how to switch between these 

two states is the key point of this energy management, for bad switching schemes may 

cause time delay and even more energy consumption. 

 

Nowadays, there are several ways to support this sleep scheduling strategy. The first 

relies on the hardware. Some microprocessors, like Strong ARM and Crusoe, support 

adjusting the voltage and frequency of operation. In addition, recent RF instruments 

can also switch to one of four states: transmitting, receiving, idle, and sleep. The 

second lies on the software, like dynamic voltage scaling (DVS) proposed by Pering 

in 1998 [68]. Sinha also proposed a five-state sleep model based on the prediction of 

system load [69]. The third way is by the MAC protocols discussed above, such as 

DE-MAC, MD, and S-MAC [53~56].  

 

Another useful energy management strategy is multi-hop communication. The energy 

consumed in transmission will increase dramatically with the increase of 

communication distance. So, to reduce the energy consumption, we should try to 

make the single-hop shorter and adopt a multi-hop mode for data transmission. This 

strategy is one of the key topics in this thesis and will be discussed in the following 

chapters.  

 

 

2.4  Review of Cooperative Technologies for WSNs 

 

As MIMO technology has the potential to dramatically increase the channel capacity 
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and at the same time reduce transmission energy consumption [70], the idea of 

connecting these two research fields, MIMO and WSNs, has become popular in recent 

research. However, due to the physical limitation of a sensor node which can typically 

support only one antenna, it is impractical to apply multi-antenna devices into sensor 

networks directly [71]. So cooperation between individual single antenna nodes is 

needed to form a cooperative MIMO, or virtual MIMO, for information transmission 

and reception. 

 

The idea of cooperative MIMO in WSNs first came out in [72~74], based on the 

original work of Cover and El Gamal [75]. In cooperative networks, nodes combine 

the received signal at the physical layer and relay each other’s messages to provide 

spatial diversity [76]. There are three approaches to achieve cooperative diversity in 

WSNs. The first is based on the physical layer multi-hop structure introduced in [77]. 

Multi-hop is considered as a multiple relay channel with source-relay, relay-relay and 

relay-destination communications. The second approach is based on the data flooding 

scheme proposed in [78][79]. The source node starts to transmit data to the destination 

node directly, while other network nodes transmit a cooperative signal after they have 

decoded the broadcast data. The third is cluster-based approach presented in [71]. The 

sensor nodes are grouped into so-called cooperative clusters. All clusters transmit and 

receive information from other cooperative clusters. Limiting cooperation inside the 

cluster reduces synchronization and resource management complexity [76]. [80] 

shows the network capacity of restricting relaying to a finite cluster. Cluster design 

and a corresponding energy saving strategy can be found in [81][82], where the 

relationship between the long haul distance and the optimum number of clusters is 

derived.   

 

Outage probability discussed in [72] and Shannon capacity in [83] show that 

increasing the number of nodes can improve the performance of cooperative diversity 

in single-hop communication. Likewise, in a multi-hop situation, benefits from node 

cooperation are also shown in [84]. Results in [85] show the benefits of cooperation in 

terms of a low transmission power budget. Nevertheless, although in many situations 

cooperative transmission can potentially improve system performance, a number of 

issues such as synchronization among nodes, distributed control and resource 

management may complicate its practical application. Even in the energy technology 
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field, there is a lot of work to do. Traditional energy-efficient communication 

techniques mainly focus on the transmission power only. That is the case in 

long-range applications where the transmission power is the dominant element of the 

total energy consumption [71]. However, in short-range applications, the circuit 

energy consumption is comparable to or even dominates the transmission power. 

Hence, although cooperative MIMO technology can effectively reduce the power 

consumption during the transmission, it doesn’t necessarily cut down the total power 

consumption within the network [71][86~88] . So a total energy-efficient model from 

a global view of the whole network is the starting point of the work in this thesis. 

Based on this, a clear comparison of cooperative MIMO and SISO in both single-hop 

and multi-hop transmissions needs to be discussed in details, which is the main task of 

the thesis. 
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Chapter 3 
Transmission and Energy Consumption 
Models for Wireless Sensor Networks 
 

 

 
 

The most common application for wireless sensor networks is environmental 

monitoring. In this thesis, it is assumed that a large number of sensor nodes with a 

single-antenna are deployed within an area and work on a Sleep Scheduling strategy, 

as discussed in Chapter 2, for information gathering. For a common long time period, 

all the sensor nodes are inactive or in state of sleep to keep the energy expense as low 

as possible. However, when something arises within the area, reflected in the 

information the network is interested in, and is detected by one node, namely the 

source node, part of the network is woken. The information gathered from the source 

node will be transmitted wirelessly within the network by some routing protocol to 

the so-called sink node or base station (BS) for further processing.  

 

In this chapter, several transmission modes in WSNs will be introduced first. If a 

wireless sensor network is organized by clusters, then the transmission mode is 

cluster-based, otherwise it is node-based. In addition, depending on the physical 

distance from the source node to the sink node, these transmissions can also be 

categorized as single-hop and multi-hop. The structure, transmission process, and 

channel characteristics for each mode will be discussed in detail in Section 3.1. Then 

in Section 3.2, a total energy consumption model for the RF transmission system is 

stated. Based on this model, the extended energy equations for different transmission 

modes in wireless sensor networks can be derived. Both these two sections are the 

foundation of research work in this thesis. 
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3.1  Transmission Model 
 

3.1.1  Node-based transmission mode 
 

The simplest and most traditional transmission mode in WSNs is point-to-point SISO. 

Data gathered from the source node is transmitted to the sink node or BS directly 

without any relay. Only the pair of communication ends are activated while any other 

nodes in the network keeps on sleeping to save energy. The basic structure of a 

single-hop SISO system in a WSN is shown in figure 3-1.  

 

 

 

 

 

 

Figure 3-1 Single-hop SISO in a WSN 

 

The communication channel in figure 3-1 is a basic SISO channel, with the capacity 

expression of (2.16) for ergodic channels and the outage probability expression of 

(2.23) for non-ergodic channels. The single-hop SISO system is usually used in a 

relatively small network where the distance between the source node and the sink 

node is short. However, when the source node is far away from the destination, there 

will be a higher energy consumption for this single-hop mode. This is because the 

signal power transmitted experiences a drop in power along the path (path loss) 

related to the path length, so to maintain the same signal-to-noise ratio as well as the 

bit-error-rate at the receiver side, more power is needed at the transmitter. For the long 

distance situation, a multi-hop mode is preferred instead of the single-hop one. The 

structure of a multi-hop SISO transmission mode is shown in figure 3-2.  
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Figure 3-2 Multi-hop SISO in a WSN 

 

In figure 3-2, the information is passed node by node to the destination. The routing 

protocol can be chosen from any of the schemes discussed in chapter 2. (It is not the 

routing protocols but the energy consumptions for each transmission mode that are the 

main concerns in this thesis.) The transmission distances for each hop in figure 3-2 

can be equal or unequal, but are not fixed. Because the system throughput is 

determined by the weakest hop, the end-to-end channel capacity for this multi-hop 

mode can be written as: 

1 2min( , , )multi hop KC C C C  
        

             (3.1) 

where 1 2,, KC C C  represent the channel capacity for each hop respectively and 

1 2, ,K    is the number of hops. If there is no error correction scheme at the relay 

nodes, errors will accumulate at the destination and the bit error-rate can be written as: 

                    , 1 21 (1 )(1 ) (1 )e multi hop e e eKP P P P                  (3.2) 

where 1eP , 2eP , … , eKP  represent the bit-error-rate for each hop. The choice of 

optimal relay nodes and the number of hops K  will be discussed in later chapters. 

 

 

3.1.2  Cluster-based cooperative transmission modes 
 

When a wireless sensor network is composed of clusters, the transmission mode is 

cluster-based [89]. All the sensor nodes in the network are grouped into clusters and 

there may or may not be a cluster-head for each of them, depending on the cluster 

forming algorithm or routing protocol. The node-based sleep scheduling strategy then 

turns to cluster-based one. Clusters not involved in the communication remain in 

sleep mode [90]. A typical one-hop cluster-based cooperative transmission mode is 

Source node  Sink node  Inactive node Relay node 

. . . 
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displayed in the following figure. 

 

 
 
 

         Figure 3-3 One-hop cluster-based cooperative transmission mode 

 

In figure 3-3, if a source node has gathered information to transmit, it first broadcasts 

the data within the cluster it belongs to, which is called intra-cluster (ITA) 

transmission. Some of its neighbours within the same cluster are wakened and 

selected as the cooperative nodes. Then the cooperative nodes, together with the 

source node, form a virtual MIMO transmission to the destination, which is named 

inter-cluster (ITE) transmission. As there is only one hop to the sink node shown in 

figure 3-3, this virtual MIMO channel is actually a MISO channel. Sensors not 

selected as the cooperative nodes within the source cluster remain sleeping or 

inactive.  

 

An obvious question that rises in this mode is how to select the cooperative nodes. 

The selection criterion can be geographical distance or more practically path-loss 

between the source and the sink nodes, which will be discussed in the following 

chapters. Another question here is how many cooperative nodes should be selected. 

Although more cooperative nodes can form a more reliable MISO link, it is no good 

selecting as many cooperative nodes as possible, for more nodes wakened means 

more energy consumed and the lifetime of the whole network will be shortened. There 

should be a tradeoff between the energy-efficiency and the communication reliability. 

Comparisons for different numbers of cooperative nodes will also be discussed in 

following chapters of this thesis. 

Source node  Sink node  Inactive node Cooperative node 
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Similar to the SISO transmission mode, when the transmission distance is far enough, 

multi-hop transmissions can be also adopted for cluster-based cooperative mode [91]. 

Depending on an information exchange phase occurring in each of the relaying 

clusters, the multi-hop cluster-based cooperative transmission has two kinds of 

structures.  

 

 

Figure 3-4 Multi-hop cluster-based cooperative transmission with data exchange 

 

Figure 3-4 shows the structure of multi-hop cluster-based cooperative transmission 

with data exchange in each relaying cluster. The transmission process is described in 

more detail as follows.  

 

Based on a time-division scheme, the source node first encodes the information and 

broadcasts it with power 1p  within the cluster in an intra-cluster time slot (ITA). 

When the selected cooperative nodes receive the information, they re-encoded it 

together with the source node and transmit it to the relaying cluster (cluster 2) on a 

cooperative MIMO channel with power 1P  in an inter-cluster time slot (ITE). 

Space-time coding can be used here. The local distance within the cluster and the 

distance between these two clusters can be represented as ITAd  and ITEd  

respectively. In the first relaying cluster (cluster 2), a number of cooperative nodes 

receive the information and decode it. The one with the highest SNR among these 

cooperative nodes is then selected as the cluster-head of cluster 2 and repeats the 

actions of the source node in cluster 1. Firstly, in an intra-cluster time slot, it 

broadcasts the information with power 2p  to the other cooperative nodes. Then these 

nodes combine this broadcasted information with that received in last hop to make a 

Cluster 1  Cluster 2 Cluster 3
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decision or perform error correction. This phase is called data exchange. After that, all 

the cooperative nodes and the cluster-head re-encode the data and form a cooperative 

MIMO transmission to the next cluster (cluster 3) with power 2P  in an inter-cluster 

time slot. This process in cluster 2 is repeated cluster by cluster until the last relaying 

cluster forms a cooperative MISO link to the sink node.  

 

The advantage of this structure is that by data exchange, each relaying cluster can do 

error correction for the former hop and utilize STBCs to form a more reliable 

cooperative MIMO transmission for the next hop. However, one point needs to be 

stated here is that for each relaying cluster, it is assumed that the cooperative 

receiving nodes are already known before the transmission, which is a little bit 

unreasonable in practice since there is no existing algorithm to select and preset these 

cooperative nodes. In addition, the selection scheme for the cluster-head in each 

relaying cluster is complicated, for there exists an enquiry phase among the 

cooperative nodes to decide which one has the highest SNR. To avoid this 

cluster-head selection phase, one possible transform of the structure discussed above 

is to operate the scheme without data exchange in each relaying cluster, as shown in 

figure 3-5 [92]. 

 

 
 

Figure 3-5 Multi-hop cluster-based cooperative transmission without data exchange 

 

In the structure of figure 3-5, each relay node receives copies of the information 

stream from last hop and makes a decision independently. There is no cluster-head 

selection scheme needed in each relaying cluster and no data exchange happens. As a 
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result, STBCs are not applicable for each relaying cluster. Each relay node performs a 

cooperative SIMO transmission for the next hop. Since the inter-cluster transmission 

distances are relatively long, SIMO channel links between relaying clusters are 

vulnerable and frequently experience deep fades. Then errors that occur during the 

decision phase of one relay node can accumulate in the following hops and decrease 

the communication reliability. Although this structure exploits more special 

multiplexing gain than a multi-hop SISO system, it is fundamentally a 

decision-and-broadcast system and doesn’t fully utilize the advantages of cooperative 

MIMO.  

 

In addition, similar to the former structure discussed (figure 3-4), it doesn’t solve the 

presetting problem of the relaying cooperative nodes as well. Therefore, to avoid the 

selection of receiving cooperative nodes for each relaying cluster and utilize the 

advantages of cooperative techniques, another multi-hop structure is proposed for 

wireless sensor networks that have clusters with cluster-head, namely cooperative 

MISO, as shown in figure 3-6 [93]. 

 

 

 

 

 

 

 

 

 

 

 

Figure 3-6 Multi-hop cluster-based cooperative MISO transmission 

 

Figure 3-6 shows the structure of a multi-hop cluster-based cooperative MISO 

transmission system. This system assumes that all the relaying clusters have their own 

cluster-head, selected either by the remaining energy or the specially designed physics 

(in an inhomogeneous network, cluster-heads are designed with more energy and 

more complicated structure). The broadcasting phase in cluster 1, during the 
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intra-cluster time slot, is the same as that for the other cluster-based transmission 

structures, but during the inter-cluster time slot, the cooperative nodes together with 

the source node form a cooperative MISO, not MIMO, channel to communicate with 

the cluster-head of cluster 2. Then the cluster-head of cluster 2 repeats the same 

time-divided phases as the source node in cluster 1 and the information is transmitted 

in a multi-hop way with each hop operating in MISO mode until reaching the sink 

node.  

 

This cooperative MISO mode also has the data exchange phase in each relaying 

cluster and STBCs can be adopted to increase the communication reliability. This 

structure avoids the presetting of receiving cooperative nodes in each relaying cluster 

and only the cluster-head is selected to receive the signal from last cluster. In a 

homogeneous WSN, where the sensor nodes are all the same in physical structure, 

these cluster-heads can be selected by any of the cluster forming and routing 

algorithms discussed in chapter 2. In an inhomogeneous WSN, sensors designed with 

more energy and capabilities can be chosen as the cluster-heads.  

 

The algorithm for selection of cooperative transmitting nodes for each relaying cluster 

is based on the location of the cluster-head, which will be proposed in following 

chapters. Compared to cooperative MIMO, this cooperative MISO structure may 

sacrifice some diversity gain because there is only one node at the receiving side, but 

in return, it may save more energy due to the simplicity. In the following section, an 

energy consumption model for the sensor node is introduced. Detailed energy 

consumption analysis and energy equations for each transmission mode will be given 

later as well. 

 

 

3.2  Energy Consumption Model 
 

The energy consumption of a wireless sensor transmission system is composed of two 

parts: the transmitting energy used for signal emitting and the circuit energy used for 

signal processing within the sensor node. References [70~74] have already revealed 

that for long distance communication, the transmitting energy is the dominant part of 

the total system energy consumption, however, for relatively short distance 



41 
 

communication, the circuit energy consumption cannot be omitted and may even be 

of the same order as the transmitting one. Therefore, an investigation into the system 

energy consumption from a global view is needed and is the main task in this section. 

 

A typical RF system with functional blocks in both the transmitter and the receiver is 

shown in figure 3-7. [71] 

 

 

 

               Figure 3-7 (i)  Functional blocks in the transmitter 

 

 

 

Figure 3-7 (ii). Functional blocks in the receiver 

 

In figure 3-7, DAC, PA, LO, LNA, IFA, and ADC represent the blocks of 

digital-analog converter, power amplifier, local oscillator, low noise amplifier, 

intermediate frequency amplifier, and analog-digital converter. To keep the model 

from becoming over-complicated, no baseband signal processing and error correction 

blocks are considered. 

 

Filter  LNA  Filter Filter Mixer IFA  ADC 

LO 

LO 

DAC  Filter  Mixer  Filter  PA

Channel 
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3.2.1  Transmitting Energy 
 

The total power consumption of this RF system along the signal path consists of two 

components: the power consumed in the amplifiers PAP  and the power consumed in 

all the other circuit blocks cP . The first term PAP  is decided by the transmitting 

power tranP  [94]： 

(1 )PA tranP P                              (3.3) 

where / 1     with   the drain efficiency of the RF power amplifier [95] and 

  the Peak-to-Average Ratio which depends on the modulation scheme and the 

associated constellation size [87]. 

 

When squared power path loss is considered, outP  can be calculated by the link 

budget relationship as [94]: 

2

2

(4 )b
tran b l f

t R

R d
P E M N

G G




 
        

            (3.4) 

where bE  is the mean required energy per bit at the receiver for a given BER 

requirement. bR  is the bit rate of the RF system. d  is the transmitting distance. tG  

and RG  are the antenna gain of the transmitter and the receiver respectively.   is 

the wavelength of the signal. lM  is the link margin compensating the hardware 

process variations and other additive background noise or interference. fN  is the 

receiver noise figure defined as 0( / )f sN N N  with sN  as the power spectral 

density of the total effective noise at input of the receiver and 0N  as the power 

spectral density of the single-sided thermal noise [71][94]. 

 

 

3.2.2  Circuit Energy 
 

According to the structure of a RF system in figure 3-7, the circuit power 

consumption at a transmitter can be calculated as [71][94]: 

                      ct DAC mix fil synP P P P P                         (3.5) 

Similarly, the circuit power consumption at a receiver can be calculated as [71][94]: 
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cr LNA mix IFA fil ADC synP P P P P P P     
         

     (3.6) 

To estimate the power level for each block, expressions have been adopted from a 

number of references. The parameter of DACP  can be obtained from the 

binary-weighted current-steering DAC model proposed in [96]. ADCP  can be 

evaluated by the Nyquist-rate ADC model proposed in [97]. Other parameters such as 

mixP , filP , synP , LNAP , and IFAP  can be approximated as constants and are quoted 

from some publications [98~105].  

 

For a general MIMO link with tn  transmitters and rn  receivers, the circuit power 

consumption along the signal path can be written as: 

c t ct r crP n P n P                                   (3.7) 

So based on (3.3) to (3.7), the total energy consumption per bit for a MIMO 

communication with fixed data can be expressed as: 

_
PA c

bt MIMO
b

P P
E

R


      

2

2

4
1

( )( )
( ) t DAC mix fil syn

b l f
t R b

n P P P Pd
E M N

G G R




   
     

( )r LNA mix IFA fil ADC syn

b

n P P P P P P

R

     


        
    (3.8) 

 

 

3.2.3  Energy Equations for Different Transmission Modes 
 

Based on the energy model discussed above, the energy equations for different 

transmission modes in wireless sensor network, such as SISO, cluster-based 

cooperative MIMO, and cluster-based cooperative MISO can be derived. For a fair 

comparison, the transmission distance in a SISO mode equals to the distance between 

two relaying clusters in the cluster-based modes, denoted as ITEd . The transmission 

distance within the cluster is denoted as ITAd . 
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In one-hop SISO mode, shown in figure 3-1, there is only one transmitter and one 

receiver corresponding to one ctP  and one crP  in the duration of T for a data packet 

transmission. Here we set T=1s. The total energy consumption per bit in this mode 

can be written as: 

_
PA ct cr

bt SISO
b

P P P
E

R

 
  

2

2

4
1

( )
( ) DAC mix fil synITE

b l f
t R b

P P P Pd
E M N

G G R




  
     

LNA mix IFA fil ADC syn

b

P P P P P P

R

    


     
           (3.9) 

In one-hop cluster-based cooperative MIMO mode described in figure 3-4, there are 

two parts of transmitting energy consumption corresponding to the distances of ITAd  

in the intra-cluster phase and ITEd  in the inter-cluster phase respectively. The circuit 

energy consumptions in these two phases are also different. Considering an 

t rn n cooperative MIMO link, there should be one transmitter and r  ( 1tr n  ) 

receivers in the intra-cluster broadcasting phase, while tn  transmitters and rn  

receivers in the inter-cluster transmission phase. The total energy consumption per bit 

in this mode can be written as: 

1 21_ _
_ _

[ ( ) ] ( )PA ITA PA ITE ct t cr t ct r cr
bt Co MIMO

b

P P t P n P t n P n P
E

R

         
  

2 2

2 2

4 4
1 1_ _

( ) ( )
( ) ( )ITA ITE

b ITA l f b ITE l f
t R t R

d d
E M N E M N

G G G G

  
 

         

    1 2( ) DAC mix fil syn
t

b

P P P P
t t n

R

  
     

1 21[ ( ) ] LNA mix IFA fil ADC syn
t r

b

P P P P P P
t n t n

R

    
              (3.10) 

where 1t  and 2t  ( 1 2t t T  ) are the time slots allocated to the intra-cluster and 

inter-cluster phases. _b ITAE  and _b ITEE  represent the received energy per bit for a 
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given BER requirement in the ITA and ITE slot respectively.  

 

The one-hop cluster-based cooperative MISO mode described in figure 3-6 can be 

viewed as a special example of cooperative MIMO with 1rn  . Its expression of total 

energy consumption per bit can be written as: 

1 21_ _
_

[ ( ) ] ( )PA ITA PA ITE ct t cr t ct cr
bt Co MISO

b

P P t P n P t n P P
E

R

        
  

2 2

2 2
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1 1_ _

( ) ( )
( ) ( )ITA ITE

b ITA l f b ITE l f
t R t R

d d
E M N E M N
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1 2( ) DAC mix fil syn
t

b

P P P P
t t n

R

  
     

1 21[ ( ) ] LNA mix IFA fil ADC syn
t

b

P P P P P P
t n t

R

    
             (3.11) 

In multi-hop situations with m as the number of hops, the total energy per bit is m 

times of the equations discussed above for each mode.  

 

For fixed ITAd  and ITEd  in (3.10) and (3.11), different power levels at the 

transmitter side in ITA and ITE phases can generate different b ITAE   and b ITEE  , 

which then affect the transmitting energy consumption of the whole system. To 

compare with the SISO mode, there should be a power level allocation between the 

ITA and ITE phases to minimize the value of transmitting energy under a fixed 

bit-error-rate requirement. In respect of the circuit energy, it can be seen from the 

equations that the circuit energy is decided by parameters of tn , rn , as well as 1t  and 

2t . In addition, the data throughput in a time-division system is largely dependent on 

the allocation of 1t  and 2t . So, before comparing these transmission modes, a time 

slot allocation framework for the ITA and ITE phases is also needed. These 

allocations of power level and time slot for ITA and ITE phases will be discussed in 

Chapter 4. Based on the allocation framework, a detailed comparison of these modes 

in single-hop transmission will be made in Chapter 5. Then in Chapter 6, the situation 

of multi-hop will be discussed.  
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Chapter 4 
Resource Allocation for Cluster-based 
Cooperative Communication 
 

 

 
 

In Chapter 3, several transmission modes for wireless sensor networks have been 

introduced, of which the cluster-based cooperative transmission is the focus of this 

thesis. All the transformations of the cluster-based modes include an intra-cluster 

broadcasting phase and an inter-cluster transmitting phase either in the first hop or the 

intermediate relaying hops. As the local cluster size is different, usually much shorter, 

from the distance between two clusters, the power needed to maintain a level of 

communication reliability in these two phases should not be the same. The power 

level allocation for the intra-cluster and the inter-cluster communications needs to be 

determined. In addition, based on the time division scheme adopted and the energy 

equations derived in the last chapter, the end-to-end data throughput and the circuit 

energy consumption of the whole scheme has a strong relationship with the duration 

of these two time slots. Thus time slot allocation also needs to be considered in this 

mode. The allocations for power and time slots constitute the resource allocation. 

 

Several schemes to solve similar resource allocation problems have already been 

proposed by others. In [106~108], capacity regions for different kinds of fading 

channels and their corresponding optimal power allocation strategies are analyzed. 

However, these strategies only achieve the capacity bound of downlink broadcasting 

channels by optimally allocating power to each sub-link. They do not consider MIMO 

channels and multi-hop situations. [109] proposed an explicit numerical optimisation 

for power allocation in distributed MIMO channels, but still didn’t solve the 

relationship of power levels between intra-cluster and inter-cluster phases in this 

cluster-based transmission model. Reference [28] proposed a mathematical expression 

for joint power and time slot allocation, however it is a multi-dimensional function 

and there is no closed form expression for both the power and time slot allocation. In 

addition, the formula in [28] takes the minimum outage probability in inter-cluster 



47 
 

phase as the only criterion for system optimization, the broadcasting channels in 

intra-cluster phase and the data throughput of the whole system are not considered. 

 

Another thing to note is that none of these references above consider both the 

transmitting energy and the circuit energy when managing power allocation. The 

common method in these publications is to only consider the transmitting energy. 

However, as circuit energy cannot be omitted, it is unfair to compare SISO with 

cluster-based cooperative MIMO on this basis. 

 

Therefore, it is the aim in this chapter to propose a new resource allocation framework 

for cluster-based cooperative MIMO transmission with, and without, accounting for 

the circuit energy. This framework can maximize the data throughput and at the same 

time maintain a level of communication reliability by optimally assigning time 

fractions and power levels for intra-cluster and inter-cluster phases,  

 

This chapter is organised as follows. In Section 4.1, the underlying mathematics for 

wireless channels in both intra-cluster and inter-cluster phases are introduced. For 

broadcasting channels in the intra-cluster phase, the channel capacity is the main 

focus, while for cooperative MIMO channels in inter-cluster phase, it is the outage 

probability that is of concern. Based on this, a resource allocation framework for 

cluster-based cooperative communication is proposed in Section 4.2, which can 

support a reliable, maximum data throughput communication for the whole system. 

For different situations like single data packet communication, full duplex continuous 

communication, and half duplex continuous communication, different time division 

models are shown in this section corresponding to different resource allocation 

frameworks. The power allocation framework proposed here considers the situations 

when circuit energy consumption is ignored, and when it is taken into account. The 

simulations and results discussion for all these situations are shown in Section 4.3. 

Then Section 4.4 sums up this chapter. 
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4.1  Underlying Mathematics 

 

Consider a single relaying hop of the cluster-based cooperative MIMO mode with 

data exchange, shown in figure 3-4. Let a transmitting cluster (TxC) composed of tN  

nodes communicate with a rN -node-receiver cluster (RxC). tn  and rn  are the 

active cooperative sensors in TxC and RxC respectively, where 2 t tn N  , r rn N . 

The time-division scheme for this communication is shown in the following figure. 

 

 

Figure 4-1. Time-division scheme for single-hop cooperative MIMO Communication 

 

In figure 4-1, ITA and ITE represent the intra-cluster broadcasting and inter-cluster 

transmission time slots respectively. Correspondingly, ITAd  and ITEd represent the 

distances for the intra-cluster transmission and inter-cluster transmission. As 

ITA ITEd d  and because of the spatial separation of the sensor nodes within the 

cluster, the broadcasting channel during the ITA slot can be assumed to be an ergodic 

SIMO channel with Rician fading. A light-of-sight (LoS) path exists for each 

sub-channel. The cluster-head is assumed to know the full channel-state-information 

(CSI) within the cluster. However, for the inter-cluster transmission, because of the 

longer transmission distance and the possibility of multipath propagation with no 

dominant LoS signal, the channel for the ITE time slot can be modelled as an ergodic 

MIMO channel with Rayleigh fading. There is no assumption of the CSI being known 

between these two clusters. Factors of path loss and outage probability need to be 
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considered in this communication. 

 

For the SIMO broadcast in the ITA slot, the channel capacity can be written as follows 

based on (2.17) [109]: 

  2_ log det HHH
SIMO fullCSI H rC E I  

        
           (4.1) 

where 1tr n   is the number of cooperative nodes receiving signal during the 

broadcasting slot.   is the average SNR per antenna at each cooperative node and 

H  is the impulse response matrix for the SIMO channel.  H
  denotes the Hermitian 

transpose. For only one transmitter, the cluster-head broadcasts in this time slot, and 

there is only one eigenvalue of HHH . Inserting the joint probability density function 

(PDF) of this eigenvalue derived from reference [16], the SIMO channel capacity 

with full CSI can be written as [109]: 

1 1
ˆ ( ) / Γ( )r rC C r                                    (4.2) 

where ( )n  is the Gamma Function: 1( ) ( )!n n    for n N . ˆ ( )C a  is referred 

to as the Capacity Integral with the expression [109]: 

20
1ˆ ( ) log ( ) xC a ax x e dx



          
                  (4.3) 

ˆ ( )C a  has a closed form deduced in [109][110]: 

1 1/
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                  (4.4) 

 

As for the cooperative MIMO transmission in the ITE slot, due to the long distance 

transmission, a given transmission rate   may not always be supported by the 

channel H . Thus outage probability is the main concern in this situation. When 

Rayleigh fading is considered, and assuming all sub-channel gains for the cooperative 

MIMO transmission are equal, 1 tn   , the outage probability for one sensor 

node at the receiver side can be derived as follows [19].  
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             (4.5) 

where ( )   is the lower incomplete Gamma function [109][111]. 

1

0
( , )

x s ts x t e dt     
                                  (4.6) 

When a Space-Time Block Code (STBC) with code rate R  ( 0 1R  , R=1 only 

when the Alamouti scheme is used) is applied, the normalised capacity for a MIMO 

channel with equal sub-channel gain   can be expressed as [112] 

2

1
1_ log ( )MIMO STBC

t

C R
R n

                             (4.7) 

If outage arises, the outage probability for a given desired communication rate 

(bits/s/Hz) can be written as: 

2

1
1( ) Pr( log ( ) )out

t

P R
R n

                            (4.8) 

Similar to (4.5), by some changes in variables, the outage probability for cooperative 

MIMO channels using STBCs can be rewritten as [113]: 

   / /1
( ) , 2 1R t

out t
t

n
P n R

n




 
                  

(4.9) 

Based on the formulas (4.4) and (4.9) discussed above, a power and time slot 

allocation framework can be derived in the following section. 

 

 

4.2  Resource Allocation Framework 
 

4.2.1  Time Slot Allocation 

 

Before we derive the resource allocation framework, the time-division models for 

single packet transmission, half duplex continuous communication, and full duplex 
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continuous communication should be discussed first, which require different time slot 

allocation frameworks.  

 

For single packet transmission, each cluster goes into a sleep state after they transfer 

the information packet to the next cluster. So the time slot allocation mainly focuses 

on the intra-cluster and inter-cluster phases for each hop. Let a uniform parameter   

( 0 1  ) representing the fraction of time for ITA slots, then the fraction of time for 

ITE slots can be expressed as 1  . If 0  , the cluster-based transmission 

degrades to multi-hop SISO transmission. The time-division scheduling is shown in 

figure 4-2. 

 

 

Figure 4-2 Time-division model for single packet transmission 

 

If the sensor antenna operates in a half duplex mode, it cannot receive and transmit 

data at the same time. Thus the receiving phase for each relaying cluster shouldn’t be 

omitted and the duration of this phase is equal to the ITE slot of the last cluster. 

Assuming   as the ITA slot and all the clusters operate the same time allocation 

framework, the ITE slot needs to be divided into two parts, both of length 1 2( ) / . 

Source cluster 

Relaying cluster 1 

Relaying cluster 2 

… 

… 

… 

… 

…
 

…
 

…
 

   1 

   1 

   1   

t

t

t

First hop  Second hop  Third hop 

   1 ITA slot  ITE slot 



52 
 

The time-division scheduling for the half duplex continuous communication is shown 

in the following figure. 

 

Figure 4-3 Time-division model for half duplex continuous communication 

 

It can be seen in figure 4-3 that in continuous half duplex communication, each 

relaying cluster has three time slots, which are the ITE receiving slot, the ITA slot, 

and ITE transmission slot in order. The cycle of packet processing for each cluster 

starts at the ITE slot of the former one, so the intra-cluster and inter-cluster phases are 

not synchronized among clusters. 

 

If the sensor antennas work in a full duplex way, each of them can simultaneously 

receive and transmit data. In this situation, there is no need for relaying clusters to 
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assign a time slot for information receiving specially. The time slot allocation of this 

method is similar to that of the single packet transmission but in a continuous way 

where receiving phase is considered. This is shown in figure 4-4. 

 

 

Figure 4-4 Time-division model for full duplex continuous communication 

 

In figure 4-4, it is shown that in full duplex continuous communication, only ITA and 

ITE slots need to be considered for time allocation. The ITA and ITE slots for all the 

clusters in the network are synchronized. The ITE slot in each relaying cluster is used 

for the receiving phase of the last hop as well as the inter-cluster transmitting phase of 

the next hop.  

 

The aim for time slot allocation is to maximize the end-to-end data throughput. Let 

the maximum symbol rate of a sensor antenna be   (symbol/s) and assume all the 

antennas within the network work at the highest symbol rate  . In the situation of 

single packet transmission or full duplex communications, the maximum data 

throughput of the ITA slot for one hop equals intraR T   (bit/s), where T is the 

processing duration of one data packet in the relaying cluster, intra 0R   is the 

modulated code rate in intra-cluster phase. Given the STBC with code rate interR  
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used in cooperative MIMO communication, the data throughput of the ITE slot is 

inter 1R T   ( ) . To waste no useful information, the data throughput of the two 

phases should be the same and equal to the overall data throughput of the single-hop 

system. Then the following equation is derived, 

inter intra1full duplex R T R T           ' ( )         (4.10) 

 '  represents data throughput. From (4.10),  it can be obtained that  

inter

inter intra

R

R R
 


                                (4.11) 

and               inter intra

inter intra
full duplex

R R
T

R R


   


'                     (4.12) 

As the STBCs code rate interR  satisfy inter 1R   [34], intra1 1 R  / ( ) . (4.12) is 

maximised only when inter 1R   (the Alamouti scheme). 

intra

intra1full duplex

R
T

R    
max' , (when inter 1R  )      (4.13) 

In half duplex continuous communication, the data throughput of the ITE slot is 

inter 1 2R   ( ) / . The overall data throughput for the single-hop system can be 

written as  

inter intra

1

2half duplex R T R T
 


         

( )
'        (4.14) 

from which   can be obtained as: 

inter

inter intra2

R

R R
 


                               (4.15) 

So (4.14) can be rewritten as:  

          inter intra intra

inter intra intra2 1 2semiduplex

R R R
T T

R R R


      

 
' , (when inter 1R  )    (4.16) 

It can be seen from (4.13) to (4.16) that the time allocation for ITA and ITE slots is 

dependent on the code rate intraR  used for intra-cluster broadcasting modulation and 

interR  of STBCs used in inter-cluster cooperative MIMO communication. intraR  is a 
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preset parameter decided by the modulation code used for the broadcasting within the 

cluster. The maximum data throughput of the system can be achieved only when the 

Alamouti scheme is adopted for a fixed intraR , which means two cooperative 

transmitters for the inter-cluster transmission has the advantage in data throughput 

than more transmitting antennas. When the symbol rates in intra-cluster and 

inter-cluster phases are different and lower than  , the time allocation parameter   

will vary according to the symbol rates and the system data throughput will be lower. 

 

4.2.2  Power Level Allocation 
 

As the local cluster size is usually shorter than the distance between clusters, the 

transmitting power levels for intra-cluster and inter-cluster transmission shouldn’t be 

the same and can be defined to save energy under certain requirement of 

communication reliability. This power allocation framework is proposed based on the 

comparison with the single-hop SISO transmission. Depending on whether or not the 

circuit energy consumption is taken into account, this framework has two expressions. 

 

 Without consideration of circuit energy 

In this situation, it is assumed that all the available energy is used for transmitting 

only, which is a common assumption in recent research publications. To make a fair 

comparison, the total transmitting energy consumption of the whole cluster-based 

single-hop cooperative transmitting system should be set the same as that of the 

single-hop SISO mode. Assuming the average transmitting power of an antenna in 

SISO mode for full duplex communication is P and for half duplex communication it 

is 'P , P T  and 2' /P T  are the transmitting energy consumption in one packet 

processing duration for full and half duplex communication respectively. Then the 

problem of power allocation for the cluster-based cooperative system transforms to 

the one of transmitting energy allocation for the ITA and ITE phases with the same 

total value of the corresponding SISO mode.  

 

By introducing a fraction energy allocation parameter (0 1)   , the energy used 

for full duplex transmitting in the intra-cluster phase is P T    ( 2' /P T   for the 

half duplex communication) and that in the inter-cluster phase is 1( )P T     

( 1 2' ( ) /P T    for the half duplex communication). The resource allocation 
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expressions and data throughput for each time slots and the whole system compared 

with a SISO mode are listed in table 4-1 and 4-2 for completeness. 

 

Table 4-1  Parameter expressions for single packet or full duplex continuous 

 communication without consideration of circuit energy 

 
Intra-cluster 

Phase 
Inter-cluster Phase Whole System SISO Mode 

Transmitting 

Energy 

Consumption 

P T    1( )P T     P T  P T  

Time Slot T   1( ) T   T  T  
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In Table 4-1, The code rate of SISO mode is the same as that in intra-cluster 

broadcasting. ITAd  and ITEd  represent the local distance within the cluster and the 

distance between two relaying clusters respectively. Because the power allocation 

happens at the transmitting side of each phase, path loss needs to be considered when 

calculating SNR at the receiving side of each phase.   is the path loss exponent. N  

is denoted as the power of noise and all the noise levels in the system are set to the 

same value.  
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Table 4-2 Parameter expressions for half duplex continuous communication 

 without consideration of circuit energy 

 
Intra-cluster 

Phase 

Inter-cluster 

Phase 
Receiving Phase Whole System 
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In table 4-2, there is an additional receiving phase in the packet processing duration T 

because of the half duplex communication method. In a cluster-based cooperative 

MIMO system, this receiving time slot is 1 2( ) /T  , while in the SISO system, the 

receiving time slot is 2/T  and the remaining 2/T  slot is used for signal 

transmission. So the total transmitting energy for each of these two systems is set as 

2' /P T . For the received SNR in the receiving phase is generated from the 

transmitting power of the last hop, no transmitting energy of the current hop is needed 

to be allocated to this phase. Only the intra-cluster and inter-cluster phases need the 

transmitting energy allocation with a different time slots allocation from the full 

duplex communication situation in table 1. 

From table 1 and 2, it can be seen that the system data throughput of the cluster-based 
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cooperative MIMO communication is always less than the SISO mode. This is 

generated from the time-division scheme adopted and cannot be eliminated. What we 

can do is try to achieve this maximum data throughput of the cooperative system and 

enhance the communication reliability compared to SISO mode with the same 

transmitting energy budget. 

 

By using the mathematical theory discussed in Section 4.1 and parameters given in 

table 1, one can get the capacity limit in intra-cluster broadcasting phase for single 

packet transmission or full duplex communication:  

1 1 intra
ITA

r full r

P d
C C r R

N






  

 
    


ˆ ( ) / ( )

       
                 (4.17) 

From (4.9), the outage probability for the inter-cluster transmission in this situation 

can be rewritten as: 

   inter inter

1 1
2 1

1
t

out MIMO full t
t ITE

n N
P R n R

n P d 


 


  

  
           

( )
( ) ,

( )   (4.18) 

The aim of power allocation is to keep the ( )outP R  as low as possible. As the 

Capacity Integral in (4.17) and the outage probability in (4.18) are both increasing 

functions of  , when equality of (4.17) is established, (4.18) will reach the possible 

minimum value. If a   establishing the equality of (4.17) produces an outage 

probability within the outage tolerance of the inter-cluster transmission, such a   

can be chosen as the fraction of transmitting energy allocation. Then the power level 

ratio of intra-cluster and inter-cluster phases in this framework is 1 1( ) / ( )     . 

Otherwise, there is no power allocation for reliable communication with this symbol 

rate   and the code rate intraR . A lower data rate is needed to meet the requirement 

of outage probability with sacrifice of data throughput. 

 

Similarly, in half duplex continuous communication, by power allocation, the 

communication reliability for the system can be enhanced. The expression of capacity 

limit for the intra-cluster broadcasting and outage probability for the inter-cluster 

transmission in this situation can be written as:  

1 1 intra2
ITA

r half r

P d
C C r R

N
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   inter
inter inter

1 1
2 1

1
R t

out MIMO half t
t ITE

n N
P R n R

n P d 


 


  

  
           

( )
( ) ,
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On choosing the time slot of  , equality of (4.19) can be established by adjusting   

and then (4.20) meets the outage requirment. The power level ratio of the two phases 

in half duplex communication is 1 2 1( ) / ( )     . 

 

SISO modes used for comparison in the full-duplex and half-duplex situations have 

the outage probability expressions as  

   intra
intra

1 1
1 2 1

1
R

out SISO full
ITE

N
P R

P d 
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               (4.20) 

and 
   inter

inter

1 1
1 2 1

1
R

out SISO half
ITE

N
P R

P d 


  

 
       

( ) ,
Γ '

              (4.21) 

 

 With consideration of circuit energy 

In this situation, the total available energy needs to be split into two parts, one for the 

transmitting consumption and the other for the circuit consumption. For fair 

comparison, we cannot set the equal transmitting energy for both SISO and 

cooperative MIMO but the total available energy. Assuming the same average 

transmitting power in SISO mode (P for full duplex communication and 'P  for half 

duplex communication), the energy used for data transmitting in cluster-based 

cooperative transmission satisfies the equations as follows. 

 

For full duplex communication: 

1 1_ [ ( ) ] ( ) ( )tran full ct t cr t ct r cr ct crE T P n P T n P n P P T P T P T                      

(4.22) 

For half duplex communication:  

 

1
1

2 2 2 2_

( )
[ ( ) ] ( ) 'tran half ct t cr t ct r cr ct cr

T T T
E T P n P T n P n P P P P

 
                   

(4.23) 
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ctP  and crP  in the equations above represent the circuit power for one transmitter 

and one receiver respectively, as is introduced in Chapter 3. Then the power allocation 

for the cluster-based cooperative system with consideration of circuit energy 

transforms to the transmitting energy allocation between the ITA and ITE phases with 

the sum of tran fullE   and tran halfE  . The resource allocation expressions and data 

throughput for each time slots and the whole system compared with a SISO mode in 

this situation can also be listed in table 4-3 and 4-4 for explicitness. 

 

Table 4-3  Parameter expressions for single packet or full duplex continuous 

 communication with consideration of circuit energy 

 
Intra-cluster 

Phase 
Inter-cluster Phase Whole System 

SISO 

Mode 

Transmitting 

Energy 
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_tran fullE   1_ ( )tran fullE    _tran fullE  P T  

Time Slot T   1( ) T   T  T  
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_tran fullE
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Table 4-4 Parameter expressions for half duplex continuous communication 

 with consideration of circuit energy 

 
Intra-cluster 

Phase 
Inter-cluster Phase Whole System 

SISO 

Mode 

Transmitting 

Energy 

Consumption 
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The ITA capacity limit and the ITE outage probability for full duplex and half duplex 

communication taking circuit energy into account can be then expressed as: 

1 1 intra
tran full ITA
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Based on (4.22) to (4.27), the power allocation in consideration of circuit energy can 

be obtained. Simulations for this proposed time slots and power level allocation 

framework compared with SISO mode will be made in the following section. 

 

 

4.3  Simulations 

 

In this section, we first consider no circuit energy in the simulations. The preset 

parameters for simulating are listed in table 4-5. 

 

Table 4-5  Preset parameters for simulating 

 

  T ITAd  ITEd    /P N  

5 symbol/s 1 s 3 m 10 m 2.7 20 dB 

 

Based on the time slot allocation discussed in Section 4.2, the maximum data 

throughput of the cluster-based cooperative MIMO transmission system can only be 

achieved when the STBCs adopted has the code rate inter 1R  . So firstly, the 

Alamouti scheme is investigated with 2tn  , inter 1R  , 1tr n  . The sub-channel 

gains for the MIMO communication are set equal as 1  . The time allocation 

parameter   is then decided by intraR . For simplicity, we assume no code 

modulation is added in the intra-cluster broadcasting in all the simulations of this 

chapter, which means intraR  is fixed at 1.  
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In single packet transmission or full duplex continuous communication, the time slot 

0 5  .  for the Alamouti scheme based on (4.11). Then the channel capacity for the 

ITA slot, the outage probability for the ITE slot, and the SISO mode versus the 

transmitting energy allocation parameter   can be plotted, as shown in figure.4-5.  

 

Figure 4-5 Transmitting energy allocation for full duplex communication 

 

Figure 4-5 shows the transmitting energy allocation framework for the full duplex 

communication using the Alamouti scheme. The left y-axis represents the channel 

capacity and the right y-axis represents the outage probability. The hatched area 

represents the possible reliable data rate for the intra-cluster broadcasting under the 

transmitting energy allocated in this phase. The leftmost point of this area, which is 

the cross point of  1 r fullC    and 5  , represents the adjustment of  considering 

both the communication reliability and minimum energy cost  in the intra-cluster 

phase. As the total transmission energy is fixed, less energy allocated to the 

intra-cluster phase means more energy can be assigned to the inter-cluster phase, 

which decreases the outage probability of the inter-cluster transmission and enhances 

the reliability of the whole system. The allocation parameter   in figure 4-5 is 0.09 

with 2% as the minimum outage probability of the inter-cluster phase as well as the 
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whole system. Then the power ratio of these two phases is obtained as 

1 1 1 10     ( ) / ( ) /  with the chosen   and  . Thus the power level 

allocation is achieved. If the requirement of system outage probability is set to be 

lower than a certain value, the possible available   would be a closed zone with the 

one in figure as the leftmost point and the rightmost point corresponding to the 

required maximum outage probability value. 

 

The outage probability curve of the full duplex SISO mode intersects that of the 

cluster-based cooperative MIMO system at the abscissa of 0 77  .  in figure 4-5, 

corresponding to the power level ratio of these two phases 1 1 1 0 3     ( ) / ( ) / . . 

This can also be derived theoretically from (4.18) and (4.20) using the Alamouti 

scheme ( inter 1R  , 0 5.  ). The   obtained in figure 4-5 is smaller than this 

threshold of 0.77, which means that under this selection values of   and  , the 

communication reliability of the cluster-based cooperative MIMO system is better 

than that of SISO system with the same total transmitting energy budget. In another 

words, with the same communication reliability requirement, the cooperative MIMO 

system uses less transmitting energy than the SISO system under these parameter 

conditions.  

 

However, based on (4.17), (4.18) and (4.20), the parameter   and the crossing point 

of the two outage probability curves are affected by ITAd  and  ITEd  for a fixed total 

transmitting energy and noise level. For different ITAd  and  ITEd , the parameter   

may not always lie to the left side of the cross point. It can even fall into the right side 

of the threshold, which is shown in figure 4-6.  
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Figure 4-6 Transmitting energy allocation for different ITAd  and  ITEd   

 

It can be seen from figure 4-6 that the capacity curve for the ITA slot goes down as 

ITAd  increases which makes the possible power allocation parameter   move 

rightwards, while the crossing point of outage probability curves of SISO and 

cooperative MIMO moves leftwards as  ITEd  increases. Only when the possible   

produces a reasonable (meets the requirement of outage probability) outage 

probability, it can be used as a proper power allocation parameter. In this figure, when 

we set 12ITAd  m and 16ITEd  m, the possible parameter 0 84  .  falls into the 

right side of the threshold 0 68  . , which means the cooperative MIMO system is no 

better than the SISO system in these conditions. In this situation, the possible 

parameter   is actually not correct for power allocation. The transmission distances 

for the ITA and ITE slots, especially ITAd , are too far to support a reliable 

communication under a total transmitting energy budget. The solution to this may be 

subdividing the cluster and adding a number of hops, or adopting a SISO mode 

directly instead of the cluster based cooperative MIMO. How many hops (single-hop 

or multi-hop) should be used and which mode should be adopted for each hop will be 

discussed in the following chapter.  
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Another factor which can affect the transmitting energy allocation is /P N . The 

selection of the   with different R/N is investigated in figure 4-7 below. 

 

Figure 4-7 Transmitting energy allocation with different /P N  

 

In figure 4-7, the allocation parameter   reduces as the ratio of /P N  grows. For a 

fixed ITAd  and noise level, the transmitting energy used to get the lower bound of 

capacity for reliable communication within the cluster is a constant. When /P N  

grows with a fixed N, it is the total available transmitting energy of the system that 

grows, so the constant energy used for broadcasting during the intra-cluster phase 

constitutes a smaller fraction of the total energy budget. Clearly, the performance of 

outage probability in cooperative transmission will improve with increasing the 

energy allocation in the ITE slot. 
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If the number of transmitting nodes increases during the inter-cluster cooperative 

MIMO communication, various STBCs with different code rate interR  can be adopted. 

The energy allocation parameter   for different numbers of cooperative transmitters 

versus /P N  is shown in figure 4-8. 

Figure 4-8   versus /P N  for different STBCs 

 

In figure 4-8, STBCs with higher code rates, interR , correspond to a longer time slot 

allocation for ITA. This is because a relatively short slot allocation for ITE can also 

satisfy the data throughput requirement with a higher int erR . For a fixed /P N  and 

ITAd , it is understandable that a bigger time slot,  , requires an increased energy 

allocation,  ,  with the same ratio to maintain the transmitting power and the 

capacity limit of (4.17). So the curve in figure 4-8 with 1 2/   is above those with 

3 7/  , which are also above those with 1 3/  .  

 

For the same interR , because the 1 r  SIMO broadcasting capacity in (4.17) is the 

increasing function of r and r  satisfies 1tr n  , more receiving antennas in the 

ITA broadcasting phase (or transmitting antennas in ITE cooperative MIMO 

communication) can support a bigger SIMO channel capacity  under the same 

transmitting energy budget. In another words, to achieve the lower bound of capacity 
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in the ITA slot, less energy needs to be allocated to the intra-cluster phase with a 

bigger tn . This explains why the curves with 3tn   in figure 4-8 are above those 

with 4tn   with the same interR . Under lower noise conditions, the energy spent on 

cooperative MIMO transmission becomes the dominant consumption, as the 

communication reliability of the whole system depends on this phase. The outage 

performance of the SISO mode and the cooperative MIMO system after resource 

allocating by the proposed framework is shown in figure 4-9. 

 

Figure 4-9 Outage performance after using the resource allocation framework 

 

It is clear in figure 4-9 that all the outage performances of different transmission 

methods improve when the noise level goes down. The intersection of curves of SISO 

and Cooperative Alamouti  modes represents the abscissas of the energy allocation 

point and the threshold point in figure 4-5 overlap as P/N changes for the fixed ITAd  

and  ITEd . For the general low noise level field, the outage performance of the 

cluster-based cooperative MIMO system is better than that of the SISO system under 

the same total transmitting energy. For the same tn ,  to achieve the same capacity 

limit of (4.17), the ITA slot allocation of   is directly-proportional to the energy 

allocation of  . So for different STBCs with the same tn , a higher interR  
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corresponds to a bigger   and results in a bigger outage probability for the ITE 

communication based on (4.18). This is why the curves with inter 3 4R  /  are above 

those with inter 1 2R  /  in the figure above. Similarly, for different tn  with the same 

interR , bigger tn  requires less energy allocated in ITA slot to achieve the lower bound 

of SIMO channel capacity, which derives a lower outage probability from (4.18). So, 

for each R, the outage performance of 4tn   is better than that of 3tn  .  

 

Although more transmitting nodes in the ITE slot tends to get a better outage 

perfromance based on figure (4-9), considering the time division system and the data 

rate interR  of STBCs used is less than 1 (except for Alamouti), there is a loss of data 

throughput for the cooperative MIMO system compared to the SISO mode. The 

outage performance improvement can be seen as a sacrifice of system data rate. In 

addition, the energy allocation discussed in this chapter is only the energy used for 

signal transmitting. When the energy used for signal processing in each sensor node is 

considered, it may not be the case that the cooperative MIMO system is always better 

than the SISO mode. A trade off between the energy saving, data throughput, and 

communication reliability is needed for the transmission method selection. 

 

The full duplex mode needs to isolate the transmitted signal from the receiver antenna. 

The separation can either be physical – the transmitter transmits in one direction, 

away from the receiving antenna – but that is very hard to organize in an ad-hoc 

network, or it could be in terms of frequency, but then this would require planning. 

 

If the antennas of the sensor nodes all work in a half duplex way, the resource 

allocation framework is then based on (4.19) and (4.20). To make a fair comparison, 

the energy used for data transmitting in full duplex and half duplex communication 

should be the same. So, the transmitting power of the half duplex SISO mode should 

be 2'P P . The transmitting energy allocation for the Alamouti scheme in this 

situation can be shown in figure (4-10). 
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Figure 4-10 Transmitting energy allocation for half duplex communication 

 

Figure 4-10 is plotted under the same noise conditions of figure 4-5, where 

2 23'/ /P N P N  dB. As is shown in (4.17) and (4.19), the SIMO channel capacity 

for full duplex and half duplex communications have the same expression when 

2'P P . So, to achieve the same lower bound of SIMO channel capacity, the 

parameters   and   in these two figures should satisfy the equation below: 

_ _

_ _

full duplex half duplex

full duplex half duplex

 
 

                             (4.28) 

Based on (4.11) and (4.15), the time allocation parameter   for the full duplex and 

half duplex communications are 1/2 and 1/3 respectively. By inserting them to (4.35), 

one can obtain 2 3_ _ /half duplex full duplex  . This explains why the transmitting energy 

allocated in ITA slot for half duplex continuous communication is smaller than that 

for full duplex communication. In figure 4-10, the allocation parameter   is 0.05. 

Then the power ratio of the ITA and ITE phases in this situation is obtained as 

1 2 1 1 19( ) / ( ) /      , which is smaller than that in figure 4-5. Higher power 

level in ITE slot results a better outage performance in figure 4-10 than that in figure 

4-5. 
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Similar to the full duplex communication, the   versus /P N  ( 2'P P ) for 

different STBCs in half duplex communication is shown in figure 4-11. 

 

Figure 4-11   versus /P N  for different STBCs 

 

Based on (4.15), the time slots allocation of   for different int erR R in figure 4-11 

are different from those in figure 4-8. By inserting (4.11) and (4.15) to (4.22), one can 

obtain: 

inter intra

inter intra2half duplex full duplex

R R

R R
 


 

_ _                  (4.29) 

Equation (4.29) mathematically explains the relationship of figure 4-11 and 4-8. 

 

Similar to figure 4-9, the outage performances for different STBCs after choosing the 

resource allocation parameters   and   are shown in figure 4-12.  
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Figure 4-12 Outage performance after using the resource allocation framework 

 

For a certain /P N , because more transmitting energy is allocated to a smaller 

inter-cluster time slot, which results in an even higher transmitting power level, the 

outage performance for different STBCs in figure 4-12 are better than that in figure 

4-9. Considering the better outage performance and the maximum data throughput  

of 1 3/ T   (when int 1raR  ) versus 1 2/ T   of SISO for half duplex 

communication (1 2/ T   versus T  for full duplex communication), there is a 

large posibility that the cluster-based cooperative MIMO system surpasses the SISO 

mode in the half duplex method.  

 

When circuit energy is considered, the power allocation framework is based on (4.24) 

to (4.27). To calculate the circuit energy consumption ctP  and crP in this situation, 

parameters for each circuit block need to be preset [98~105]. 
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Table 4-6 Parameters of circuit energy   

30mixP  mW 

2.5filP  mW 

3IFAP  mW 

50synP  mW 

20LNAP  mW 

15.5DACP  mW 

6.7ADCP  mW 

23N   dB/Hz 

 

The simulations of the resource allocation framework with consideration of circuit 

energy in full-duplex mode are shown in figure 4-13 ( 2tn  , 2rn  ). To make a 

comparison, the curves without consideration of circuit energy are also plotted into 

the same figure. 

 

In figure 4-13, since the transmitting energy of SISO mode is set the same in both 

with and without circuit energy consideration, there is no difference for the outage 

performace of SISO mode between these two situations. In aspect of cluster-based 

cooperative transmission, it can be seen that when circuit energy consumption is 

considered, the transmitting energy allocation parameter   moves rightward 

compared to that without consideration of circuit energy. This is because, with the 

same total energy in these two situations, the energy available to be allocated for data 

transmitting in cluster-based transmission with consideration of circuit energy is 

actually less than that without circuit energy taken into account. Even with different 

total energy but the same transmitting energy of SISO mode in these two situations, as 

is the assumptions in this simulation, this is still the case, since more nodes are 

activated in cooperative transmission where more circuit energy consumption occurs. 

As a result, to achieve the same capacity lower bound decided by a certain 

transmitting power in ITA slot, the fraction of energy allocated in this phase should be 

bigger. Less transmitting power in ITE phase also causes a worse outage 
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Figure 4-13 Power allocation with and without circuit energy (full-deplex) 

Figure 4-14 Power allocation with and without ciruit energy (half-duplex) 
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perormance. This difference in cluster-based cooperative transmission generated by 

the circuit energy depends on the preset circuit parameters and the number of 

transmitters and receivers in each transmission phase. More circuit energy 

consumption in each node and more activated nodes involved in each phase make the 

difference between these two situations even bigger. If the circuit energy isn't 

considered, the comparison results can be overly optimistic about the benefits of 

cooperative MIMO.When the circuit energy consumption grows to the same order or 

even larger than the transmitting energy consumption, usually in quite a short distance 

communication, the power allocation parameter   for cluster-based transmission 

may move to the right of the outage performance intersection, which means no power 

allocation can make the cluster-based cooperative tranmission better than SISO in 

communication reliability with the same energy budget. A similar analysis also holds 

for half-duplex communication, shown in figure 4-14. 

 

 

4.4   Conclusions 
 

In cluster-based cooperative MIMO transmission, the research of resouce allocation 

mainly focuses on time slot allocation and power level allocation. The topic of time 

slot allocation arises because of the time-division scheme adopted in this system. 

Information received by the relaying cluster is firstly broadcasted by the cluster-head 

within the cluster which is called intra-cluster phase (ITA). Then the cooperative 

nodes including the cluster head will form a cooperative MIMO transmission with 

next cluster, where STBCs may be adopted in this inter-cluster phase (ITE). 

Compared to the SISO transmission mode, this time-division scheme will result in a 

data rate loss with the same symbol rate with SISO. However, by properly allocating 

each time slot, the loss of throughput for the whole system can be minimized.  

 

The problem of power level allocation for ITA and ITE phases has been brought out 

on the consideration of energy efficiency. As the local distance in the ITA slot is 

always much shorter than that in the ITE slot, the antennas in these two phases 

shouldn’t work at the same power level. Under a certain requirment of 

communication reliability, antennas used for the shorter distance transmission can 

properly lower its transmitting power to save more energy. So, the power level 
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allocation for the ITA and ITE phases can significantly affect both the communication 

reliability and the lifetime of the sensor network.  

 

In this chapter, a resource allocation framework for the cluster-based cooperative 

MIMO system is proposed. Two adjusting parameters,   and  ,  are introduced 

for the time slot and transmitting energy allocation respectively. The time allocation 

parameter   is obtained based on no redundant information in this system and is 

decided by the code rate used in both intra-cluster broadcasting and inter-cluster 

transmission phases. The power allocation parameter   is got by reducing the 

outage probability of the cooperative MIMO transmission as low as possible or under 

a threshold requirment, and at the same time maintaining the reliability of the 

broadcasting transmission in ITA slot. Then the power level ratio for these two phases 

can be obtained based on this pair of selected   and  .  

 

Simulations of this proposed framework in full duplex and half duplex 

communication methods are made and compared with the SISO system. The 

situations with and without circuit energy consumption are both analysed. The 

simulation results show that when the circuit energy is small enough compared with 

the transmitting energy, usually in a long distance transmission, the cluster-based 

cooperative MIMO system with the proposed resource allocation overcomes the SISO 

system in outage performance and transmitting energy saving. When circuit energy 

becomes considerable and cannot be omitted, consideration of the circuit energy is 

important when comparing different modes.  Without doing this, comparison results 

of the benefits about cooperative MIMO mode can be overly optimistic. For different 

STBCs adopted in the inter-cluster phase, more transmitters can get an even better 

communication reliability of the whole system with the same total transmitting energy. 

However, when the energy consumed for the data processing within the sensor nodes 

is considered, more cooperative nodes may increase the energy consumption of the 

whole network. Based on the resource allocation framework proposed in this chapter 

and the energy equations derived in Chapter 3, a detailed comparison of varies 

transmission modes in wireless sensor network can be made in the following parts of 

this thesis. 
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Chapter 5 
Single-hop Mode Switching Framework 
 

 

 
 

From the discussions in the former chapter, it is known that the performance of a 

wireless communication system is measured in three ways: the system data rate, 

communication reliability, and energy consumption. Specifically, because the data 

streams in wireless sensor networks are usually transmitted at a low data rate, 

energy-efficiency and communication reliability become the two priority 

requirements which need to be considered in sensor network design. By comparing 

the energy consumption for each transmission mode under a fixed bit-error-rate 

requirement, researchers have found that there is not a single unique energy-efficient 

transmission mode for all wireless sensor networks [82~86][98~100]. Based on 

different conditions, such as the transmission distance, the energy-efficient 

transmission mode changes from SISO to cooperative MIMO/MISO, and from 

single-hop to multi-hop.  The transmission method which dynamically changes the 

transmission mode is called a mode switching framework. 

 

However, to the best of my knowledge, there is no published work that explains how 

this mode switching framework can be used in practice. Firstly, although some papers 

[98~100] consider circuit energy, they do not take into account the energy 

consumption in the intra-cluster phase for cluster-based cooperative MIMO/MISO. 

Secondly, all the mode switching frameworks proposed by other researchers perform 

the mode switching only based on the destination transmission distance, but do not 

explain how the distance information in a densely deployed wireless sensor network 

can be determined [98~100]. A more practical parameter fit for mode switching 

should be path-loss, which is easy to measure in distributed nodes. Thirdly, no angle 

position relationship of the sensor nodes is taken into account on choosing of 

transmission mode. The affect caused by the location of the cooperative nodes within 

the cluster is not stated. Fourthly, when it comes to the multi-hop situation, all the 

published frameworks made an assumption that the relaying nodes (clusters) are all at 
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equally spaced points along the signal path. However, how this framework works 

when the relaying nodes (clusters) are not ideally situated like this is still not clear.  

 

So, to solve the problems above, an improved path-loss based mode switching 

framework for wireless sensor networks is proposed in this thesis. In this chapter, this 

framework for single-hop transmission is introduced and the multi-hop situation will 

be dealt with in Chapter 6. 

 

The structure of this chapter is as follows. In Section 5.1, a comparison of all the 

single-hop transmission modes in wireless sensor networks (SISO, cluster-based 

cooperative MIMO, and cluster-based cooperative MISO) will be made from the view 

of total energy consumption under a fixed bit-error-rate requirement. Both the 

transmitting energy consumption and the circuit energy consumption for the 

intra-cluster phase and inter-cluster phase are taken into account. Based on this, the 

single-hop path-loss based mode switching framework is introduced in Section 5.2. 

How this framework operates in practice is stated. Resource allocation frameworks 

proposed in Chapter 4 that incorporate circuit energy are used in the simulations of 

this chapter.  

 

 

5.1  Energy Comparison for Different Transmission Mode 

 

In Chapter 3, a typical energy consumption model of RF systems with functional 

blocks is introduced. Expressions of the total energy consumption per bit for different 

transmission modes in wireless sensor networks are derived based on this model. For 

convenience of comparison, these energy equations are re-stated here with resource 

allocation being considered.  
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In the equations above, the exact bE  ( b ITAE   and b ITEE  ) can be obtained from the 

bit-error-rate performance using Monte Carlo simulation. In MIMO transmission with 

equal sub channel gains, an upper bound for bE  can be derived using the Chernoff 

bound in the high SNR region [112]: 
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where tn  is the number of transmitters and bP  is the bit-error-rate. The expression 

of (5.4) can be used to estimate the transmitting power in independent channels. The 

detailed energy model for each circuit block is not the main focus of this thesis, so the 

parameters for each block are drawn from several references [71] for simulation. The 

preset simulation parameters in this section are listed below [98~105]. 
 

Table 5-1 System Parameters 
510eP   

0 / 2 174N   dBm/Hz 

1   

0.35   

10bR  Kbit/s 

30mixP  mW 

2.5filP  mW 

3IFAP  mW 

50synP  mW 

20LNAP  mW 

15.5DACP  mW 

6.7ADCP  mW 

 

 

From the energy equations derived in (5.2) and (5.3), it can be seen that after setting 

the circuit parameters in table 5-1, the total energy consumption per bit for 

cooperative transmission depends on the received energy per bit ( b ITAE   and b ITEE  ) 

in each phase, the transmitting distance ( ITAd  and ITEd ), and the number of 

transmitters and receivers ( tn  and rn ). For simplicity, bE , b ITAE   and b ITEE   are 

all assumed equal to the approximation of (5.4) in this section; this is a common 

assumption in published research. No power level allocation in ITA and ITE phases is 

considered for the time being. 

 

The total energy consumption per bit versus ITEd  for SISO and cluster-based 

cooperative MISO modes with different tn  is shown in figure 5-1. As only the 

repeated data streams are considered in the inter-cluster cooperative transmission and 

no STBCs are adopted, in full duplex communications, the time allocation parameter 

  is set to 0.5 (assume intra 1R  ) in the simulation. 
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Figure 5-1 One-hop energy consumption of Co-MISO vs SISO  

 

In figure 5-1, the transmission distance of SISO is set to the value of ITEd  in the 

Co-MISO mode. It can be seen that for a small range of ITEd , operating in a SISO 

mode uses less energy than a Co-MISO mode because the extra circuit energy 

consumption generated by introducing more nodes in the Co-MISO modes overcomes 

the power saved by the cooperative gain for this short ITEd . However, when ITEd  

grows, the total energy consumption of the SISO mode increases dramatically and is 

less energy efficient than the Co-MISO modes, which means the transmitting energy 

becomes the dominant part of the total consumption in this situation and the benefit of 

cooperative transmission in transmitting energy saving outweighs the circuit energy 

consumed.  

 

The curves of the Co-MISO modes with different tn  increase slightly in figure 5-1. 

This is because the transmitting energy for the inter-cluster phase is cut to a rather 

small value and the circuit energy is the dominant part within this range of ITEd . 

Larger tn  means more crP  is required in the intra-cluster phase and more ctP  used 

in the inter-cluster phase and this added extra circuit energy overcomes the differences 
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in transmitting energy consumption caused by adding tn  in this range of ITEd . This 

is why the curves with larger tn  are above those with small ones in the figure above. 

However, when ITEd  continues to increase, the saving of transmitting energy caused 

by adding tn  may be bigger than the cost of extra circuit energy and these curves of 

Co-MISO modes may intersect then. 

 

The comparison of Co-MISO and Co-MIMO over a large range of ITEd  is shown in 

figure 5-2. 

 

Figure 5-2 One-hop energy consumption of Co-MISO vs Co-MIMO 

 

In figure 5-2, it can be easily seen that all the energy consumption curves go up as 

ITEd  increases. This is apparent because the transmitting energy consumed in the 

inter-cluster transmission is directly proportional to the path loss. For this scale of 

ITEd , the curves with the same rn  but different tn  intersect at the point that the 

benefit in transmitting energy saving caused by adding cooperative nodes offsets the 

addition of circuit energy consumption. But the curves with a bigger rn  are all above 

those with the same tn . These differences between the pairs of 2x1 and 2x2, 3x1 and 
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3x2, 4x1 and 4x2 are the same and kept as a constant because they are all generated 

by an additional crP  in the inter-cluster phase and the increasing of rn  in this 

simulation has no affect on the transmitting energy consumption under the 

approximation of bE  in (5.3).  

 

When bE  is obtained from the bit-error-rate performance by using a numerical 

method such as Monte Carlo simulation, the calculated total energy consumption per 

bit would have a relationship with rn  because more receivers can improve the BER 

performance and consume less transmitting power to meet the BER requirement. In 

this situation, the curves of Co-MIMO may fall below those of Co-MISO when the 

parameters of circuit power are properly chosen. However, as discussed in chapter 3 

(figure 3.4), there is a cluster head selection procedure between the rn  receivers for 

the next hop when 1rn  , which will increase energy consumption. So, for the 

simplicity in practical use, it is reasonable to assume that only the cluster head of the 

next cluster with the most remaining energy is chosen as the receiver for the MISO 

link of this hop. In the remaining part of this thesis, we consider cooperative MISO 

instead of Co-MIMO. 

  

It can be seen that the minimum curves across the different number of transmitters in 

figure 5-1 and 5-2 represents the minimum value that the total energy consumption 

per bit can reach. This lower bound can be achieved by switching transmission modes 

from SISO to cooperative 2x1 MISO along ITEd , and continuing to 3x1 Co-MISO, 

4x1 Co-MISO , and so on. The approximate sections of transmission distance ( ITEd ) 

for each mode can also be obtained in the figures above.  

 

As discussed in former chapters, the total energy for one bit transmission can be 

divided into the transmitting energy and the circuit energy, or the intra-cluster energy 

consumption and the inter-cluster energy consumption. To analyze the relationship 

between these components, firstly, we plot the energy lower bound divided into its 

transmitting energy and circuit energy for one-hop transmission in figure 5-3.  
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Figure 5-3 Minimum energy divided into transmitting and circuit energy consumption 

 

In figure 5-3, SISO mode exists as the transmission distance is small enough. The 

circuit energy consumption grows by a fixed value as the number of tn  increases but 

stays as a constant in each mode, regardless the change of ITEd . For each additional 

transmitter added as the mode switches, the circuit energy increases by cr ctP P , as 

the additional cooperative node works as both a receiver in the intra-cluster phase and 

a transmitter in the inter-cluster phase.  

 

It can also be seen that the transmission energy grows in each mode as ITEd  increases 

but experiences a sudden drop at the switching point, which is caused by the power 

gain obtained in the inter-cluster cooperative MISO transmission with an additional 

transmitter. The size of this drop equals to the increment of the circuit energy. For a 

fixed ITAd , energy used for transmitting in the intra-cluster phases stays as a constant 

for all the range of ITEd . 

 

Another thing that needs to be stated is that with the present choice of circuit 

parameters, adopted from other publications, the circuit energy consumption is of the 
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same order or even bigger than the transmitting energy consumption. This confirms 

that it is necessary to consider both transmission and circuit energy when deriving the 

energy equations in Section 5.2.  

 

The minimum energy value of the simulations for one-hop transmission with its 

energy divided into the intra-cluster and inter-cluster phases is shown in figure 5-4. 

 

Figure 5-4 Energy lower bound divided into intra-cluster and inter-cluster energy 

consumption 

 

It can be seen in figure 5-4 that the intra-cluster energy consumption increases by 

one crP  at each mode switching point and remains constant in each mode due to no 

changes of ITAd . At each mode switching point, the power gain obtained by adding 

one transmitter antenna in inter-cluster cooperative MISO transmission offsets the 

extra circuit energy consumption brought by it. As the inter-cluster transmission 

distance increases, the energy consumed in inter-cluster phase becomes a more 

significant part of the total consumption. This is because for a fixed ITAd , the 

intra-cluster energy increases linearly between different modes, while the transmitting 

energy consumption in the inter-cluster phase grows exponentially with ITEd . 
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Therefore, in a large area, methods used to dramatically cut down the inter-cluster 

transmitting energy can also efficiently decrease the total energy consumption. 

 

From the discussions above, there are advantages in devising a mode switching 

framework in single-hop transmission in the wireless sensor network that makes the 

total system energy consumption follow the minimum in figure 5-4 as a function of 

distance. Details about this framework and its practical mode switching thresholds are 

discussed in the following section. 

 

 

5.2  Path-Loss Based Single-hop Mode Switching 
Framework 
 

5.2.1  Single-hop BER performance for different modes 
 

Energy comparisons for different transmission modes in the last section are all based 

on (5.4) which is an idealisation of reality, thus cannot determine the exact switching 

points for practical use. When factors of fading, path loss, STBCs, and different 

power level allocations for ITA and ITE slots are taken into consideration, bE , b ITAE  , 

and b ITEE   are different for the same BER requirement, so bit-error-rate 

performances generated by Monte Carlo simulation for these modes are needed, 

which are shown in figure 5-5. 

 

Figure 5-5 shows the single-hop BER performances of SISO, 2x1 Co-MISO, and 3x1 

Co-MISO, for which the bit-error rates for cluster-based cooperative transmissions are 

calculated over both phases (ITA and ITE) without error correction at the cooperative 

nodes within the cluster. The abscissa of 0/bE N  is calculated at the receiver. BER 

performance of 2x1 Co-MISO using the Alamouti scheme in the ITE phase is also 

plotted in the same picture. Fading and path loss are both considered here. Rician 

fading is assumed in ITA broadcasting channels with a path-loss exponent of 1.6 and 

Rayleigh fading is assumed in ITE cooperative MISO channels with a path-loss 

exponent of 1.8. A different path loss will lead to different numerical answers, but 

does not alter the basic principles of your analysis. For simplicity, the time slot 

allocation parameter is set as 0 5.   for all these transmission modes. The power 
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allocation parameter   is set as 0.1, so the power level in the ITE phase is 9 times 

that in ITA phase. The noise levels for the two phases are set equal. 

Figure 5-5 BER performance for each mode in single-hop transmission 

 

It can be seen that the BER performance of 2x1 Co-MISO differs little from that of 

SISO. This is because the diversity gain generated by two repeated data streams is 

undermined by the extra intra-cluster broadcasting phase. The communication 

reliability in the ITA phase depends on the allocated power level and the errored data 

received in this slot is then passed to the ITE phase and cuts down the reliability of 

cooperative MISO communication. Only when the number of transmitters in 

cooperative transmission increases to 3 or bigger does the merit of MISO transmission 

in the ITE phase become clear, and the overall BER performance is better than in the 

SISO mode. However, more cooperative nodes increases the circuit energy 

consumption. When the total energy consumptions are compared, it is hard to say if 

the transmitting energy saved by more cooperative nodes at a fixed BER requirement 

can offset the extra circuit energy consumption. So, the ideal mode should be one that 

differs as much as possible from SISO in BER performance but contains as few 

cooperative nodes as possible. The 2x1 Co-MISO mode, using the Alamouti scheme, 
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in figure 5-5, balances these two requirements. Although 3x1 or 4x1 Co-MISO with 

STBCs adopted may get an even better BER performance, considering the system 

complexity and the loss of data throughput brought by these STBCs, only the 2x1 

Co-MISO mode is considered in this section for mode switching from SISO in 

single-hop transmission. The detailed switching conditions will be discussed next. 

 

 

5.2.2  Mode switching conditions 
 

When we talk about the data transmission in wireless sensor networks, the first 

parameter the source node should know is the path-loss to the destination. This 

parameter can be found by sending an enquiry message before the data transmission 

or from a memory for a transmitter in a fixed network. In this section we assume that 

the environment has a path loss exponent of  , not the ideal square one. Because the 

path-loss is related to the transmission distance, we use ITAd 
 and ITEd   to 

approximate the path-loss for ITA and ITE transmissions. 

 

The total energy equation for the SISO mode in (5.1) can be rewritten as follows.  

2

_ 2

(4 )
(1 ) ( ) /bt SISO b l f ct cr b

t R ITE

E E M N P P R
G G d 


                   (5.5) 

For 2x1 Co-MISO mode with Alamouti, the geometry positions of the sensor nodes 

involved are investigated, and shown in figure 5-6. 
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Figure 5-6 Geometry sketch for single-hop Co-MISO (Alamouti) 

In figure 5-6,   and '  represent the path-loss exponents for intra-cluster and 

inter-cluster transmissions respectively.   denotes the angle of the path to the cluster 

node, with respect to the direct source to destination path. ITEd  and 'ITEd  represent 

the distances from the source node and from the cooperative node to the destination 

respectively. For the inter-cluster transmission, the energy received at the receiver for 

each link should be the direct ratio to the path loss. So, b ITEE   obtained by the BER 

performance at the sink node needs to be divided proportionally into the two links 

from the source node and the cooperative one to calculate the transmitting power for 

each link. Under these parameters, the total energy equation for 2x1 Co-MISO 

(Alamouti) mode can be rewritten as: 

2
_

_ 2

(4 )
(1 )

( ')
b IT ITE

ITE ITE I

E
bt Co

TE
MISO l f

t R

d

d d

E
E M N

G G d



  






   


  


 

22
_ _

2 2 '

( ') (4 )(4 )
(1 ) (1 )

( ') ( ')
ITE

ITE ITE

b ITE b ITA
l f l f

t R t R ITAITE

d

d d d

E E
M N M N

G G G G d



   

 
 



   

 
    


 

( ) / (2 ) (1 ) /ct cr b ct cr bP P R P P R                                

22
_ _

2 2 '

2 (4 )(4 )
(1 ) (1 )

( ) ( ')
b ITE b IT

ITE IT

A
l f l f

R t R TE t I A

E E
M N M N

d G G G dd G  

 
   


    

  

( ) / (2 ) (1 ) /ct cr b ct cr bP P R P P R                               (5.6) 

To compare SISO and 2x1 Co-MISO (Alamouti) modes, an extreme situation is 
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investigated first. Let ITAd  equal zero, i.e. the location of the source node and the 

cooperative node overlap. ITEd  equals to 'ITEd  at this time. There would be no 

transmitting power consumption in the broadcasting phase. Then the energy equation 

(5.6) for 2x1 Co-MISO (Alamouti) mode reaches the minimum value for a fixed 

destination path-loss ITEd  . 

_ _
0

min( ) limbt Co MISO bt Co MISO
d

E E 
  

2

_ 2

(4 )
(1 ) ( ) / (2 ) (1 ) /b ITE l f ct cr b ct cr b

t R ITE

E M N P P R P P R
G G d 

  
          

  
(5.7) 

When the destination path-loss ITEd   changes, by comparing (5.5) and (5.7), we can 

get a critical point of ITEd   which sets the values of these two equations equal. This 

critical destination path-loss is shown in figure 5-7. 

Figure 5-7 Energy consumption for single-hop SISO and Co-MISO with 0ITAd   

 

It can be seen in figure 5-7 that under the parameters of this simulation, the critical 

point of destination path-loss is 33 6.   ( 1 9.  ). When the transmission distance is 

smaller than 33.6m, the total energy consumption per bit of single-hop SISO mode is 
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smaller than the minimum value of Co-MISO (Alamouti) mode. If the destination 

path-loss falls into this range, SISO mode is more energy-efficient than Co-MISO 

(Alamouti) mode in single-hop transmission. The value of this critical path-loss 

depends on the system parameters, especially the circuit energy. When more 

energy-efficient circuits are adopted in sensor nodes, the advantage of Co-MISO in 

saving transmitting energy will be more pronounced, which makes the critical 

path-loss even smaller.  

 

When the transmission distance is bigger than 33.6m, the energy curve of the 

single-hop SISO mode crosses over the minimum one of the Alamouti Co-MISO 

mode. In this situation, ITAd  needn’t be zero to maintain the energy equation of these 

two modes. So, for the large destination path-loss in this situation, there exists a 

threshold for the cooperative node selection to make the Alamouti Co-MISO mode 

consume less energy than SISO. This threshold can be obtained as follows.  

 

In figure 5-6, by the law of cosines, the geometry distances of all the signal paths can 

be expressed as: 

2 2 2( ') 2 cosITE ITA ITE ITA ITEd d d d d    ,   [0, 2 )                (5.8) 

Then we get 

2 2 2 2( ) ' ( 2 cos ) ( )ITE ITA ITE ITA ITE ITA ITE ITE ITAd d d d d d d d d       , [0, 2 )   (5.9) 

Equality of the first condition in (5.9) is established only when 0  , and the second 

when   , corresponding to the minimum and the maximum values of 'ITEd  for a 

fixed ITAd . A sketch of the area prescribed by this threshold is plotted in figure 5-8. 
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Figure 5-8 Sketch of the threshold area for Co-MISO (Alamouti) 

Based on (5.5), (5.6), (5.8), the simulated threshold area for the destination path-loss 

of 35   is shown in figure 5-9. 

Figure 5-9 Simulated threshold area 

 

In figure 5-9, the threshold distance area is plotted as   increases by a increment of 

6/ . This area corresponds to a path-loss area for the intra-cluster phase. With a 
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ITEd 

ITAd 

Source node  Sink node  Cooperative node 

  10   20   30

30

210

60

240

90

270

120

300

150

330

180 0

Threshold area

dITE (m)

(m)

35 

Source node  Sink node  Cooperative node 



93 
 

is better than single-hop SISO mode in energy saving only when the local path-loss 

falls within this area. In another words, if the neighbor node with the smallest 

path-loss falls outside this area, no cooperative node can make the Co-MISO 

(Alamouti) mode more energy-efficient than the one-hop SISO mode and the latter 

one will always be chosen in this situation. Figure 5-9 also provides a criterion for 

cooperative node selection and the local cluster size. When the cluster-based 

Co-MISO (Alamouti) mode is to be adopted in a wireless sensor network, sensors 

within the path-loss threshold area should be formed into one cluster. Each cluster 

should involve at least one node within the path-loss threshold area of the cluster-head. 

The size of this threshold area depends on both the system parameters and the 

destination path-loss. 

When the destination path-loss continues to increase, both single-hop SISO and 

single-hop Co-MISO (Alamouti) mode may not be energy-efficient for this long 

distance transmission. Multi-hop methods will then be adopted. The detailed mode 

switching framework for multi-hop transmission will be discussed in next chapter. 

 

 

5.3  Conclusions 
 

To achieve energy-efficient transmission in wireless sensor networks, energy 

evaluations for different transmission modes need to be made.  

 

In this chapter, an approximate comparison of different single-hop transmission 

modes are made firstly based on the total energy equations. By adopting an estimated 

parameter of bE  ( b ITAE   and b ITEE  ) in (5.4), the relationship of these transmission 

modes and their energy consumption components (transmitting and circuit, 

intra-cluster and inter-cluster) are illustrated in simulations. The simulation results 

indicate that when circuit energy is considered, there exists a mode switching 

framework for single-hop transmission based on the transmission distance or the 

path-loss, which can achieve the minimum total energy consumption of the whole 

system. The detailed operations for this framework and ways to get the mode 

switching thresholds are then discussed in Section 5.2.  

 

In Section 5.2, BER performances of different transmission modes are first 



94 
 

investigated to calculate a more accurate bE  ( b ITAE   and b ITEE  ). Taking into 

consideration of factors such as fading, path-loss, and power and time slot allocation, 

2x1 Alamouti cooperative MISO mode can get a sufficient saving of transmitting 

energy compared with SISO and a relative lighter load compared to other cooperative 

MISO modes. So the mode switching framework in single-hop is constrained between 

SISO and Co-MISO (Alamouti).  

 

With measures of destination path-loss, it is revealed in the simulation that there 

exists a critical path-loss (distance) from the source to the destination, below which 

the SISO mode will definitely better than the Co-MISO mode in energy saving. When 

the destination path-loss continues growing, there is a threshold area for the selection 

of cooperative node to make the Co-MISO (Alamouti) mode more energy-efficient 

than SISO. This area corresponds to the path-loss limitation within the cluster. 

Co-MISO mode is only switched to when there is at least one member node around 

the cluster-head satisfying the intra-cluster path-loss limitation. If no neighbor nodes 

fall into this area around the cluster-head, SISO mode will continue being used. 

However, multi-hop transmission is proved to be another effective method for 

energy-efficient transmission, so with the continuously growing destination path-loss 

(transmission distance), there should also be a mode switching framework between 

the single-hop and the multi-hop transmissions. This multi-hop mode switching 

framework will be discussed in Chapter 6. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



95 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Chapter 6 
Multi-hop Mode Switching Framework 
for Wireless Sensor Networks 
 

 

 

Besides MIMO techniques, multi-hop frameworks are also proved an effective way 

for energy-efficient transmission. Because the transmitted power usually decreases 

exponentially along the signal path, dividing the long transmission distance into 

several small pieces, which is called multi-hop, can effectively reduce the transmitting 

energy for the whole communication system. However, when circuit energy 

consumption is considered in wireless sensor networks, multi-hop will arouse more 

energy consumed within the sensor node circuits and may counteract the merit 

brought in transmitting energy saving. So similar to the single-hop transmission 

discussed in Chapter 5, there should also be a mode switching framework in 

multi-hop transmission to minimize the system energy consumption as little as 

possible.  

 

The structure of this chapter is organized as follows. In Section 6.1, an approximated 

comparison of different modes in multi-hop transmission with equal-division relaying 

nodes is made. The energy lower bound for multi-hop modes versus transmission 

distance is also plotted and is used to compare with the lower bound for single-hop 
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modes. In Section 6.2, the BER performance for different transmission modes in 

multi-hop transmission is investigated. Then according to the geometry position 

relationship of the source node, cooperative nodes, relaying nodes (cluster), and the 

sink node, a path-loss based multi-hop mode switching framework is proposed. This 

framework investigates the critical condition when the single-hop mode switches to 

the multi-hop mode. Then, the operation of this framework in practical use with 

equal-division and unequal-division relaying nodes (cluster) is stated. The available 

existing area for the relaying node (cluster) is obtained by simulations. Finally, 

Section 6.3 gives the conclusions of this chapter.  

 

6.1  Energy Comparison for Different Modes in Multi-hop 

transmission 

 

Similar to the single-hop situation, the energy comparison for different modes in 

multi-hop transmission is firstly made based on the Chernoff bound estimation of bE  
( b ITAE   and b ITEE  ). To make a fair comparison, the transmission distance of the 

whole multi-hop system is set the same as the single-hop one. The relaying nodes or 

clusters are assumed to be at the equal-division points along the signal path for the 

time being. So, the transmission distance for each hop is /ITEd m , where m  is the 

number of hops. The intra-cluster transmission distance for all the hops are set the 

same and equal to ITAd . On a fixed end-to-end bit-error-rate eP , the BER for each 

hop is calculated as 11 1 /( ) m
eP   in multi-hop transmission. The total energy 

consumption equations for multi-hop SISO and multi-hop Co-MISO can be written as 

follows. 
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1 1_ _
_ _

[ ( ) ] ( ) ( )PA ITA PA ITE ct t cr t ct cr
bt multi Co MISO

b

P P P n P n P P
E m

R

 


         
   

2 2

2 2

4 4
1 1_ _

( ) ( / )
( ) ( )ITA ITE

b ITA l f b ITE l f
t R t R

d d m
m E M N m E M N

G G G G

  
 

         
 

1[ ( ) ] DAC mix fil syn
t

b

P P P P
m n

R
 

  
       

1 1[ ( ) ( )] LNA mix IFA fil ADC syn
t

b

P P P P P P
m n

R
 

    
                (6.2) 

b ITAE   and b ITEE   in (6.2) are estimated as the expression of 1
0

11 1 / /( ) ]/ [ tm
b

n
t Pn N   . 

The total energy consumption per bit for multi-hop transmissions versus the 

transmission distance are plotted in the following figures. 

Figure 6-1 Multi-hop energy consumption in short range of distance 
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The total energy curve of the one-hop SISO mode in figure 6-1 is the same as that in 

figure 5-1. It can be seen that the two-hop SISO mode consumes more energy than the 

one-hop SISO because in the small range of ITEd , the circuit energy generated by 

adding relaying nodes for multi-hop is the dominant part in the total energy 

consumption.  

 

As ITEd  increases, the benefit of transmitting energy saving by dividing a large 

distance into short pieces for multi-hop transmission will stand out. The curves of 

one-hop SISO and two-hop SISO modes should intersect at a certain distance and 

after that the latter should be more energy efficient than the former. The reason that 

these two curves in figure 6-1 go close slowly lies on the evaluation of bE  again. 

bE  evaluated in (6.1) is only decided by bP  but takes no consideration of the path 

loss and fading. The larger of the difference in transmission distances, the bigger of 

the difference in bE  for a fixed BER. 

 

Compared to figure 5-1, more hops make the energy curves in figure 6-1 higher.  

With the same explanation of single-hop situation, curves with more transmitters in 

cooperative MISO transmission all flow over those with the same number of hops but 

fewer transmitters. The energy curve of two-hop 3x1 Co-MISO is lower than that of 

three-hop 2x1 Co-MISO. This is because in short distance transmission with the 

preset parameters, the benefit gained by adding more cooperative transmitters for each 

hop is bigger than that caused by increasing the number of hops.  

 

The total energy curves for multi-hop transmissions in large range of distance are 

plotted in figure 6-2.  
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Figure 6-2 Multi-hop energy consumption in large range of distance 

 

In figure 6-2, it can be seen that more hops and more cooperative transmitters with the 

same number of hops can save more energy for the whole system in large distance 

communication, despite of the extra circuit energy consumed. The curve of two-hop 

3x1 Co-MISO always goes under that of three-hop 2x1 Co-MISO and there is no 

intersection between them under the chosen parameters. So, in conditions of this 

simulation, increasing of cooperative transmitters, not the number of hops, should be 

considered first to improve the energy efficiency of the communication system. The 

abscissa in figure 6-2 is only used to show the long trend of energy consumption over 

dITE. In practice use, there should be a range of reasonable ratio of dITA and dITE. 

 

Similar to the single-hop situation, the minimum simulated bound of the total energy 

consumption per bit for multi-hop systems can also be obtained from figure 6-2, 

which is composed of sections such as 2-hop SISO, 2-hop 2x1 Co-MISO, 2-hop 3x1 

Co-MISO, and 3-hop 3x1 Co-MISO. The energy lower bounds of multi-hop and 

single-hop transmissions are both plotted in figure 6-3. 
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Figure 6-3 Energy lower bound of multi-hop and single-hop transmissions 

 

From figure 6-3, it can be seen that the energy lower bound for single-hop 

transmission goes below that of multi-hop transmission, because the extra energy 

brought by adding more hops is bigger than that brought by adding more cooperative 

transmitters in short range based on the parameters of the circuit energy and the 

estimated bE . In large distance, the energy benefit of multi-hop transmission will 

stand out and these two curves have the trend to get close but it is hard to say if they 

will intersect or not when both the number of hops and the number of cooperative 

antennas ( tn ) are freely chosen. However, what we can got from this figure is that for 

an upper limit of tn , these two curves will definitely cross at a certain transmission 

distance, which represents the switching threshold from single-hop to multi-hop 

transmission. The detailed mode switching framework in multi-hop transmission will 

be discussed in next section. 
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6.2  Path-loss Based Mode Switching Framework for 
Multi-hop Transmission 
 
6.2.1 Multi-hop BER performance for different modes 
 

Similar to the single-hop situation, the multi-hop mode switching framework is also 

based on the calculation of bE , b ITAE  , and b ITEE   first. So, the BER performances 

for different modes in multi-hop transmission are plotted in figure 6-4.  

Figure 6.4 BER performances in multi-hop transmission 

 

Figure 6.4 shows the BER performances of 1-hop, 2-hop, 3-hop transmission for 

SISO and cooperative MISO (Alamouti) modes under the condition of 3ITAd  m, 

50ITEd  m. 0/bE N  is calculated at the destination receiver. Rician fading is 

assumed in intra-cluster phase with the path-loss exponent of 2.7 and Rayleigh fading 

is assumed in inter-cluster phase with 3 as the path-loss exponent. The parameter for 

power level allocation between intra-cluster and inter-cluster phases is also set as 
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0 1.  . Time slot allocation is set as 0 5.  . 

 

In figure 6.4, it can be seen that for the same number of hops, the BER performance 

of Co-MISO (Alamouti) mode is better than that of SISO. This improvement is 

caused mainly by the MISO link in ITE phase for Co-MISO mode. 

  

It can also be seen that with the number of hops increasing, the BER performance has 

a diminishing improvement. This is because dividing longer distance into small pieces 

does reduce the bit-error-rate caused by fading or path-loss along the channel but for a 

fixed total transmission distance, this improvement caused by distance division is 

limited. Considering more hops will cause more extra circuit energy, a tradeoff 

between the number of hops and the BER improvement need to be made. In this 

chapter, only two-hop transmission modes are considered in the multi-hop mode 

switching framework. Three and more hops transmission can be composed of two and 

single hop mode. The switching threshold from single-hop to two-hop transmission 

modes including SISO and Co-MISO (Alamouti) will be discussed in the following 

section. 

 

 

6.2.2  Mode switching conditions for two-hop SISO 
 

According to the discussion in Chapter 5, the transmission mode in single-hop will 

switch from SISO to Co-MISO as the destination path-loss or distance increases. 

When the destination path-loss grows further, multi-hop may be adopted. However, it 

is not clear which multi-hop mode should be adopted first, two-hop SISO or two-hop 

Co-MISO (Alamouti). The former one is discussed first here. 

 

Before comparing one-hop Co-MISO (Alamouti) with two-hop SISO, the most 

energy efficient situation for the latter mode should be found first. Because the 

transmitting energy consumed in this two-hop system is related to the distance sum of  

the two hops, to save more energy, the relay node (cluster) should be on the line of the 

sight signal. Assuming the transmission distances for these two hops are 1ITEd  and 

2ITEd  ( 1 2ITE ITE ITEd d d  ), figure 6.5 shows the transmission sketches of the 

single-hop Co-MISO (Alamouti) and the two-hop SISO modes. 
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Figure 6.5 Sketches of one-hop Co-MISO (Alamouti) and two-hop SISO 

 

In the figure above, the path-loss exponents for inter-cluster transmission in the two 

hops are set the same as  . Based on (6.1), the total energy equation of the two-hop 

SISO mode can be written as  
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         (6.3) 

1b ITEE   and 2b ITEE   are the received energy per bit in these two hops respectively. By 

Hölder Mean ( or Generalized Power Mean) Inequality, the distances of 1ITEd , 2ITEd  

and ITEd  satisfy an inequation as: 
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  (6.4) 

The equation of (6.4) establishes only when 1 2ITE ITEd d . So the equation (6.3) 

reaches the minimum value when the relay node (cluster) is right at the center point of 

the signal line. The minimum value of (6.3) can be expressed as: 
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In one-hop Co-MISO (Alamouti) transmission, the intra-cluster transmission distance 

ITAd  has a natural limit, which is ITA ITEd d . The total energy consumption of this 

mode in (5.6) reaches the maximum value when we set ITA ITEd d  and   . By 

comparing this maximum energy consumption of one-hop Co-MISO (Alamouti) 

mode with the minimum value of two-hop SISO mode in (6.5), we can find if there 

exists a threshold point for mode switching. These two curves of total energy versus 

destination distance are plotted in figure 6.6. 

Figure 6.6 Energy consumption of two-hop SISO and one-hop Co-MISO modes 

 

It can be seen that the maximum energy curve of the one-hop Co-MISO (Alamouti) 

mode is always below the minimum one of the two-hop SISO mode. As the 

transmission distance increases, these two curves diverge and there is no intersection，

This is because in short distance transmission, the circuit energy consumption caused 

by adding a relaying node is more than that brought by a cooperative one under the 

time division scheme, while in long distance transmission, the transmitting energy 

consumption grows faster in SISO link than in MISO link, which makes the one-hop 

Co-MISO (Alamout) mode even better in total energy saving.   
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Figure 6.6 reveals that along the whole range of transmission distance , one-hop 

Co-MISO (Alamouti) is better than two-hop SISO mode under the simulation 

parameters of circuit energy. When the location of the relay node is not so ideal (at the 

middle point of the line of sight), the energy situation of the latter one will be even 

worse. The transmission power gain obtained by multi-hop is not obvious in this 

situation. So, multi-hop SISO is not fit for this mode switching framework. 

 

 

6.2.3  Mode switching conditions for two-hop Co-MISO 
(Alamouti) 

 

In this section, we will investigate mode switching from one-hop Co-MISO (Alamouti) 

to two-hop Co-MISO (Alamouti). Firstly, we consider the situation that the relaying 

node (cluster) is along the line of sight signal, shown in figure 6.7. 

 

 
Figure 6.7 Sketches of one-hop and two-hop Co-MISO (Alamouti) 

 

In figure 6.7, let the angle   and ITAd  in each cluster are the same. 1( ')ITEd   and 

2( ')ITEd   represent the inter-cluster path-loss for the cooperative node in each hop. 

Based on (5.6), the energy equation for two-hop Co-MISO (Alamouti) mode can be 

expressed as: 
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Similar to the two-hop SISO mode, (6.6) reaches the minimum value when the 

relaying cluster-head is at the center point of the sight signal ( 1 2ITE ITEd d ), which can 

be written as: 

2
_ 1 _ 2

_ 2 _ 2

2 2 (4 )
min( ) (1 )

( / 2) ( '/ 2)
b ITE b ITE

bt hop Co MISO l f
ITE ITE t R

E E
E M N

d d G G 


  


  


 

2
_

2 '

(4 )
2(1 ) 2( ) /b ITA

l f ct cr b
t R ITA

E
M N P P R

G G d 


 

 


      

2(2 ) (1 ) /ct cr bP P R                                (6.7) 

By comparing (5.6) and (6.7), we hope to find a critical ITEd  , which sets the energy 

consumption of the one-hop Co-MISO mode equals the minimum value of the 

two-hop Co-MISO mode. These two energy curves versus the transmission distance 

are shown in figure 6.8. 
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Figure 6.8 Energy consumption of one-hop and two-hop Co-MISO modes 

 

The intersection in figure 6.8 represents the destination path-loss threshold. When the 

destination distance is smaller than 600m, one-hop Co-MISO mode is more 

energy-efficient than two-hop Co-MISO mode. When the path-loss is bigger than 

600  , the energy curve of the single-hop mode crosses over that of the two-hop 

mode with equal relay. In this situation, transmitting power gain obtained in two-hop 

transmission overcomes the extra circuit energy caused by relaying node (cluster). 

One-hop Co-MISO (Alamouti) mode should switch to the two-hop Co-MISO 

(Alamouti) mode for energy saving. This critical destination path-loss largely depends 

on the parameters of circuit energy. Diminished circuit energy makes the mode switch 

in smaller path-loss (shorter distance). 

 

When the destination path-loss is bigger than this threshold, the location limitation of 

the relaying node (cluster) is loosened. The relaying node can move within an area 

(not only along the line of sight signal) and maintain the total energy consumption 

less than that of single-hop. A sketch of this two-hop transmission without middle 

point relaying node (cluster) is shown in figure 6.9. 
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Figure 6.9 Sketch of the area for relaying node (cluster) 

 

In the figure above, 1 2ITE ITE ITEd d d  . ( ),l   is the polar coordinate from the 

middle point of the sight signal with l  as the radius and   as the angle. In this 

non-ideal situation, the energy equation has the same expression of (6.6) but with 

additional limitations. 
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For a fixed destination path-loss ( 700  ), by comparing the energy consumption of 

single-hop Alamouti Co-MISO in (5.6) with that of two-hop Alamouti Co-MISO in 

(6.6) and (6.8), the possible existing area for relaying node (cluster) can be obtained 

and shown in figure 6.10. 
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             Figure 6.10 Threshold area for relaying node (cluster) 

 

In the figure above, the threshold area for relaying node (cluster) is plotted by 

increasing   with the increment of 6 /  (A more smoother curve could be 

obtained with less   intervals. The interval of 6 /  here is set for simulation 

simplicity). ITAd  is kept as 3m and   is kept as 6 / . The nodes or cluster falls 

into this area can be used for data relaying. If there is no node within this area, 

one-hop Co-MISO (Alamouti) mode will be adopted continuously.  

 

Based on the mode switching framework discussed in Chapter 5 and 6, the path-loss 

mode switching framework can be summarized in the figure below. 
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          Figure 6.11 Path-loss based mode switching framework. 

 

The thresholds in the figure above are decided by the parameters of circuit energy. 

Sensor nodes with more energy-efficient circuit models can reduce these thresholds. 

The single-hop and two-hop mode switching frameworks can be concatenated to form 

multi-hop transmission. 

 

 

6.3  Conclusions 
 

In this chapter, the path-loss based multi-hop mode switching framework in wireless 

sensor network is investigated. By simulation, it can be seen that there is no such a 

threshold point for mode switching from one-hop Co-MISO (Alamouti) mode to 

two-hop SISO mode. This is because the former one consumes less energy not only in 

data transmission but also in signal processing within the circuits under the 

cluster-based time-division framework. 

 

When comparing the one-hop Co-MISO (Alamouti) transmission with the two-hop 

Co-MISO (Alamouti) mode, there does exist a threshold destination path-loss that the 

extra circuit energy caused by relaying cluster can be offset by the transmitting power 

gain from the multi-hop. 

 

When a sensor node has data to transmit to the sink, it can first send an enquiry 

message to the network and gather the necessary path-loss information from the 

backhaul signal. Then, based on the destination path-loss, the source node will choose 

a mode for data transmission. If the destination path-loss is bigger than the multi-hop 

threshold, relaying node (cluster) is needed. The relaying node (cluster) should be 

within the path-loss area between the source and the destination. Combination of the 
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single-hop and the two-hop mode switching framework can be used for even larger 

distance transmission.  
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Chapter 7 
Conclusions 

 

 

 
 

Distributed MIMO in wireless sensor networks is one of the hot topics in research. 

This thesis investigates different transmission modes in wireless sensor networks and 

provides a profound understanding of cooperative MIMO technology compared with 

SISO in respect of energy measurement. The contributions can be used as a good 

starting point for follow-up research work. In this concluding chapter, all the key 

findings from each chapter are summarized. Several possible areas for future research 

are suggested as well. 

 

 

7.1  Conclusions Summary 
 

To compare the different transmission modes in wireless sensor networks, a total 

energy consumption model for each mode needs to be set up. The total energy 

consumption of a wireless communication system is revealed to be made up of two 

parts: the transmitting energy consumption and the circuit energy consumption. It is 

reasonable to omit the latter one in higher-power or large distance communication 

where the transmitting power is the dominant part of the total power consumption. 

However, when it come to wireless sensor networks, where the transmission distance 

is relatively short and the transmitting power for lower data streams is comparable to 

the power of circuit modules, the circuit energy consumption needs to be counted. In 

addition, due to the time division scheme adopted in the cluster-based cooperative 

MIMO mode, the total energy consumption model for this mode should involve two 

phases: intra-cluster and inter-cluster phases. The energy equations derived in Chapter 

3 consider all the factors above and serve as the theoretical basis for the whole thesis. 

 

To calculate the total energy consumption of cluster-based cooperative MIMO 

transmission mode, the energy used for signal transmitting and data processing within 
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the circuits need to be calculated respectively. Because the transmitting power levels 

in intra-cluster and inter-cluster phases depend on the transmission distance, 

communication reliability requirement, and the time slot allocated for each phase, 

there should be a resource allocation framework in this mode. Chapter 4 proposed 

such a resource allocation framework to maximize the data throughput of the whole 

system and simultaneously maintain within the tolerance of the outage probability 

requirement. The time slots allocation depends on the modulation code rate during the 

intra-cluster broadcasting and the STBC code rate in inter-cluster transmission. Due to 

the time division scheme, there is a loss of the data throughput in the cluster-based 

cooperative MIMO mode compared to SISO mode. Two transmitters with Alamouti 

scheme in ITE phase can reach the possible maximum data throughput of the 

cooperative MIMO mode. In transmitting power allocation, the circuit energy should 

be considered in this algorism, because without doing this, the results can be overly 

optimistic about the benefits of the cooperative MIMO over SISO mode. 

 

Based on the total energy equations and the resource allocation framework, Chapter 5 

made a comparison of different transmission modes and proposed a mode switching 

framework in single-hop communication. According to the path-loss from the 

destination and the neighboring node, the source node can choose a most 

energy-efficient single-hop mode for data transmission. When the destination 

path-loss is below a threshold, SISO mode is selected and no neighboring nodes need 

to be awakened for collaboration. When the destination path-loss is above this 

threshold, which mode should be adopted depends on the path-loss from the 

neighboring nodes. If there exists a neighboring node within a certain area, which can 

be calculated by the total energy equations, cooperative MISO mode will be chosen. 

If there is no such a neighboring node, SISO mode will continue to be used. 

 

This mode switching framework for multi-hop transmission is proposed in Chapter 6. 

Because of the time-division method and the transmitting power gain, single-hop 

Co-MISO mode is more energy-efficient than two-hop SISO in both circuit energy 

and transmitting energy. The multi-hop mode switching framework only applies when 

the one-hop Co-MISO mode switches to the two-hop Co-MISO mode. Similar to the 

mode switching in single-hop, there is a threshold point in multi-hop mode switching. 

When the destination path-loss is below this threshold, single-hop Co-MISO is chosen 
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and no relaying node (cluster) is needed. When the destination path-loss is above this 

threshold, which mode should be adopted depends on the path-loss from the nodes or 

clusters along the signal paths. If a node (cluster) falls within a calculated area 

between the source node and the sink node, it can be selected as the relaying node 

(cluster) for two-hop cooperative MISO transmission. Otherwise, single-hop 

Co-MISO continues to be used.  

 

 

7.2  Future Research Areas 
 

There are several areas of this thesis that can be expanded at a future stage, which are 

listed below. 

 

 The cooperative MIMO transmission mode considered in the mode switching 

framework is mainly 2x1 Co-MISO (Alamouti). When considering more 

antennas at both Tx and Rx, more problems will be brought forward, such as the 

selection of more corporative nodes in transmitting cluster, the information 

exchange phase in the relaying cluster and its cluster-head selection mechanism. 

In addition, the differences of energy consumption of relaying nodes working in 

AF and DF ways need to be investigated clearly.  

 In higher layers, more energy-efficient radio resource management and routing 

protocols need to be discussed. The problems like routing expense, enquiry cost, 

as well as transmission delay are all need to be considered. 
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[1]  Xiaojun Wen, D. I. Laurenson, “A Resource Allocation Algorithm for 

Cluster-based Cooperative MIMO in Wireless Sensor Networks”, Proceedings of 17 

Software, Telecommunications & Computer Networks (SoftCOM 2009), 2009, pp. 

211-215.  

[2]   Xiaojun Wen, D. I. Laurenson, “An Energy-Efficient Mode Switch Scheme for 

Cooperative Transmission in Wireless Sensor Networks ”, submitted to the Journal of 

Wireless Sensor Networks. 
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