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Abstract 

Off-grid hybrid renewable energy systems are known as an attractive and sustainable 

solution for supplying clean electricity to autonomous consumers. Typically, this 

applies to the communities that are located in remote or islanded areas where it is not 

cost-effective to extend the grid facilities to these regions. In addition, the use of 

diesel generators for electricity supply in these remote locations are proven to be 

uneconomical due to the difficult terrain which translates into high fuel 

transportation costs. The use of renewable energy sources, coupling with the diesel 

generator allows for the diesel fuel to be offset. However, to date, a common design 

standard for the off-grid system has yet to be found and some challenges still exist 

while attempting to design a reliable system. These include the sizing of hybrid 

systems, coordination between the operation of dissimilar power generators and the 

fluctuating load demands, optimal utilisation of the renewable energy resources and 

identifying the underlying principles which reduce the reliability of the off-grid 

systems.  

In order to address these challenges, this research has first endeavoured into 

developing a sizing algorithm which particularly seeks the optimal size of the 

batteries and the diesel generator usage. The batteries and diesel generator function 

in filling the gap between the power generated from the renewable energy resources 

and the load demand. Thus, the load requirement is also an important factor in 

determining the cost-effectiveness of the overall system in the long run. A sensitivity 

analysis is carried out to provide a better understanding of the relationship between 

the assessed renewable energy resources, the load demand, the storage capacity and 

the diesel generator fuel usage.  

The thesis also presents the modelling, simulation and experimental work on the 

proposed hybrid wind-diesel-battery system. These are being implemented with a 

full-scale system and they are based on the off-the-shelf components. A novel 

algorithm to optimise the operation of a diesel generator is also proposed. The 

steady-state and dynamic analysis of the proposed system are presented, from both 

simulation and an experimental perspective. Three single-phase grid-forming 

inverters and a fixed speed wind turbine are used as a platform for case studies. The 
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grid-forming inverters adopt droop control method which allows parallel operation of 

several grid-forming sources. Droop control-based inverters are known as 

independent and autonomous due to the elimination of intercommunication links 

among distributed converters. Moreover, the adopted fixed speed wind turbine 

employs a squirrel cage induction generator which is well known for its robustness, 

high reliability, simple operation and low maintenance. The results show a good 

correlation between the modelling, the experimental measurements, and the field 

tested results. 

The final stage of this research explores the effect of tower shadow on off-grid 

systems. Common tower designs for small wind turbine applications, which are the 

tubular and the lattice configurations, are considered in this work. They generate 

dissimilar tower shadow profiles due to the difference in structure. In this research, 

they are analytically modelled for a wind turbine which is being constructed as a 

downwind configuration. It is proven that tower shadow indeed brings negative 

consequence to the system, particularly its influence on battery lifetime within an 

off-grid system. This detrimental effect occurs when power generation closely 

matches the load demand.  In this situation, small frequent charging and discharging 

cycles or the so called microcycles, take place. The battery lifetime reduction due to 

these microcycles has been quantified and it is proven that they are not negligible 

and should be taken into consideration while designing an off-grid hybrid system.  
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Chapter 1 Introduction 

 

1.1 Background 

Globally, conventional fossil fuel-based electrical power systems are facing the 

problems of poor energy efficiency and contributing to environmental pollution. 

Over the period of power systems development, the concentrations of carbon dioxide 

(CO2) in the atmosphere have been increasing significantly [1]. The use of energy 

has been identified as the largest source of overall anthropogenic greenhouse gases 

(GHG) emissions. Within the energy sector, CO2 emission is primarily due to the 

combustion of carbon-based fuels during the process of power generation. From the 

Intergovernmental Panel on Climate Change (IPCC) fifth assessment report [2], it is 

stated that the climate change can be linked to the phenomenon of global warming 

resulting from GHG emissions. In another occasion, people who are settling in small 

villages located far away from the utility grid have been utilising small diesel 

generators to electrify their homes. These diesel generators are categorised as fossil 

fuel-based power generators which contribute to the overall GHG emissions [3]. The 

COP21, also known as the 2015 Paris Climate Conference which involved 196 

nations has formalised a legally binding and universal agreement on aiming to limit 

global warming to “well below 2° Celsius (C) above pre-industrial levels and to 

pursue efforts to limit the temperature increase to 1.5 °C” [4]. Developed and 

developing countries are no longer separated into distinct groups as in the Kyoto 

Protocol and all parties are expected to undertake the ambitious climate action, with 

the recognition that developing countries will require additional support for the 

ambitious implementation [4].  

Renewable energy technologies have been developed rapidly and they are being 

adopted from countries all over the world in order to combat climate change [5]. The 

year 2015 was extraordinary for renewable energy as the rate of deployment [4] was 

the largest [6]. Globally, this is dominated by large (e.g., megawatt-scale and up) 

generators that are owned by utilities or large investors [6], despite it has been shown 

that these are insufficient in providing electricity services to the energy-poor 
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communities [7]. Meanwhile, the market for distributed, small-scale generation has 

started to accelerate in both developing and developed countries. In developing 

countries, the rapid expansion of small-scale renewable systems is associated with 

rural electrification for people living far from the grid. On the contrary, significant 

growth is observed in developed countries from residential and industry in response 

to a demand for self-sufficiency and the desire to become ‘prosumers’ [6].  

At present, approximately 1.2 billion people, or 17% of the global population, living 

without access to electricity [6]. Majority of these populations live in sub-Saharan 

Africa and developing Asia. Such an energy outlook is unacceptable and the lack of 

affordable and reliable electricity supply is a major impediment to the development 

of many rural communities, particularly those remote from the existing electricity 

grid. Therefore, off-grid electrification systems are often the only practical solution 

for electricity generation for these communities. Traditionally, off-grid electrification 

systems rely solely on diesel generators, but the remained instability and volatility of 

the oil market [8] [9] bring uncertainties to the consumers with regards to the future 

diesel fuel cost. The developments in renewable generation technologies allows the 

use of natural resources (wind, hydro, or photovoltaic (PV)) as alternative energy 

sources. However, their intermittency typically results in the inability to maintain the 

power balance between supply and demand [10]. The remedy to this problem is to 

combine RES with conventional diesel generation and batteries [11] [12]. This 

combined system forms a so-called hybrid renewable energy system (HRES) which 

may provide reliable electricity supply [13]. Other form of energy storage systems 

(ESSs) such as capacitors, supercapacitors, flywheels and superconductive magnetic 

energy storage (SMES) are known as fast-response ESSs. However, these ESSs do 

not have high energy density. Therefore, they are more suitable to be used for 

regulating the grid frequency and mitigating flicker effects in the scenario of sudden 

power changes from the load and the short-term fluctuations from renewable 

generations [14]. On the other hand, pumped hydro energy storage (PHES), 

compressed air energy storage (CAES) and thermal ESSs can deliver power in the 

magnitude of megawatts to gigawatts for several hours. In addition, they possess 
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slow response time and are not ideal to be operated with rapid mode changes due to 

the associated large inertia [14].  

Despite the positive outcomes obtained from the existing HRES, some challenges 

and reliability issues are yet to be addressed. This research attempts to solve several 

practical problems on current HRESs, working in collaboration with a small wind 

turbine company, Gaia-Wind Limited. As part of their growth plans, Gaia-Wind are 

constantly exploring new renewable energy solution for small scale projects. These 

include sizing of batteries and diesel generator, optimally control of the operation of 

the diesel generator, hybrid system laboratory setup and the tower shadow effects on 

the battery lifetime within a hybrid wind-diesel-battery system. Gaia-Wind Ltd. have 

over 20 years of design experience from the Danish wind industry and have utilised 

this in their current product – the 133-11kW wind turbine. This wind turbine is well-

known for its high energy production, quiet operation and long track record of 

reliability. As part of its expansion growth, Gaia-Wind is exploring the possibility of 

developing HRESs using their wind turbine for off-grid applications.  

One of the most expensive components in HRESs is the batteries as very often they 

are oversized to increase system autonomy. A diesel generator on the other hand is 

used as a backup whenever there is an energy deficit in the system. If a diesel 

generator is oversized, it will experience low part load efficiency and in the long 

term this will be detrimental to the engine system. Both batteries and diesel generator 

are seen to be trade-offs from each other. Intuitively, if a higher capacity battery 

system is being installed, the diesel generator’s operation will be less frequent and 

vice versa. In addition, many project managers experience the challenge in optimally 

sizing these components for different sites. This is due to the different availability of 

RES and load demand for different locations.  In order to address this problem, this 

research utilises the annual historical RES and load demand information, 

characteristics of renewable energy devices and the lifecycle cost of HRES 

components while performing the sizing studies. A graphical user interface (GUI) is 

suitable to be developed as it has been used as a tool to ease carrying out the sizing 

process and to perform sensitivity analysis [15] [16]. The aim of the sizing tool is to 

seek the optimum configuration of the hybrid system, based on the minimum cost of 
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electricity. The corresponding batteries and diesel generator’s yearly operation which 

can be simply linked to their technical performance are analysed and discussed. One 

of the main benefits of developing the sizing GUI is to ease the hybrid system sizing 

process while allowing one to understand the underlying principles to achieve that. 

This is an important step prior to the implementation of the real system as 

unnecessary capital investment may be spent in over-sizing the batteries or diesel 

generators.  

In an off-grid hybrid wind-diesel-battery system, the diesel generator is often not 

utilised efficiently, therefore compromising its lifetime. In particular, running the 

diesel generator at more than 40% of its rated capacity is often unmet. This is due to 

the variation in power demand and wind speed which needs to be supplied by the 

diesel generator. In addition, the frequent start-stop cycles of the diesel generator 

leads to additional mechanical wear and fuel wastage [17] [18]. With a given day-

ahead forecast of local renewable energy resource and load demand, it is possible to 

optimise the operation of a diesel generator, subjected to other pre-defined 

constraints. Thus, the utilisation of the RES to supply electricity can be maximised. 

Usually, the optimisation studies of a HRES are being conducted through simple 

analytical modelling, coupled with a selected optimisation algorithm to seek the 

optimised solution. The obtained solution is not verified using a more realistic 

system model, for instance the physical modelling approach. This often leads to the 

question of applicability of such optimised operation in reality.  In order to take a 

step further, model-based design using Simulink is employed in this research to 

perform a comparison through a physical modelling approach. The Simulink model 

has the capability to incorporate the electrical and mechanical (Simscape) physical 

characteristics into the simulation, which are often neglected by other authors when 

performing such a study. Therefore, HRES simulation models are built according to 

the system proposed in the work. Finally, sensitivity analyses are performed as a 

means of testing the designed hybrid system against wind and load forecast errors. 

The simulation methodology provides insight in terms of electrical performances of 

the proposed control algorithm. Besides being able used as a tool to assist hardware 

development, developers are able to simulate other desired scenarios using the 
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simulation model and check the correctness of the algorithm before executing them 

on the expensive hardware. 

Since a hybrid wind-diesel-battery system involves the rotation of the wind turbine 

blades, additional protection and risk assessment would be required if it was tested in 

the field. This is due to the lack of initial understanding of the level of operational 

safety of a newly proposed system. In addition, reproducibility is a challenge in the 

field, for instance, it is nearly impossible to obtain the exact same wind speed profile 

in the field to be used as a test input. This adds to the challenge while tuning the 

controller or to troubleshoot any faults within the system. The additional time which 

is required to perform certain tests in the field further justify the additional human 

resource cost in the project development.  As part of a product development cycle, 

laboratory testing is believed to present a more controlled test environment and its 

performance is close to the real system compared to computer simulations. After 

conducting simulation studies, a laboratory platform is required to validate the 

steady-state and dynamic performances of the proposed hybrid system through a 

series of functional tests. The construction of a hybrid system in the laboratory 

provides low cost and safer testing and verification of the wind turbine, which would 

otherwise be costly in the field.  In this research, a full-scale HRES system is 

established and characterised in a modular basis and the implementation process is 

explained in detailed. The test rig is designed based on the hybrid of real-time 

simulation and the hardware components. In particular, the drive train (aerodynamic 

profile of the blades and the gearbox) and the braking mechanism of the wind turbine 

are implemented using computer modelling. The hybrid approach of utilising both 

software and hardware simplifies the test rig design for the purpose of laboratory 

testing and at the same time contribute to cost saving on expensive hardware 

components. The developed hardware platform allows engineering issues and their 

underlying dynamics to be investigated. For example, the non-ideal aerodynamic 

effects (wind shear, tower shadow and others) of the wind turbine imposing on other 

hybrid system components, different types of battery along with their respective 

performances and the off-grid system’s power quality can be studied. Additionally, 

the prototype also can be used to validate the simulation model.  
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In an off-grid hybrid wind-diesel-battery system, the battery lifetime is often 

optimistically over-predicted by hybrid system designers and battery manufacturers. 

This is due to the underestimation of battery wear as a result of short charge-

discharge cycles, otherwise known as microcycles [19] [20]. The detrimental effect 

of microcycles on a battery-based standalone renewable energy system has been 

investigated previously. It was studied based on the short-term fluctuations of RES 

such as solar and wind [20]. Microcycles are known to take place, especially when 

power generation closely matches the load demand. However, this research provides 

new insight on battery lifetime reduction due to microcycles which are mainly 

attributed to tower shadow phenomena. In particular, the downwind wind turbines 

are considered here as their tower shadow effects are more significant compared to 

the upwind counterpart. Simulation and experimental results have shown that the 

wind speed deficit due to this non-ideal effect is important in a standalone hybrid 

system. In addition, the effects of tower shadow occur typically two to three times 

per revolution, depending on the number of blades. The modelling of the tower 

shadow profiles for tubular and four-leg tower configurations are conducted, 

respectively. Typically, these towers are used in small wind turbine applications. The 

tower shadow profiles are emulated experimentally using the built test rig with the 

emulated tower shadow characteristics being explained. Moreover, the quantification 

of the battery lifetime reduction is analysed through several case studies. A 

sensitivity analysis of the battery lifetime reduction for different tower configurations, 

operating at different load conditions is performed. This study seeks the relationship 

between the tower shadow effects and the battery lifetime reduction in an off-grid 

situation while serving as an as awareness for HRES designers when selecting the 

types of tower for their wind turbines. Besides, it may be used for HRES sizing 

studies in order to avoid the battery being optimistically assumed to last longer than 

reality.  

1.2 Outline of Thesis 

Chapter 2 provides a background and literature review on the difference between 

grid-connected and isolated HRES, the hardware components involved and their 
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associated design considerations in an off-grid system, the architectures of off-grid 

HRES and a discussion on battery technologies for off-grid systems. 

Chapter 3 describes the sizing methodology in finding an optimum configuration of 

the HRES, based on the calculated life-cycle cost over the 20 years period chosen in 

this work. Attention is given in finding the trade-offs between the cost of battery 

storage system and the diesel generator fuel usage over the considered period. One of 

the reasons of choosing 20 years is that the Gaia wind turbines are designed for a 

lifetime of 20 years [21]. It is acknowledged that wind turbines are known to have a 

much higher capital cost per kW compared to fossil fuel-based generators, such as 

the diesel generators [22]. However, the capital cost of a wind turbine can only be 

recovered (payback period) after it operates for a certain amount of time [23] 

(depending on the site average wind speed) and the cost of electricity (COE) is 

expected to reduce further when the wind turbine continues to operate. In this case, if 

fewer years were to be considered in the sizing study, the remaining “unused” 

lifetime of the wind turbine will cause the computed COE to be higher. 

Chapter 4 presents the modelling and simulation of the HRES in detail. The 

modelling of the battery grid-forming system, fixed-speed wind turbine, diesel 

generator and turbulent wind speed model are described individually. An integrated 

system is successfully being simulated and the system performances are discussed.  

Chapter 5 proposes a new optimised control algorithm on the diesel generator usage 

within an off-grid HRES, based on the forecasted wind and load models. A new 

methodology of simulating a long-term operation of the HRES using the Simulink 

physical modelling is proposed. It is compared and contrasted with the conventional 

means of performing optimisation of the hybrid system which uses the simplified 

mathematical modelling.  

Chapter 6 explains the experimental setup of the off-grid hybrid system proposed in 

this work. It is based on the off-the-shelf components currently available in the 

market, coupled with the necessary software developed from this research. Each of 

these components is characterised individually and the test procedures are shown. 

The steady-state and dynamic performances of the completed test rig are discussed.  
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Chapter 7 investigates the tower shadow effect from both tubular tower and lattice 

tower point of view. These were modelled analytically and were tested with the 

developed test rig. The limitations of the test rig in emulating the tower shadow 

profiles are discussed. Finally, the tower shadow effect on the batteries lifetime 

within an off-grid system is demonstrated.  

Chapter 8 summarises the work undertaken in this thesis and its contribution to the 

knowledge gap in the field of hybrid system. Finally, recommendations for future 

work are provided.  

1.3 Component Power Ratings and Specifications 

In order to ease readers in referencing the component power ratings used throughout 

this thesis, Table 1.1 summarises the components and their power ratings in each 

chapter. The Gaia wind turbine is rated at 11 kW and the grid-forming inverter 

system is rated at 18 kW and they remain the same throughout this thesis. Variations 

in diesel generator power rating, battery capacity, load profile, battery state of charge 

(SOC) limits, hybrid system safety precautions are observed in different chapters. 

The differences are attributed to the purpose of studies (long term sizing and short-

term optimised control) and limited laboratory facilities for the experimental work. 

The detail descriptions on component specifications and how the results may change 

due to the discrepancies are provided in the appropriate sections. 

Chapter Wind 

turbine 

(kW) 

Diesel 

generator 

(kW) 

Battery 

capacity 

(kWh) 

 

Inverter 

(kW) 

Load profile Battery SOC 

limits (%) 

Hybrid system safety-pre-

cautions 

3 11 11 150 18 3 households 40 ≤ SOC ≤ 100  NA 

4 11 8 15 18 Fixed 
balance and 

unbalance 

NA NA 

5 11 8 45 18 3 households 20 ≤ SOC ≤ 100   3 kW load turn on at SOC = 
85% and off at SOC = 80% 

 5 kW load turn on at SOC = 
95% and off at SOC = 90% 

 Diesel generator support when 
SOC < 15% 

6 11 Emulate 

from grid 

5.088 18 Fixed 

balance and 
unbalance 

20 ≤ SOC ≤ 100  SMA SI 8.0H synchronises to 

utility grid when SOC beyond 
limits 

7 11 Emulate 
from grid 

5.088 18 Fixed 
balance 

20 ≤ SOC ≤ 100  SMA SI 8.0H synchronises to 
utility grid when SOC beyond 

limits 

Table 1.1: Hybrid system component’s nominal power ratings in each chapter
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Chapter 2 Background and Literature Review 

 

In the process of designing a HRES, it is important to first have a good 

understanding on its technologies, architectures and design challenges. A HRES can 

be designed in various forms, depending on the applications involved. In particular, 

designers need to consider the types of load, which mainly can be categorised into 

alternating current (AC) or direct current (DC). Typical home appliances are AC 

powered whereas specific applications such as telecommunication and data centres 

require DC supply. Geographical location of the load (islanded or grid-connected) 

will further define the types of technologies, sizing and configurations of the system 

to be involved. This chapter compares and contrasts a grid-connected and an isolated 

hybrid system. The system design and operation challenges being associated with 

both systems are different and hence will need to be analysed in greater detail. 

Further on, the design considerations of batteries, diesel generators and inverters are 

discussed. An off-grid HRES can be designed in three configurations, depending on 

the applications involved. These are mainly the AC system, DC system and mixed 

AC-DC system. Battery technologies which are available and suitable to be 

implemented in a hybrid system are discussed. Then, a literature review on HRES 

topologies (both modelled and implemented) considered by others is discussed. The 

cost of hybrid system components, which include wind turbines, bidirectional 

inverters, diesel generators, batteries are reviewed. This will be used in Chapter 3 for 

the hybrid system sizing cost calculations. Finally, energy management systems for 

HRESs proposed by other authors are discussed.  

Due to the space and time constraints, it is not possible to cover all the aspects of off-

grid renewable energy systems. Therefore, only the vital topics which enable the 

reader to appreciate this research are presented.  
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2.1 Grid-connected versus Isolated Hybrid Renewable Energy 

Systems 

2.1.1  System Capability 

A HRES can be referred to small generators or decentralised generations which can 

either be used as a standalone unit at an isolated area (e.g. remote areas) or utility-

connected systems. When a HRES is grid-connected, it is typically coupled to a 

medium voltage e.g. 11 – 66 kV or low voltage e.g. 110 – 690 V networks, 

depending on the location and total installed capacity of the distributed generators 

(DGs) [24]. A utility owned HRES can be used to improve power supply flexibility 

and quality and hence improving system stability. A HRES with a power converter 

interface can act as an active and reactive power supplier, correcting the power factor 

at local nodes and in certain cases to track their maximum power point from 

renewable generations (wind turbines and PV arrays) [24]. From the utility 

perspective, the investment on transmission and distribution infrastructures upgrade 

can be deferred by having HRES to supply the unexpected high load growth on 

certain areas.  

2.1.2 Communication Devices 

In anticipating the future energy system to be interconnected with various units of 

HRESs, advanced information and communication devices are expected to be 

heavily involved. In such an energy system, the HRES units can be aggregated and 

viewed as the “virtual power plant (VPP)” that can be treated as a single entity [25] 

[26]. Given the fact that these pools of HRES are located at multiple locations with 

different generation technologies, it is easy to see how the information and 

communication technologies play a major role in facilitating the grid control 

mechanism [24]. In this case, the power system will rely upon software systems to 

remotely and automatically dispatch and optimise generations, managing load 

demand and storage systems in a secure web-connected system [24]. On the other 

hand, an isolated HRES requires minimal or no communication devices, hence 

simplifying the design and overall operation of the HRES [27].  
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2.1.3 Mode of Operations 

From the control point of view, a HRES which is connected to the strong grid has 

small variations in voltage and frequency. In this operational mode, the strong grid 

dictates the grid voltage magnitude and frequency and each DG unit can be viewed 

as a current source, whose power can be varied by varying the reference current [28]. 

In an isolated system, the inverter should be operated as a voltage source inverter 

(VSI) and forms the grid. As the references from the main grid are lost, a new 

reference voltage must be internally generated by the DG unit controllers in order to 

maintain good power quality. In this case, the DG units are working as a voltage-

controlled source whose outputs should be proportionally shared in meeting the load 

demand [27]. The power sharing schemes should be designed so as not to overstress 

any individual unit, where no single dominant energy source is present in the system.   

2.1.4 Protection Systems 

Protection system design can be very dissimilar for a HRES which is capable of 

working as both grid-connected mode and islanded mode compared to a HRES that 

only operates as islanded mode. From the literature, the fault current magnitude 

when operating as a grid-connected mode is significantly different from an islanded 

HRES [29] [30]. Therefore, conventional approaches to tackle the protection system 

problem cannot be reused in such highly dynamic HRES. Typically, the fault current 

values for a DG unit with power electronics converter interface is limited to around 2 

– 3 per unit of their rated currents [31] [32]. It is important to note that these are 

simulated values and not being validated experimentally. In the grid-connected mode, 

the protection relays isolate the HRES from the main grid in order to protect the DG 

units and loads. In islanding mode, the protection relays act to isolate the smallest 

part of the HRES during fault clearing [24]. More protection system challenges are 

being associated with a HRES operating in both modes; hence a proper coordination 

between the DG units, protective equipment and loads is required to ensure a safe 

operation of the HRES.  

When used as a standalone system, the HRES serves small houses such as single to 

several households, remote island resorts or supporting more specific applications. 

These include the communication centres and mining sites. A HRES is economically 
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advantageous compared to diesel-only solution for supplying these remote areas 

where supplies from the national grid system are either difficult to avail due to 

complicated terrain or frequency disruptions caused by inclement weather conditions 

or man-made disturbances. Table 2.1 compares the characteristics between grid-

connected and isolated HRES.  

Attributes Grid-connected HRES Isolated HRES 

Typical voltage 

connection 
 Low voltage: 110 – 690 V 

 Medium voltage: 11 – 66 kV 

 Low voltage: 110 – 690 V 

 

Benefits to the utility 

grid 
 Supply electricity to local loads 

during utility grid fault 

occurrence 

 Correct power factor at local 

nodes 

 Investment deferral in grid 

infrastructure to meet higher load 

capacity 

Communication 

technology  
 Advanced information and 

communication devices required 

to facilitate grid control 

 Minimal or no communication 

devices 

Control strategy  Operate as current-controlled 

source during grid-connected 

mode and voltage-controlled 

source during isolated mode 

 Operates at voltage-controlled 

source  

Protection relays 

capabilities 
 Isolate the HRES from the main 

grid 

 Isolate the smallest part of the 

HRES during fault clearing 

 Isolate the smallest part of the 

HRES during fault clearing 

Table 2.1: Comparison of grid-connected and isolated hybrid renewable energy systems 

2.2 Design Considerations of Off-grid Hybrid Systems 

The previous section briefly lays out the comparison between a grid-connected and 

an isolated HRES. Since this work focusses on isolated HRESs, it is worth discussing 

the design considerations when designing a HRES for a remote location. However, 

the discussion is broken down into different sub-sections based on the components 

available in a HRES. Since this thesis is about hybrid wind-diesel with battery 

storage system, the discussion is limited to the components available in such system.  

2.2.1 Wind Resource 

Besides having a good annual average wind speed, the wind should have smooth and 

laminar flow in order maximise the energy generated. Otherwise, it could lead to the 

potential discouragement of deploying wind energy systems due to the fact that 

turbulent wind deteriorates the performance of the wind turbine’s capability of 

capturing energy from the wind [33]. In addition, it is best to avoid excessive high-
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intensity turbulent wind speed as it increases the mechanical stress on the wind 

turbines. For this reason, wind turbines are recommended to be positioned away from 

any obstacles as much as possible. However, these wind potential areas are scarce 

and not easily to be identified. The choice of wind turbines for different wind sites 

can be referenced from the International Electrotechnical Commission (IEC) 

Standard 61400-1:2005 [34].  

A simple and common approach to represent a wind profile and its output power is 

by treating samples of wind velocity as a random variable with a Weibull distribution 

[35], [36]. In the sizing process of distributed energy sources, the wind uncertainty is 

represented by the Weibull probability density function [37]. This approach can be 

visualised in Figure 2.1 [38]. The energy output can be computed by multiplying the 

formed Weibull distribution with the wind turbine power curve. However, it was 

observed that there were some discrepancies in the fitted Weibull distribution curve 

[36]. In addition, this approach would not be used to perform time series simulation 

as the yearly wind profile was statistically modelled. Thus, the overall optimisation 

of the hybrid system can be compromised as a result this inaccuracy [39]. 

 
Figure 2.1: (a) annual wind speed distribution, (b) wind turbine power curve, (c) annual power 

output [38] 
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2.2.2 Wind Turbines 

Modern wind turbine is a machine that converts kinetic energy from wind into 

electrical power which can be used by the consumers. According to the IEC standard 

61400-2:2013 [40], a small wind turbine has a rotor swept area of smaller than 200 

m
2
. In the UK, this class of wind turbine is rated between 1.5 kW and 50 kW [41]. 

The physics of small wind turbines are noted to be similar to those classified as high-

power wind turbines [42]. In order to keep the cost low and to meet the simple 

maintenance requirements, small wind turbines usually have a fixed pitch angle [42]. 

Generally, wind turbines can be operated in fixed-speed or variable-speed. Fixed-

speed wind turbines can only operate at a constant speed (or almost constant) for all 

wind speeds with predefined frequency power injection into the grid. The fixed-

speed system is optimised at only a single speed, normally representing the 

maximum energy capture potential for a given site [43]. Usually an induction 

generator which is utilised in a fixed-speed system is complemented with reactive 

power compensators such as static VAR controllers (SVCs) or static synchronous 

compensators (STATCOMS).  

On the contrary, the variable-speed operation of wind turbines is often desired to 

achieve maximum aerodynamic efficiency over a wide range of wind speeds [44]. 

For every wind speed, there is a single maximum power point which can be extracted 

from the wind turbine. By connecting all the points together, a peak power curve is 

obtained, as illustrated in Figure 2.2 [45]. The variable-speed operation can be 

configured as a doubly fed induction generator (DFIG), a permanent magnet 

synchronous generator (PMSG), or an electrically excited synchronous generator.  
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Figure 2.2: Electrical output power as a function of turbine speed. Parameter curves are plotted 

for different wind speeds. Maximum power point tracking (red curve) can be realised with a 

variable speed system [45] 

In the DFIG topology, the stator terminals are connected directly to the grid and the 

rotor is connected to the grid via slip rings and partially rated back-to-back voltage 

source converter that controls both the rotor and the grid currents. The DFIG systems 

are more prone to failures due to the use of slip rings [43]. The PMSG has a higher 

efficiency than an induction generator and has no gearbox power losses. In addition, 

it eliminates the usage of slip rings. However, the variable-speed operation requires a 

fully rated back-to-back power converter to be interfaced between the generator and 

the grid.  Furthermore, a direct drive system which uses multipole PMSG is 

physically much larger than generators used with gearboxes [44]. Cogging torque is 

known to occur, particularly at the low wind speeds [46]. Finally, the variable-speed 

operation increases system control complexity.  

From the author’s point of view, although there is no clear distinct winner in the 

small wind turbine technologies, the use of fixed-speed wind turbines in remote areas 

is relatively more advantages over its variable-speed counterpart in an off-grid 

scenario. In remote areas, the accessibility to the horizontal-axis wind turbine’s 

(dominant in small wind turbines [42]) nacelle to perform maintenance and repair is 

a challenge. Therefore, failure of wind turbine components can lead to significant 
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maintenance costs being incurred. The fixed-speed wind turbines can be reasoned as 

a preferred choice in rural areas. 

2.2.3 Battery Bank 

For an off-grid system, a battery bank is used to store excess energy generated from 

the DGs or/and used to form the electricity grid if the diesel generator is not set to 

perform such a task. The durability of each battery depends on the way they are 

operated and to external conditions, in particular ambient temperature. For instance, 

a typical lead-acid battery which is designed for solar applications will lose between 

15% to 20% of its lifespan (the number of charge/discharge cycles they can perform) 

for each 5ºC above the standard temperature of 25 ºC [47].  

Another consideration is that the lifespan of a battery is reduced when it is 

discharged deeper at each cycle (depth of discharge(DoD)). From past experiences, 

in order to avoid damaging the battery, the SOC should not drop below 45%, and 

should never reach less than 25%. The mentioned figures refer to lead acid battery 

technology as reported in 2011 [48]. This indicates that to reach an optimal battery 

lifespan, a sufficiently large battery bank should be installed to achieve a suitable 

DoD. Considering that a battery bank constitutes a substantial proportion of the 

hybrid system cost, it is reasonable to design the system in such a way that allows 

batteries to operate for a minimum of at least six years and ideally eight to ten years 

before being replaced [47].  

A diesel generator can be started up to mitigate the battery bank DoD problem when 

the specified low SOC threshold is reached. However, the diesel generator’s lifetime 

is also compromised by the frequent on/off cycles [17] [18]. In practice, the 

management system should start the diesel generator whenever the specified battery 

SOC is reached until the battery is fully charged again. This widely used 

management strategy does possess some disadvantages aside from its simplicity. An 

interesting example can be found in the village of Akkan in Morocco, whereby a 

hybrid PV-diesel-battery system was implemented by Trama TechnoAmbiental [48]. 

It consists of a system combining PV, diesel generator and a battery bank with 4 days 

of back-up capacity. In this case, the diesel generator was started up when the SOC 
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level (below 45%) was low late at night. It runs the whole night continuously until 

the battery was fully charged. When the sun was rising in the morning, the PV 

generation was only partially used (catering for actual consumption) because the 

battery was already charged. Hence, unnecessary fuel expenses are involved. This 

case study has demonstrated the importance of the energy management system (EMS) 

in handling the energy flow within a hybrid system more efficiently and preserving 

the lifetime of the equipment. Along with this, another consideration is whether to 

run the EMS automatically or manually by a local operator. Unpredictable consumer 

behaviour can result in under-voltage on the battery system, pushing the community 

to complete black out as a consequence of running an automatic EMS. This can 

seriously endanger the battery state of health (SOH) as a result of these high-stress 

situations. On the other hand, a manual EMS can be run poorly if insufficient 

training are given to the local operators.   

A battery’s total capacity is reduced when a higher discharge current takes place. The 

greater the discharge rate, the lower the delivered capacity. This phenomenon is 

known as Peukert’s law [49] [50]. This law is firstly presented by a Germen scientist, 

Peukert in 1897 and provided an empirical equation that provides assistance in 

determining the battery capacity based on the rate that it is being discharged. If the 

load growth is taken place in a remote area, the battery throughput is increased 

throughout the year. Eventually, the battery will not only be depleted more quickly 

but also its total capacity gets reduced by higher discharge current. 

2.2.4 Diesel Generator 

A diesel generator has low upfront investment cost but suffers from the costly long 

term usage of diesel fuel. As a general rule, renewable generations should first be 

utilised before running a diesel generator. The marginal cost of generation with 

renewables is zero whereas each kWh produced by the diesel generator requires fuel 

and increases the price of electricity. For this reason, the diesel generator is most 

suitable to be used for back-up when the production of renewables is insufficient to 

meet the load demand or when the battery has a low SOC, rather than being used as a 

grid forming device. A hybrid system which is operating in a rural area also reflects 

the area has limited road access and is sometimes surrounded by challenging terrain 
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conditions. Therefore, additional cost is being associated for both fuel transportation 

and operation and maintenance in these locations. In addition, heavy reliance on the 

diesel generator is not ideal as the transport of diesel fuel to these areas can take a 

long time besides suffering from increasing fuel prices from time to time.   

The lifetime of a diesel generator is mainly affected by the number of on/off cycles 

and the operating capacity (partly or fully loaded). A fixed speed diesel generator is 

recommended to run at least 40% of its rated capacity to prolong the lifetime of the 

diesel engine. Moreover, when running at part load, the efficiency reduces and it is 

lower compared to its variable speed diesel generator counterpart [51]. The typical 

load curve for a housing area is composed of a prominent peak in the morning and 

evening when the occupants are at their most active time at home. The base load or 

idle load is generally present most of the time, contributed from appliances and 

equipment in off or “standby” mode while drawing power. Typical examples are 

refrigerators and communication devices such as modem. In many cases, the peak 

load is several times higher than the base load. During the night hours, a limited load 

level is observed and is generally the lowest throughout the day. From the described 

load profile, it can be concluded that the diesel generator will suffer from 

degradation and inefficient in utilising the diesel fuel as a result of huge load 

variation throughout the day [47]. Cascaded diesel generators with smaller power 

ratings can be used however with the compromise of increasing the complexity in 

terms of control and overall cost due to the use of synchronisers.  

Despite the above mentioned challenges of using a diesel generator in a remote area, 

it is frequently regarded as a useful device as a back-up and it functions well in 

complementing the intermittent generations from the renewables. Major maintenance 

operations should be carefully planned with respect to the cost and unavailability of 

the equipment. Typically, diesel generators would need to conduct maintenance 

operation after 15,000 to 25,000 running hours [47].  

2.2.5 Inverter 

Sizing an inverter for an off-grid system is very different from sizing a grid-

connected inverter. A grid-connected inverter simply converts all the DC from 
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renewable energy generations (PV or rectified wind energy) into AC power, which is 

fed back into the house usage or back to utility if there is energy surplus. Hence, the 

sizing of the grid-connected inverter is based on the power rating of the DGs. It is not 

responsible for meeting all the AC load power requirements since practically 

unlimited power is available from the utility. An off-grid inverter must be capable of 

meeting the needs of the rated loads (running simultaneously) and also their surge 

needs. Considering the case of an off-grid system as shown in Figure 2.3, the 

bidirectional inverter is connecting between the AC and DC buses. This inverter is 

operated as a grid-forming device which is able to guarantee a stable set of voltage 

and frequency despite the variations in renewable energy generation and load 

demand. It also needs to provide the required start-up current for the induction 

generator-based wind turbine. In addition, some house loads with induction motors 

such as washing machines, pumps, and power tools can have large start-up current, 

up to seven times their rated power. Although it is common that these households are 

equipped with soft-starting devices, the limited in-rush currents are still relatively 

higher than their nominal values [52] [53]. 

 

Figure 2.3: Off-grid hybrid wind-diesel system 

However, it is important to note that the inverter of the off-grid system should not be 

oversized due to several reasons. Figure 2.4 depicts the common efficiency curve of 

a single-phase inverter, rated at 4.6 kW [54]. It is observed that the “peak” efficiency 
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does not occur at its rated operating condition. In this case, the peak efficiency is 

reached at about half of the inverter’s rated output power, and decreases by a 

relatively small amount as the output power approaches its rated value [55] [56]. 

More significantly, if the inverter is utilised less than 10% of its rated capacity, huge 

energy losses are expected to be experienced. Therefore, it is desired to size the 

inverter which operates within the highest efficiency region.  

 

Figure 2.4: SMA Sunny Island 6.0H characteristic efficiency curve [54] 

Another consideration is the no-load power consumption of the inverter. Since there 

may be long periods of time when no power is required by the loads, this can 

accumulate to a substantial amount of energy drain on the system. Table 2.2 tabulates 

the energy consumption for various inverter power ratings in no-load operation [54]. 

The consumption in no-load operation is increased by more than 40% when the 

power rating of the inverter is doubled. For the case of Sunny Island 6.0H with a 25.8 

W of no-load power consumption, 619.2 Wh is consumed within a day. On small 

systems, this figure has a relatively considerable impact on the overall power 

consumption.   
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 Sunny 

Island 

3.0M 

Sunny 

Island 

4.4M 

Sunny 

Island 

6.0H 

Sunny 

Island 

8.0H 

Consumption in no-load operation and in 

discharge mode 

18.0 W 18.0 W 25.8 W 25.8 W 

Table 2.2: Series of Sunny Island inverters energy consumption in no-load operation 

An inverter’s lifespan can be extended to more than ten years, but this component is 

a sophisticated product and the repair or part replacement has to be undertaken by a 

specialist technician from the supplying company.  

2.2.6 System Design 

Based on the abovementioned design considerations being associated with the use of 

diesel generator, battery bank and inverter, the operational strategy of the system 

should be focused on satisfying all their needs as much as possible. Mainly, the 

efficiency and prolongation of their operational life can be treated as the criteria or 

constraints while operating the system. For this purpose, optimising the operational 

strategies of the diesel generator, battery and inverter and the utilisation of wind 

energy are important and have a strong influence on the life cycle cost of the system 

[57].  

Looking from a wider perspective, the system design is very much dependent on the 

selection of bus bar (AC or DC) for the hybrid system. In the next section, the 

discussion is focused on different configuration models as well as their advantages 

and limitations.  

2.3 Architecture of Off-grid Hybrid Systems 

The configurations of hybrid systems can mainly be categorised into three types; AC 

system, DC system and mixed AC/DC system [58] [59]. The choice of the bus bar 

depends on the generation technologies to be integrated and the type of load to be 

supplied. While PV panels and batteries supply DC power, electrical generators 

found in diesel generators, small wind turbines and low head hydro turbines produce 

AC power. The definition of each hybrid configuration with their advantages and 

their limitations are discussed.  
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2.3.1  AC System 

A typical AC coupled configuration is shown in Figure 2.5. In this configuration, 

different energy sources are connected to the AC bus through appropriate power 

electronics devices.  If DC storage such as a battery bank is utilised, it is connected 

to the bus via a bidirectional converter. AC loads are directly connected to the bus 

while DC loads need AC/DC power converters in order to be connected to the AC 

network. Within the AC system, the choice of single-phase or three-phase 

distribution system will need to be carefully considered. Single-phase distribution 

grids are relatively cheaper than the three-phase ones, without the existence of 

unbalanced condition which is typically a major problem in mini-grid systems. On 

the contrary, the latter systems allow greater opportunity for commercial purposes to 

obtain power and the possibility of future interconnection to the national grid [59].  

 

Figure 2.5: AC coupled configuration of hybrid wind-solar-small hydro-diesel system 

AC power network has been the standard choice for commercial energy systems 

since the late 19
th

 century. The easy transformation of AC voltage into different 
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levels for various applications, the capability of transmitting power over long 

distances and its inherent characteristic from the fossil-based driven rotating machine 

have made the AC power network to become the main choice. To date, AC networks 

have existed for more than one century. Therefore, it is not surprising that AC loads 

have been the dominating technology in the market. It has been used to power the 

incandescent lamps and motor-based household products such as fans, air-

conditioners, washing machines and refrigerators. If a DC system were to be used, 

radical upgrade/reinstallation on these appliances or an inverter at the entry point of 

each household is needed and hence further contributing to a higher upfront 

development cost. 

On the other side, challenges still remain within the AC network despite its 

development for a long time. In particular, in-rush currents caused by transformers, 

induction motors and generators and difficulty in voltage control, decoupling of 

reactive power from active power in a high R/X line impedance ratio and system 

stability are still among the challenges seen contrary to the DC system [60] [61]. In 

addition, advanced frequency and voltage control techniques are required to maintain 

AC power quality and stability when islanded, grid-connected and in transient modes.  

The implementation of AC microgrid systems can be observed around the world [59]. 

Researchers focused the study of AC microgrid in the area of droop control (load 

sharing), harmonics filtering, line impedance effect and stability of the overall 

system [27] [62] [63] [64]. The parallel operation of the inverters in an isolated 

scenario was claimed to improve compared to the conventional droop control method 

as it took into consideration of the line R to X impedance ratio [27]. Similarly, 

another study has experimentally validated that the line impedance consideration can 

compensate the non-uniformity of the inverters [62]. From the control system point 

of view, literature [63] studied the angle droop control instead of the conventional 

frequency droop. Although it ensures proper load sharing, the overall stability is 

negatively impacted by the high gain angle droop control. Hence, the work proposed 

a supplementary control loop to stabilise the system for a range of operating 

conditions while ensuring satisfactory load sharing. In [64], a cooperative harmonic 

filtering strategy for converters operating in an isolated system is proposed. In 
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particular, the harmonic conductance-harmonic Q-V droop which may effectively 

damp harmonic resonances is integrated into the conventional frequency and voltage 

droop controls. 

2.3.2  DC System 

Since the concept of smart grid was introduced, the utilisation of DC system for 

industrial power supply and commercial buildings are increasing. With the vast 

deployment of DC-based DGs such as PV panels and small wind turbines (which are 

operating with permanent magnet generators that require rectification), the option of 

connecting consumer electronics devices to a DC bus system is viable. Figure 2.6 

shows the block diagram of a typical DC coupled hybrid system. This configuration 

has one DC bus and all the DGs are connected to the bus via power electronics 

interfacing circuits. Generally, the DGs require unidirectional power converters 

whereas the ESS is connected to the DC bus via bidirectional converter. In this 

scheme, the storage system is used to form a constant DC bus voltage as the 

renewable energy-based DGs are not producing power all the time. Their energy 

production is dependent on the availability of RES. If a diesel generator is chosen to 

form the grid, it needs to be running all the time. Discussion earlier has shown that 

this is not the best approach to use a diesel generator due to the low load factor and 

the difficulty in transporting diesel fuel to remote areas. Usually, the low load factor 

situations occur when the consumers are away to work during the day or are sleeping 

during the night. Several DC loads such as computers, mobile phones and light-

emitting diode (LED) lighting can be connected directly to the DC bus via DC/DC 

converters which produce a constant DC voltage. On the other hand, AC loads are 

supplied through an inverter. Rather than using a single high power rated inverter, 

several smaller rating inverters can be cascaded to achieve the former. This 

methodology is adopted to improve the overall supply reliability [65].  
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Figure 2.6: DC coupled configuration of hybrid wind-solar-small hydro-diesel system 

The most apparent advantage of using a DC system is its simplicity as 

synchronisation is not required to integrate various energy sources [65]. Therefore, 

frequency and phase control is not required. In addition, there are challenges in the 

synchronisation of frequencies and voltage control during islanding operation [66] 

[67] [68]. Moreover, DC power converters do not use a transformer to step-up or 

step-down voltage, hence reducing the system physical size.  

Consumer devices (computers, LED lighting and mobile phones ) need DC power for 

their operation [69]. However, a conversion stage from the available AC power into 

DC is required for use. Typically, this is achieved using inefficient rectifiers [70]. 

Moreover, the power generated from the PV systems must first be converted to AC 

to be tied up to the existing AC bus, only later to be converted to DC for end users. 

These DC-AC-DC power conversion stages result in substantial energy losses. 

Eliminating this waste, by some estimates, could improve PV system performance by 

as much as 25% [70]. In addition, the presence of an electric vehicle (EV) with a 
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charging system in the home increases the attractiveness of having the DC system. 

The car batteries are even permitted to be used as a back-up power without the use of 

costly inverter technology. However, an individual DC system cannot completely 

eliminate the losses in multiple stage conversions, though it was reported that the DC 

supplying system demonstrated has a greater efficiency than the standard AC one 

[71]. The report was aiming to provide a comparison between DC and AC supplying 

systems for office buildings, from the perspective of cables and converters 

efficiencies [71]. In addition, a year of loss evaluation on DC microgrid system for 

residential houses was also simulated and compared with the loss in an AC system 

[72]. The considered system comprises a PV system, a gas engine cogeneration and 

20 residential houses. Figure 2.7 shows the calculated system losses of both systems 

in each month [72]. The results demonstrated that the losses in the DC microgrid are 

lower than the AC microgrid all year round. The losses between the two systems are 

about 15% [72]. 

 

Figure 2.7: Total losses in each month [72] 

Although the DC system presents several advantages over its AC counterpart, it 

requires substantial replacement of existing AC-based electronic products. At present, 

many consumer electronic products are compatible with AC voltage standards. It is 

impossible to replace all these technologies in a short time and without a huge 

amount of monetary investment involved. Currently, the main challenge being 

associated with the DC system is the protection design, directed primarily to the end-
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user inverter, customer network faults including inverter switching transients and 

double-fault situations between different networks (AC and DC) [24] [73]. 

Commonly available fuses and automatic relays are also difficult to use with power 

converters. This is due to the fact that power converters do not produce sufficient and 

long enough short-circuit currents for the fuses to react [32] [74]. Therefore, a 

different protection scheme is utilised along with the DC system, in particular with 

different fault-detection and grounding methods. These protection systems consist of 

current interrupting devices, protection relays, measuring equipment and grounding 

systems [75] [76] [77]. 

Literature [78] proposed a distributed model predictive control (MPC) approach to 

extract optimal power from the PMSG-based WECSs, in a cooperative manner rather 

than competing with each other. Simulation results showed that the control scheme is 

especially useful in coordinating the load sharing between multiple PMSGs in a 

situation whereby the ESS is limited or when it runs out of its capacity, with the aim 

of stabilising grid DC voltage. A low-voltage bipolar-type DC microgrid has also 

been proposed to supply power via the three-wire distribution system [79]. The 

bipolar DC bus concept increases supply reliability and it allows user’s loads to 

choose the source voltage from either bus. A laboratory-scaled system has been 

constructed to examine the fundamental characteristics of the proposed system [79]. 

At the University of Bath, UK, a DC microgrid demonstration project was built to 

power part of their library [80] . The main loads are computers and priority LED 

lighting. 

2.3.3  Mixed AC/DC System 

A mixed scheme has both an AC and a DC bus. Figure 2.8 presents the configuration 

of such a system. All the DC energy sources (PV panels and battery banks) are 

coupled to the DC bus via a DC-DC converter. DC electrical loads are directly 

supplied through the DC bus. On the other hand, rotating generator-based DGs 

(hydro, wind turbine, diesel generator) are connected to an AC bus with AC loads 

supplied through this bus. A bidirectional DC-AC converter is required to interface 

the DC and AC buses. The main objective of this bidirectional converter is to 

maintain a smooth power transfer between the DC and AC buses. Power flows from 
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the DC bus to the AC bus if the power generated in DC bus is greater than the AC 

bus and vice versa. In addition, this converter is used to maintain stable voltages 

along the buses under varying generation and load conditions. This mixed AC/DC 

system is more beneficial to facilitate the connection of various AC and DC power 

sources and loads in order to minimise conversion losses [81].  

 

Figure 2.8: Mixed AC/DC configuration of hybrid wind-solar-small hydro-diesel system 

Despite the shift in technologies of some electronic products that can potentially be 

operated in DC (for instance from cathode ray tube displays (CRT) to LED 

television), there are still devices/appliances (air conditioners, refrigerators and 

freezers), which are much more efficient to operate in an AC configuration [70]. 

Therefore, generators and loads should be connected to their respective bus bar, 

depending on their most efficient technology (AC or DC) in nature. With this 

approach, conversion losses are minimised as power converter stages are reduced. As 

a result of the simplification of equipment, the mixed AC/DC system has lower cost 

and higher energy efficiency compared to DC only and AC only systems. In addition, 

the elimination of power factor correction (PFC) in power electronics loads when 

connecting to DC bus indicates significant cost reduction in end users equipment.  

The power quality of the AC grid within the mixed AC/DC system can be enhanced 

without having the DC loads being connected to the AC grid. The DC loads will not 
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inject harmonics to the DC bus due to the full controllability of the bidirectional 

inverter which links the AC and DC buses. The capability to control unsymmetrical 

current within the mixed AC/DC system is improved since the negative and zero 

sequence current problems caused by unbalanced loads in the AC grid can be 

mitigated by the DC grid [82].  

Although there are many benefits of a mixed AC/DC system, as described above, 

there are practical problems that exist in implementing it. Due to the differences in 

control philosophy and characteristics of an AC and a DC system, the control and 

energy management within the mixed system is more complicated than individual 

AC or DC systems. As a result, such scheme is considered as a long-term process. It 

is relatively easier to integrate the mixed AC/DC system within new buildings than 

old buildings that need to upgrade their distribution systems. New metering, 

protection and grounding equipment are also required for the mixed AC/DC system 

[82].  

Meanwhile, in Tagajo campus of Tohoku Gakuin University, Japan, a mixed AC/DC 

isolated microgrid was developed for researchers as an experimental equipment to 

conduct microgrid related research and development [83]. The DC bus integrates the 

PVs, a wind turbine, a diesel generator, a variable DC load, EVs and an ESS which 

consists of secondary batteries and electrical double-layer capacitor (ELDC). An 

inverter is interfaced between the DC bus and AC bus and it serves the AC load. 

Since most of the generations and loads are connected to the DC bus, the work 

focuses on stabilising the DC voltage within an acceptable range using the proposed 

“Coordinated Band Control” strategy. In particular, the battery, ELDC and diesel 

generator play a role in stabilising the DC voltage. In another study, multiple 

bidirectional power converters are used in the mixed AC/DC microgrid system [84]. 

The authors proposed a distributed coordination control method to enable the power 

flow between AC and DC buses in both grid-connected and islanded modes. The 

control strategy was verified using a real-time hardware-in-loop (HIL) system.  
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2.4  Off-grid Energy Storage Systems 

The introduction of ESSs can be beneficial by allowing time-shifting between 

electricity generation and consumption in an electricity network. Fluctuating and/or 

intermittent energy production from the renewables was in most cases found to be 

unable to adjust to the profile of electricity demand from the consumer. Its impact on 

power quality and power system dynamics reflects the need to couple ESSs with 

renewable generations. In the case of an off-grid system, the benefits of adopting 

ESSs can be summarised as the exploitation of otherwise wasted amounts of energy 

(excess energy from the renewables), the increase in overall system reliability in 

delivering high quality of power to the consumer and the improved operation of the 

power system. In this section, the discussion is focused on the battery technologies 

and their suitability for off-grid systems. Their technical characteristics together with 

their range of applications in off-grid systems are analysed.  

2.4.1  Classification of Energy Storage Technologies 

The types of energy storage can be categorised into different forms; mainly 

mechanical, electrical, electrochemical, thermal and virtual natures. The flowchart as 

shown in Figure 2.9 categorises the typical types of energy storage available in the 

market. However, only the battery technology for off-grid hybrid systems will be 

discussed here. 
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Typical Energy Storage 
Systems

Mechanical 
Energy storage

Electrical 
Energy Storage

Chemical 
Energy Storage

Thermal Energy 
Storage

Virtual Energy 
Storage

 Flywheel energy 
storage

 Pumped hydro 
energy storage 
(PHES)

 Compressed air 
Energy Storage 
(CAES)

 Superconductive 
magnetic energy 
storage (SMES)

 Capacitor
 Supercapacitor

 Lead acid 
        (i) Flooded type
        (ii) Valve 
         regulated type
 Nickel-cadmium
 Lithium-ion
 Sodium-sulphur
 ZEBRA 
 Metal-air
 Nickel-metal 

hydride
 Flow batteries 
         (i) Vanadium 
          redox 
         (ii) Zinc-bromide 
         (iii) Cerium-zinc
 Hydrogen and 

fuel cell

 Ceramic thermal 
storage

 Thermal fluid 
storage

 Hot water 
storage

 Borehole 
community 
thermal

 Demand side 
management 
(DSM)

         (i) Energy  
          efficiency (EE)
         (ii) Time of use  
          (TOU)
         (iii) Demand  
          response (DR)
         (iv) Spinning 
          reserve (SR)

 

Figure 2.9: Types of energy storage 

First of all, the energy and power density distinguish the types of energy storage 

technology. Essentially, it is a trade-off between the choice of high energy density or 

high power density for all technologies that are available in the market. Figure 2.10  

[14] graphically illustrates the comparison between each energy storage technology 

as a function of system power rating and their corresponding rated energy capacity. 

The chart further divides the technologies diagonally, demonstrating the discharge 

time duration at power rating. In the case of off-grid systems for small remote 

communities, the interested energy storage’s power ratings lie within the range of 

kilowatts (kW).  
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Figure 2.10: Energy Storage Power and Energy Density [14] 
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Batteries are the most widely adopted energy storage technology, especially in rural 

areas of developing countries and in some cases, they are also considered as the main 

electricity carrier [85]. Within these regions, the low-income households have been 

using batteries to power their light loads, such as radios and TVs for a few hours 

during the night [86]. Most batteries deliver power in the range of few kW to more 

than 100 MW for few minutes to several hours. The existence of numerous types of 

battery technologies, each with its own special characteristics, allows a wide range of 

applications to be covered, from power equality to energy management. In the off-

grid systems, batteries are commonly utilised to improve power quality, performing 

black start capability and small-scale storage (typically up to a few days of remote 

communities load consumption). Table 2.3 tabulates the advantages and 

disadvantages of the battery technologies discussed so far which is suitable for 

renewable energy applications [87]. This is referenced from Energy Storage 

Association (ESA), a non-profit organisation [87]. However, it is not known if ESA 

is in any way being associated with companies which may be biased in their 

publication. Generally, it can be observed that all the batteries are relatively suitable 

to handle power management except the metal-air type which is more ideal for 

energy management. Among the battery ESSs, flow batteries, metal-air and NaS 

have proved to be good at carrying out the role of energy management. However, it 

is believed that lead-acid and Ni-Cd are more ideal for small-scale battery storage 

systems for off-grid applications. They are described as mature technology with 

known performance characteristics, relatively low capital cost (lead-acid), low 

maintenance requirement (Ni-Cd) and do reasonably well in both power and energy 

management, although the main negative feature of these technologies is the used of 

environmentally unfriendly content [88] [89] [90].  
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Technology Advantages Disadvantages Power application Energy application 

Flow batteries: 

PSB 

Vanadium redox 

ZnBr 

High capacity, independent 

power and energy ratings 

Complicated system requirements 

of pumps, sensors and control units 

Reasonable for this 

application 

Fully capable and reasonable 

Metal-air Very high energy density Electric charging is difficult Not feasible or economical Fully capable and reasonable 

NaS High power and energy 

densities, high efficiency 

Production costs, safety concerns 

(addressed in design) 

Fully capable and 

reasonable 

Fully capable and reasonable 

Li ion High power and energy 

densities, high efficiency 

High production cost, requires 

special charging circuit 

Fully capable and 

reasonable 

Feasible but not quite practical 

and economical 

Ni-Cd High power and energy 

densities, high efficiency 

  Fully capable and 

reasonable 

Reasonable for this application 

Other advanced batteries High power and energy 

densities, high efficiency 

High production cost Fully capable and 

reasonable 

Feasible but not quite practical 

and economical 

Lead-acid Low capital cost Limited cycle life when deeply 

discharged 

Fully capable and 

reasonable 

Feasible but not quite practical 

and economical 

Table 2.3: Comparison of battery technologies [87] 



Chapter 2 – Background and Literature Review 

 

35 

 

Over the decades, many research activities have been focusing on the development of 

new battery and supercapacitor technology, usually aiming to enhance the power 

capacity or the energy capacity [91]. However, despite significant improvements in 

relation to these energy storage technologies, an ultimate all-round energy 

technology which transcends any other in all aspects such as cost, efficiency, 

power/energy capacity, weight/volume and cycle life is not likely to be materialised 

in the near future [91]. Therefore, it can be concluded that a homogenous ESS is 

subjected to limited characteristics. On the other hand, a hybrid energy storage 

system (HESS) which typically consists of heterogeneous energy storage elements is 

a viable solution for a practical ESS with currently available technologies. They have 

the potential to overcome the limitations of single-technology ESS by exploiting only 

the advantages of heterogeneous energy storage technologies while hiding their 

drawbacks [91]. HESS is known to be a system-level design methodology to enhance 

ESS performance through the efficient use of current storages even without the major 

progress of the particular storage technology. For instance, the supercapacitor 

technology has the advantage of a long cycle life, high cycle efficiency, short 

response time, and high power capacity can be used to compensate the limitations of 

the conventional battery system [91]. Despite the potential benefits that can be 

tapped from a battery-based HESS, the development of such system is beyond the 

scope of this research. 

2.5 Literature review 

The following sections discuss the literature review on different topologies of hybrid 

RES schemes proposed by various authors (both modelled and implemented), the 

choice of components (available in the market) for hybrid system proposed in this 

work, a brief overview of battery degradation models and the energy management 

systems in HRESs.  

2.5.1 Topologies of Hybrid Renewable Energy Systems  

This section reviews the modelled (techno-economic and sizing) and implemented 

off-grid HRESs around the world. It is aimed to perform a comparison of the sizes 

and schemes against the choice of technology and subsequently provide a general 
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idea and justification on the size of load (community) that the HRES proposed in this 

work may service realistically. In view of this, several HRESs proposed in the past 

have been selected for comparison.  

It is acknowledged that remote communities live in different levels of poverty and 

economic capability, which varies between countries. This affects their affordability 

on housing appliances and ultimately their load usage pattern. In addition, there is a 

discrepancy in the level of monetary subsidisation on the supplied off-grid systems 

from local government or institutes. Therefore, it is important to note that the value 

of a direct comparison on the proposed HRES schemes from various authors against 

the serviced load demand is limited. The extracted case studies here serve as a 

general awareness and the optimal system is case-based specific. To the best 

knowledge of the author, the information on the selected case studies is the latest at 

the point of writing. Readers are recommended to refer to the most recent literature 

for further power generation infrastructure upgrades or changes of the load demand.  

The inclusion of all reported projects is beyond the scope of this thesis. In this 

section, seven samples of modelled and five samples of implemented HRESs are 

briefly summarised, as tabulated in Table 2.4. The considered community size or 

load is from a single household to a small village (about 173 households). Generally, 

PV technology is widely used across the world due its cost-effectiveness and low 

maintenance [92]. Except case study number 4 (in Cameroon), all the other 

considered HRESs in Table 2.4 use PV arrays to generate electricity. Wind turbine 

technology is also a popular choice among the considered HRESs. The limited use of 

hydro generation can be associated with the high dependence on geographical 

location, whereby a running river with a certain head is required. In all cases, battery 

storages are used to store excess generation and supply power deficit to the load 

demand. To a certain extent, diesel generators are used as a back-up to enhance the 

reliability of the power supply system to consumers. A fuel cell system was used in 

Cangucu, Brazil as part of their research and demonstration project. As previously 

mentioned, the installed renewable energy devices, energy storage and the load 

demand vary across projects. However, in many case studies, a household on average 

consumes 5 kWh/day. In addition, the average renewable power generation 
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(combined wind and solar PV) required for a household is approximately between 1 

kW to 4 kW (depending on household income level). Again, the exact figures are 

dependent on several factors such as the available capital cost for the project, 

geographical locations, type of RESs available, environmental impacts, societal level 

(hence income) of the consumers and the energy policy of a particular country. 
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Case 

number 

Modelling / 

Implemented 

Study/Project 

location 

Technology Load Type Design capacity Remarks Source 

1 Modelling 6 remote sites 

in Algeria 

Wind, PV, 

Diesel, 
Battery 

Single 

household for 6 
rural sites 

300 W - 1kW solar-PV 

1 kW - 6kW Wind 
4.5 kW Diesel  

Battery - not mentioned 

i. The optimal hybrid system configurations to meet the load demand 

depend largely on renewable energy sources. 
ii. For high wind potential sites, more than half of the total power 

generation is provided by the wind turbines.  

iii. A diesel generator is used as a backup.  

[93] 

2 Modelling Vadodara, 
India 

Wind, PV, 
Battery 

AC home 
appliances, 5 

kWh/day 

2 kW solar-PV 
1 kW Wind 

2.4 kWh Battery 

i. An hourly time series simulation for every configuration is performed 
for 1 year period. 

ii. The hybridisation of wind turbine and solar PV proved to be more 

economics in terms of COE compared to standalone wind or solar-PV 
system 

[94] 

3 Modelling Dhahran, 

Saudi Arabia 

Wind, PV, 

Diesel, 

Battery 

Twenty typical 

2-bedroom 

families in 

Dhahran (126 

kW peak) 

100 kW - 200 kW Wind 

100 m2 - 1000 m2 solar-PV 

16 kW - 128 kW Diesel 

126 - 3024 kWh Battery  

i. Investigate the performance of hybrid systems consisting different 

power rating of wind farms, PV areas and storage capacities together 

with a diesel back-up while satisfying a predefined specific annual load 

demand.  

ii. Best wind energy utilisation factor when the wind turbines are rated 

slightly less than the load demand.  
iii. Doubling the wind farm capacity did not double the utilised wind energy 

and has resulted in about 25% decrease of diesel generator energy used.  

[95] 

4 Modelling Far North 
Province, 

Cameroon 

Wind, 
Diesel, 

Battery 

Isolated rural 
households/ 

schools/ small 

villages (0.19 
kWh/day – 7.08 

kWh/yr) 

180 W - 870 W Wind 
2.5 kW - 5 kW Diesel 

0 - 37.8 kWh Battery 

i. Due to small wind turbine capacity, the renewable energy fraction for 
all cases were greater than 70% 

ii. However, the effect of battery systems has not been investigated as well 

as the unit cost of energy produced by the wind/diesel system.  

[96] 

5 Modelling Madhya 

Pradesh, India 

Wind, PV, 

Battery 

Typical village 

load of 43.2 
kWh/day 

8 kW solar-PV 

7 kW Wind 
44.29 kWh Battery 

i. The combination of deterministic and probabilistic approaches was used 

to size the system 
ii. Optimum configuration for 80% reliability consists of solar-PV, wind 

turbine and batteries 

[97] 

6 Modelling 3 remote sites 
in Bangladesh 

PV, Diesel, 
Battery 

50 kWh/day 
with 11 kW peak 

for 50 

households 

6 kW solar-PV 
10 kW Diesel 

16 kWh Battery 

i. The wind-diesel-battery, wind-PV-diesel-battery, PV-diesel-battery and 
diesel generator only systems were investigated for rural electrification 

in Bangladesh  

ii. The solar irradiation, wind speed and load profiles were synthesised 
using HOMER software.  

iii. Diesel generator only system is not feasible due to the high diesel cost. 

[98] 
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7 Modelling Remote site of 

Abuja, Nigeria 

PV, Diesel, 

Battery 

175 kWh/day for 

24 households 

54.15 kW solar-PV 

25 kVA Diesel 

540 kWh Battery 

i. Various classes of individuals residing in the considered location; they 

are federal civil servants, lecturers, teachers, traders and students. These 

people are supposedly more civilised than typical rural dwellers and 
hence this affects their perceptions and way of life, including the type of 

domestic appliances. 

ii. The hybrid system model was developed using DIgSILENT software; 
the design methodologies and analyses are based on the global 

engineering standards and practical experience.  

[99] 

8 Implemented Kythonos 
Island, Greece 

PV, Diesel, 
Battery 

12 holiday 
houses 

11 kW solar-PV 
9 kVA Diesel  

76.8 kWh battery 

i. Intelligent load controllers were used to controlling the operation of 
non-critical loads (water pumps) 

ii. SMA grid-forming inverters (three single-phase) regulate system 

voltage and frequency, perform load shedding, manage diesel generator 
start-up and de-rate PV generation when system frequency rises.  

iii. Batteries were replaced after 8 years of operation. 

iv. Lesson learnt: PV arrays should be mounted at least 2 meters high from 
the ground, far from bushes and trees in order to avoid destruction. 

[100] 

9 Implemented  Makawanpur 

District, Nepal 

Wind, PV, 

micro-hydro, 
Battery 

173 households 

(approx. 4.67 
kWh/day for 

each household) 

5 kW solar-PV 

3 kW Wind 
20 kW Hydro 

Battery - not mentioned 

i. A novel idea of hybridizing solar-PV, wind and hydro energy sources. 

The energy sources are located in two villages and linked with an 11 kV 
network.  

ii. It is important to note that the average electricity consumption at the 

considered villages in Nepal is far lower than in developed countries 
iii. The challenge of synchronizing two mini-grids is highlighted, however, 

the reliability of the system increased. 

[101] 

10 Implemented Cangucu 
Research 

Center, Brazil 

PV, Battery, 
Fuel-cell 

65 kWh/day 19.09 kW solar-PV 
5 kW Fuel cell 

21.12 kWh Battery 

i. The hybrid system combines four Sunny Island 4248U inverters and 
four Sunny Boy 6000U inverters to provide AC on demand and to 

control the battery charging and discharging process.  

ii. Different possible hybrid system configurations were studied and 
compared under actual operational conditions in the Legal Amazon.  

iii. Considering the use of 100% renewable energy sources, where the wind 

is not available, the  PV-batteries proved to be the most favourable  

[102] 

11 Implemented Isle of Eigg, 

Scotland 

Wind, PV, 

hydro, 
Diesel, 

Battery 

225 kW (38 

households and 
5 commercial 

properties) 

54 kW solar-PV 

24 kW Wind 
119 kW Hydro  

160 kW Diesel 

211 kWh Battery 

i. Diesel generation is a critical component to ensure reliable supply to 

consumers.  
ii. Seasonal output variations from each generation are coped with the 

mixed of renewable energy sources.  

iii. Demand management and participation of users helped the island in 
sustaining its off-grid solution. 

[103], 

[104] 
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12 Implemented Isle of Foula, 

Scotland 

Wind, PV, 

hydro, 

Diesel, 
Battery 

22 kW (island 

population of 25 

residents)  

19.2 kW solar-PV 

30 kW Wind 

15 kW Hydro 
60 kW Diesel 

164.88 kWh Battery 

i. Because of its northerly latitude and hence long hours of daylight 

during the summer months, PV system is expected to be significant 

ii. Battery storage has been sized to supply a small overnight load, which 
is assumed to consist of fridges, freezers, central heating pumps and a 

few lights. 

iii. Load controllers are used to turning on water and space heaters when 
the batteries are fully charged and there is a surplus of energy. 

[103] 

Table 2.4: Comparison of modelled and implemented off-grid HRES around the world 
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Although in the literature many different HRES schemes are being deployed, the one 

used as a basis for this thesis is the hybrid wind-diesel-battery scheme as this was 

pre-specified by the wind turbine manufacturer (PhD project collaborator: Gaia-

Wind Ltd.). One of the aims of this work is to study the feasibility and approach to 

adapt the existing utility grid-connected Gaia wind turbine in an off-grid system. The 

advantages of this scheme are: 

 Simpler control strategy compared to the case where more renewable power 

generators are integrated. Fewer variables to be considered whilst performing 

optimal operation 

 With the existence of battery storage, and if it is properly sized, wind energy 

can be utilised as much as possible  

 With the existence of battery storage, diesel generator can be used sparingly 

and avoid the frequent turning on and off because such switching pattern can 

lead to fatigue stress on the mechanical parts 

However, the disadvantages are:  

 Rely heavily on single RES, i.e. wind energy. If wind energy is unavailable 

for an extended period of time and the batteries are fully discharged, diesel 

generator will need to be turned on to fully supply the system 

 Wind velocity fluctuates continuously both in a daily cycle and seasonally. 

Hence, the sized energy storage and diesel generator are sometimes not being 

used optimally 

 Complementary RES to wind energy, for instance solar PV, which is 

available in most parts of the world is not utilised 

2.5.2 A Review on Hybrid Wind-Diesel-Battery System Components  

In this section, the main components of the considered hybrid system, i.e. wind 

turbines, off-grid grid-forming inverters, batteries and diesel generators from 

different manufacturers are surveyed. A few models of each component were 

selected for comparison purposes. The component specifications and cost are briefly 

discussed. With this, the components with different technologies which are available 

in the market are identified, further justifying their choices for this project.    
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a) Wind Turbines 

The following discussion is not for the justification on wind turbine selection for this 

project as the project collaborator’s (Gaia Wind Ltd.) fixed-speed wind turbine has to 

be used as case studies, modelling, simulation and experimental work in this research. 

However, it is worth acknowledging the existence and technologies of other small 

wind turbines (similar power ratings) offered from the market. Six wind turbine 

manufacturers and their corresponding model, cost, specifications are tabulated in 

Table 2.5. The selected small wind turbines are rated around Gaia’s wind turbine (11 

kW), except for the case of Britwind and Kingspan wind turbines. They are useful to 

provide a cost per kW comparison relative to other higher power rating wind turbines.  

From Table 2.5, it is noticed that several manufacturers offer their wind turbines to 

be connected to single-phase systems. These include Britwind, Kingspan and 

FuturEnergy. The cost per kW is generally lower for larger power rating wind 

turbines, as can be explained by the economics of scale. The large cost range for the 

Bergey wind turbine is attributed to the tower type and height selection offered by 

the manufacturer. All the considered wind turbines are 3-bladed except Gaia wind 

turbine. It is also observed that the blade area of the Gaia wind turbine is at least 

twice larger than other manufacturers. This is an advantage as the larger area may 

result in more wind energy being captured.  

Since the Gaia wind turbine utilises an induction generator for power generation, it 

requires a gearbox as the wind turbine rotor rotates at a much lower speed (nominally 

at 56 rpm) compared to its generator (synchronous speed at 1000 rpm) [105]. The 

other wind turbine manufacturers adopt direct-drive PMSGs, which allow variable 

speed operation and hence maximum power point tracking is achievable. On the 

other hand, a fixed-speed wind turbine only captures optimal power at one wind 

speed. The cut-in wind speed for all the considered wind turbines ranged between 2.5 

m/s and 3.5 m/s. Gaia-Wind 133 has a cut-out wind speed of 25 m/s and the others 

operate continuously.  
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Manufacturer Model Estimated cost 

(incl. VAT) 

Phase Power 

Rating  

£ / kW Number of 

blades 

Blade Area Gearbox Generator  Cut-In 

Wind 

Speed 

Cut-Out 

Wind Speed 

Source 

Britwind 

(formerly Evance) 

R9000 £31,500 Single 
/ Three 

5 kW 6,300.00 3 (upwind) approximately 
24 m2 

None PMSG 3 m/s None - 
continuous 

generation to 

survival wind 
speed (60 

m/s) 

[106], 
[107] 

Kingspan KW6 £31,600 Single 
/ Dual / 

Three 

6.1 kW 5,180.30 3 (downwind) approximately 
25 m2 

None PMSG 3.5 m/s None - 
continuous 

generation 

[108], 
[109] 

FuturEnergy AirForce 10 £47,250 Single 
/ Three 

13 kW 3,634.62 3 (upwind) approximately 
51 m2 

None PMSG about 3 
m/s 

None - 
continuous 

generation 

[110], 
[111] 

Fortis Alizé £42,040 Three 10 kW 4,204.00 3 (upwind) 31.42 m2 / 34.2 
m2 / 37.4 m2 

None PMSG 3 m/s None - 
continuous 

generation 

[112], 
[113] 

Bergey 

Windpower 

Bergey Excel 

10 

£34,416 - 

£49,660 

Three 12.6 kW 2,731- 

3,941 

3 (upwind) approximately 

39 m2 

None PMSG 2.5 m/s None - 

continuous 
generation 

[114], 

[115] 

Gaia-Wind Gaia-Wind 133 £46,000 Three 11 kW 4,181.82 2 (downwind) 133 m2 Two stage, 

gear ratio 
18:1 

Induction 

Generator 

3.5 m/s 25 m/s [105], 

[116] 

Table 2.5: Selected small wind turbines specifications and costs comparison 
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b) Bidirectional Inverters  

For an AC-connected hybrid system, the grid is established by one of the generating 

sources. This needs to be a reliable source with high availability. Typically, the 

diesel generator or the battery grid-formed inverter is used to perform this role. Here, 

it is desired to minimise diesel use; hence, the inverter will be used to form the grid. 

This inverter has a major role as it must be able to control all the power flows in the 

system. 

As it is the interest of Gaia-Wind Ltd. to utilise an off-the-shelf grid-forming inverter 

system in the proposed hybrid system, few commercially available units are 

compared and contrasted. The criteria for selecting the appropriate inverter system is 

its modularity, user friendliness and functionally stable while operating in 

conjunction with a Gaia wind turbine. In order to ensure the three-phase, 11 kW 

induction generator (which is used in the Gaia wind turbine) to start-up properly, a 

three-phase grid, rather than a single-phase grid is required and its power rating 

should be sufficiently higher than the generator. Therefore, the five selected inverter 

manufacturers for comparison purposes are rated (total power rating for 3-phase 

system) between 18 kW and 21 kW, as shown in Table 2.6. They are a single-phase 

unit, specifically designed for off-grid applications. Therefore, a three-phase grid 

would require 3 units.   

Manufacturer Model Estimated 

cost (incl 

VAT) 

Phase Power 

Rating 

Estimated 

cost for 3-

phase 

system 

(incl 

VAT) 

£ / kW Supported 

batteries 

Battery 

voltage  

Source 

OutBack Radian 

7000 VA 

£5,496 Single 7 kW £16,488 786 Lithium ion, 

Aqueous 

ion, Flow 
chemistry 

48 V [117] 

SMA SI 8.0H £3,602 Single 6 kW £10,806 600 Flooded, 

VRLA, 
Lithium-ion 

48 V [118] 

Studer Xtender 

XTH 
6000 

£5,266 Single 6 kW £15,798 878 VRLA, Gel 48 V [119] 

Schneider Conext 

XW+ 
6848 

£3,710 Single 6.8 kW £11,130 546 Flooded, 

Gel, AGM, 
Lithium-ion  

48 V [120] 

Victron Quattro 

8000 VA 

£2,936 Single 7 kW £8,808 420 Gel. AGM 48 V [121] 

Table 2.6: Selected off-grid inverter specifications and costs comparison 
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The cost per kW varies considerably although their power ratings are similar. This 

can be attributed to the battery charger technology, types of batteries supported by 

the inverter and the brand of the product. Studer (Swiss made) off-grid inverter has 

the highest cost compared to other products, although the supported batteries are 

commonly supported by other off-grid inverter manufacturers. It is noticed that the 

OutBack inverter supports more advanced batteries, which includes lithium-ion, 

aqueous ion and flow batteries. A 48 V DC voltage is required to be connected at the 

DC side of the inverters.  

Besides being modular, easy to use and capable of supporting the Gaia wind turbine, 

another important consideration from the research perspective is the availability of 

disseminated literature, on both modelling and implemented systems. Furthermore, 

the chosen system should also offer sufficient flexibility on programming and system 

monitoring. After reviewing the options from Table 2.6 and several discussions with 

Gaia-Wind Ltd., it is agreeable that the Sunny Island (SI) 8.0H grid-forming inverter, 

from SMA is the preferred option, despite its higher cost per kW than Schneider’s 

and Victron’s. The choice is also supported with the literature availability on 

modelling of the Sunny Island devices [54] [122] [123] [124] and the case studies on 

implemented projects [102] [100] [103] [104], which were performed by other 

researchers in collaboration with SMA.   

In general, the modular design of the SMA off-grid inverters results in the possibility 

to extending the power capability of the system up to 300 kW using the SMA 

Multicluster boxes. Maintenance can be performed on a cluster basis and the 

availability of the entire system is enhanced with the modular structure. However, it 

is not as compact as a dedicated three-phase inverter of similar rating. The operation 

of the diesel generator can be automatically triggered or the utility grid being 

automatically connected (for the on-grid system) during the unavailability of RESs 

and when the battery SOC is low. As the synchronisation module is already 

embedded in the SI inverter, the need to purchase additional synchronisation 

equipment is unnecessary. Following synchronisation, the SI system is seen as an 

extra load on the system as it charges the battery banks. Hence, the diesel generator 
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operates at maximum output for as long as possible, minimising diesel generator run-

time and optimising efficiency.  

Another advantage of the SI system is that it can be configured as a mixed AC/DC 

system. The DC-based generators (for instance PV) and DC loads can be connected 

to the battery terminals via DC/DC converters, if required. A sample electrical wiring 

diagram of the SI system, coupling with other power generators and loads is shown 

in Figure 2.11 [125]. A remote control and data logging system can be integrated in 

the SI system, which provides the flexibility for users to configure settings such as 

nominal voltage and frequency of the system operating in off-grid scenario, type of 

batteries used and their corresponding protection limits, timings for turning on/off 

external sources (diesel generator/utility grid supply), limiting the amount of power 

drawn from external sources and controlling the load shedding contactors. The web-

based control and monitoring option is a crucial feature for some remote areas where 

accessibility is proven to be a challenge.  
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Figure 2.11:  A sample of electrical wiring diagram of an off-grid system using SI inverters [125] 
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c) Diesel Generator 

In this project, a diesel generator is used as a backup when the battery SOC is low 

and the electricity generation from renewables is insufficient to supply the load 

demand. At present, fixed-speed generators still vastly outnumber variable-speed 

generators and they are commonly used in off-grid applications. The 3-phase diesel 

generators with the power capacity up to 20 kW are considered in this work. In 

addition, a price comparison on different manufactures on similar product range is 

performed. Table 2.7 shows the diesel generator cost comparison offered by 

Harrington Generators International (HGI), Hyundai, Pramac and SDMO. The prices 

are influenced by the specifications such as noise level and fuel capacity. For 

residential application, the low noise level is of great importance, especially during 

the night. It is noticeable that SDMO unit offers the quietest and longest run time 

compared to other manufacturers.    

Manufacturer Model Price (incl 

VAT) 

Continuous 

kW 

£ / kW Run Time 

(hours) 

Noise Level Fuel 

Capacity 

HGI SKD100T3 £4,999.99 8 kW £625.00 10 70 dba @ 7m 22 L 

Hyundai DHY11KSE £4,670.00 8 kW £583.75 12 65 dba @ 7m 42 L 

Pramac P9000 £4,065.00 7.2 kW £564.58 12 72 dba @ 7m 24 L 

SDMO XP-T12K £6,399.99 8.4 kW £761.90 20 58 dba @ 7m 50 L 

Table 2.7: Diesel generator costs comparison on selected manufacturers [126] 

In order to study the economics of the diesel generator, Table 2.8 compares the cost 

for different power ratings. All the diesel generators possess similar noise levels, 

between 65 dba and 68 dba at 7m away. The cost per kW demonstrates a more 

meaningful insight and from Table 2.8, a decreasing trend is observed as the power 

rating increases. However, it is known that the capital cost of a diesel generator is not 

significant compared to its lifetime fuel consumption.  

Manufacturer Model Price (incl. 

VAT) 

Continuous 

kW 

£ / kW Run Time 

(hours) 

Noise Level Fuel 

Capacity 

Pramac P6000 £3,189.99 4.45 kW £716.85 17 67 dba @ 7m 24 L 

Hyundai DHY11KSE £4,670.00 8 kW £583.75 12 65 dba @ 7m 42 L 

Hyundai DHY14KSE £5,574.00 10 kW £557.40 18 67 dba @ 7m 77 L 

Hyundai DHY22KSE £6,129.00 16 kW £383.06 13 68 dba @ 7m 77 L 

Hyundai DHY28KSE £7,351.00 20 kW £367.55 12 68 dba @ 7m 93 L 

Table 2.8: Diesel generator cost comparison at different power ratings [126] 
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A typical small diesel generator (rated at 5 kW) efficiency curve is shown in Figure 

2.12 [102]. If a diesel generator is sized much larger than the average load demand, 

the probability of it operating at part load efficiency is higher. Long term operation at 

this efficiency region may deteriorate the lifetime of a diesel generator and the diesel 

fuel usage will be inefficient. As a result, a possible solution to mitigate this 

drawback is to employ dual diesel generator system [127]. The smaller generator is 

used during light load condition. As the load demand increases, the other larger 

generator takes over the electricity supply system.  

 

Figure 2.12: A 5 kW diesel generator efficiency curve [102] 

d) Battery 

As discussed in the background section, there are many types of batteries available in 

the market for the use of ESSs. However, since the SMA Sunny Island inverter 

system is agreed to be utilised, the supported batteries are limited to lead-acid and 

lithium-ion. Moreover, as an initial phase of the project, Gaia-Wind was more 

interested in cost saving and demonstrating the workability of the proposed hybrid 

system, rather than choosing the optimum energy storage technology. Therefore, 

lead-acid batteries were the preferred option. However, for the sake of completeness, 

lead-acid and lithium-ion batteries from the selected manufacturers were compared, 

as shown in Table 2.9. The cost and technological comparison for all types of 

batteries are beyond the scope of this work. A more comprehensive cost review for 

different kinds of energy storages can be found in the literature [14]. 
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Manufacturer Model Battery 

Type 

Nominal 

Voltage 

Price 

(incl 

VAT) 

Capacity 

at C20 

(kWh) 

£ / kWh Lifetime Key features 

Rolls 4000 Series 
(RB-T12136) 

Lead-
acid 

12 V £277.00 1.632 £169.73 1280 cycles 
to 50% DoD 

Flooded deep 
cycle 

Rolls OpzV Gel 

(RB-S2-
855GEL ) 

Lead-

acid 

2 V £426.00 1.71 £249.12 3200 cycles 

to 50% DoD 

High impact 

resistance 
casing, 

maintenance 

free 

Rolls AGM Series 5 
(RB-S12-

160AGM) 

Lead-
acid 

12 V £388.00 1.74 £222.99 1250 cycles 
to 50% DoD 

Deep cycling, 
maintenance 

free 

Trojan Premium Line 

(TB-T105RE) 

Lead-

acid 

6V £213.00 1.35 £157.78 1700 cycles 

to 50% DoD 

Flooded deep 

cycle 

Victron Victron 
Lithium 

Battery  

(VLB-
12/90BMS ) 

Lithium-
ion 

12.8 V £1,022.00 1.152 £887.15 5000 cycles 
to 50% DoD 

Integrated cell 
balancing, 

temperature 

and voltage 
control 

LG Chem RESU 3.3 

(LG-RESU3-
3) 

Lithium-

ion 

48 V  £2,699.00 3.3 £817.88 6000 cycles 

to 90% DoD 

Built-in DC 

circuit breaker 

Table 2.9: Lead-acid and lithium-ion batteries cost comparison [128] [129] [130]  

The Rolls OpzV Gel battery has more cycles than the 4000 series and AGM series. 

However, it has a low nominal voltage of 2 V. This means that in order to meet the 

48 V requirement of the Sunny Island inverter, at least 24 batteries connected in 

series are required, which is very costly for the initial stage. From the energy capital 

cost (£/kWh) column of Table 2.9, it is observed that the lithium-ion batteries are 

significantly more expensive than the lead-acid. However, the number of cycles is 

noticeably higher for lithium-ion batteries. Besides that, their higher prices may also 

be attributed to the additional battery management systems and DC circuit breaker 

being integrated into the battery systems. For the purpose of project demonstration 

and to keep the initial cost low, the Rolls 4000 Series (RB-T12136) batteries are 

adopted in this work. In particular, the four units are connected in series to form a 

DC link of 48 V to meet the SI 8.0H DC input specification.  

After selecting the battery system to be adopted in the hybrid system research, 

another aspect is to choose an appropriate battery degradation model. It is expected 

that the lifetime of a battery is an important parameter whilst analysing the overall 

performance of an off-grid system. Therefore, it is useful to identify and understand 

the fundamentals of different battery degradation models available in the literature, 

although it is not the intention of this work to go in depth in each of them.  
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The battery ageing phenomena are hard to quantify accurately due to the diversity 

and complexity of the processes taking place in all conditions during its lifetime. The 

clear degradation indicators are the capacity fade, resistance augmentation and loss 

of available peak power [131], which can influence the battery utilisation 

characteristics. The ageing process can be divided into two types, i.e., calendar and 

cycle ageing [132]. Calendar ageing is recurrently influenced by temperature, storage 

SOC and time. On the other hand, change in SOC, cycle number, charge/discharge 

voltage and factors which are coming from utilisation mode have an impact on cycle 

ageing. The variables interact with one another and the relationship can become 

highly complexed [133], making the ageing phenomena a difficult task to 

comprehend and quantify. Various methodologies from different fields such as 

electrochemical models, performance models and statistical models [134] have been 

proposed to deal with battery lifetime estimation [135]. It is important to note that 

there is no single objective method of characterising the different approaches to 

battery ageing – the one outlined here was proposed by [135], but since different 

approaches may share certain characteristics but not others, other means of 

categorising these approaches are possible. 

Table 2.10 summarises the battery ageing estimation methods and their respective 

performance aspects [135]. Direct measurement is straightforward as it does not 

require a battery model in its implementation. It is suitable to be performed on all 

types of batteries. However, the measurement duration is too high for real-time 

implementation and therefore, it is not an ideal approach to estimate the ageing 

evolution. Electrochemical and the equivalent circuit models are powerful tools to 

understand the different interactions between the different physical phenomena and 

ageing as a result of various operating conditions. However, they cannot be directly 

adapted by other batteries due to the difference in battery technology, design and 

materials.  Moreover, the equivalent circuit based models require a large and diverse 

data set to estimate the electrical network parameters accurately.    

Performance-based models simply provide a fixed relationship between stress factors 

and the remaining useful life of a battery, without involving a detailed understanding 

of the processes that contribute to the degradation. As a result, each contributing 
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stress factor has to be investigated independently which results in significant 

experiment effort. The accelerated testing procedure from some battery 

manufacturers further leads to significant errors in predicting the battery lifetime 

because this is not necessarily representative of actual usage [136]. Similar to the 

electrochemical and equivalent circuit-based models, the performance-based model 

cannot be directly adopted by other battery technologies.  

An analytical model with empirical data is formulated based a large set of data from 

experiments. The model parameters are evaluated based on a large number of data 

sets and the accuracy of measurement plays a major role in the model precision. 

Lastly, statistical methods do not utilise the knowledge of battery chemistry and their 

degradation mechanisms. Hence, it is easily adjustable to different batteries and able 

to give an ageing diagnosis in real time. As implied by its name, statistics requires an 

extensive data set to be effective. In addition, it only works for one battery as each 

ageing will be different due to the dependence on battery usage pattern.   
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Types of battery degradation 

model 

Modelling remarks Adaptation  Precision Operate without 

data 

Real time Prediction 

Direct measurement  Do not need battery hypothesis as it is a direct estimation 

 Performs for all kinds of battery usage 

Excellent Excellent Excellent Very poor Very poor 

Electrochemical models  Degradation mechanisms can be related to material properties 

 Cell performance can be represented by physical equations by 

fitting parameters using the macroscopic observations 

Very poor  Excellent Fair Fair Fair 

Equivalent circuit-based models  Identification of internal battery parameters (resistance and 

capacitance) is required 

Very poor  Fair Good Good Fair 

Performances-based models  Uses simple correlations between stress factors and capacity 

fade/impedance rise 

 Most studies consider calendar and cycle ageing separately  

 Calendar ageing - main variables are time, temperature and SOC 

 Cycle ageing - involves more complex independent variables 

such as temperature, cycle number, DoD, current and voltage 

(which further relate to battery utilisation). Consider ageing a 

damage-accumulation model (fatigue approach) 

Very poor  Good Poor Fair  Good 

Analytical model with empirical 

data fitting 
 Based on large experimental data sets to evaluate or predict 

ageing estimator values 

 Model parameters and direct ageing estimator can be determined 
empirically 

Very poor  Good Poor Poor Poor 

Statistical methods  Do not need any prior knowledge on the ageing mechanisms and 

no hypothesis made on the factors  

 Do not use any chemical or physical formulation 

Fair Good Very poor Good Good 

Table 2.10: Battery ageing estimation methods and performances comparison for five principle approaches [135] 
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2.5.3 Review of Energy Management Systems for Standalone 

Applications 

Whenever more than one energy sources exist within a hybrid renewable energy 

system, an energy management system (EMS) is required to guide the power flow 

within the system effectively. Ideally, an EMS aims to maximise the utilisation of 

renewable energy, reduce the stress level experienced by the ESSs, minimise the 

COE and maintain the stability and reliability of the system by supplying the load in 

all conditions. In general, an EMS can be implemented with conventional rule-based 

strategy or intelligent-based strategy with optimization algorithms. However, it is 

worth noting that an EMS which works well for certain HRESs may not be optimised 

for other configurations. In addition, it is acknowledged that there are many 

possibilities for an EMS to manage the power flow within a system, depending on 

the objectives and criteria defined by users. This section reviewed some of the EMS 

approaches which have been proposed for different hybrid system configurations.  
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Case 

number 

Modelling / 

Implemented 

 System topology  EMS approach  Remarks Source 

1 Modelling PV-wind-diesel-battery  MPC   The renewable energy is maximised while minimising the operation cost and battery’s 
charge-discharge cycles. 

 However, the diesel generator was scheduled to operate at part load condition within the 

considered timeframe. 

[137] 

2 Modelling Wind-diesel-battery  MPC   The solar energy is maximised, with the aim of reducing the diesel generator use.  
Nevertheless, frequent diesel generator power output variations were observed from the 

simulated results.  

[138] 

3 Modelling Wind-diesel-battery  Predictive strategy   An idealised predictive strategy, based on perfect wind and load forecasts are developed. 

 The EMS is benchmarked against other non-predictive dispatch strategies (load following, 
frugal dispatch, SOC set-point and full power/minimum run time), using life-cycle cost as 

the indicator.  

[139] 

4 Modelling Wind-diesel-battery  Stochastic dynamic 

multi-stage model  
 The diesel generator dispatch was optimised and was compared against the load following 

and full-power strategies. 

 In order to reduce the computational burden while seeking the optimal solution of the 
complex model, hourly time steps were considered. Hence, the short-term peaks in the load 

demand were not considered. 

[140] 

5 Modelling PV-wind-diesel-battery  Receding horizon 
optimisation  

 An optimised hybrid system which integrates demand response schemes and day-ahead 
forecasting of renewable energy resources and load demand were studied. 

 However, it is noticed that the diesel generator was frequently changing its output power 
throughout the day. The optimisation strategy was carried out over a moving time-horizon in 

order to determine the optimal power references for various energy generation sub-systems. 

[141] 

6 Modelling PV-wind-battery-fuel-

cell  

Constrained rule-based 

strategy  
 PV and wind are the main supply and the fuel-cell serves as the back-up source.  

 The power management strategy was designed to maximise the battery efficiency by 
operating fuel-cell to store excess energy, whilst operating within the specified battery SOC 

limits. 

[142] 

7 Implemented PV-wind-battery-fuel-
cell  

Constrained rule-based 
with hysteresis band  

 The battery SOC is the parameter that determines the operation of the electrolyser and the 
fuel-cell.  

 The integration of hysteresis band provides larger operation flexibility and protecting the 
fuel-cell and electrolyser from frequent start-stops.  

[143] 
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8 Modelling PV-battery-fuel-cell-

supercapacitor  

Constrained rule-based 

central power flow 

controller and local load 
power management  

 The main aim of the EMS is to reduce the stress on the generators whilst satisfying load 

demand with the access to controllable load. 

 The central controller acquires data through sensors and produces reference power for 

converters which are interfacing the generators and the grid. 

 The local load management algorithm controls the load shedding operation based on the 
energy balance situation in the system 

[144] 

9 Modelling PV-wind-battery-fuel-

cell-bioethanol  

State-machine based 

decision making  
 The dispatch strategy is defined based on load requirements, battery SOC, and the 

availability of renewable energy sources 

 The wind turbine is the primary generator whilst the PV system is the secondary source of 

energy due to the high availability of wind resource for the considered location. 

[145] 

10 Modelling and 

Implemented 

PV-wind-battery  Constrained rule-based 

strategy  
 The EMS consists of a fast loop control for energy conversion and an external supervisor 

controller for energy management strategy.  

 The supervisor controller is responsible for managing the mode of operation which is 

determined by the energy balance between the total generation and the total demand, whilst 
maintaining the DC bus voltage and battery SOC within the limits.  

[146] 

11 Modelling and 

Implemented 

PV-wind-diesel-battery-

supercapacitor  

Constrained rule-based 

strategy  
 The proposed EMS control the power flow within the system according to the frequency of 

the power generation (from wind or PV). 

 High-frequency power flow is met by the supercapacitors to minimise power fluctuations to 

the battery, with the aim of improving lifetime. Polynomial control method was adopted for 
microcontroller implementation. 

[147] 

12 Modelling PV-wind-micro hydro-

diesel-battery  

Multi-agent system with 

game theory  
 The distributed EMS fulfill the load demand by making decisions based on the availability of 

renewable resources, system parameter variations and maximising system efficiency 

 The authors benchmarked the proposed EMS against a typical centralised topology under 

different circumstances. The authors concluded that the distributed EMS performs better in 
terms of power generators efficiency within the considered system. 

[148] 

13 Modelling PV-wind-diesel-battery  Mixed integer linear 

programming  
 The EMS utilises two-day ahead forecast of RESs and predictions of electrical load and 

water consumption to compute an optimised power dispatch solution based on rolling 
horizon strategy (15 minutes sampling time). 

 The EMS delivers power generation set points for each generation unit, water pump to keep 

the elevated water tank level within pre-defined limits and send signals to consumers for 
demand side management (DSM). Historical data from a remote location in Chile was 

selected for simulation purposes. 

[149] 
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2.6 Summary 

As a concluding remark, this chapter has given the basic background on the 

underlying principles of off-grid HRESs and their associated design challenges. The 

overview on HRES architecture (AC, DC and mixed AC/DC) and battery technology 

were also presented. It is then followed by the review of existing literature on HRES 

topologies, the cost of components (wind turbines, bidirectional inverters, diesel 

generators, batteries), battery degradation models and energy management systems 

for HRESs.  

In order to design an optimum hybrid system, it is common to begin with the system 

sizing. Therefore, the next chapter discusses the proposed sizing work and the 

analyses involved aim to provide a better understanding of the subject.   
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Chapter 3 Sizing of Hybrid Renewable Energy 

Systems 

 

Traditionally, the HRES sizing approach is attributed to the rule-of-thumb methods 

that are based on expertise’s knowledge and experiences in the field [150]. Clearly, 

this is not an ideal approach as the lack of optimum sizing or oversizing of 

components within a hybrid renewable energy system can often lead to high 

installation costs [151]. The technical and economic analyses of a hybrid system in 

accordance with the local load demand and availability of local RESs are essential 

for feasibility justification before a particular project is being implemented. Due to 

the complexity of multiple generations and the variability nature of RESs and load 

demand, seeking an optimum system becomes more challenging as many variables 

or factors need to be considered. Fortunately, various sizing tools have been 

developed over the years with the aim of easing the process of sizing off-grid 

renewable energy systems. A comprehensive review of the hybrid renewable energy 

systems sizing tools is reported by authors in [152]. It is worth to summarise the 

popularly used sizing tools by highlighting their key features, advantages and 

disadvantages. However, not all of the sizing tools are still being used and their 

availabilities are unknown, hence they are excluded here. These include the 

HYBRIDS, Remote Area Power SIMulator (RAPSIM), Simulation and Optimization 

Model for Renewable Energy Systems (SOMES), SOLSTOR, HySim, Integrated 

Power System (IPSYS), Hybrid Power System Balance Analyser (HySys), 

Dymola/Modelica, Autonomous Renewable Energy Systems (ARES) and SOLSIM. 

Detailed description on these sizing tools can be obtained from literature [152]. In 

this work, the discussed ones are Hybrid Optimization Model for Multiple Energy 

Resources (HOMER), HYBRID 2, RETScreen, Improved Hybrid Optimization by 

Genetic Algorithm (iHOGA), Integrated Simulation Environment Language 

(INSEL), Transient Energy System Simulation Program (TRNSYS), improved Grid-

connected Renewable HYbrid Systems Optimization (iGRHYSO) and HybSim, as 

summarised in Table 3.1.  
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The sizing tools which are capable of performing both technical and economic 

analysis are HOMER, HYBRID 2 and iGRHYSO. Thermal energy systems can be 

analysed through HYBRID 2, INSEL and TRNSYS. One of the main advantages of 

RETScreen and iGRHYSO is the connection of meteorological database from 

National Aeronautics and Space Administration (NASA). It is important to highlight 

that INSEL and TRNSYS are programming languages and they do not generate the 

optimal configuration of HRESs with user’s input data. Besides RETScreen, all the 

other sizing tools listed in Table 3.1 are priced at full versions. Nevertheless, demo 

versions with limited features or time usage are available. HOMER was found to be 

the most widely hybrid sizing tool in the literature. It has been used by researchers 

around the world to analyse hybrid systems at different scale levels [152]. HOMER 

is known to be user-friendly and easy to understand with its intuitive GUI. In 

addition, it provides efficient graphical approaches for analysing simulated results. 

Nonetheless, the code and underlying principles in computing the optimal 

configuration are not transparent to users. Although this reduces the complications 

one has to encounter, it hinders more advanced users to alter the programme to meet 

specific requirements. Furthermore, the hidden details do not allow one to learn the 

tactics to model hybrid system components and developing code for computing the 

optimal hybrid system configurations.  
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Software Remarks Advantages Disadvantages 

HOMER  Developed by NREL 

 Capable of performing pre-feasibility studies, 

optimization and sensitivity analysis in several possible 
system configurations, for both on-grid and off-grid 

systems. 

 Able to perform one-year simulation, with hourly 
sampling rate.  

 Feasible configurations are sorted by net present cost 
(NPC). 

 User-friendly GUI shortens the learning curve 
for new users. 

 Display simulation results in a wide variety of 
tables and graphs which assist users in 

comparing and evaluating each configuration 

based on economic and technical merits. 

 The software keeps updating and being 

supported. 

 “Black box” code used.  

 Only allow single objective function for minimising 

NPC, hence incapable of solving multi-objective 
problems  

 Does not rank the hybrid system based on levelised 
COE 

 Does not consider any degradation in batteries, 
regardless of its usage. For example, higher DoD 

may decrease the battery lifetime more than low and 

infrequent DoD.  

 Does not consider intra-hour variability 

 Requires paid license for professional version and 
the license pricing increases with additional libraries 

HYBRID 2  Developed by Renewable Energy Research Laboratory 
(RERL) of the University of Massachusetts, USA with 

support from NREL 

 Adopts probabilistic/time series approach to perform 
detailed long-term performance and economic analysis on 

a wide variety of hybrid power systems.  

 A variety of different control strategies which 
includes the interactions between diesel 

generator dispatch and batteries.  

 Statistical methods to account for inter time 
step variations in the wind and load in order to 

improve the accuracy of prediction for diesel 
generator dispatch. 

 May not work with Windows platforms later than 
Windows XP 

 Software is not updated and not supported from 

developer 

 Limited access to parameters and lack of flexibility  

RETScreen  Developed by Ministry of Natural Resources, Canada for 
evaluating both financial and environmental costs and 

benefits of different renewable energy technologies for 

any location in the world. 

 RETScreen 4 - Microsoft excel-based technical and 

financial analysis tool on hybrid renewable energy system 
projects 

 RETScreen Plus - a Window-based software tool to 
evaluate energy management performances. 

 It has a global climate database of more than 
6000 ground stations 

 Accessible in more than 30 languages 

 It is linked to NASA climate database 

 Does not take into consideration of ambient 
temperature while evaluating PV performance. 

 Unable to import user's time series data for 
simulation 

 Limited visualisation features 

 Data sharing problems 

 Does not support more advanced calculations 

iHOGA  Developed by the University of Zaragoza, Spain.  

 Multi or single objective optimisation can be performed 
using genetic algorithm (GA) 

 Can be used to analyse on-grid and off-grid system 

 It was claimed to be low in computation time 

 Allows probability analysis  

 Professional version is priced and only limited 

features is provided for education version 

 Requires internet connection to run professional 

version 



Chapter 3 – Sizing of Off-grid Hybrid Renewable Energy Systems 

 

62 

 

INSEL  Developed by University of Oldenburg 

 Uses general purpose graphical programming language to 
simulate renewable energy systems 

 Capable of creating models and configurations of 
electrical and thermal energy systems 

 The software is fully compatible with 

Matlab/Simulink 

 Has a meteorological database of 2000 

locations worldwide 

 Database of various hybrid system 
components from different manufacturers is 

available. 

 Free trial version is only limited to 30 days, 

payment is required for full license 

 Familiarity with new programming language is 

required 

 Does not provide optimal configuration of the 
studied hybrid system  

TRNSYS  Jointly developed by the University of Wisconsin and 

University of Colorado 

 TRNSYS is made up of two parts; kernel and library of 

components 

 Kernel reads and processes input file, iteratively solves 
the system, determines convergence and plots system 

variables 

 The standard library includes approx. 150 models ranging 

from pumps to multizone buildings, wind turbines and 
electrolyzers, weather data, economics routines and basic 

HVAC equipment.  

 Long track of history with 35 years of being 

commercialized 

 Capable of simulating transient behaviour with 

vast variety of available components in the 

library 

 Can assess the performance of thermal and 

electrical energy system simultaneously 

 Demo version has limited capability and full version 

is priced 

 Does not provide optimal configuration of the 

studied hybrid system  

iGRHYSO  Developed by University of Zaragoza 

 It is developed for the optimisation of grid-connected 
renewable energy system and considers different types of 

network sales of the electricity market 

 Adopted rainflow calculations on battery 

lifetime 

 Connected to NASA database to obtain 

weather data 

 Takes into consideration of ambient 

temperature while calculating the power 
outputs from PV and wind turbines 

 Only available in the Spanish language 

 Software is priced and trial version is not available 

 Not ideal for the analysis of off-grid power systems 

HybSim  Developed by Sandia National Laboratories 

 HybSim is a tool to design and evaluate the economic and 

environmental benefits of integrating renewable energy 

generators to fossil fuel-based generation in off-grid 

scenarios. 

 Software GUI is developed using Microsoft Excel 

 Development platform is Microsoft Excel 
which is available for most users 

 Discrepancies between simulation and measurement 
results is expected as the software is not intended to 

emulate the exact response of the components 

Table 3.1: Analysis of hybrid renewable energy system sizing tools  
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Besides the HRES sizing tools described above, several other researchers who have 

undertaken the research on this topic are noticed. Earlier work simply shows the 

generation capacity is determined to best match the power demand by minimising the 

difference between total power generation and load demand over a period of 24 

hours [153]. The author iteratively optimised the components by using hourly 

average data of wind speed and solar irradiation in meeting a specific load demand. 

In [154], the authors further utilised linear programming technique to optimise the 

sizing of the hybrid system components (battery capacity and diesel fuel usage) 

within the 24 hour period. Kaldellis pointed out that focusing on the installation cost 

is insufficient for a hybrid system sizing methodology which is based on simplified 

cost analysis [22]. Operation and maintenance (O&M) costs take up a large 

proportion of the overall cost of the system over its lifetime. Thus, Kaldellis has 

developed a method to calculate the long-term energy production cost for a wind-

diesel hybrid system by taking into consideration fixed and variable costs of 

maintenance, operation and financing, and initial costs. Several differences between 

the above-mentioned literature are acknowledged. In particular, the work in [153] 

and [22] were using load-following strategy to calculate the optimum hybrid system 

while the authors in [154] sought optimum configuration based on electricity cost 

minimisation by maximising the utilisation of renewables. In addition, literature [22] 

considers short and long term cost while the other two literature studies their system 

based on a day’s operation. Nevertheless, a fixed battery and diesel generator 

replacement period are adopted in the literature [22], which does not necessarily 

present the most realistic situation. Recognising the fact that the battery replacement 

cost is high over the lifecycle of a hybrid system, a battery degradation model is used 

in this work to evaluate the battery lifetime at different battery capacities. Finally, the 

topology considered in this work is slightly distinct from the literature whereby grid-

forming inverters are used and they may have a different cost function compared to 

the uninterruptible power supply (UPS) [22]. 

Alternatively, the authors in [35] have developed an algorithm to optimally size a 

standalone hybrid wind-diesel system by considering the total system reactive power 

balance condition. In another mean of selecting the optimal combination of a hybrid 

renewable energy system to meet the demand, evaluation was conducted on the basis 
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of reliability of the system by considering the loss of load probability (LOLP) [155]. 

The LOLP sensitivity analysis on total installation cost has been demonstrated in 

[156] for the considered hybrid system. In a different perspective, the authors in 

[157] described an optimal energy storage sizing method by considering the 

compensation cost of wind power and load curtailment.   

In hybrid electric vehicle (HEV) research, battery sizing has also been given 

attention. Similar to off-grid HRES, a hybrid propulsion system is powered by fossil 

fuel-based internal combustion engine (ICE) and/or battery storage. However, the 

HEV battery sizing is influenced by several other factors, such as the user driving 

pattern, power management strategy, the charging/discharging profile (if it is a plug-

in hybrid electric vehicle (PHEV)), weight of the batteries, availability of charging 

infrastructure etc. An integrated optimisation framework on battery sizing, charging 

and power management for PHEV has been proposed by the authors in [158]. The 

framework assessed the interactions between the three control variables, while 

minimising the CO2 emissions. In another study, the relationship of sizing the 

batteries along with power-split strategies between ICE and the electric drive was 

investigated [159]. From the simulation study, the rules for proper power splitting 

were extracted based on the acceleration rate and the driving speed. An analysis has 

been conducted on choosing the battery size of the EVs and PHEVs which was based 

on statistical data of a fleet of vehicles with realistic driving patterns [160].   

In this work, a tool specifically for sizing off-grid HRESs has been developed. The 

main feature of this tool is to assist project managers to visualise and evaluate the 

trade-offs between batteries and diesel generator usage, given a site specific resource 

availability and load demand. As far as the author is aware, other hybrid system 

sizing tools do not have the capability of demonstrating their results with the 

proposed approach. The process of seeking the optimum configuration is 

demonstrated graphically which allows the hybrid system developer to understand 

the sizing methodology and trade-offs in a system. A similar graphical approach has 

been adopted in [22] and [161] as part of their result’s analysis, however it has not 

been used for analysing the trade-offs between batteries and diesel generator usage. 

In this research, the methodology of sizing the hybrid system which considers 
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financial viability and technical performances are outlined. The hybrid system 

components and life-cycle cost modelling utilised in this work are first explained. In 

particular, the wind turbine is represented mathematically with their coefficients 

obtained empirically from the measured wind speed and its respective output power 

data. Then, the optimum configuration of a hybrid system is obtained based on 

minimum life-cycle cost. It is then followed by the load sensitivity towards the cost 

and the overall performance of the hybrid system. The corresponding sensitivity 

analysis on batteries and diesel generator utilisation throughout the year are shown as 

part of the discussion.  

3.1 Modelling of Hybrid System Components 

As mentioned before, a graphical user interface (GUI) has been developed which 

assists the project manager to analyse the long term costs of energy production of a 

hybrid system. This potentially helps developers to make a justifiable components 

sizing decision by taking into consideration the financial, renewable resources and 

technical factors. Figure 3.1 shows the block diagram of the proposed hybrid system 

implemented in this work.  The power flow directions are indicated by the arrows. In 

this research, the wind turbine system is modelled using empirical data, which 

directly correlates the relationship between wind speed and generated power output. 

Thus, the losses of the system are accounted in the equation. Similarly, the efficiency 

of the diesel generator is related to its power production and its fuel consumption. 

The modelling approach of these systems will be further described in the following 

sections. For the case of the grid-forming inverter, it is assumed that it has an average 

operational efficiency of 95%. The widely employed lead-acid batteries are 

considered in this study. As discussed in the previous chapter, in order to keep the 

initial project cost low, it is agreeable with Gaia-Wind Ltd that lead-acid batteries 

would be employed in this research. In addition, the DC voltage of 48 V can be 

formed from the lead-acid batteries without imposing constraints on the experiments 

which will be discussed in later chapters. In particular, the Rolls 4000 Series (RB-

T12136) lead-acid batteries (Table 2.9) are adopted in this sizing study. 

Hypothetically, if the lithium-ion batteries were chosen in this study, the battery 

replacement cost over the operational period will be lesser as more cycles are 
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allowed before its end of life. However, the initial cost is relatively higher than the 

lead-acid batteries (which has lesser number of cycles to failure). Although at this 

point it is unknown which option is more economical, the cheaper battery option will 

be sized larger and this can influence the diesel generator usage by storing and 

utilising more wind energy in this case. Conversely, the more expensive battery 

option will be sized at a smaller scale and the diesel generator will be used more 

frequently. 

The overall battery efficiency is specified by two efficiencies; the coulombic 

efficiency and the voltage efficiency. The product of these two is the battery energy 

efficiency. The coulombic losses happen as a result of charge transfer to facilitate 

electrochemical reaction. In addition, the battery self-discharge phenomenon is 

considered as part of the coulombic losses. Another form of loss in the 

electrochemical systems is the over-potential, which is defined by the ratio between 

the voltage during discharging and voltage during charging [162]. Lead-acid batteries 

typically have coulombic (Ah) efficiencies of around 85% and energy (Wh) 

efficiencies of around 70% over most of the state of charge (SOC) range [163]. 

These parameters are determined by the details of design and duty cycle to which 

they are exposed [163]. In the following case studies, an average energy efficiency of 

70% is adopted. This value excludes the auxiliary power requirement such as battery 

management system, fan ventilation etc.  

 

Figure 3.1: Proposed hybrid wind-diesel-battery system 
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The layout of the GUI is demonstrated in Figure 3.2. The load profile, the amount of 

wind turbines, battery parameters, inflation and discount rate, the cost of 

components, and wind turbine power curve coefficients can be altered before 

performing life-cycle cost simulation.  In addition, the user is able to use any yearly 

wind speed profile for a particular site. In order to simplify matters, the renewable 

energy resource and load were assumed to be the same throughout the 20 years 

lifetime. With all the information given to the GUI programme, the optimal batteries 

and diesel generator sizes were sought. The following subsections describe the 

modelling and costs of the hybrid system components, the adopted battery and diesel 

generator degradation model and the constraints of system operation. 

It is important to note that the developed sizing tool is generic and it is suitable to be 

used for different types of wind turbines. In addition, generalised wind turbine power 

curves can be used if needed.  This can be achieved by keying in the appropriate 

power curve’s coefficients within the GUI. However, the author has adopted a Gaia-

Wind wind turbine as an example of this work due to the data availability. The 

modelling approach and analysis carried out in the following sections can serve as a 

reference and can be modified to suit any other systems of interest.  
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Figure 3.2: GUI for calculating long term cost of hybrid system operation 
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3.1.1 Wind Energy Modelling 

As stated before, the wind energy conversion systems are represented with the power 

curve’s coefficients. For the case of wind energy systems, most of the small wind 

turbine manufacturers do provide their wind turbine power curves as part of the 

associated data sheets. By plotting an estimated power curve and interpolating it with 

a polynomial equation, the coefficients can be obtained. Higher resolution power 

performance data are published and readily available if the wind turbines are 

accredited by certification bodies such as TUV NEL, Small Wind Certification 

Council (SWCC) and National Renewable Energy Laboratory (NREL). 

The wind turbine’s generated power here is modelled based on Gaia-Wind’s wind 

turbine power curve as shown in Figure 3.3. The fixed speed wind turbine was rated 

at 11 kW and it utilises an induction machine to generate electricity. The power 

curve in Figure 3.3 is formulated empirically using Gaia-Wind’s measured wind 

speed and power output of the wind turbine.  

 

Figure 3.3: Gaia’s Wind Turbine Approximated Power Curve 
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Thus, the output power from Gaia’s wind turbine can be computed at any given wind 

speed using a polynomial function. A polynomial is a function describing the form of 

a length of line which is constructed out of known constants and variables. This 

function uses the operations of addition, subtraction, multiplication and non-negative 

integer exponents to describe the form of the line. The equation is a function of wind 

velocity, given as: 

 
𝑃𝑤𝑖𝑛𝑑 = −2.13𝑒−5𝑉6 + 0.001𝑉5 − 0.0155𝑉4 + 0.0712𝑉3 +

                0.1058𝑉2 +  0.7631𝑉 − 1.9152  
(3.1) 

where:  

 Pwind: Wind Turbine Output Power (kW) 

 V: Wind Velocity (m/s) 

The equation (3.1) is used from wind speed of 3.5 m/s onwards as power generation 

starts at wind speeds above 3.5 m/s (cut-in speed) and the rated wind speed is 9.5 m/s. 

For wind speeds exceeding 25 m/s, the turbine has to be stalled (hence no power 

generated) to prevent structural damage [105].  

In order to simulate the operation of the hybrid system [164], [165], the measured 

data of hourly wind speed is utilised. The benefit of using annual hourly data is that 

the peaks and troughs of the wind speed profile are included, thus reflecting a more 

realistic situation. Moreover, variations in seasonal wind speed are also taken into 

account when running the simulation. Hourly wind speed data measured at 

Bishopton [166], which is situated in the north-east of Renfrewshire, Scotland  is 

depicted in Figure 3.4. The first hour begins on 1/1/2012 at 00:00. Nevertheless, a 

period of low wind speeds is observed in February and the zoomed-in wind speed in 

this month is demonstrated in the bottom plot of Figure 3.4. The wind is measured in 

open terrain at the height of 10 m above ground level [166]. Since the hub height of 

the Gaia wind turbine is 18 m above ground level, the wind speed profile at this 

height is estimated from the measured wind speed at 10 m, using the Log Law, with 

an estimated roughness length of 0.25 m (many trees, hedges and few buildings) 

[44]: 
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 𝑈(𝑧) = 𝑈(𝑧𝑟)
ln (

𝑧
𝑧0

)

ln (
𝑧𝑟

𝑧0
)
 (3.2) 

where:  

 U(z) : wind speed at height z (m/s) 

 U(zr) : wind speed at reference height zr (m/s) 

 z : height above ground level for wind velocity U(z) (m/s) 

 z0 : roughness length (m) 

As the Gaia-Wind 11 kW wind turbine is used in this study; hence the power curve 

from Figure 3.3 is used to compute the power output of the turbine. The 

corresponding wind power over a one year period is shown in Figure 3.5. This took 

into account the cut-in and cut-off wind speed supplied by the manufacturer. For 

simplicity purposes, the power output is programmatically regulated at 11 kW. It is 

believed that the wind speed at Renfrewshire is slightly higher than the average wind 

speed in the UK and this will impact the annual energy generated from the wind 

turbine and hence the sizing results.  

 

Figure 3.4: Converted yearly (top) and zoomed in February (bottom) wind speed at hub height, 

18 m in Bishopton, 2012 
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Figure 3.5: Corresponding Gaia wind turbine yearly (top) and zoomed in February (bottom) 

power output in Bishopton, 2012 
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number of households rises [169]. Since the sizing study here considers less than 10 

households and the sampling time is one hourly, the variability between each 

household is not being reflected in the load aggregation while performing sensitivity 

studies in later sections. It is common that the household load adopts single phase 

systems. However, in this work, it is assumed that the load is shared between the 

three phases in proportion and the simulation dealt with net energy in and energy out 

of the households.  

 

Figure 3.6: Load profile (consumer plus Gaia’s wind turbine start-up) 
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 𝐸 =
71.88 𝑘𝑊 × 7.5𝑠

3600𝑠
= 0.15 𝑘𝑊ℎ (3.4) 

The start-up stator current is given as 100 A. Without a soft-starter, the start-up 

process is completed approximately 7.5 seconds. The wind turbine start-up process 

will take place whenever the wind turbine is in stall position and the wind speed goes 

to more than 3.5 m/s. In the sizing algorithm, this condition is checked hourly and an 

energy value of 0.15 kWh is added to the load profile if a start-up is detected. 

3.1.3 Battery Storage Calculations 

In a hybrid wind-diesel-battery system, battery banks are electrochemical devices 

that store energy from other AC or DC sources for later use. The batteries serve as a 

platform to maximise the usage of renewable energy by storing excess energy 

whenever the supply from the wind turbine(s) exceeds the load demand. Furthermore, 

a properly-sized battery bank is capable of reducing the number of start-stop cycle of 

the diesel generator, along with a reduction in fuel consumption. As discussed in the 

previous chapter, the chosen grid-forming inverter system in this project is the Sunny 

Island 8.0H, which require a battery DC voltage of 48 V. Since the Rolls 4000 Series 

(RB-T12136) battery (116 Ah at C10), with each rated at 12 V is selected for this 

work, a string of 4 units (connected in series) is required to meet the 48 V 

requirement. Each string has the capacity of 5.568 kWh, and its cost is £ 1,108 (inc 

VAT). 

When determining the SOC for an energy storage device, the following constraint 

must be satisfied.  

 𝑆𝑂𝐶min ≤ 𝑆𝑂𝐶 ≤ 𝑆𝑂𝐶max (3.5) 

where SOCmin and SOCmax are the minimum and maximum state of charge 

respectively. This research assumes that SOCmin and SOCmax are equal to 40% and 

100% respectively. In other words, 60% DoD is allowed at all times. Note that the 

diesel generator is switched-on only whenever the energy in the batteries is fully 

dissipated in addition to insufficient generation from the renewables to meet the 

demand. Since the diesel generator is not used to charge the batteries here, the energy 
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generated from the diesel generator should be excluded in the battery storage 

calculation.  

The battery SOC is updated based on the following equations. When wind turbine 

generation is greater than the load demand and the batteries are not fully charged, 

SOC (n) is defined as:  

 𝑆𝑂𝐶(𝑛) = 𝑆𝑂𝐶(𝑛 − 1) + [
(𝐸wind(𝑛) − 𝐸load(𝑛))(

𝑏𝑎𝑡𝑡𝑒𝑟𝑦
)(

𝑖𝑛𝑣𝑒𝑟𝑡𝑒𝑟
)

𝐸battery

] × 100% (3.6) 

 

On the other hand, when load demand is greater than wind turbine generation and the 

battery SOC is more than 40%, SOC (n) is defined as:  

 𝑆𝑂𝐶(𝑛) = 𝑆𝑂𝐶(𝑛 − 1) −

[
 
 
 
 
 
𝐸load(𝑛) − 𝐸wind(𝑛)

(
𝑏𝑎𝑡𝑡𝑒𝑟𝑦

)(
𝑖𝑛𝑣𝑒𝑟𝑡𝑒𝑟

)⁄

𝐸battery

]
 
 
 
 
 

× 100% (3.7) 

 

where:  

 SOC (n-1) : battery SOC level at previous hour (%) 

 Eload (n)  : energy demand (kWh) 

 Ewind (n)  : wind energy generation (kWh) 

Ebattery  : total installed battery capacity (kWh) 

battery   : one-way battery energy efficiency (p.u.) 

inverter   : one-way grid-forming inverter efficiency (p.u.) 

In a battery-based off-grid hybrid renewable energy system, the remaining useful life 

of the batteries is largely influenced by the DoD. Theoretically, a large battery 

capacity would experience smaller DoDs compared to smaller batteries, for the same 

operating conditions. This in turn affects the frequency of replacing batteries during 

the lifetime of the HRES, for instance 20 years. Being able to predict the lifetime of a 

battery is of great importance in the initial stage of hybrid system design as it 

involves the decision of determining the operating conditions and planning 

replacement intervals for batteries [170]. Manufacturers cannot test their batteries for 

a full range of applications due to the huge amount of time and costs involved, in 

addition to the lack of detailed knowledge concerning the use of batteries in various 

applications [170]. Various kinds of battery lifetime models are available, as 
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discussed in Chapter 2. However, it is not practical to consider highly sophisticated 

battery lifetime models which include many ageing processes and various extreme 

non-linear stress factors. Fortunately, simplified battery life estimation has been 

developed such as the rain-flow cycle counting model [171]. This method assumes 

that battery lifetime is primarily a function of depth of charge/discharge cycles [172]. 

Experimental validations have been conducted against several other battery life 

models and the results show that the cycle counting algorithm generates a fairly 

accurate ranking on the lifetime of batteries with respect to the different levels of 

battery usage (different current profiles) [171]. In renewable energy applications, 

such method of predicting the battery lifetime have been successfully employed in 

[173] and [174]. In addition, this algorithm is chosen to be implemented in a hybrid 

system sizing commercial software, known as the HYBRID2 [172]. This 

methodology requires the following assumptions which are made in fatigue analysis 

to be taken into consideration [170]:  

1. The stress events can be defined to induce only a small amount of 

incremental loss of lifetime. It can frequently occur until the battery fails.  

2. The loss of lifetime caused by a stress event is independent of the previous 

stress events and the present battery state-of-health.   

3. The process of deteriorating the battery is either independent of the sequence 

of the stress events or the stress events which occur are distributed 

statistically throughout the lifetime of the battery. This also means that the 

battery is not assumed to be operated first at float operation for half of its 

lifetime and then subsequently cycled for the other half of its lifetime, but 

float operation and cycling happen more or less alternatively. 

In this work, a cycle-to-failure versus DoD curve was employed and it is shown in 

Figure 3.7 [173]. The corresponding relationship which was approximated by a 

polynomial curve fit is shown as [173]:  

 𝐶𝑑 = −1.345𝑒−12𝑑−4 + 1.495𝑒−7𝑑−3 − 0.001507𝑑−2 + 601.5𝑑−1

− 122.5 
(3.8) 

where:  

 Cd: Cycles to failure at a depth of discharge d 
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 d: Depth of discharge 

 

Figure 3.7: Cycles-to-failure versus depth of discharge for a typical deep-cycle lead-acid battery 

If the number of cycles-to-failure for a given depth of discharge d is Cd, then the 

fraction of battery life used in one full cycle of range, d can be written as 1/Cd. If i 

different cycle ranges are considered each with Ni cycles, the total battery life 

fraction consumed, W can be computed as a summation of each individual cycle as 

[173]:   

 𝑊 = ∑
𝑁𝑖

𝐶𝑑𝑖

𝑖=𝑖𝑚𝑎𝑥

𝑖= 𝑖𝑚𝑖𝑛

 (3.9) 

 

After sufficient cycles have passed and the accumulated fraction is equal to 1.0, the 

battery is assumed to reach its end of life and it needs to be substituted with a new 

one.  

3.1.4 System Operation Modelling 

The following energy-production scenarios exist within the hybrid system:  
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 The energy is produced by the wind turbine is directly sent to the 

consumer load. 

 The diesel generator is operated (brought online) at times when wind 

power fail to satisfy load demand and when battery storage is depleted.  

 The surplus energy from the wind turbine (not absorbed by consumer 

load) is stored in the batteries via the bi-directional inverters.   

 The stored energy in batteries is used to cover the energy deficit. 

 The excess energy is dissipated by a dump load if the batteries SOC are 

at their maximum level.  

 The average energy which is used to start-up the wind turbine is added to 

the load profile if the start-up condition is met (previous hour(s) wind 

speed less than 3.5 m/s and current hour wind speed more than 3.5m/s). 

The magnitude difference between generated power (Pgen) and the demand (Pdem) 

over a given period of time is: 

 ∆𝑃 = 𝑃gen − 𝑃dem (3.10) 

 

The power equation can then be translated into energy generated and demanded 

(Wgen, Wdem) over a period of a year (8760 hours) and be written as:  

 𝑊gen = ∑[(∆𝑇)(𝐾w𝑃(𝑛)w)]

8760

𝑛=1

 (3.11) 

 

 𝑊dem = ∑[(∆𝑇)(𝑃(𝑛)dem)]

8760

𝑛=1

 (3.12) 

where Kw represents the number of wind turbines used, n is the sampling time (hour 

of year), and ΔT is the time between the samples (in this case one hour). The energy 

balance within the hybrid system is sequentially calculated throughout the year. It is 

important to note that in reality, power generation and load demand change sub-

hourly and this may affect the final results. Furthermore, since this study considers 

only one wind turbine and a few households, the averaging effect is not greater than 
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those which consider larger scale generation and load demand of many households. 

However, if a high sampling rate is applied, the computational time will increase. It 

is acknowledged that the hourly sampling rate adopted in this work is a limitation 

and it may contribute to the average energy excess and energy deficit errors.  

3.2 Life-cycle Cost Modelling 

This section describes the life-cycle cost modelling for the considered case study. 

These include the hybrid system hardware cost, operation and maintenance (O&M) 

cost and long-term diesel fuel cost.  

3.2.1 Hybrid Wind-Diesel-Battery System Hardware Cost Estimation 

The initial estimated cost of components involved in implementing the hybrid wind-

diesel-battery system is listed in Table 3.2. They can be referenced from Table 2.5, 

Table 2.6, Table 2.8, Table 2.9 and the reasons for selecting these are discussed in 

Chapter 2. From Table 3.2, it is observed that the wind turbine’s capital cost per kW 

is much higher than the diesel generator. However, a wind turbine generates power 

with wind which does not incur any cost. On the other hand, a diesel generator 

consumes costly diesel fuel over its lifetime. The high cost incurred by the SMA bi-

directional inverters was due to the topology proposed in this work i.e. battery grid-

formed requirement. During the start-up process of the induction generator, high 

current would be transferred from the batteries. The high power transferred translates 

to the high cost of the converter. 

 
Components List Price (£) £ per kW or £ per kWh 

Gaia-Wind wind turbine system  46,000.00/unit 4181.81 £/kW 

3-Phase SMA grid-forming inverter cluster  10,806.00/unit 600.33 £/kW 

3-Phase diesel generator  521.72/kW 521.72 £/kW 

A string (4 units) of Rolls RB-T12136 battery (48 V, 116 

Ah)  
1,108/string 198.99 £/kWh 

Table 3.2: Hardware cost estimation of a hybrid wind-diesel-battery system [116] [118] [126] 

[128] 

3.2.2 Operation and Maintenance (O&M) Cost Estimation 

The O&M cost of a hybrid wind-diesel-battery system can be significant when 

considering for a long term operation as highlighted in [22]. In the case of studying 
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economics between batteries and diesel generator capacity (directly proportional to 

fuel consumption), the consideration of O&M cost is important as they inherit 

different price characteristics. Rather than replacing the batteries at a fixed period, in 

this work, the battery replacement period is dependent on their DoD cycling. The 

battery lifetime model adopted is described in the Section 3.1.3. For the same amount 

of energy flow in the hybrid system, a smaller battery capacity would incur more 

frequent DoD than a larger battery capacity over their lifetime, hence the 

replacement period would be shorter for the former.  Longer lifetime is possible to be 

achieved with careful operation of the batteries, such as limited charge rates, limited 

weekly cycling, occasional re-conditioning of the batteries, and controlled 

temperature [175]. Similarly, a diesel generator has a lifetime commonly determined 

by a number of operational hours. Here, it is assumed that an off-grid diesel 

generator has a running time of 10,000 hours. Once this number is reached, 

replacement is required [102]. The assumptions made here are based on past 

experiences. As the technologies improve over time, these assumptions should be 

altered accordingly.  

The O&M costs are incurred at later times, thus it is convenient to refer all costs to 

the time of acquisition i.e., present worth. The inflation rate, i and discount rate, d are 

the two factors which affect the value of money over time. The present worth factor 

of an item that will be purchased n years later is given by [176]:  

 𝑃r = (
1 + 𝑖

1 + 𝑑
)
𝑛

 (3.13) 

The present worth (PW) is thus:  

 𝑃𝑊 = (𝑃r)𝐶o (3.14) 

where Co is cost of an item at the time the investment was made. 

Sometimes it is necessary to determine the present worth of a recurring expense, the 

cumulative present worth factor can be derived as [176]:  

 𝑃𝑎 = (
1 − 𝑥𝑛

1 − 𝑥
) (3.15) 
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where 𝑥 =  (
1+𝑖

1+𝑑
) 

If the recurring purchase does not begin until the end of the first year, and if the last 

purchase occurs at the end of the useful life of the system, there will still be n 

purchases, but the cumulative present worth factor becomes  

 𝑃a1 =  𝑥𝑃a (3.16) 

In this work, the 20 years cumulative maintenance cost of the wind turbine utilised 

the present worth factor, Pa1. The wind turbine yearly maintenance cost is £ 500. It is 

assumed that the grid forming inverters needed to be replaced in 10 years [177]. For 

the given inflation rate of 3 % and discount rate of 4%, x = 0.9904, Pa = 18.27, and 

Pa1 = 18.1. So Table 3.3 can now be generated. Note that the battery and diesel 

generator O&M costs vary scenario by scenario. It is expected that in a scenario 

whereby a large battery capacity is installed, the incurred diesel generator O&M cost 

is less as the diesel generator running time reduces.   

Component Initial Cost (£) Present Worth (£) 

Gaia wind turbine maintenance for 20 years  500/year 9050 

Battery replacement  1108/string Vary depending on replacement period 

Diesel generator  521.72/kW Vary depending on replacement period 

SMA grid-forming inverters at year 10  10,806.00/unit 9,812 /cluster 

Table 3.3: Operation and maintenance cost [116] [118] [126] [128] 

3.2.3 Diesel Generator Fuel Consumption Modelling 

In order to justify the long-term economics of diesel generators in a hybrid system, it 

is important to understand the diesel fuel consumption for different generator 

capacities and also the future diesel price. 

Unfortunately at present, most of the small diesel generator (sufficient for single 

household) manufacturers do not include the ¼, ½, ¾ and full load fuel consumption 

in their data sheet. Thus, the fuel consumption for various sizes was approximated 

using the following approach. Figure 3.8 shows the plots of approximated diesel 

generator fuel consumption (litres/hour) at ¼, ½, ¾ and full load, starting from a 

power rating of 20 kW up to 200 kW. Rather than using a specific manufacturer’s 

diesel fuel consumption data, these empirical data were obtained from Diesel Service 
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& Supply Ltd (more than 30 years of history), which it was believed to be realistic 

and not brand bias [178]. 

 

Figure 3.8: Diesel generator fuel consumption for various capacity 

It is observed that the fuel consumption coincides with each other. From here, all the 

generator’s fuel consumption points are plotted and linear fitting is performed, as 

shown in Figure 3.9. 
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Figure 3.9: Linear fit of diesel generator fuel consumption 

The approximated fuel consumption equation as a function of power, given as: 

 𝐹 = 0.30823𝑃 + 3.6941 (3.17) 

In order to verify the accuracy and reasonability of the obtained fuel consumption 

equation, it was compared with other available sources i.e. Cummins Power 

Generation’s diesel generator set datasheet and Hardy Diesel Ltd [179] [180]. A first 

derivative of the above function gives the change in fuel consumption of the power 

rating range (0 – 200 kW), as shown in Figure 3.10 (blue curve).  
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Figure 3.10: Comparison of first derivative and other sources fuel consumption plots 

Based on literature [178] and [179], a diesel generator typically consumes between 

0.28 and 0.4 litres of fuel per kilowatt hour at the generator terminals, which are 

marked as red (Lower Limit) and green (Upper Limit) constant lines respectively. On 

top of that, Hardy Diesel Ltd uses 0.383 litres of fuel per kilowatt for their reference 

in calculating fuel consumption [180]. Therefore, it can be seen that the diesel 

generator set’s fuel consumption estimation from this work is within the boundary 

compared to other sources.  

For this case study, it is desired to estimate the long-term energy production (from 

the year 2016 - 2035) cost involved in running the hybrid system. Therefore, 

predicting the future diesel fuel price is essential. Figure 3.11 shows the projected 

diesel fuel price (pence per litre) in the UK [181], based on the past 10 years diesel 

historical fuel prices. For simplicity, a linear approximation line was extrapolated to 

2040. The future diesel price might be lower than the predicted values as renewable 

energy penetration becomes higher in the future.  
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Figure 3.11: Linear extrapolation of diesel fuel price (pence per litre) 

The diesel price as a function of year is given as:  

 𝑃𝑟𝑖𝑐𝑒 = 1.9135 × (𝑌𝑒𝑎𝑟) − 3727.3327 (3.18) 

With the fuel consumption and diesel price equations, the cost of running the diesel 

generators for various capacities was computed in different years. Intuitively, if a 

lower diesel fuel price than the projected fuel price (Figure 3.11) is used to seek the 

optimal system, the diesel generator will be “encouraged” to run more frequently and 

the optimal battery storage would be sized smaller in capacity. An averaged diesel 

price of the past 10 years (121.703 pence per litre) is simulated in the next section as 

a comparison with a linearly increase diesel fuel price projection (Figure 3.11). 

3.3 Results and Discussion 

3.3.1 Base case (Diesel generator-only) 

As a base case and for COE comparison purposes, the diesel generator only solution 
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tool. The screenshot of the solution is shown in Figure 3.12. The wind power 

generation is zero throughout the year although wind speed input is provided. The 

diesel generator is programmed to operate with a load-following strategy to supply 

the load demand, hence no additional or short of energy is being generated at all 

times. The diesel generator is sized according to the peak load demand, which is 

around 4 kW in this case. Since no battery storage is utilised, the generated solutions 

are the same for all scenarios (from the bar chart). The computed COE is 

approximately £ 7.66/kWh. The simulation was simply rerun for a different number 

of households and their respective COE and the required diesel generator capacity is 

shown in Figure 3.13. It is noticed that the COE reduces when the number of 

household increases. This can be explained by the more efficient consumption of 

diesel fuel as the loading capacity increases, as demonstrated in Figure 3.9. 
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Figure 3.12: Life-cycle cost analysis of diesel-generator only system in Bishopton area (one household) 
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Figure 3.13: Diesel generator only solution a) cost of energy (£/kWh), (b) diesel generator 

capacity (kW) 

3.3.2 Scenario Analysis 

Using the abovementioned models and costs, various combination sets of batteries 

and diesel fuel consumption have been simulated, as depicted in Figure 3.14. Each 

bar shows the lifetime cost (from 2016 to 2035) of running the off-grid hybrid wind-

diesel-battery system in the Bishopton area for a single household. All the scenarios 

utilised an 11 kW Gaia-Wind wind turbine. The storage capacity was linearly 

reduced from the leftmost bar until zero-battery solution at the rightmost bar, as 

shown in the third stack (light blue colour) from the bottom. The y-axis on the left is 

the total cost, while the y-axis on the right is the corresponding total energy 

dissipated in dummy loads. It is interesting to note that the diesel generator unit cost 

is relatively low compared to its fuel consumption, depending on usage. Thus, it is 

important for both consumer and project manager to look at life-cycle cost analysis, 

which points out the high cost being associated with diesel fuel and not the hardware 

itself.   
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The 200 kWh battery scenario (extreme left column stack) simulates most batteries 

compared to other scenarios, thus dumping least energy throughout the 20-year 

period. In addition, the diesel fuel consumption is zero and this can be attributed to a 

large amount of renewable energy and low load demand. It seemed that this is ideal 

as the load was fully supplied by renewable sources. However, the slight higher 

battery cost does not justify its financial attractiveness as the most optimal solution. 

Between scenarios with battery capacities of 155 kWh and 120 kWh, the batteries 

were not replaced at all because they have not been cycled to reach their end of life. 

When the battery capacity is set at 150 kWh onwards, they need to be replaced once 

in 20 years. However, it is important to note that the battery replacement cost at year 

10 is slightly lower than the initial capital cost due to the present worth factor being 

taken into consideration. As the battery capacity is further reduced to 55 kWh, they 

need to be replaced twice over the period of 20 years. On the contrary, the zero-

battery solution demonstrated that the power deficit was fully met with a diesel 

generator and wind turbine. However, the diesel generator is replaced more 

frequently compared to other scenarios as it is switched on whenever the wind 

energy is lower than the load demand. The zero-battery configuration presents the 

highest COE due to the heavy reliance on diesel generator and poor utilisation of 

excess wind energy compared to other scenarios. Furthermore, the surplus energy 

equally is the highest as there are no batteries to store excess energy from the wind 

turbine. Nevertheless, small relative change in excess energy over the scenarios is 

observed, considering that the scale of the y-axis on the right is enlarged. The 

analysis here clearly demonstrates the trade-off between the battery capacity and 

diesel generator usage. The amount of batteries is inversely proportional to the diesel 

fuel consumption.  

From Figure 3.14, it is observed that the optimum configuration for the hybrid 

system is the 155 kWh battery storage and without diesel generator. The optimal 

solution cost is approximately two-third less than the zero-battery solution. However, 

the COE (£/kWh) is approximately £ 0.77/kWh, exceeding the cost of utility-

generated electricity. Nevertheless, this is much lower than the base case (diesel 

generator only system) which simulated the COE of £ 7.66/kWh (single household 
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scenario). Further analysis showed that about 80 % of the excess energy generated by 

the RES was not being utilised. This can be explained by the low load demand in the 

system - generation far exceeded demand. For that reason, the load to be supplied 

should be increased to reduce excess energy in the system. In addition, it was also 

noted that most of the simulated scenarios did not justify the use of a diesel generator 

due to the large amount of excess energy existing within the system. The next section 

analyses the effects of the load demand changes on the performance of the hybrid 

system.  

 

Figure 3.14: Life-cycle cost analysis of hybrid wind-diesel-battery system in Bishopton area 

(single household) 

3.3.3 Load Sensitivity 

The performance of renewable energy systems can be characterised by two 

performance indicators [90]: 
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 𝑅𝐸𝑆𝐹 =  
𝐸WT − 𝐸EXC

𝐸WT − 𝐸EXC + 𝐸AUX
 (3.19) 

where EEXC is the excess energy which have been produced and 

dissipated in resistors and not used for the main load. EAUX is the 

energy generated by auxiliary generator, which in this case is diesel 

generator.  

The RESF parameter is also often called solar fraction because wind 

energy comes from the sun. If RESF = 1, it means all the loads are 

satisfied by RES and no diesel fuel is used.  

ii. Gross production (PRG), originating from a solar source (wind) in 

units of load energy (EL) is defined by: 

 𝑃𝑅𝐺 =  
𝐸WT

𝐸L
 (3.20) 

Here, the investigation was carried out on the effects of increasing the load linearly 

(number of households) towards the performance and financial attractiveness of the 

hybrid system. Simulations were performed and only the lowest life-cycle cost 

solution would be selected for each set of load demand. Figure 3.15 a – e shows the 

plots of the described parameters versus the number of households.  

From Figure 3.15a, it is observed that the COE dropped about 26% when the 

household increased from one to two. This proved the hypothesis made in the 

previous section i.e. as the generation capacity matches closer to the load demand, 

less energy is being dumped (Figure 3.15b) and thus driving towards better 

economics of the hybrid system. Interestingly, as the number of households 

continues to increase, the COE picks up while the optimal battery capacity lies 

between 145 kWh and 200 kWh. The rise in COE is due to the heavier reliance of 

diesel generator in supplying the increase in load demand. In other words, the 

reduction of renewable energy contribution in the system as the load demand 

increases is portrayed in Figure 3.15c. The PRG (ratio of renewable energy 

generation to load demand) decreased algebraically as the load increasing linearly, as 

shown in Figure 3.15d. 
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Based on the COE plot, the optimum number of households to be supplied by the 

defined hybrid system is two. Nonetheless, it is observed that by a slight increase 

(about 3.5 %) in battery capacity, another household can be supported optimally. In 

addition, the amount of energy being wasted will fall by 16.5%. However, the COE 

will be marginally increased, resulting £ 0.642/kWh as demonstrated in Figure 3.15a. 

From the author’s point of view, two to three households are reasonable loads to be 

supported by the system. Due to the necessity to reach an LOLP equal to zero (giving 

total autonomy), the obtained configuration produces more energy than the load 

demand and quite significant amount of the energy produced by the wind turbine 

cannot be stored. It would be better off if part of the excess energy is used for non-

critical load like electric heater or refrigeration.  

 

Figure 3.15: Performance indicators (a) cost of energy (£/kWh), (b) percentage excess energy, (c) 

RESF, (d) PRG, (e) number of batteries against number of households 
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3.3.4 Hybrid System Technical Performance Analysis 

It is worth exploring the hybrid system operation performance, in particular the 

batteries SOC and diesel generator start-stop variations. In this section, three 

households load allocation were used as the case study. The corresponding life-cycle 

cost scenarios are shown in Figure 3.16. Inevitably, the obtained configuration has 

struck the balance of batteries and diesel generator usage, giving the lowest cost 

solution when the battery’s installed capacity is 150 kWh. It is mentioned that as the 

battery capacity becomes lower, it charged and discharged more frequently. Smaller 

storage also mean that lower SOC are reached more frequently, which shorten 

batteries lifetime and hence more replacements over the considered 20 years period. 

The zero-oil solution is not shown in this diagram as it can be imagined that the 

battery storage required to meet the load demand would be very large and costly.  

 

Figure 3.16: Life-cycle cost analysis of hybrid wind-diesel-battery system in Bishopton area 

(three households) 
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Figure 3.17 shows the energy flow of each component within the optimally sized 

hybrid system (three households), which was simulated between 25/1/2012 and 

31/1/2012 (one week). Low wind period (hence minimal wind energy) is observed 

during the mid-week and energy from the battery is first being utilised to supply the 

load demand. Just before the end of 28/1/2012, the battery energy level drops to 60 

kWh (which is equivalent to 40 % SOC for a 150 kWh battery capacity). From this 

point onwards, the diesel generator is switched on to supply the energy deficit within 

the system. The extracted energy flow diagram has proven that despite a large battery 

capacity and a wind turbine with high power rating being installed, a few days of low 

wind situation can discharged the battery to a low SOC level and eventually trigger 

the diesel generator to operate.  

 

Figure 3.17: Energy flow within the hybrid system during low wind period 

Few scenarios (with different battery capacities) were selected to demonstrate the 

yearly batteries SOC cycles. Figure 3.18 shows the yearly batteries SOC cycling with 
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frequently as the installed battery capacity is reduced. The frequent charge and 

discharge cycles experienced by the 55 kWh batteries are more detrimental to its 

lifetime, compared to larger installed battery capacities.  

 

Figure 3.18: Yearly batteries SOC for a) 200 kWh, b) 155 kWh, c) 105 kWh and d) 55 kWh 

battery installed capacity (three households) 
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Figure 3.19: Yearly diesel generator operation for a) 200 kWh, b) 155 kWh, c) 105 kWh and d) 

55 kWh battery installed capacity (three households) 

Based on the abovementioned analysis, it seems more beneficial for a hybrid system 
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properly sized battery system further reduces the COE by approximately half 

compared to the wind-diesel system. This demonstrates that a wind-diesel-battery 

system is a viable off-grid power system solution from the economics perspective. In 

addition, the wind energy is better utilised as the battery can store excess energy for 

later use, resulting in lower renewable energy being wasted. This is also indicated by 

the higher RESF for the wind-diesel-battery systems.  

As mentioned previously, it is worth investigating the effect of diesel price on the 

system sizing. If the diesel price does not change in the future, the computed COE is 

lower than the case whereas diesel price is forecasted to increase linearly. 

Nevertheless, the computed battery capacities are the same for both cases. This is due 

to the small average diesel price difference (26.76 pence) between both cases. In all 

cases, the diesel generator is sized to meet the peak load demand when the wind 

speed is insufficient for power generation and the stored energy in the battery is fully 

utilised. Nonetheless, the diesel generator capacity can be reduced if an optimal 

energy management system is used. For instance, the diesel generator can be used to 

charge the batteries in earlier hours so that the peak load can also be supported by the 

batteries.  

System Configuration COE 

(£/kWh) 

Excess 

energy 

(%)  

RESF PRG Battery 

capacity 

(kWh) 

Diesel Gen 

capacity 

(kW) 

Diesel generator only system   

(linearly increase diesel price) 
3.04 0 0 0 0 11 

Wind-diesel system  

(linearly increase diesel price) 
1.36 69.2 0.608 1.98 0 11 

Wind-diesel-battery system  

(fixed diesel price) 
0.60 43.9 0.934 1.98 150 11 

Wind-diesel-battery system 

(linearly increase diesel price) 
0.64 43.9 0.934 1.98 150 11 

Table 3.4: Optimal sizing for PV alone, wind alone and PV-wind hybrid systems in Bishopton 

(three households) 

3.4 Summary 

This chapter has given some insight and considerations that need to be taken into 

account when sizing storage capacity for hybrid wind-diesel-battery systems. The 

described methodology managed to take into consideration the peaks and troughs of 

a wind profile. The hybrid wind-diesel-battery system is justified to be a feasible 
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solution and it generates a lower COE compared to the diesel generator only and 

wind-diesel generator systems. More complex modelling and hardware testing are 

needed if a more accurate estimation of batteries and diesel generator sizing is 

desired. Finally, the developed GUI can potentially be employed as a tool for project 

managers to size the hybrid system accordingly for various climates and load 

demand characteristics. In the next chapter, a slightly different aspect of the hybrid 

system is focussed, which is the modelling of a complete hybrid system using the 

Simulink software. The system performance in terms of electrical point of view can 

be investigated through the use of physical modelling, which is available in Simulink 

as part of the MATLAB product.  
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Chapter 4 Hybrid System Modelling and 

Simulation 
_____________________________________________________________ 

In order to perform detailed analysis of the hybrid system, simulation models have 

been created. The hybrid system model was developed in MATLAB-Simulink, based 

on commercially available components. In this project, bi-directional battery 

inverters are utilised to form an isolated three-phase grid. A fixed speed wind turbine 

and a diesel generator connect to the AC grid. This chapter describes in detail the 

modelling and simulation of individual components of the hybrid system. Finally, a 

simulation of the full system model is carried out.  

4.1 Sunny Island Bidirectional Inverter 

In this thesis, the bi-directional battery inverter Sunny Island (SI) 8.0H was chosen to 

form the three phase isolated grid. It is important to note that some information used 

to model the SI 8.0H refers to previous models of SI inverters which are similar in 

design and functionality. The functionalities and key components were identified 

before modelling work was carried out. First of all, the SI inverters have three 

different operating modes [182]. They are the grid-tied mode, the grid forming mode 

and the droop-mode. In the grid-tied mode, the inverters follow the voltage and 

frequency defined by an external power source. This can be a diesel generator or the 

utility grid. In this case, the SI inverters control the current they draw from the grid 

to charge the battery. In contrast, they keep the grid voltage and the frequency at a 

constant level in grid-forming mode. A grid former is considered as a voltage source. 

In this operating mode, there are no other components within the grid that control the 

voltage or the frequency [182]. Parallel operation with the utility grid or diesel 

generator with droop control is not possible in this mode. Other grid components 

operating in parallel with the grid-forming inverter are considered to be current 

sources [122]. Finally, the droop mode allows parallel operation of several SI 

inverters and grid-forming power sources for instance diesel generator.  

The droop control method is known to enable distributed converters to operate 

independently and autonomously without relying on intercommunication links [183]. 



Chapter 4 – Hybrid System Modelling and Simulation 

100 

 

Such a system will behave in many respects similarly to the conventional large utility 

grid. If the available power on the AC bus is higher than the demand, the inverters 

will operate as active rectifiers and charge their batteries, allowing the AC frequency 

to rise marginally. On the other hand, if the demand is larger than the available 

power, the deficit will be fed via the inverters, slightly reducing the AC frequency 

[182]. The focus of this thesis is on the droop mode of the SI inverters which will be 

explained in detail later. The AC and DC electrical specifications of the SI 8.0H 

(single unit) are given in Table 4.1 and Table 4.2 respectively [54]. Three units of the 

SI 8.0H (rated at 18 kW) are needed to form the three-phase grid and provide the 

wind turbine start-up current.   

Parameters Values 

Rated Power 6,000 W 

Maximum AC power 12,000 W 

AC power for 30 minutes at 25°C 8,000 W 

AC power for 5 minutes at 25°C 9,100 W 

AC power for 1 minute at 25°C 9,600 W 

Maximum AC power for 3 seconds at 25°C 11,000 W 

Maximum connectable power of the PV inverters* 12,000 W 

Maximum connectable power of the wind power 

inverters* 

6,000 W 

Rated grid voltage  230 V 

AC voltage range 202 V … 253 V 

Rated frequency 50 Hz 

Frequency range 45 Hz … 65 Hz 

Frequency tolerance of the set range ±5 Hz 

Rated current 26.1 A 

Maximum output current as a peak value for 60 

milliseconds  

120 A 

Total harmonic factor of the output voltage 4% 

Displacement power factor cosφ -1 … +1 

Table 4.1: Sunny Island 8.0H AC Specifications 

*   For every 1,000 W of power of the wind power inverters, the maximum connectable power of 

the PV inverters decreases by 2,000 W.  
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Parameters Values 

Rated input voltage  48 V 

DC voltage range 41 V … 63 V 

Rated DC charging current 115 A 

Rated DC discharging current 136 A 

Maximum battery charging current 140 A 

Battery type  Flooded Lead Acid, 

Valve Regulated 

Lead-Acid 

Battery capacity range  100 Ah … 10,000 Ah 

Recommended minimum battery capacity C10 250 Ah 

Recommended minimum battery capacity C10 for every 1,000 W 

of power of the AC sources in the stand-alone grid* 

100 Ah 

Table 4.2: Sunny Island 8.0H DC Specifications 

*   For every 1,000 Wp in PV plants 

Figure 4.1 shows the principle structure of the SI 4500 battery inverter [122] [184], 

which is a predecessor of SI 8.0H. The SI 4500 inverter requires a nominal DC input 

voltage of 60 V, whereas SI 8.0H has a rated DC input of 48 V.  In this work, the 

inverter structure shown in Figure 4.1 is adopted and assumed to be the same as the 

SI 8.0H, except that the nominal battery voltage is 48 V for the SI 8.0H. The battery 

is connected to a bidirectional Ćuk-Converter which boosts the DC voltage of the 

battery to a higher level [123]. The single phase AC voltage is obtained by inverting 

the DC voltage via the single phase inverter. From the literature [122], the topology 

used for the inverter is a bridge circuit. In addition, from the Sunny Island 8.0H’s 

user manual [54], it is able to perform synchronisation with external power source. It 

can be concluded from the literature that an SI inverter mainly consists of a 

bidirectional Ćuk converter, a bi-directional inverter and a synchronisation controller. 

Modelling for each of these components will be discussed in detail in the following 

sections. 
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Figure 4.1: Structure of previous Sunny Island 4500 battery inverter [122] 

The SI 8.0H utilised in this project works with a battery DC voltage of 48 V and 

having the same AC output voltage of 230 V. Based on this available information, 

the stepped up DC voltage of the Ćuk converter can be calculated with the 

assumption that the inverter is working with a modulation index, m = 0.8. 

4.1.1 Bidirectional Ćuk Converter 

The inverter utilises a Ćuk converter (shown in Figure 4.2) to step up the battery 

voltage from 48 V to 800 V and allow the power flow in both directions. The Ćuk 

converter can be synthesised by cascading the boost converter, and buck converter 

[185]. It comprises an input inductor L1, an energy transfer capacitor C1, a filter 

inductor L2, a filter capacitor C2, a switching device (for example MOSFET) and a 

diode. The capacitor C1 is used as the main energy storage element and it transfers 

energy from L1 to L2 via the commutation of the switching device and the diode. The 

operation of the Ćuk converter can be analysed in two states. When the switch is 

turned on and the diode is off, the energy in capacitor C1 is discharged into the load 

by the inductor (L2) current. With the switch in off state and the diode is forward 

biased, capacitor C1 is charged via inductor , L1 [186].    

An important advantage of this topology is the continuous current at both the input 

and output of the converter [186]. The continuous output current of the Ćuk 

converter ensures the inverter to be able to draw current more consistently. This 

enables the inverter’s controller parameters to have a wider margin during the tuning 
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process. On the contrary, it requires a high number of reactive components and it 

incurs  high current stresses on the switch, the diode and the capacitor C1 [186]. It is 

an inverting converter, so the output voltage is inversed polarity with respect to the 

input voltage. In continuous conduction mode (CCM), the voltage transfer function 

of the Ćuk converter is as shown in equation 4.1 [187]. Detailed operation and 

steady-state analysis are presented in [123] and [187]. 

 
𝑉out

𝑉in
= 

−𝐷

1 − 𝐷
 (4.1) 

 

Figure 4.2: Schematic of unidirectional Ćuk converter 

In order to allow bidirectional power flow, diode (D1) from Figure 4.2 needs to be 

replaced with an active switching device, resulting in a circuitry shown in Figure 4.3.  

 

Figure 4.3: Schematic of bidirectional Ćuk converter 

The control topology of the bidirectional Ćuk converter adopted in this work is 

voltage-mode control [186] [188], as depicted in Figure 4.4. It is a closed loop 

control system with negative feedback. The output DC voltage of the Ćuk converter 

tracks the desired reference voltage. The converter output voltage is feedback and 

subtracted from the desired reference voltage, producing an error to the proportional-

integral-derivative (PID) controller. A control voltage is produced and compared 
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with the high-frequency sawtooth waveform. The comparator generates a pulse width 

modulation (PWM) signal which is fed to the switches in the Ćuk converter. Note 

that the PWM signal and its complementary form are fed to switches, S1 and S2, 

respectively. The duty ratio of the PWM signal changes over time in such a way that 

the error between the reference voltage and the output voltage of the Ćuk converter is 

minimal. The PID controller reacts fast to changes in the converter output voltage, 

thus voltage-mode control provides good load regulation [186].  

PID 
Controller
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dc-dc 

Converter+ -

Voltage 
reference

Control 
voltage

Sawtooth 
waveform

PWM 
signals

Output voltage

error

 

Figure 4.4: Control of the bidirectional Ćuk converter 

The Ćuk converter Simulink implementation is shown in Figure 4.5. It consists of 

three main sections; Ćuk converter circuitry, a controller which controls the 

switching on and off of the MOSFETs S1 and S2 and the DC load. Its parameters 

were designed and selected as shown in Table 4.3. Note that the PID gains were 

determined manually by trial and error method due to time constraint. If time is 

permitted, a more rigorous approach would be used to tune the parameters, such as 

the Ziegler-Nichols method [189]. 

It is noted that the Ćuk converter modelled in this work was based on an unrealistic 

trial and error approach with a boost ratio of approximately 20 (48 V to 800 V), 

which is also unrealistic for the converter topology shown. However, the simplistic 

model for the purposes of this study has little impact on the final results as the output 

DC voltage is maintained at about 800 V, which then becomes an input to the SI 

inverter. Furthermore, since inverter output is controlled by another control loops, 

the transient performance of the Ćuk converter may not be “seen” by the load.  
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Figure 4.5: Simulink model of the bidirectional Ćuk converter 

Parameters Values 

Switching frequency, fs 10 kHz 

Input inductor, L1 6.3 mH 

Output inductor, L2 31.6 mH 

Input capacitor, C1 25.034 mF 

Output capacitor, C2 0.165 F 

Proportional constant, Kp 0.0001 

Integral constant, Ki 0.019 

Derivative constant, Kd 0.012 

Table 4.3: Ćuk converter parameters 

In this work, the built-in battery model which is available in SimPowerSystems 

Simulink library [190] is used with the hybrid system simulations. It is a generic 

dynamic rechargeable battery model which provides a set of predetermined charge 

behaviour for lead-acid, lithium-ion, nickel-cadmium and nickel-metal-hydride. The 

model was validated experimentally and it claimed to have a maximum error of 5% 
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(when SOC is between 10% and 100%) for charge (current between 0 and 2C) and 

discharge (current between 0 and 5C) dynamics [190]. Nevertheless, several 

assumptions were made in the battery modelling. 

 The internal resistance is assumed to be constant during the charge and 

discharge cycles and does not vary with the current amplitude. 

 The parameters of the model are deduced from the discharge characteristics 

and assumed to be for the same for charging.  

 The capacity of the battery does not change with the current amplitude (no 

Peukert effect being taken into consideration).  

 The self-discharging of the battery is not represented.  

 The battery has no memory effect.  

A more detailed battery model can be used instead. However, the increase in 

complexity would require more computational effort which may lead to longer 

simulation time. For the purpose of this work, the simple battery model in Simulink 

is appropriate as the analysis performed hereafter may be considered from a system 

point of view whilst the detailed battery behavioural characteristics are beyond the 

scope of this work. The predefined battery parameters in the following simulations 

are tabulated in Table 4.4. In order to reduce the simulation period while at the same 

instance being able to observe the dynamics of certain parameters such as voltage, 

current, and battery SOC, a relatively smaller battery capacity (15 kWh) compared to 

Chapter’s 3 optimally sized batteries is adopted in this chapter.  

 Parameters Values 

Nominal voltage 48 V 

Rated capacity 15 kWh 

Initial SOC 50% 

Maximum capacity 325.52 Ah 

Fully charged voltage 52.26 V 

Nominal discharge current 62.5 A 

Internal resistance 0.001536 Ω 

Table 4.4: Lead-acid battery parameters 
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In order to test the Ćuk converter’s capability of performing power flow in both 

directions, positive and negative loads are used in this case. Initially, both R1 = 80 Ω 

(positive load) and R2 = -40 Ω (negative load) were disconnected. The positive load 

draws current from the battery whereas the negative load emulates current flowing 

from the load to the battery. Positive and negative resistive loads were used instead 

of DC voltage sources due to the fact that the resistive loads do not interfere the Ćuk 

converter’s output voltage. The total simulation time is 500 seconds (s). At 80 s, R1 

was connected. At 200 s, R1 was disconnected and R2 was connected.  

Figure 4.6, Figure 4.7 and Figure 4.8 show the output DC voltage, load current and 

battery SOC respectively. The converter took approximately 50 s to reach a steady 

state of 800 V at its output. At 80 s, the load R1 was connected, drawing 10 A from 

the converter as shown in Figure 4.7. During this period, the battery SOC dropped 

linearly. At 200 s, it can be observed that the current was flowing in the opposite 

direction, with a magnitude of 20 A. This was due to the connection of the negative 

load of 40 Ω. Thereafter, the battery SOC increased linearly as shown in Figure 4.8. 

Thus, the simulation has demonstrated that the designed Ćuk converter is capable of 

stepping up and stepping down the voltage, further allowing power flow in both 

directions with a minimal transient.  
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Figure 4.6: Output DC voltage of the Ćuk converter 

 
Figure 4.7: Load current 
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Figure 4.8: Battery state of charge 

4.1.2 Bidirectional Inverter 

An inverter is an electrical device which changes the DC to AC through the proper 

switching of solid-state power electronics such as gate turn-off thyristors (GTOs) or 

insulated gate bipolar transistors (IGBTs). Effectively, it performs the opposite 

function of a rectifier. Since the input is a dc voltage source, the SI 8.0H inverter is 

also referred as VSI. This section focuses on the control strategy for the three single-

phase inverters, in which one unit works as the master device and the other two units 

are slaves. As mentioned before, the droop control of the SI inverter will be the focus 

of this work. The idea behind this control philosophy is to emulate the conventional 

behaviour of a synchronous machine by controlling the voltage and frequency on the 

AC system [191]. The measured voltage and frequency quantities can be used for 

coordination, thus replacing the need for expensive communication lines [124] [192]. 

An increase in the active/reactive power demand is accompanied by a reduction in 

the frequency/voltage. However, the difference between the power electronics based 

inverter and the conventional synchronous machine is the absence of machine inertia 
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for the case of the former. Fortunately, this is a desirable property as it reacts to load 

changes or variations quickly, hence reducing the transient time.   

When at least two VSIs are paralleled, it uses two droop control equations to deduce 

its converter reference frequency ω and voltage amplitude V from the measured 

active power, P and reactive power, Q, respectively. These equations are shown in 

(4.2) and (4.3) and their corresponding illustration is shown in Figure 4.9. 

 𝜔 = 𝜔0 − 𝐾P × 𝑃 (4.2) 

 

 𝑉 = 𝑉0 − 𝐾Q × 𝑄 (4.3) 

where  

ω0 – frequency reference at no load 

V0 – voltage magnitude reference at no load 

KP – active power drooping gradient 

KQ – reactive power drooping gradient 

 

Figure 4.9: P-ω and Q-V droop characteristics 

At idle frequency (ωo), the inverter active power output is zero. This corresponds to a 

no load condition. An increase in the load power will cause frequency reduction as 

demonstrated from the negative slope, whilst power reduction will lead to a rise in 

frequency. In order to keep the magnitude and frequency of the voltage within the 

acceptable bounds, the gradients KP and KQ are to be less gradual. However, this 

would compromise the load sharing accuracy. The best trade-off would therefore 

require a careful study of the particular system, before tuning KP and KQ accordingly 

[63]. Fortunately, the SMA’s SI inverter droop settings are available in the literature 

and are referenced as shown in Figure 4.10.  
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Figure 4.10: SMA Sunny Island droop characteristics [122] 

If a cluster of VSI operates in parallel during autonomous mode, frequency variation 

leads automatically to power sharing. For a system with n inverter(s), the following 

equality holds [193]: 

 ∆𝑃 = ∑∆𝑃𝑖

𝑛

𝑖=1

 (4.4) 

where ΔPi being the power variation in the ith inverter. The frequency variation of a 

single inverter can be computed as:  

 ∆𝜔 = 𝐾P𝑖 × ∆𝑃𝑖 (4.5) 

This shows that when multiple converters operate simultaneously within a system, 

the total load shared by all the units is dependent on their individual droop settings, 

KPi. It is important to state that this principle effectively creates an efficient 

communication link among the local DGs in terms of power sharing and eliminates 

the need for communication systems [27]. This reduces the system’s complexity and 

maintenance requirements, which is ideal for isolated self-sustaining communities. 

Similar thoughts can be applied to voltage/reactive power control mode which is also 

based on the droop characteristics [191]. However, as the voltage has local 

characteristics, network cable impedances prevent precise reactive power sharing 

within a network.  

The control structure of the SI inverter is shown in Figure 4.11. As aforementioned, 

the three-phase voltages are formed with three single-phase inverters, in this case 

which are represented by three rows. The first column shows the voltage and current 

measurement of each phase. The second column, ‘PQ Computation’ block computes 
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the active and reactive power based on the measured voltage and current [191] [194] 

[195] [196]. This can be done through the power transfer relationship in the d-q 

reference frame after doing Park’s transformation [197]. The measuring stage 

introduces a delay for decoupling purposes [191]. Another output signal is the 

measured power converter’s output current. The third column contains the droop 

controllers of the SI, a master droop controller for phase A and a slave droop 

controller for phase B and phase C respectively. The master droop controller 

generates voltage references for each phase from the droop characteristics. The 

synchronising signals for phase B and C are generated from master’s droop 

controller and being sent to both slave’s droop controller respectively [122]. These 

synchronisation signals contain voltage phase and frequency information. The 

reference voltages are fed to the inner current loop and outer voltage loop. These 

control loops consist of PID controllers which effectively minimise the errors 

between the measured voltage and current from the power converter output and their 

reference values. Subsequently, the computed three-phase voltages are the reference 

signals to the PWM generator block which controls the switching sequence of the 

switching devices GTOs/IGBTs, generating AC voltage [191] [194] [195]. Finally, 

the voltage which contains harmonics needs to be cleaned by employing appropriate 

filters which typically constructed using several series and parallel LC filter sections. 

The described inverter control topology is generally used in autonomous operation of 

microgrids and parallel operation of the inverters [198] [199] [200] [201]. 
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Figure 4.11: SMA Sunny Island main structure [122] 
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A three-phase SI Simulink model was built and tested with the load configuration as 

shown in Figure 4.12. Each unit of the SI inverter model is represented as Figure 

4.13. The estimated parameters are tabulated in Table 4.5. At this stage, the 

synchroniser is not included in the model. The objective of this simulation is to 

analyse the performance of the model when operating in no load, maximum balanced 

load, and unbalanced load conditions. These represent the extreme cases. The load 

switching sequence is portrayed in Table 4.6. At 100 s, a load of 1 kW was switched 

on, followed by 17 kW load switched on at 150 s for 30 s. This has resulted in the SI 

inverters to operate at rated condition, i.e. 18 kW between 150 s and 180 s. All the 

loads were turned off at 180 s. Finally, a pre-set unbalanced load was turned on at 

200 s. It is noted from previous studies that the Ćuk converter needs approximately 

50 s to stabilise its output DC link. Therefore, the following simulation results were 

recorded after the DC link voltage was being established. Note that the required 50 s 

settling time is unique to this model and may not be representative in a real converter.   

 

Figure 4.12: Simulink model of the Sunny Island Inverter with loads 
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Figure 4.13: Detailed Simulink model of Sunny Island Inverter 

Parameters Values 

Active power decoupling delay, Tdp 0.05 s 

Reactive power decoupling delay, TdQ 0.05 s 

Active Power Droop, KP 0.1667 x 10-3 rad/sW 

Reactive Power Droop, KQ 2.3 x 10-3 V/Var 

Phase feed-forward gain, Kff -5 x 10-6 rad/W 

Single-phase voltage peak reference, Vpeak 325 V 

PWM carrier voltage magnitude, Vs 400 V 

PWM carrier frequency, fc 1050 Hz 

Inverter output filter inductor, L 21.132 mH 

Inverter output filter capacitor, C 1.2 mF 

Voltage controller proportional constant, Kvp 0.8 

Voltage controller integral constant, Kvi 0.1 

Voltage controller derivative constant, Kvd 10 

Current controller proportional constant, Kip 500 

Current controller integral constant, Kii 0 

Current controller derivative constant, Kid 10 

Table 4.5: Estimated Sunny Island controller parameters 
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Time (seconds) 0 - 100 100 - 150 150 - 180 180 - 200 200 -300 

Load 1 (3-Phase balance), 1 kW OFF ON ON OFF OFF 

Load 2 (3-Phase balance), 17 kW OFF OFF ON OFF OFF 

Load 3a (1-phase load), 6 kW  

Load 3b (1-phase load), 0 kW 

Load 3c (1-phase load), 6 kW 

OFF OFF OFF OFF ON 

Table 4.6: Load sequence for a total simulation time of 300 seconds 

The root mean square (RMS) phase voltage of the SI is shown in Figure 4.14. It was 

evident that there was a small voltage reduction at 100 s and a significant voltage 

drop was observed at 150 s which occurred due to the rise in the load demand. 

However, it can be seen that the voltage was kept within the statutory limits despite 

the load changing conditions. According to the UK Engineering Recommendation 

(EREC) G59 [202], the DGs should be able to operate in parallel with the 

distribution system (utility grid) based on the following voltage and frequency range: 

Voltage range:  

The maximum voltage of 258.2 V with no time limit, 269.7 V for 0.98s and 

of 277.7 V for 0.48s. 

The minimum voltage of 204.1 V with no time limit, 188 V for 2.48s and 180 

V for 0.48s. 

Frequency range:  

The maximum frequency 51.3 Hz with no time limit, 51.8 Hz for 89.98s and 

52.2 Hz for 0.48s 

The minimum frequency 47.7 Hz with no time limit, 47.2 Hz for 19.98s and 

46.8 Hz for 0.48s 

During islanding operation, it is also recommended the DG operations remain within 

the statutory limits. However, it was also mentioned that when the DGs are remote 

from a network voltage control point it may be required to withstand voltages outside 

the normal statutory limits [202]. Although this work focuses on off-grid power 

systems, they may be connected to the distribution system in the future and hence the 

recommended statutory limits should be followed as close as possible.   

Figure 4.15 illustrates the frequency of the system voltage. The frequency drops 

negligibly at 100 s and at a higher magnitude at 150 s for the same reason, i.e. rose in 

load demand. It was noticeable that there are slightly more frequency fluctuations 
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occurring just after 50 s, where the DC link voltage began to settle. This is 

demonstrated in Figure 4.16. Overall, the frequency fluctuations were mainly 

because of the existence of harmonics which have not been entirely filtered out. 

However, the frequency was within the statutory limits for various load conditions. 

The voltage and frequency rise to their nominal values, 230 V and 50 Hz, 

respectively after the loads are turned off at 180 s. Based on these two performance 

indicators, it can be concluded that the droop characteristics for voltage and 

frequency were successfully implemented. 

 

Figure 4.14: RMS voltage of the Sunny Island output 
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Figure 4.15: Frequency of the Sunny Island output 
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Figure 4.16: DC link voltage begins to settle at 50s 

Figure 4.17 shows the steady state three-phase current waveform at no load and 

unbalanced load conditions. It can be clearly seen from the sinusoidal waveforms 

deteriorated marginally at the high-frequency edges after moving to an unbalanced 

load condition. This can also be attributed to the high current being drawn from the 

system. 
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Figure 4.17: Transient from no load to unbalanced load condition 

Figure 4.18 illustrates the SOC of the battery throughout the simulation period. The 

discharging curve is relatively linear and the steepness reflects the amount of power 

being drawn from the battery. Obviously, in this instance, the highest discharging 

rate occurred between the period of 150 s and 180 s.  
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Figure 4.18: State of charge of the batteries 

Figure 4.19 shows the total power dissipated by the resistive loads. Between 150 s 

and 180 s, a maximum load of 18 kW was supplied from the inverters. This load 

value is the rated power of the three-phase SI 8.H system. However, due to the drop 

in voltage profile as shown in Figure 4.14, the load could not dissipate its nominal 

power. This can be verified based on the relationship:  

 
𝑃𝑑𝑖𝑠𝑠𝑖𝑝𝑎𝑡𝑒𝑑

𝑃𝑛𝑜𝑚𝑖𝑛𝑎𝑙
= (

𝑉𝑎𝑐𝑡𝑢𝑎𝑙

𝑉𝑛𝑜𝑚𝑖𝑛𝑎𝑙
)
2

 (4.6) 
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Figure 4.19: Total power dissipation by the resistive loads 

4.1.3 Synchronisation Controller 

A hybrid wind-diesel system can operate as a standalone wind-only system or 

together with a diesel generator when there is insufficient wind power generation. 

Switching between these two modes is an important feature for a hybrid system to 

operate flexibly. Particularly, synchronisation control is the key process in 

connecting two or more voltage sources. The synchronisation algorithm adopted in 

this work can be found in Appendix B. 

4.2 Wind Turbine 

In this work, the Gaia Ltd’s 133-11kW fixed speed wind turbine was modelled. It 

consists of 4 main components: the blades, the step-up gearbox, the induction 

generator and the power electronics for grid connection. The Gaia wind turbine 

specifications are tabulated in Table 4.7. 
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Parameters Values 

Rotor diameter 13 m 

Hub height 18.2 m 

Tower type Lattice or tubular 

Rated electrical power 11 kW 

Cut-in wind speed 3.5 m/s 

Rated wind speed 9.5 m/s 

Cut-out wind speed 25 m/s 

Rotor speed range 56-62 rpm 

Fixed or variable pitch Fixed blade, variable tip 

Number of blades 2 

Blade type Glass fiber 

Blade tip pitch angle 90º 

Gearbox Two stage, gear ratio 1:18 

Table 4.7: Gaia Wind Turbine Specifications 

The theory of wind turbine aerodynamic is of importance for a designer to optimise 

power extraction from the wind. Its most fundamental formula is the mechanical 

power extraction of the rotor which is shown in equation (4.7) and the detail 

derivation of this formula can be found in [203].  

 𝑃m =
1

2
. 𝜌. 𝐴R. 𝑉W

3 . 𝐶P(𝜆, 𝛽) (4.7) 

where: 

Pm: Rotor mechanical power (W) 

ρ: Air density (kg/m
3
) 

AR = πR
2
: Rotor disk plan area with radius R (m

2
) 

Vw: Wind speed (m/s) 

Cp: Aerodynamic power coefficient of the turbine 

Based on equation (4.7), the converted mechanical power from a wind stream is a 

function of air density (ρ), the surface area of the rotor (AR), the wind velocity (Vw) 
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and also the power coefficient (Cp). Wind velocity has a significant influence on the 

power output due to its cubic property. The aerodynamic modelling to be adopted in 

this work can be explained by the blade element model (BEM) theory. The 

limitations of this theory such as wind shearing profile and tower shadow are clearly 

laid out in [44]. To design highly accurate models, vortex models or computational 

fluid dynamics (CFD) models (appropriate for unsteady aerodynamics) which are 

more rigorous than the BEM theory should be utilised. These highly computational 

models are elaborated in [204]. For simplicity and practical purposes, the BEM 

theory is being adopted in this modelling.  

The power coefficient, Cp(λ, β) is used to quantify the ratio of power extracted from 

the wind turbine to the theoretical power available in the wind. However, it does not 

represent a direct measure of the efficiency of the turbine. It is computed as a 

function of, tip speed ratio (TSR), λ which can be defined as equation (4.8) and pitch 

angle of the blades, β in degrees.  

 𝜆 =
𝑅. 𝜔R

𝑉W
 (4.8) 

where:  

ωR: Angular speed of the wind turbine rotor (rad/s)  

It is worth mentioning the importance of the TSR in the design of wind turbine 

generators. When a rotor blade passes through the air it leaves turbulence in its wake. 

If the next arriving blade reaches this point while the air has yet to recover from the 

wind turbulence, that particular blade will not be extracting power efficiently. 

However, if the rotor rotates at a lower angular speed in order to avoid turbulent air 

and also if it is operating at a lower TSR than its optimum value, it will not be able to 

extract the optimum power from the wind. Therefore, the TSR is chosen to be at an 

optimum level so that the blades are extracting maximum power [205]. 

Typically, the optimal power coefficient Cp, lies between 0.4 - 0.5, while it can be 

derived that the theoretical maximum value of Cp is equal to 0.593, which is also 

called the “Betz Limit” [203]. This is an important limit because it defines the upper 

limit of any rotor disk type energy-extracting device that is placed in the flow of a 

fluid [203]. In this thesis, the CP for the Gaia’s wind turbine is derived using the 
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experimental data provided in a report by TUV NEL [206]. Using the available data, 

the λ values are derived accordingly. The Cp-λ curve is shown in Figure 4.20. It was 

modelled as a look-up table in Simulink. The curve of the Cp-λ characteristic 

demonstrates, as shown in Figure 4.20, two zero crossings:  

 When λ is equal to approximately 2 (which corresponds to wind speed 

of about 19.5 m/s), the wind turbine is stalled and thus transfers no 

power, so CP = 0 must also apply. In this case, the air masses flow 

through the turbine without being slowed down.   

 When λ is about 11, the corresponding wind speed is 3.5 m/s. This is 

also the cut-in wind speed of the wind turbine.  

Between these two points, the power coefficient is positive and it demonstrates a 

relatively narrow maximum of CPopt ≈ 0.26 at a tip speed ratio of λopt ≈ 7. The Cp-λ 

characteristic is dependent on the turbine design, mainly the choice of airfoil, chord 

length and twist along the blade [44].   

 

Figure 4.20: CP-λ curve for 133-11kW turbine 
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The step-up gearbox is represented by a simple mathematical function with the 

mechanical torque at the low speed shaft and the rotational speed of the generator as 

inputs. A 1:18 ratio gives the rotational speed at the rotor blades; the input power at 

the low speed shaft is then used to calculate the mechanical torque at the high speed 

shaft. The generator is an 11 kW 6 pole machine. The Simulink asynchronous 

machine model is used and it is a state-space model to represent the electrical part 

and a second-order system for the mechanical part. The stator and rotor quantities are 

in the arbitrary two-axis reference frame. The corresponding equivalent circuit 

parameters are set according to the generator’s manufacturer, WEG.  

The moment of inertia of the drive train is represented as a single element at the 

generator. Therefore, the moment of the inertia of the turbine rotor reflected back 

through the gearbox is required. This can be calculated using the following equation:  

 𝐽r =
𝐽1
𝑁2

 (4.9) 

The reflected moment of inertia Jr is the load inertia of the turbine rotor (J1) divided 

by the square of the gear ratio (N). J1 and N are given from the Gaia report on 

aeroelastic loads [207]. The gearbox greatly reduces the moment of inertia “seen” by 

the generator, although the value of 6.265 kg.m
2
 means that the inertia of the 

generator rotor is still insignificant.  

With the abovementioned specifications, a Simulink model of the wind turbine was 

built and it is shown in Figure 4.21. In order to characterise the power curve of the 

wind turbine model, a linear increasing wind speed was fed to the turbine. Thereafter, 

the turbine computed its mechanical torque accordingly, by referring to the variations 

of wind speed and the CP-λ look-up table. The turbine’s mechanical torque was then 

translated through the gearbox which matches the rotational speed of the induction 

generator. In this simulation, the three-phase terminals of the induction generator 

were directly connected to the three-phase SI output as depicted in Figure 4.22. The 

simulation began with the SI start-up process which took approximately 50 s. At 60 s, 

the generator was connected through the three-phase circuit breaker and operated as 

a motor until near synchronous speed at 1000 rpm. At 80 s, the wind speed was 

linearly increased from 0 m/s. Power output from the generator was being measured 
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at the same time. Through this approach, the power curve of the wind turbine model 

was obtained.  

 

Figure 4.21: Simulink model of Gaia Wind Turbine with linear increasing wind speed input 
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Figure 4.22: Simulink model of the Sunny Island connecting to Gaia wind turbine through a three-phase circuit breaker 



Chapter 4 – Hybrid System Modelling and Simulation 

129 

 

 

Figure 4.23 shows the comparison between the Simulink model’s (blue line) and the 

TUV NEL’s (red line) measured power curves.  The curve matches with each other 

relatively well except for some discrepancies at wind speed approximately 17 m/s 

onwards. It can be pointed out that these are due to several reasons. First of all, the 

TUV NEL’s power curve was formulated with the wind turbine connected to utility 

grid (strong grid), in contrast to the off-grid scenario (weak grid) in Simulink. The 

difference in grid strength gives a dissimilar dynamics after connection of generator 

to the grid. A drop in voltage and frequency are more apparent with the case of weak 

grid. In addition, the difference between the simulated rotational speed and the actual 

rotational speed being modelled in the CP-λ look-up table also contribute to the 

mismatch. The mismatch occurred at higher wind speed can be explained by the 

power equation of the wind turbine, i.e. the power output of a wind turbine is more 

sensitive to the wind speed as they have a cubic relationship. When the wind speed is 

about 19.5 m/s, the wind turbine stops generator power and goes into stall position.  

 

Figure 4.23: Simulink model and TUV NEL [208] power curve 
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Figure 4.24 shows the rotational speed and electromagnetic torque of the induction 

generator for different wind speed inputs. When the three-phase terminals of the 

induction generator were connected to the SI inverters at 60 s, it ran as a motor, 

reaching near synchronous speed at about 75 s. At 80 s, the wind speed started to 

increase linearly. At about 95 s, the rotational speed of the induction generator rose 

steadily, operating at super-synchronous mode. This is in line with power curve 

shown in Figure 4.23, which indicates the wind turbine started generating power at 

wind speed 4 m/s.  

 

Figure 4.24: Input of linear increasing wind speed to the wind turbine, rotor rotational speed 

and electromagnetic torque of the induction generator 
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the disadvantage of this method is that it gives the highest possible starting current. 

According to Table 4.1, the RMS current rating for each SI 8.0H is 26.1 A. 

Therefore, the high inrush current during the start-up process should be reduced to an 

appropriate level to avoid the inverters being overloaded and eventually damage. 

Several starting methods exist in the market which can be chosen to mitigate such 

problem. These include the star-delta start, the electronic starter (soft-starter), the 

frequency converter, the series-parallel starter and the reduced voltage auto-

transformer starter [209], [210]. However, each of them is only suitable for certain 

specific applications and it has its own advantages and disadvantages [209], [210]. In 

this thesis, the electronics soft-starter has been adopted for starting the induction 

generator. The next section describes the principle of operation, modelling and 

simulation of the soft-starter in the Gaia’s fixed speed wind turbine application.  

 

Figure 4.25: Stator current and voltage of the induction generator 
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4.3 Soft-starter 

Induction machines, especially squirrel cage type make up a large part of industrial 

applications due to their simplicity of construction, reliability, economy and 

relatively high efficiency [211]. However, it is a well-known fact that the DOL 

starting method can result in mechanical wear through the rapid acceleration and the 

voltage dips in the supply. The voltage dip scenarios are more apparent in weak grids. 

A risk of overload relay tripping may take place due to the high inrush current and 

one may not be able to start the induction machine without giving it a significant 

time to cool down. There is also a magnetization peak that can be over 20 times the 

rated current since the motor is not energised from the first moment [209]. It is not a 

trivial task to predict the starting current and the starting torque as they can be hugely 

different between manufacturers for the same power rating of the machine. This can 

be attributed to the different motor design [209]. In general, modern machines have a 

higher inrush current than the older ones due to the lower resistance in the windings 

[209]. A soft-starter with appropriate settings may mitigate the mechanical stress 

experienced by the induction machine, therefore, avoiding unnecessary heating and 

alleviate voltage dips and brownout conditions [211]. Subsequently, the need for 

service and maintenance are reduced.  

A frequency converter (also known as variable speed drive) may also be used as a 

smooth accelerator, however with the expense of higher cost and bigger physical size. 

More importantly, Gaia’s wind turbines are running at fixed speed and it would be 

unnecessary to continuously regulate the speed of the generator. Therefore, a simple 

soft-starter is sufficient for this application since only start-up of the generator 

requires smooth acceleration. 

The common topology of a soft-starter is shown in Figure 4.26. It has three pairs of 

thyristors connected in an anti-parallel configuration. The soft-starter is placed in 

between the supply and the load. The output voltage of the soft-starter is regulated by 

controlling the firing angle, α, allowing a proportion of the current to pass through as 

shown in the picture. A larger firing angle gives a smaller average voltage, hence a 

smaller current value to be drawn by the load. Typically, a soft-starter can be 

configured into two modes of operation; i.e., voltage ramp mode (open-loop control) 
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and current limiter mode (closed loop control). In the voltage ramp mode, the voltage 

profile is produced independent of the current drawn or the speed of the motor [211]. 

This method is not able to limit the current of the motor during start-up. On the left 

of Figure 4.27 shows the voltage profile of such scheme with an initial voltage and 

ramp duration set by the user. On the other hand, the closed loop current limiter 

control monitors the current level and modifies the voltage profile so that the current 

limit is not exceeded. As shown on the right of Figure 4.27, the voltage is fixed at a 

certain level when the current drawn is reached at the pre-defined limit.  
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Figure 4.26: Thyristors connected in an anti-parallel fashion and conduction profile across time 
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Figure 4.27: (Left) Voltage profile of voltage ramp mode; (Right) Voltage profile of current 

limiter mode 

In this work, the three-phase WEG SSW-07 soft-starter which uses the common 

topology, as described previously is adopted in this work [212]. More detailed 

explanations on the architecture and hardware testing are described in Chapter 6. The 

soft-starter with the configuration as shown in Figure 4.26 was modelled in Simulink. 

Figure 4.28 shows the Simulink model of the stand-alone wind system with a soft-

starter being incorporated into the system. It is mainly being used to reduce the start-

up current of the generator. The soft-starter modelling was setup based on the 

configuration shown in Figure 4.26. The control of the voltage ramp mode is a 

simple linear ramp up signal fed to the pulse generator block. As the alpha angle 

decreases, the voltage increases, eventually reaching full voltage after pre-

determined ramp duration. Once the rated voltage was achieved, the bypass switch 

was closed to reduce losses incurred by the thyristors. The modelling of such soft-

starter is shown in Figure 4.29.  
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Figure 4.28: Simulink model of the Sunny Island connecting to Gaia wind turbine with a soft-

starter 

 

Figure 4.29: Simulink model of soft-starter in voltage ramp mode 
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In reality, the appropriate settings (initial voltage, ramp time, etc) of the soft-starter 

can be found through empirical approach. This is particularly true for the case of 

voltage ramp mode due to the uncontrolled current drawn by the motor. Most 

machine manufacturers design their machines with different specifications. This adds 

to the challenge of estimating the current drawn during the start-up [209]. 

Furthermore, a different point of connection of the motor gives different voltage and 

frequency dynamics to the network. Thus, it is important to first characterise the soft-

starter settings together with the load-connected machine.  

The simulations were performed with different ramp duration. They were 120 s, 80 s, 

and 40 s respectively. The initial voltage for these simulations was 50% of the rated 

voltage which corresponds to 90 degree firing angle. In addition, a simulation of 120 

s ramp time and the initial voltage of approximately 30% of the rated voltage, which 

corresponds to 130 degree firing angle, was also conducted.  For comparison 

purposes, the DOL method (without using a soft-starter) for weak grid and strong 

grid conditions were simulated. The weak grid in this case was represented by the 

three-phase supply formed with SI inverters. On the contrary, the strong grid was 

emulated with an ideal three-phase voltage source, which is also an infinite bus. The 

simulation begins with the SI’s DC link being established, which took approximately 

50 s. At 60 s, the soft-starter was turned on and the generator starts to increase its 

speed and operates as a motor until near synchronous speed at 1000 rpm. Figure 4.30 

shows the current drawn as a function of rotational speed of the induction machine.  
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Figure 4.30: Current drawn vs rotational speed characteristic curves (voltage ramp mode) 

It can be observed that the start-up current was lower when the ramp time was larger, 

in this case 120 s. The machine was able to overcome its inertia and had sufficient 

time to accelerate, thus drawing less current compared to the extreme case of DOL 

method. The DOL with strong grid drew the highest inrush current, slightly larger 

than the weak grid case due to the ideal voltage in the former. The weak grid 

experienced a sudden voltage dip when the circuit breaker was closed, thereby 

limiting the power being absorbed by the machine. It was also noted that 120 s ramp 

time with 30% initial voltage (blue line) and 80 s ramp time with 50% initial voltage 

(red line) were relatively similar in terms of current drawn and electromagnetic 

torque generated in the machine. From this, it can be concluded that several settings 

can be tuned to achieve the same start-up current magnitude. However, the former 

setting requires an additional of 40 s to achieve the same results by increasing the 

initial voltage to 50% of its rated value.   

Figure 4.31 demonstrates the electromagnetic torque-speed characteristics of the 

induction machine. As expected, the DOL method with strong grid delivers the 
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highest available motor torque, followed by the weak grid DOL’s scenario. In 

general, there is more torque pulsation at low speed for the weak grid supply which 

can be mainly attributed to the system performance (voltage and frequency) as 

shown in Figure 4.32 and Figure 4.33.  

 

Figure 4.31: Mean electromagnetic torque vs rotational speed characteristic curves (voltage 

ramp mode) 

It can be clearly seen from Figure 4.32 that the DOL method at weak grid has the 

highest magnitude of voltage dip but for the shortest duration compared to the rest. It 

is not advisable to use DOL method especially in a very weak grid condition due to 

the possibility occurrence of severe voltage dip which can easily violate the statutory 

voltage limits. Larger ramp time with the appropriate initial voltage setting reduces 

the voltage dip. In this case, the 120 s ramp time with 50% initial voltage has the 

lowest voltage dip during start-up. Once the induction machine runs near 
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explained from the droop characteristics (Figure 4.9) within the inverter system as 

previously discussed. An interesting point can be noted from Figure 4.32 is that for 

the 120 s ramp time with 30% initial voltage scenario, the voltage did not drop 

immediately after the circuit breaker is closed at 60 s. In fact, it was waiting the 

voltage at the output of the soft-starter to reach to a higher level before it dropped. In 

another perspective, the system voltage started to drop when the machine was 

accelerating at 100 s, which is shown in Figure 4.34. It is important to highlight the 

voltage dip analysis especially in an off-grid system because there are loads that have 

the tendency to suffer more with such circumstances. For instance, a well-known 

phenomenon such as the light flicker effects (incandescent or fluorescent) may be 

experienced by users [213] [214]. 

 

Figure 4.32: Grid line-line voltage profile (voltage ramp mode) 

The frequency profiles are shown in Figure 4.33. The frequency spike occurred just 

after 50 s is attributed to the voltage settling of the modelled DC-DC converter, as 
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significantly for the case of weak grid DOL method. It recovered to slightly less than 

the nominal level when the speed of the induction machine reached near synchronous 

speed.  For other cases, the frequency fluctuated more significantly during start-up 

because of the harmonics generated by the thyristors switching of the soft-starter. 

Due to the temporary existence of these harmonics, the analysis of the harmonics 

content for soft-starter applications is actually in general not relevant at all [210]. 

The harmonic concerns are usually relevant for drive applications where harmonics 

are generated continuously and a filter is always required to mitigate them [210].  

 

Figure 4.33: System frequency profile (voltage ramp mode) 

Figure 4.34 shows the rotational speed of the induction machine for all the scenarios. 

In general, the induction machine accelerated immediately after the circuit breaker 
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heating. Table 4.8 summarises the time taken for the induction machine to accelerate 

from the start to near synchronous speed for various settings. However, it is noted 

that the ramp time demonstrated in Figure 4.34 and Table 4.8 is lower than the set 

ramp time. This is due to the induction machine already gained sufficient energy to 

achieve near synchronous speed before the stator voltage (supply voltage) reached its 

rated value (400 Vline-to-line). Finally, Figure 4.35 portrays the firing angle of the 

thyristors for the scenarios which were using a soft-starter.  

 

Figure 4.34: Rotational speed of the induction machine (voltage ramp mode) 

Scenario Time (s) 

Strong grid DOL 12.37 

Weak grid DOL 15.32 

40 s ramp time 29.07 

80 s ramp time 45.38 

120 s ramp time 57.78 

120 s ramp time with initial 130 

degree firing angle 
83.98 

Table 4.8: Acceleration time of the induction machine for various soft-starter settings (voltage 

ramp mode) 
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Figure 4.35: Firing angle of the thyristors (voltage ramp mode) 

The Simulink model of the soft-starter operating in current limiter mode is shown in 

Figure 4.36. The output current of the soft-starter was measured and fed back to the 

control circuit.  

 

Figure 4.36: Simulink model of soft-starter in current limiter mode 
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When the current limit was reached during start-up, the firing angle stopped 

decreasing hence the voltage was fixed at a certain value. As the machine accelerated, 

the slip decreased and the current across the rotor was reduced. The firing angle then 

continued to decrease and eventually achieved the rated voltage when the firing 

angle was zero. As soon as the voltage was at its rated magnitude, the by-pass 

contactor was closed to reduce losses. In the current limiter mode, there was no 

voltage ramp time setting. However, there is a locked rotor time setting which is 

mainly used to protect the induction machine from being overheated if the limited 

current was insufficient to accelerate the machine to full speed.   

The simulations were performed with 25 A, 20 A and 15 A current limit. These 

values were below the rated current of the SI 8.0H. For performance comparison 

purposes, the DOL method (without using a soft-starter) for weak grid and strong 

grid conditions were included. Figure 4.37 shows the current drawn from the 

induction machine as a function of its rotational speed. It can be noticed that the 

controller was able to limit the current relatively well according to the pre-defined 

level. The 15 A current limit setting has the least current fluctuations during machine 

acceleration. This smooth acceleration can also be reflected from Figure 4.38, where 

it has the lowest torque perturbation at low speed compared to other current limit 

settings. However, the available motor torque was much smaller when the current is 

being limited further. Care should be taken when setting the current limit for the 

start-up operation to avoid locked rotor situation.  
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Figure 4.37: Current drawn vs rotational speed characteristic curves (current limiter mode) 

 

Figure 4.38: Mean electromagnetic torque vs rotational speed characteristic curves (current limiter 

mode) 
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Figure 4.39 shows the voltage profile in current limiter mode. As expected, lower 

current drawn from the network reduces the voltage dip, therefore meeting the 

statutory voltage limits. However, this comes with the compromise of longer voltage 

dip duration due to the slow motor acceleration. Comparing to the voltage ramp 

mode’s voltage profile (Figure 4.32), the current limiter mode has a better 

performance control in the magnitude of grid voltage dip.  

 

Figure 4.39: Grid line-line voltage profile (current limiter mode) 

The frequency profiles for the current limiter mode are shown in Figure 4.40. The 

frequency spike occurred just after 50 s is attributed to the voltage settling of the 

modelled DC-DC converter, as explained in section 4.1.2. Note that this may not be 

reflected in the real system. The lowest current limit setting indeed provided the least 

frequency fluctuations as shown in Figure 4.40. The fluctuations occurred only 

during the initial acceleration and when the by-pass contactor was closed at the end 

of the start-up process. In contrast, the frequency fluctuated throughout the start-up 

period for the 25 A and 20 A current limit settings. Nevertheless, they were all within 
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compared to utility grid. Figure 4.41 shows the rotational speed of the induction 

machine for all scenarios. The time taken for the start-up process is summarised in 

Table 4.9.  

 

Figure 4.40: System frequency profile (current limiter mode) 
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Figure 4.41: Rotational speed of the induction machine (current limiter mode) 

 

Scenario Time (s) 

Strong grid DOL 12.37 

Weak grid DOL 15.32 

25A current limit 61.59 

20A current limit 70.19 

15A current limit 104.69 

Table 4.9: Acceleration time of the induction machine for various soft-starter settings (current 

limiter mode) 
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value of current and the firing angle continued to decrease until the rated voltage of 

the stator was achieved.  

 

Figure 4.42: Firing angle of the thyristors (current limiter mode) 
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Figure 4.43: Time and space scales of atmospheric motion [215] 

For wind energy applications, three major time scale can be considered, i.e., hourly, 

minutes and seconds as highlighted in Figure 4.43. In this work, the average wind 

speed of 10 minutes was taken directly from the historical measurement. Therefore, 

the turbulent wind speed variations (over time intervals of seconds) are of interest 

here. In particular, the turbulent fluctuations in the flow need to be quantified. 

Turbulence occurs in the Ekman layer, a boundary layer between the earth’s surface 

and the troposphere [216]. It is caused by the dissipation of the wind’s kinetic energy 

into thermal energy via the creation and destruction of progressively smaller eddies 

(or gusts). Mathematically, the turbulent wind can be thought of as random wind 

speed fluctuations imposed on the averaged short-term wind speed [44]. The short-

term period usually taken to be ten minutes with a sampling rate of about 1 second 

[44] [217] [218]. In this work, wind models based on a spectral analysis of the 

turbulent wind component which have been developed in the past [216] [217] [218] 

are adopted. It is vital to note that these turbulent fluctuations can have a significant 

effect on the turbine’s aerodynamic efficiency, and hence its generating capacity 

[216]. Thus, the examination of turbine’s dynamic response with turbulence should 

be taken into consideration based on the abovementioned facts.  

A number of power spectral density functions are used as models in wind energy 

engineering when the turbulence power spectral densities are unavailable for a given 
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site. In the literature, the two widely used wind speed models exist, namely Van der 

Hoven’s model [219] and von Karman model, used in [218]. The Van der Hoven 

spectral model is shown in Figure 4.44. The horizontal wind speed data in this 

spectrum obtained from meteorological tower of the Brookhaven National 

Laboratory [219] ranges between 0.0007 and 900 cycles/h. Such a frequency range 

designates the medium and long-term variations, as well as the spectral range of the 

turbulence component [217].  

 

Figure 4.44: Van der Hoven’s spectral model [217] 

Authors in [217] have pointed out the drawbacks of the Van der Hoven model based 

on their simulated wind speed (Figure 4.45) using this approach. In particular, the 

Van der Hoven model cannot be used for a complete description of the wind speed 

over a time scale of seconds, minutes and hours because this model treats the 

turbulence component as a stationary random process. Its properties do not depend 

on the mean value variations of the wind. As observed from Figure 4.45, the 

magnitude of the turbulence is almost identical regardless of the mean wind speed 

over a period of time.  
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Figure 4.45: Van der Hoven’s model based simulation of the wind speed for a time horizon of 5 

hours [217] 

On the other hand, the basic model of the von Karman power spectrum describing 

the turbulence component is given as:  

 𝑆vv(𝜔) =
0.475𝜎𝑇𝐼

2 𝐿
𝑈

[1 + (
𝜔𝐿
𝑈 )

2

]

5 6⁄
 

(4.10) 

where: 

σTI: Turbulence intensity 

L: Turbulence length (m) 

U: Mean wind speed (m/s) 

 

This model shows that the turbulent component is dependent on the value of the 

mean wind speed, U. In [216] and [218], the authors have successfully formulated a 

simulation scheme where the non-stationary turbulence component is modelled using 

a signal shaping filter with white noise input. The schematic of the turbulent wind 

model is shown in Figure 4.46. As mentioned, the “driving force” of the turbulent 

component is a random number generator, which produces normally distributed 

white noise. The discrete-time signal produced in this manner has a mean value of 

zero and a normalised standard deviation of one. However, as the wind speed for 

physical reasons, cannot be changed abruptly, but rather continuously, the white 
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noise has to be smoothed using a carefully designed signal-shaping filter in order to 

achieve correct spectral distribution. In essence, the shaping filter must be chosen to 

best characterise the true spectrum of the wind [216] [217] [218] to emulate a more 

realistic situation. The gain and time constant of the shaping filter are designed to 

ensure the standard deviation of the coloured noise also equal to one. Then, this 

transformed signal is multiplied with the respective wind-speed-dependent standard 

deviation, σu to produce an appropriate turbulent wind component. Finally, the 

turbulent wind profile is synthetically generated by adding the turbulent component 

to the mean wind speed.  
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Figure 4.46: Turbulent wind model block diagram 

The transfer function of the von Karman shaping filter in Figure 4.46 can be written 

as:  

 𝐻vonKarman(𝑠) =
𝐾F

[1 + 𝑠𝑇F]5 6⁄
 (4.11) 

where KF and TF are the gain and time constant of the filter.  

However, in order to reduce the computational time and being able to implement this 

transfer function in Simulink, the 5/6-order filter is approximated with a rational 

transfer function. Nichita [217] states that an acceptable solution for the model 

approximation can be made by the second order transfer function:   

 𝐻Nichita(𝑠) = 𝐾F

𝑚1𝑇F𝑠 + 1

(𝑇F𝑠 + 1)(𝑚2𝑇F𝑠 + 1)
 (4.12) 

where m1 = 0.4 and m2 = 0.25.  
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The time constant, TF of the shaping filter is related to the turbulence length scale, L 

and the mean wind speed, U by: 

 𝑇F =
𝐿

𝑈
 (4.13) 

The static gain, KF of the filter is to be determined so that its output should have a 

normalised standard deviation (σsf = 1). The input white noise of the filter with a 

sampling period Ts and unitary variance (σw = 1). Note that in simulation, the white 

noise power spectral density function, Sw(ω) has a finite sampling time (for e.g. Ts = 

1), hence it is band-limited: 

 𝑆w(𝜔) = 𝑆w0 , 𝜔 ∈ [−
𝜋

𝑇s
, +

𝜋

𝑇s
] (4.14) 

By definition, the integral over all frequencies of a signal is equal to its total variance. 

Applying this definition to the white noise power spectral density, the following 

derivations are obtained:  

 𝜎w
2 =

1

2𝜋
∫ 𝑆w(𝜔) 𝑑𝑤 = 1

+𝜋
𝑇s

⁄

−𝜋
𝑇s

⁄

 (4.15) 

Substituting equation (4.14) into (4.15):  

 𝜎w
2 =

1

2𝜋
∫ 𝑆w0 𝑑𝑤 = 1

+𝜋
𝑇s

⁄

−𝜋
𝑇s

⁄

 (4.16) 

which gives:  

 𝑆𝑤0 = 𝑇s (4.17) 

By imposing the condition that the variance of the coloured noise should be equal to 

1 and using the integration principle, the equation below is formulated:  

 𝜎sf
2 =

1

2𝜋
∫ |𝐻F(𝑗𝑤)|2𝑆w0 𝑑𝑤 = 1

+𝜋
𝑇s

⁄

−𝜋
𝑇s

⁄

 (4.18) 

Replacing the white noise transfer function which is found to be equivalent to the 

constant sampling time, Ts, we obtain: 
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 𝜎sf
2 =

𝑇s

2𝜋
∫ |𝐻F(𝑗𝑤)|2 𝑑𝑤 = 1

+𝜋
𝑇s

⁄

−𝜋
𝑇s

⁄

 (4.19) 

Substituting the von Karman shaping filter’s transfer function from equation (4.11) 

into equation (4.19):  

 𝜎sf
2 =

𝑇s

2𝜋
∫ |

𝐾F

[1 + 𝑗𝜔𝑇F]5 6⁄
|
2

𝑑𝑤 = 1
+𝜋

𝑇s
⁄

−𝜋
𝑇s

⁄

 (4.20) 

 

 𝜎𝑠f
2 =

1

2𝜋
∫

𝐾F
2𝑇s

[1 + (𝜔𝑇F)2]5 6⁄
𝑑𝑤 = 1

+𝜋
𝑇s

⁄

−𝜋
𝑇s

⁄

 (4.21) 

The above equation can be solved using the general integral solution [220] 

 ∫
1

[1 + (𝜔𝑇F)2]5 6⁄
𝑑𝑤 =

1

𝑇F

∞

−∞

𝐵 (
1

2
,
1

3
) (4.22) 

where B (x,y) designates the beta function:  

 𝐵(𝑥, 𝑦) = ∫ 𝑡𝑥−1(1 − 𝑡)𝑦−1𝑑𝑡
1

0

 (4.23) 

As the Nyquist frequency of the band-limited white noise signal is considerably 

higher than that of coloured noise signal, the limits of the integration can be 

approximated with infinities [218]. Thus, substituting equation (4.22) into equation 

(4.21), we obtain:  

 𝜎𝑠f
2 =

1

2𝜋

𝐾F
2𝑇s

𝑇F
𝐵 (

1

2
,
1

3
) = 1 (4.24) 

Rearranging equation (4.24), the static gain, KF can be written as:  

 𝐾𝐹 = √
2𝜋

𝐵 (
1
2 ,

1
3)

.
𝑇F

𝑇s
 

(4.25) 

 



Chapter 4 – Hybrid System Modelling and Simulation 

155 

 

σu increases proportional with the mean wind speed with a relation of:  

 𝜎u = 𝑘σ𝑈 (4.26) 

where the constant of proportionality, kσ, depends on the terrain conditions. It can be 

estimated with from the terrain conditions table (Table 4.10) or measured directly for 

a particular field.  

Terrain type kσ 

Coastal areas 0.123 

Lakes 0.145 

Open 0.189 

Built up areas 0.285 

City centres 0.434 

Table 4.10: Values of kσ for various terrains at the height of 10 m [221] 

Figure 4.47 shows the turbulent wind generator implemented in Simulink. In order to 

demonstrate that the generated wind profile’s turbulence intensity is indeed 

dependent on the mean wind speed, Figure 4.48 shows the evolution of the wind 

speed during two-time intervals of 10 minutes each. These intervals have been 

chosen so that the medium to long-term component (mean wind speed) has different 

values: 5 m/s and 13 m/s.  

 

Figure 4.47: Simulink model of turbulent wind generator 
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Figure 4.48: Short-term wind profile generated with mean wind speed of 5 m/s and 13 m/s 

respectively 

The random number generator was pre-set with the same seed setting to produce 

same random pattern for both scenarios. Visual inspection shows that both wind 

profiles had the same fluctuations (rise and fall) at the same time, however by means 

of different magnitudes. A way to quantified this was to use the turbulence intensity 

definition [44]:  

 𝑇𝐼 =
𝜎u

𝑈
 (4.27) 

where σu is the standard deviation of the turbulent wind, given in the sampled form 

by:  

 𝜎u = √
1

𝑁s − 1
∑(𝑢𝑖 − 𝑈)2

𝑁s

𝑖=1

 (4.28) 

The computed turbulence intensities were 0.1598 and 0.1579 for mean wind speed of 

13 m/s and 5 m/s cases respectively.  
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4.4.1 Effect of Turbulence on Real Wind Turbines 

In reality, the wind affects wind turbines in a number of ways which the spectral 

method of wind modelling discussed above does not take into consideration. 

Stannard has identified that the major effect which has be considered is the disc 

averaging as it depends on the mean wind speed [216].  

As the turbine rotates, it experiences an average of the turbulent wind passing 

through its blades. This smoothing effect can be modelled by a spatial filter [216]: 

 𝑊AV(𝑠) =
(√2 + 𝜇𝑠)

(√2 + √0.55𝜇𝑠)(1 + (𝜇𝑠 √0.55)⁄ )
 (4.29) 

where µ, the decay factor is expressed as:  

 𝜇 =
𝛾s𝑅

𝑈
 (4.30) 

The effect of disc averaging on Gaia’s 13 m diameter wind turbine is depicted in 

Figure 4.49. It was simulated with a mean wind speed of 13 m/s for 160 seconds. It is 

observed that the sharp edges (high-frequency components) of the turbulent wind 

were filtered after passing through the turbine. In addition, a small delay (phase shift) 

was noticed after the disc averaged effect. This is in-line with the filter response 

which practically representing the real scenario of the turbine requiring some time to 

“experience” the wind.    
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Figure 4.49: Effect of disc-averaging filter in the time domain 

4.5 Diesel Generator 

Diesel engines are widely used applications in our everyday lives especially in the 

field of automobiles. In the case of electricity generation, its fast prime mover 

response time is the desired characteristic to meet the fast varying load demands. The 

diesel generator can serve as a useful backup or emergency generator especially 

during the peak demand, where there is a lack of power generation from the utility. 

For a hybrid wind-diesel system point of view, the diesel generator is ideal for 

relieving the wind intermittency effects as encountered by consumers. However, it is 

important to note that the wind energy should first be utilised before starting up a 

diesel generator due to the high diesel fuel prices and also its environmental impacts.  

A typical diesel generator structure is portrayed in Figure 4.50 which consists of an 

ICE and a synchronous generator coupled on the same shaft [222]. The generator 

used is generally either a permanent magnet or a wound-field synchronous machine. 
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output AC voltage [222]. The governor is an electromechanical device used for 

automatically controlling the speed of an engine depending on load by adjusting the 

intake fuel.  

 

Figure 4.50: Typical structure of diesel generator set [222] 

Generally, a governor can operate in two modes, i.e., the droop mode and the 

isochronous (constant speed) mode. The droop mode has a similar principle as 

discussed in the previous section on the droop control for Sunny Island inverters. 

That is, as the load increases, the speed or frequency decreases. In contrast, 

governors operating in isochronous mode will attempt to maintain the same 

frequency regardless of the load it is supplying up to the full rated capabilities of the 

diesel generator [223]. Typically, this mode of control is being used in an isolated 

system to maintain system frequency. However, in this work, the grid is formed by 

the SI inverters and therefore, the isochronous governor is not suitable to be used. 

Otherwise, they would fight with each other, each trying to control system frequency 

to its own setting. Thus, the droop mode is applied on the diesel generator controller 

for parallel operation with the inverters. The diesel generator is known to be running 

inefficiently at part load. It is recommended that diesel generators should be started 

only when operating at higher than 40% of its rated capacity to prolong the diesel 

engine lifetime. Based on this rule of thumb, this work proposed a droop control 

which is capable of running the diesel generator at its rated power, regardless of the 

load demand at that particular time. This strategy is also trying to reduce the number 

of start-stop sequence of the diesel generator, at the same time running at its highest 

efficiency. Hence, fuel saving can be achieved.  

Several control strategies of the diesel generator have been proposed in the past. In 

literature [224], the speed control of the diesel generator has adopted the fuzzy neural 

network (FNN) and the genetic algorithm (GA) syncretic theory. The performance of 
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such controller has been compared against the conventional PID control. In another 

study [225], the authors have applied MPC technique to estimate the plant model 

parameters, with the fuzzy logic supervisor measuring the performance criteria as 

input variables. More recently, the authors in [226] have developed an intelligent 

control solution which enhance the plug-and-play capability based on time-domain 

system identification experiments. However, a simple diesel generator control 

strategy is proposed in this work and its methodology is shown in Figure 4.51. With 

the droop being set to a constant level, the diesel engine supplies a fixed amount of 

power to the generator regardless of the system frequency. The reference frequency 

for the governor is set to be higher than the grid frequency to ensure maximum 

power output is always achieved.  

An emergency diesel generator which was modelled for nuclear power plant 

application coupled with the abovementioned droop control is implemented in this 

work [227]. The diesel generator modelling is shown in Figure 4.52, which includes 

the governor, diesel engine, synchronous generator and dump load. The control 

system and the actuator were represented as a second order and third order transfer 

functions, respectively [227]. The speed-droop or regulation characteristic was 

obtained by adding a steady-state feedback loop around the PI controller, as shown in 

Figure 4.53. The droop value, R in this case is set to 0, which effectively representing 

a constant level. For the engine, it can be regarded as a pure time delay due to the 

time taken for fuel command to result in torque applied to the shaft [222]. The value 

of this time delay depends on the number of active cylinders in the engine and the 

shaft rotational speed at the particular moment [222]. For this thesis, a time delay of 

0.024s was used [227]. The gains and time constants used in this model were 

adjusted empirically [227]. 

Note that the diesel generator adopted in this work is based on a machine rated at a 

much higher value (3.25 MVA and 2.4 kV) than a small-scale HRES would use and 

it is likely to react in a much slower time frame. However, since the droop 

characteristic is flat (Figure 4.51); under steady state conditions it is largely 

unimportant what the transfer function is. Hence, the steady state model in Figure 

4.52 is also then irrelevant as what is considered in this thesis is its sole purpose to 
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provide the fixed power reference. Therefore, the modelled diesel generator is not 

meant to predict the transient performance which is not being considered in this 

thesis. In addition, the machine parameters in this model are taken from Simulink 

directly and are not adjusted for a specific machine. In order to get a more accurate 

transient estimation of a diesel generator, experimental work should be carried out 

and the transfer function parameters may be fine-tuned accordingly.     

 

Figure 4.51: Diesel generator droop characteristics which enable constant rated power output 

 

Figure 4.52: Simulink model of diesel generator set 
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Figure 4.53: Simulink model of diesel engine and governor 

Dump loads are included at the output of the diesel generator to smoothen the 

transition of synchronising both diesel generator and the SI inverters. If the dump 

load is not included, the diesel generator voltage and current transients would be seen 

by the inverters during synchronisation. This might cause unnecessary voltage spikes 

due to the sudden increase in load.  When both systems are synchronised, the dump 

loads in the array are disconnected in stages, again to achieve a smoother transient. 

Note that the usage of dump loads in the system may incur additional installation and 

operation cost (when load is low or during the synchronisation process). The dump 

load disabling process can be described in the following flowchart, in Figure 4.54. 

Once the synchronisation and the connection between the DGs and the diesel 

generator are established, the dump loads are disconnected insteps. After all the 

dump loads are disconnected, the diesel generator operates at its rated condition, 

either supplying the load or charging the batteries if there is a surcharge of energy 

within the system. 
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Figure 4.54: Dump load disabling process flowchart 

 

4.6 Complete Simulation of Hybrid Wind-Diesel-Battery System 

In the previous sections, the discussion has been focusing on the modelling of the 

hybrid components in a modular basis. Subsequently, it is vital to investigate the 
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performances of the hybrid system, the dynamic interactions and power flow 

between the components. The dynamics of the hybrid system can be examined via 

the disturbances taking place within the system such as the on/off switching of the 

loads and the turbulent wind input to the wind turbine. 

The complete hybrid system simulation setup is shown in Figure 4.55. It began with 

the SI inverters forming the grid, which took approximately 50 s. The circuit breaker 

connecting the grid and the wind turbine was closed at 150 s. From this point 

onwards, the induction generator was started up via the soft-starter which was set to 

operate in current-mode control. The RMS of the start-up current was limited to 25 A. 

Once the wind turbine’s induction generator was running at near synchronous speed, 

it began to generate power with a mean wind speed of 13 m/s. At 300 s, the mean 

wind speed dropped linearly to 5 m/s to emulate low wind condition. The diesel 

generator on/off state throughout the simulation was demonstrated in Table 4.11. It 

supplied a fixed power of 8 kW whenever it was synchronised and connected to the 

off-grid system. Note that the purpose of this section is to study the dynamics of the 

system, thus the diesel generator operation was not optimised, i.e., it was turned on 

even though the SOC of the battery was high. The load occurring events are shown 

in Table 4.12. The three-phase balanced loads were increasing in steps, followed by 

turning on of a highly unbalanced load at 250 s. The following simulation results 

were recorded after the DC link voltage was being established, which was 

approximately 50 s.  
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Figure 4.55: Complete Simulink model of hybrid wind-diesel-battery system 
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Time (s) 0 - 60 60 - 140 140 - 350 350 - 500 

State of Diesel Generator OFF ON OFF ON 

Table 4.11: On/off state of diesel generator for a total simulation time of 500 s 

Time (s) 0 - 70 70 - 100 
100 - 

210 

210 - 

250 
250 -450 

450 - 

500 

Load 1 (3-Phase balance), 5 kW OFF ON ON ON ON OFF 

Load 2 (3-Phase balance), 3 kW OFF OFF ON ON ON OFF 

Load 3 (3-Phase balance), 6 kW OFF OFF OFF ON ON OFF 

Load 3a (1-phase load), 1 kW  

Load 3b (1-phase load), 5 kW 

Load 3b (1-phase load), 2 kW 

OFF OFF OFF OFF ON OFF 

Table 4.12: Load sequence for a total simulation time of 500 s 

Figure 4.56 and Figure 4.57 show the RMS line-to-line voltage and frequency of the 

system, respectively. Voltage drop was seen to be more apparent when the wind 

turbine was connected to the SI inverters. This expected behaviour was generated 

from the soft-starter when it was configured as 25 A current limiter mode (shown in 

Figure 4.39). Similarly, the frequency fluctuations were also being reflected from the 

soft-starter (shown in Figure 4.40). However, it is important this may not be 

representative in a real system. The observed voltage perturbations just after 200 s 

can be attributed to the switching-on of several loads and the power fluctuations 

generated by the wind turbine. After the diesel generator was synchronised and 

connected to the system at about 350 s, the voltage stabilised. At 450 s, all the loads 

were switched off. Thereafter, the voltage and frequency of the system recovered to a 

level slightly higher than their rated values respectively due to the surplus energy 

available in the system. Overall, the system gave a satisfactory performance despite 

several disturbance events (wind turbulence, unbalance load, and synchronisation) 

took place within the time frame.   
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Figure 4.56: System voltage profile 
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Figure 4.57: System frequency profile 

Figure 4.58 shows the SOC of the batteries throughout the simulation. Between 50 s 

and 450 s, the batteries were discharging their energy because the total power 

generation in the system was lesser than the load demand most of the time. The SOC 

did not fluctuate significantly despite the power fluctuations experienced in the 

system due to turbulent wind input to the wind turbine. After all the loads were 

switched off at 450 s, the surplus energy from the system was stored in the batteries; 

hence the SOC rose quite linearly. The linear trend can also be explained by the fact 

that at lower mean wind speed (5 m/s), the power fluctuations output from the wind 

turbine was noticeably lesser.  
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Figure 4.58: State of charge of the battery 

Figure 4.59 shows the power flow within the system. From the first subplot, it can be 

observed that the induction machine of the wind turbine was motoring, hence 

consuming power. As soon as it reached near synchronous speed, it consumed 

minimal power. At 220 s, the wind turbine started to generate power (indicated with 

negative values). At 300 s, the mean wind speed dropped from 13 m/s to 5 m/s, 

reflecting a much lower power generation. Less power fluctuations were observed at 

lower mean wind speed as the turbulence intensity was smaller as mentioned 

previously. Subplot 2 shows the power generated by the diesel generator. In this 

simulation, the diesel generator was pre-set to turn on twice. The power output of the 

diesel generator was relatively constant with slight oscillations, despite the system 

frequency, load demand and power generation from the wind turbine. The power 

from the diesel generator was first to be utilised if the wind power was insufficient to 

meet the load demand requirement. On the other hand, surplus energy from the diesel 

generator was stored in the batteries for later use (happened between 450 s and 500 s). 

Subplot 3 shows the power absorbed by the loads. Between 160 s and 200 s, the 
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dissipated load power was reduced slightly as a result of voltage drop in the system. 

This event took place when the soft-starter of the wind turbine was operating within 

the time interval. Lastly, subplot 4 shows the charging and discharging operation of 

the batteries. This plot serves as an indicator of whether the system was having 

surplus or deficit energy. The battery supplied the power to the load via the inverters 

only when insufficient power was generated by the wind turbine and the diesel 

generator. Practically, it is important to note that the wind energy and the energy 

stored in the batteries should be first utilised, before turning on the diesel generator. 

However, this case study did turn on the diesel generator on purpose even before the 

SOC was low as the purpose here is to explore the dynamics of the system, rather 

than running it optimally. In the next chapter, the benefit of running the diesel 

generator with a pre-set time is demonstrated with the knowledge of optimised 

operation.  

 

Figure 4.59: a) Wind turbine power b) Diesel generator output power c) Load demand d) 
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Finally, in order to analyse the performance in a holistic approach, Figure 4.60 shows 

the 3D plot of fast fourier transform (FFT) analysis being done on the voltage at 

hybrid system. In order to observe the power quality at different stages, FFT was 

done with the sampling rate of 0.1 s. Note that in this plot, the zeroth order (DC) and 

fundamental signal (50 Hz) are not shown as the objective of this analysis is to focus 

on the harmonics from 2
nd

 order to 20
th

 order. The even harmonics should be 

extremely low in magnitude due to the selected PWM reference frequency as shown 

in Table 4.5. Hence, theoretically, only odd harmonics were observed. As predicted, 

the higher order harmonics (above 10
th

 order) were lower in magnitude. This can be 

explained through the fourier series formula: 

 𝑎𝑛 =
4

𝑛𝜋
sin 𝑛

𝛾

2
 (4.31) 

As the magnitude of n increased, the harmonics coefficient became lower. Also the 

designed harmonics filter had attenuated the high frequencies components. The 

harmonics were more significant between the time interval 150 s and 200 s due to the 

usage of a soft-starter. The thyristors switching reduced the power quality of the 

system. Once the induction generator was running at near synchronous speed, the 

harmonics were seen to be lower in magnitude. Overall, these harmonics levels were 

low, (peak amplitude of less than 10) relative to the fundamental signal which had a 

peak amplitude of 400 V. 
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Figure 4.60: Hybrid system FFT analysis with 0.1 s sampling time 

4.7 Summary 

This chapter has explained the modelling and simulation results of a hybrid wind-

diesel-battery system. The modelled hybrid system performs satisfactory and it 

provides a platform to a better understanding of the dynamic interactions between the 

components. It is common to use simple mathematical representations while 

optimising the operation of an off-grid system. However, the optimised results 

obtained from the mathematical modelling in the next chapter will be verified using 

the hybrid system model developed in this chapter. Therefore, a comparison can be 

made between the mathematical model and physical model. Finally, the knowledge 

gained through this chapter will assist the hardware development work at a later part 

of this thesis.  
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Chapter 5 Optimised Operation of Off-grid 

Hybrid Systems 
_____________________________________________________________ 

It is well-known that a diesel generator is recommended to operate at 40% of its rated 

capacity or higher to prolong diesel engine lifetime. However, the user load profile is 

not constant throughout the day and it is often well below the suggested part-load 

diesel capacity. In addition, the situation becomes worse when the variability of the 

renewable energy sources is not taken into consideration while operating the hybrid 

system. The diesel generator’s part loading problem can be alternatively mitigated by 

using a variable-speed diesel generator which was proposed in [51]. A comparison of 

the fuel consumption power curve between a fixed-speed and a variable-speed diesel 

generator has been carried out in [51]. The difference in fuel consumption between 

the two diesel generator types is small in the lower power ranges and non-existent 

above 65 kW [51]. One should evaluate the loading profile carefully as to whether or 

not the installed variable-speed diesel generator unit is economical as it utilises 

power electronics and permanent magnet generator which dramatically increases the 

control requirements, complexity and therefore the overall cost. In this work, the 

fixed-speed diesel generator is given attention to mitigate the part load. 

The inclusion of batteries in a hybrid wind-diesel system allows a fixed-speed diesel 

generator to run at full load regardless of the load demand level at any particular time. 

In this case, the batteries are regarded by the diesel generator as an additional load in 

order to increase the power output closer to its rate capacity. In windy locations, the 

diesel generator is only switched on whenever there is a lack of energy from the wind 

and battery storage. An unknown matter in this case is the duration that the diesel 

generator should be operated. If a diesel generator runs for too long and charges the 

batteries to a high SOC, the potential available excess wind energy at a later time 

cannot be stored. Subsequently, excess energy is dissipated in a large dump load or 

wind power generation is curtailed. This scenario can be observed from the measured 

wind speed profile in February 2012 in Bishopton, as demonstrated in the lower plot 

of Figure 3.4. 
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As mentioned before, the RES are variable, intermittent and do not follow the trend 

of the consumer load profile. One way to reduce this uncertainty, and at the same 

time to increase customer satisfaction, is to install as much energy storage as possible 

to help in matching the irregular pattern of the energy supplied from the wind to the 

load demand profile. However, a hybrid system which has been designed in this 

manner will not be economical. This further emphasises the need to optimise the 

operation of a hybrid system, so that the energy storage system can be used 

efficiently to cope with drastic fluctuations in wind energy. 

After sizing the hybrid system optimally as analysed in Chapter 3, the coordinated 

control of the hybrid system can be treated as an optimisation problem. Fortunately, 

if the day-ahead forecasted wind and load are available, the operation of the diesel 

generator can be optimised. A set of constraints such as the allowable range of 

battery SOC, the diesel generator capacity and the battery storage capacity are to be 

met within the optimisation problem. Besides, the nature of the diesel generator cost 

function, efficiency curve, battery degradation models and other parameters may be 

defined as non-linear functions, hence the non-linear optimiser is chosen in this work. 

These parameters can be incorporated into the optimisation problem in future if 

needed, although it is acknowledged that the utilisation of non-linear optimiser at this 

instant demands higher computational effort than the linear optimiser. Since it is 

desired to run the fixed-speed diesel generator at its rated power, the optimised 

solutions obtained from a non-binary technique need to be post-processed. This will 

be further described in the later sections. In most of the literature, the authors studied 

and investigated an optimised hybrid system operation using a mathematical 

approach [228] [229] [230] [231]. The main drawback of this method is the lack of 

mechanical and electrical considerations which take place in the real world, in 

particular, the physical dynamics of the system. In addition, most of the numerical 

optimisations are performed in an hourly discretised manner, which further decreases 

the accuracy of the optimised results produced.  

For the first time, this work proposes a methodology to optimise the operation of the 

diesel generator, by considering its efficiency and also reducing the start-stop cycles 

in order to safeguard its lifetime. Besides that, the author puts emphasis on the 
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electrical and mechanical considerations, through the utilisation of physical 

modelling after developing an optimised control solution mathematically. The 

optimised solution was sought by optimising the diesel generator’s operation using 

the Genetic Algorithm (GA) based on the forecasted wind and load profiles, which 

was discretised every 10 minutes. Then, the numerical optimised results were 

processed and being fed into the hybrid system model, which was developed using 

Simulink. The high-resolution simulation outputs include the system voltage and 

frequency, battery SOC, power flow from the wind turbine, diesel generator, load 

demand and batteries. The simulation ran for twenty-four hours simulation time. The 

simulation methodology is presented in Figure 5.1. It is uncommon to run 

sophisticated Simulink models with such a long simulation time due to the long 

central processing unit (CPU) computation time and the limitation of random access 

memory (RAM). It took approximately four days in real time to complete one 

simulation using a computer with an Intel Core i7 3.40 GHz processor, 32GB of 

RAM and 64-bit Windows operating system. Finally, sensitivity analyses were 

conducted to test the robustness of the obtained solution. The proposed methodology 

which thoroughly investigates an optimised hybrid system is novel and the details are 

to be discussed in the next sections.  
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Figure 5.1: Proposed simulation methodology 
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5.1  Modelling and Optimisation of Hybrid System Operation 

using Genetic Algorithm 

This section describes the modelling and optimisation methodology of the hybrid 

system operation. In literature, there are several optimisation algorithms which can 

be applied on optimising the performance of a hybrid system. GA which is classified 

as one of the evolutionary algorithms, is chosen in this work due to its capability of 

determining global optimum solutions over a series of generations throughout the 

search space [232] [233]. This is in contrast to local solutions determined by a 

continuous variable optimisation algorithm [234]. In addition, it is readily available 

in MATLAB’s Global Optimization Toolbox and it conveniently enables the process 

of feeding the optimised results into Simulink software. The concept of GA was first 

introduced and developed in the mid-seventies. GA belongs to the class of stochastic 

search optimisation methods [235]. This simplified the programming process as they 

do not require the use of gradients of cost or constraint functions [234]. Biological 

evolution which is based on Darwin’s theory of natural selection is comparable to the 

mechanics of GA, in which the language of microbiology and its application mimics 

genetic operations [234] [235]. It can be used to optimise multi-dimensional, non-

linear engineering problems efficiently.  

The basic idea of the GA is to start from a single point (or guess) within the search 

space and it initialises with a population of guesses. Then, the GA generates a new 

set of designs (population) from the current set such that the average performance 

(fitness) of the design is improved. The process is continued until a stopping criterion 

is satisfied or the number of generations exceeds a specified limit [233] [234]. In this 

case, the inputs to the optimisation programme are wind and load data respectively. 

The programme minimises diesel fuel use subject to the following constraints:  

 At any point in time, the total power generated by the wind turbine, battery 

storage and diesel generator must be greater than or equal to the load demand 

 At any point in time, the energy stored in the batteries is the energy excess 

between the total power generation (from wind and diesel generator) and the 

load demand.  
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 At any point in time, the minimum SOC of the batteries should be greater 

than or equal to 20%. 

 At any point in time, the power generated from the diesel generator should be 

less than or equal to its capacity 

5.1.1  Wind Energy Modelling 

In this work, historical wind speed data was taken from the Gaia-Wind Ltd’s 

database (LeSENSE). The main objective of this chapter is to demonstrate the 

decision of turning on the diesel generator optimally without charging the batteries 

unnecessarily as it is predicted that there is potential wind energy available at a later 

time. As demonstrated from the yearly battery SOC in Figure 3.18 (in Chapter 3), the 

SOC did reach the pre-defined lower limit. The rate of the batteries reaching low 

SOC is dependent on their size. With higher storage capacity, the frequency of 

reaching low SOC is lower and vice versa. With a near optimally sized battery 

capacity of 155 kWh (Figure 3.18), an extended period of low SOC occurred 

approximately 8 to 10 times. It is expected that similar situation may happen in other 

parts of UK. However, the exact figure varies depending on storage capacity. 

Furthermore, the occurrence of low wind speed for an extended period of time is not 

uncommon. The measured wind speed about the first two weeks of February 2012 in 

Bishopton is observed to be insufficient to generate significant power from the wind 

turbine to supply the load. Besides, the wind speed during the last two weeks of the 

month fluctuates rapidly.  With this in mind, the author has selected a historical wind 

speed data which was measured in Aberdeen (Scotland) on 28/9/2011. Figure 5.2 

shows the wind profile using the wind speed data in which each data point is 

averaged over 10 minutes. It can be observed that the wind speed is moderately low 

from midnight until 8 a.m. The highest wind speeds occur between mid-morning and 

mid-afternoon, reaching a peak of just over 9 m/s. In a non-optimised system, the 

diesel generator could turn on for a significant period of time in the morning and 

charge the batteries to a high SOC. Subsequently, the excess wind energy in the 

afternoon would be dissipated as waste energy as it cannot be stored in the batteries. 

The wind profile was then fed through the wind turbine power curve the power 



Chapter 5 – Optimised Operation of Off-grid Hybrid Systems 

 

179 

 

output from the wind turbine, as shown in the lower plot of Figure 5.2. Note that 

power generation starts at approximately 3.5m/s wind speed. 

 

Figure 5.2: Ten-minutes average wind speed and wind power in Aberdeen measured on 

28/9/2011 

Typically, an energy dispatch optimisation within a hybrid system is performed in an 

hourly sampling time [231] [236] [137] [57]. At this resolution, the probability of 

losing data (peaks and troughs) is high. In this work, the optimisation is carried out 

with a sampling time of 10 minutes. With this defined resolution, it is important to 

note that each data sampling point consists of only 1/6 of the hourly energy (kWh), 

i.e. kW10min. Therefore, care must be taken when working with this unusual energy 

convention. Figure 5.3 shows the bar graph of the wind energy throughout the day. 

Each bar represents the absolute amount of energy generated from the wind turbine 

in 10-minute intervals.   
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Figure 5.3: Wind energy with a sampling time of 10 minutes (28/9/2011 in Aberdeen) 

5.1.2  Load Modelling  

The load model used in this study can be found in Appendix A. Keeping in mind that 

the optimisation procedure proposed here works with 10 minutes resolution, the load 

profile thus needs to be translated to the same convention as the wind energy 

described above. In addition, the active power demand of the system is only of 

interest in this case. Figure 5.4 illustrates the load energy profile with 10 minutes 

sampling time, i.e. each bar consists of the amount of energy used by the consumer 

in 10 minutes. Comparing the upper figure of Figure , it is noticed there is a loss of 

data due to the lower sampling rate. The peak demand which was occurred just after 

8am is not visible in Figure 5.4. In addition, the duration of the peak demand which 

happened just before 8pm was shortened as a result of the down-sampling process 

being taken place. A higher sampling rate is possible to capture these peaks, however 

this comes with the compromise of longer computation time during the optimisation 

process. A higher sampling rate optimisation has been attempted in this work and it 
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resulted in an insignificant amount of accuracy and it is thus not “economical” in this 

case. 

It is also noted that the start-up energy of the wind turbine is not considered in this 

chapter for simplicity purposes. It is expected the diesel generator might be used to 

support the start-up of the wind turbine if the battery SOC is low. In addition, a few 

small dips in SOC profile should be observed if the additional starting load is 

considered.   

 

Figure 5.4: Load energy profile with a sampling of 10 minutes 

5.1.3 Problem Statement, Constraints and Hybrid System Parameters 

The objective of the proposed control topology is to minimise the diesel generator 

fuel consumption, over finite time duration:  

 Objective function = min ∑ 𝐸diesel

144

𝑛=1
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 n : sampling time of 10 minutes 

 Ediesel (n) : diesel generator energy output within the 10 minutes duration 

 

Note that the objective function is minimised, subjected to the constraints of energy 

balance within the system, energy to store in the batteries from the excess and the 

minimum battery SOC. 

At any point of the sample period, the total energy generated by the wind turbine, 

battery storage and diesel generator must be greater than or equal to the load demand. 

This can be written as:  

 𝐸wind(𝑛) + 𝐸diesel(𝑛) + 𝐸store(𝑛) ≥ 𝐸load(𝑛) (5.2) 

where:  

 n  : sampling time of 10 minutes 

 Estore (n)  : current battery energy level 

Ewind(n)    : wind energy output 

Ediesel (n)  : diesel generator energy output 

Eload(n)  : load energy demand 

 

The next constraint explains that at any point of the sample period, the energy stored 

in the batteries is the energy excess between the total power generation (from wind 

and diesel generator) and the load demand.   

 𝐸store(𝑛) = 𝐸store(𝑛 − 1) + 𝐸wind(𝑛) + 𝐸diesel(𝑛) − 𝐸load(𝑛) (5.3) 

where:  

 n  : sampling time of 10 minutes 

 Estore (n)  : current battery energy level 

Estore (n-1) : previous time step of battery energy level  

Ewind(n)    : wind energy output 

Ediesel (n)  : diesel generator energy output 

Eload(n)  : load energy demand 

 

Finally, the battery SOC should be greater than or equal to the pre-defined lower 

limit at any point of the sample period: 

 𝐸store(𝑛) ≥ 𝑆𝑂𝐶min(𝑛) × 𝑏𝑎𝑡𝑡𝑒𝑟𝑦 𝑠𝑡𝑜𝑟𝑎𝑔𝑒 𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦 (5.4) 

where:  

 n  : sampling time of 10 minutes 

 Estore (n)  : battery energy level 

SOCmin (n) : battery state-of-charge 
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With the wind and load data being made available, optimisation on diesel generator 

operation can then be performed. From Chapter 3’s long-term cost analysis, a hybrid 

system which consists of a Gaia-Wind Turbine (11 kW power rating) is more 

economical to supply electricity to about two to three households. In other words, the 

cost of energy will increase if too little or too much load being supplied (Figure 3.15). 

In this case, three households were considered. Within Chapter 3, the computed 

optimum battery capacity based on life-cycle approach was 150 kWh with an 11 kW 

diesel generator. However, from Figure 3.5, it is clear that this sizing is based on a 

spell of low wind power including over 3 days of very low wind power (less than 3 

kW). As this chapter is only concerned with a single 24 hour period, the available 

energy storage size has been scaled by this time period to about one third of 150 

kWh to give a more realistic quantity of the energy likely to be available over an 

extended representative period of low wind. In addition, due to the presence of the 

extended period of low wind speed, the starting SOC of the battery was set to a 

minimum value of 20%. As demonstrated from the optimised results in the next 

section, the reduced battery capacity has increased the probability of the battery SOC 

to reach the low limit and would trigger the diesel generator to switch on. If on the 

other hand a bigger battery capacity is used, the diesel generator may not turn on at 

all as sufficient amount of energy can be sourced from the batteries during low wind 

conditions.  

Initial sizing studies demonstrated that an 8 kW diesel generator was appropriate. 

However, subsequent improvements in sizing the diesel generator as shown in 

Chapter 3 have resulted in a change in the optimum diesel generator power rating to 

11 kW. Additionally, the initial sizing studies did not relate the battery lifetime from 

DoD point of view. However, it is understandable that the usable battery capacity can 

be varied either by changing the absolute battery capacity or by modifying the 

allowable DoD, which both provide the same results if battery degradation is not 

taken into consideration. Since the focus in this chapter is to study the underlying 

principles of the proposed control strategy, which do not factor battery degradation 

as the key parameter, a different SOC limit used is tolerable. Unfortunately, time did 

not permit the results in this chapter to be re-done due to the significant amount of 

computing power required to generate a day’s worth of data. It was perceived that the 
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change from 11 kW to 8 kW was small enough not to be deemed significant and a 

different allowable DoD adopted in this chapter is not expected to have a major 

influence in the following analyses. The specifications/conditions for the hybrid 

system to be optimised is summarised in Table 5.1.  

Specifications/Constraints Values 

Gaia wind turbine power rating 11 kW 

Number of household(s) 3 

Total battery capacity 45 kWh 

Initial battery SOC 20% 

Minimum SOC at all time 20% 

Diesel generator capacity 8 kW 

Table 5.1: Specifications for optimised hybrid system 

5.1.4 Optimisation Results  

The objective of this optimisation is to minimise the diesel fuel used, subjected to 

various pre-defined constraints as mentioned in the previous section. The number of 

generations used for the simulation is 500. The results are demonstrated in Figure 5.5. 

The data points with reference to the y-axis on the left represent the energy 

production from the wind turbine and diesel generator, and the energy dissipation 

(consumer’s load) in 10 minute intervals. To ease viewing, the graphs are plotted in 

lines rather than bars which were done previously in the down-sampled wind energy 

and load demand plot (Figure 5.3 and Figure 5.4). The right axis shows the absolute 

energy level of the batteries in 10 minute intervals.  

The batteries began with a SOC of 20% which corresponds to 9 kWh. The GA 

optimisation was run for 500 generations. The optimised diesel generator energy 

output can be seen from Figure 5.5 (blue line). Despite having the desire of operating 

the diesel generator at its power rating, it is not possible to be computed through the 

adopted optimisation algorithm. This is because a decision variable was being 

utilised in the optimisation model. A decision variable is a quantity that the solver 

computes and user has no control over it.  
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At around 8am, the wind energy and the battery SOC were low while the load 

demand was quite high. In order to satisfy the minimal battery SOC constraint, the 

diesel generator started its operation to maintain the energy level of the batteries at 

approximately 20%. However, the diesel generator does not operate for longer than it 

was needed because of the significant amount of wind energy predicted to be 

available in the afternoon. Thereafter, the load in the evening was supplied from the 

charged batteries and the wind. It is noticed that the batteries started to charge at 

around 10am when the wind speed increased. However, it is noticed that at 11am, the 

control algorithm decided that the diesel generator is switched on to charge the 

batteries. This may be attributed to the insufficient number of generations being 

assigned while computing the optimised results. In this case, it can be remarked that 

the proposed GA control algorithm is over-complexed and it is not required. A more 

straightforward load following strategy (used in Chapter 3) would be more 

appropriate in this case. Nevertheless, it is noted that the proposed GA control 

algorithm may be more useful for more complex schemes of HRESs, which involves 

additional DGs and load types. It is important to note that the overall utilisation of 

wind energy (renewable) for the operation is high, which further justifies that the 

designed system is more sustainable and environmentally friendly. 
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Figure 5.5: Left axis: energy generation from wind and diesel generator and energy 

consumption from the load. Right axis: batteries absolute energy level 

The diesel generator’s power dispatch control is more complex if they were to 

operate according to the pattern as shown previously. A sophisticated control system 

would need to be implemented to allow fast power output variation of the diesel 

generator. In addition, the lifetime of the diesel engine might be compromised if a 

complicated control system is employed as it will trigger the diesel generator to 

operate at part load condition on many occasions. Therefore, this work has proposed 

a method to process the diesel generator energy generation values obtained from the 

optimisation before putting into good use. This reduces the complexity of the control 

system within the diesel generator as it is programmed to operate at its rated capacity 

whenever it is switched on. 

A two-hour time window was formed, resulting in twelve time windows throughout 

the day. Each time window consists of 12 data points due to the 10 minutes sampling 

time used here. The proposed windowing method on the diesel generator power 

output is illustrated in Figure 5.6. The diesel generator energy output within a 
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window was accumulated. If there were any energy generation within that particular 

time window, the diesel generator was operated for 10 minutes at its rated capacity. 

If the accumulated value was greater than the power rating of the diesel generator, it 

was set to continue its operation for the next 10 minutes. This process continued until 

the accumulated value was less than the total energy generated from the diesel 

generator at rated power. In this work, the diesel generator has a power rating of 8 

kW, which is capable of generating 8 kWh of energy in one hour. The amount of 

energy generated in 10 minutes is thus 1.333 kWh (8 kWh divided by 6).   

 

Figure 5.6: Windowing of the diesel generator output 

Figure 5.7 shows the operation of the hybrid system after post-processing the diesel 

generator output. Notice that the diesel generator was operating at its power rating 

whenever it was turned on. As a result, the SOC profile within the day was also 

altered. As an example, considering the time frame within the fifth window (8am to 

10am) in Figure 5.6, the accumulated diesel generator energy output was 6.58 

kW10min. After performing the accumulation process as described above, the diesel 
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generator operated for 50 minutes at its full capacity, generating in a total of 6.67 

kW10min. Although this was slightly more than the optimised value (6.58 

kW10min), the diesel generator was believed to be able to operate more efficiently 

(fuel efficient) and therefore, prolonging its lifetime. The corresponding altered 

charging profile of the batteries is shown at the right-axis of Figure 5.7. All in all, 

this strategy has reduced the frequency of on/off switching (which depends on the 

sampling time of the optimisation and the number of windows used in a day) and has 

prevented the diesel generator from operating at low load condition, which 

potentially jeopardised its lifetime. It is worth mentioning that the start-stop 

frequency and period of the diesel generator can be adjusted by changing the time 

windows in a day or using a diesel generator which has a different power rating.  

 

Figure 5.7: Left axis: post-processed diesel gen energy output. Right axis: post-processed 

batteries absolute energy level 
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5.2 Simulation of an Optimised Hybrid Wind-Diesel-Battery 

System 

After optimising the hybrid system operation mathematically, it is worth testing it in 

the Simulink to observe the dynamics and transients of the system. If this is not being 

conducted, more uncertainties regarding the applicability of the optimisation results 

in the real system exist. Ultimately, this step is performed to give more confidence 

and it provides a better understanding of the results obtained from the mathematical 

models. Using the developed Simulink model, a simulation time of 86400 seconds 

(24 hours) was performed. In this work, the author has split up the simulation run 

time. The simulation state and the desired variables are saved after 3600 seconds (1 

hour) simulation time. The variables were then cleared to free up some memory 

space for the next simulation run time. This can be repeated in order to extend the 

overall simulation time period. The sampling time of the simulation is 50 µs and the 

recorded data was decimated by a factor of 100. The Simulink model of the hybrid 

system which was used to study one day of operation is shown in Figure 5.8.   
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Figure 5.8: Hybrid system Simulink model used to run for 24 hours simulation time 
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The detailed modelling in each subsystem has been described in Chapter 4. However, 

several modifications have been made to accommodate this part of work. In 

particular, the load model is being implemented with the three-phase dynamic load 

block which is available in SimPowerSystems (Simulink library). The active power 

and reactive power were controlled by the external input. With this approach, the 

load profiles of Figure  are emulated. In order to achieve a more realistic simulation, 

the 10-minutes average wind speed (Figure 5.3) was used in conjunction with the 

turbulent wind model described in the previous chapter, synthesising a turbulent 

wind profile as shown in Figure 5.9. As discussed in the previous chapter, the 

turbulence intensity (more fluctuations) is greater at a higher wind speed. This 

principle is well demonstrated in the turbulent wind profile below. 

 

Figure 5.9: One day’s synthetically generated turbulent wind profile 

The start-stop cycle of the diesel generator is based on the post-processed pattern as 
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discharged as a result of any unexpected events or errors in wind & load forecasts 
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has also been implemented. In particular, the master unit of the SI reads the SOC of 

the batteries and switches on the diesel generator whenever the SOC is less than 15%. 

To prevent over-frequent start-stop cycles, a hysteresis control has been adopted. 

This means that the diesel generator will only switch off when the SOC of the 

batteries has reached 25%. It was found that the system will collapse or become 

unstable if the SOC of the batteries is too low. 

Figure 5.10 shows the system frequency and line voltage throughout the day. Note 

that the frequency spikes occurred during the synchronisation and connection 

between the isolated grid and the diesel generator. Once the diesel generator was 

connected to the system, the frequency rose due to the higher availability of active 

power within the system. The most apparent frequency drop occurred just before 

8pm, which was due to the peak in demand. At this point in time, the SI inverters 

were operating almost at their rated value (6 kW per phase). Several voltage drops 

were quite apparent and they can be associated with the higher reactive power 

demand during those periods. In general, the frequency and voltage were within the 

statutory limits throughout the simulation.  

 

Figure 5.10: System frequency and voltage over 24 hours period 
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Figure 5.11 shows the comparison of batteries SOC between the GA post-processed 

results and the Simulink results. It can be observed that the SOC trends for both 

correlate well. Some small discrepancies are mainly due to the power losses in the 

electronics components and machines, under-sampling of load profile in the GA 

optimisation, turbulent wind and electrical transients (delays from control systems). 

Between about 1pm and 4pm, it is noticed that both of the SOC profiles began to 

diverge. This is due to the inability of the wind turbine to absorb the turbulent energy 

from the wind as a result of the disc-averaging effect possessed within a wind 

turbine. The high frequency components of the wind were filtered out mechanically. 

Another large diversion is noticed to happen at around 8pm, which can be associated 

with the evening peak load. Inaccuracies occur as a result of the down-sampling of 

the load model when performing the GA optimisation. The peak load period in the 

Simulink simulation is slightly longer than that of the GA and hence, more energy is 

being discharged in the former case as observed in Figure 5.11.  

Although the optimisation has a constraint to avoid the SOC of the batteries falling 

below 20%, a slight outrun is observed just after 8am. It is important to note that 

since the Simulink model reacts to the event inputs while the GA simulation tries to 

look ahead and produce the power flow solutions, the discrepancies between both 

models are expected. In this case, the short-term peak load occurred just after 8am is 

averaged with 10 minutes sampling rate for the GA simulation. Even if a lower limit 

safety pre-cation of the diesel generator is set to 20% (currently is 15%), the outrun 

will still occur. This is due to the diesel generator was already coincidently 

determined by the GA to run just after 8am, although in GA results predicted that the 

SOC would be slightly above 20% at that time. It is important to note that this might 

not be the same for other scenarios. It is expected that a higher diesel generator 

power rating or the incorporation of DSM in the system may prevent the battery SOC 

from dropping below the pre-defined limit. Therefore, the importance to perform 

simulations in Simulink using the GA mathematical results is demonstrated here. In 

addition the Simulink model provides a platform to analyse the electrical 

characteristics and identify the presence of any non-ideal or unusual operating 

behaviour. This increases confidence and understanding of the results generated by 

the GA results generated from the simple mathematical model.    
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Figure 5.11: Batteries SOC comparison between measurement from Simulink and computation 

from mathematical model 

Figure 5.12 shows the plots of the load demand and the actual power absorbed from 

the load and negligible difference is observed between them. This is because the 

system voltage is kept within a small range and the power absorbed is mainly 

affected by the system voltage. A similar explanation can be applied to the reactive 

power consumption. In general, the loads received a stable supply of power from the 

isolated hybrid system without any unexpected perturbation.   
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Figure 5.12: Comparison of active and reactive power demand and their absorption 

Figure 5.13 shows the power flow from the wind turbine, the diesel generator and the 

battery storage via the SI inverters. The large fluctuations of the wind power can be 

linked to the turbulent effect of the wind. Despite having these variations, the hybrid 

system operated in a stable manner and having a good power quality which can be 

reflected from the system voltage and frequency (as shown in Figure 5.10). It can be 

shown that the power generated from the wind turbine was limited to around 11 kW 

despite the existence of high turbulent wind peaks (a little less than 15 m/s). This can 

be related to the drop in Cp when the TSR increased beyond 7. At a higher TSR, a 

large thrust force existed but lesser power being generated due to the smaller lift 

force. This is a common characteristic of a fixed-speed wind turbine [44]. 

The switching on/off cycle of the diesel generator was based on the optimised GA 

results. The diesel generator operated at its rated power whenever it was switched on. 

In this simulation, the safety precaution of the diesel generator was not being 

exploited because the SOC of the batteries never reaches to a critical level of 15%.  
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Finally, the power flow measured from the SI terminals is shown in the bottom plot 

of Figure 5.13. This also corresponds to the charge and discharge cycle of the 

batteries. Throughout the day, the battery charging process took place more 

frequently, especially in the afternoon because it was quite a windy period. The SI 

inverters supplied power to the load whenever the wind power was not sufficient to 

meet the demand. It is worth mentioning that the batteries charge and discharge cycle 

graph can be used for battery lifetime analysis, however it is beyond the scope of this 

work to do so.  

 

Figure 5.13: a) Wind turbine power b) Diesel generator output power c) Charging and 

discharging power of the batteries 
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likely to occur in real world such as under and over forecast of the wind speed and 

load demand. In particular, sensitivity analyses on the wind speed and on the load 

demand were performed. 

5.3 Sensitivity Analysis on Hybrid System with Optimised 

Operation 

A sensitivity analysis can be simply explained as the study of how a system reacts to 

the uncertainty in its input. In this case, it is a vital step to be performed after 

verifying that the hybrid system can be operated fairly well in an ideal situation 

(when the load and wind speed are forecasted perfectly). In reality, errors in load 

prediction and weather forecast can exist. These are the input to the system and 

therefore, their sensitivity towards the system is investigated. Typically, the errors of 

day-ahead load and wind speed forecast are analysed through statistical distributions 

[237]. In large power systems, these errors can have economic consequences as they 

can be a critical factor in ensuring near-optimal system operations. For the case of 

off-grid systems, the fast-starting, more expensive diesel generator unit will be 

required to fulfil the load in an energy deficit situation. On the other hand, the 

renewable energy generations need to be curtailed if there is excess energy exists 

which cannot be stored.  

Load generally follows a familiar pattern, reaching its peak in the morning and 

evening. It was noticed from a study that the load forecasting error is accounted by 

numerous errors between 10% to 20% [237]. On the contrary, although wind speed 

displays some daily and seasonal characteristics, it follows less regular patterns 

compared to the load. The magnitude of the wind speed forecasting error is 

dependent on the length of the forecasting timescale [238]. A day-ahead wind speed 

forecast error has recorded values between 15% to 40%, depending on the 

methodology used [239]. For simplicity purposes, this paper proposes simple 

multiplication factors to be multiplied with the ideal load demand and wind speed 

forecast in order to emulate the forecast errors. Statistical models for the load 

demand [240] and wind speed [241] forecast can be applied if required, however, this 

is beyond the scope of this paper. In this section, three different sensitivity analyses 

are performed. The first and second sensitivity analyses have a constant multiplier 
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applied to the load profile (three households) and to the wind speed profile, 

respectively. In these analyses, it is assumed that the three households turned on their 

loads at the same time. Finally, the second load sensitivity analysis is performed by 

having the load profile being aggregated with the assumption that all three 

households turned on their loads at a different times. The two proposed load 

sensitivity analyses were also conducted for comparison purposes and as a mean of 

testing the hybrid system’s robustness against different types of load error forecasts. 

Although this work considers a limited sensitivity study, other possible sensitivity 

analyses can be performed. These include varying the battery and DG sizing, types of 

battery, initial battery SOCs, wind and load patterns and the power factors of the 

household electrical appliances. It is expected that a significant amount of time is 

required to carry out these sensitivity analyses and other tasks (agreeable with Gaia-

Wind Ltd. prior to starting the project) such as hybrid system laboratory development 

and testing (described in the next chapter) which was due to be completed before the 

end of year 3.  

A simple add-on which had been included in the system was the secondary loads, for 

instance electric heater for space heating or electric boiler for water heating. They 

were used to avoid the batteries being charged to 100% when the wind energy was 

high and the load demand was low. In particular, the secondary loads were rated at 3 

kW and 5 kW, respectively. Each of them was connected to the isolated grid through 

a circuit breaker which was controlled using a simple hysteresis approach.  The 3 kW 

load was switched-on when the SOC of the batteries was 85% and was switched-off 

when the SOC was equalled to 80%. On the other hand, the 5 kW load was switched 

on and switched off when batteries SOC reached 95% and 90% respectively.   

5.3.1  Load Sensitivity Analysis 

Throughout the year, the consumer load usage varies across seasons. In this study, 

the load profile of the three households was varied with a multiplication factor of 

0.8, 1, 1.2 and 1.4, respectively. These proposed numbers were simply 

suggested in this work and it is reasonable based on the typical forecast errors which 

were found out in the past [237]. These multiplication factors were used to inspect 

the performance deviation of the hybrid system from the ideal case. A multiplication 
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factor of 1 represents the ideal optimised operation from the GA, while the other 

multiplication factors represent under- or over-prediction of the load demand. The 

wind speed profile and the pre-set control of turning on the diesel generator (obtained 

from the results of GA optimisation) did not change for all cases. However, the 

diesel generator might be turned on more frequently due to the abovementioned 

safety precaution control. In particular, the diesel generator would be running 

whenever the battery SOC dropped to less than 15%. It was expected that this feature 

would be in use when the load multiplier increased. A 15% SOC safety limit is 

chosen in order to prevent the battery voltage to drop to an excessively low value, 

which may cause system instability as a result of the converter being required to 

boost at a higher ratio.  

Table 5.2 tabulates the simulation results and Figure 5.14 shows the SOC profiles for 

all the load multiplication factors. The system frequency and line-to-line voltage 

were averaged over the 24 hours period. In general, they are within the statutory 

limits for all cases. The diesel generator turned on longer when the load 

multiplication was higher. It can be noticed from Figure 5.14 that the batteries SOC 

for the case of 1.2 and 1.4 became quite low just after 8am, and it was dropping to 

about 10% despite the continuous operation of the diesel generator. The total diesel 

generator operation time was more than double with an additional load factor of 0.4. 

However, the hybrid system was ensured to operate without failure. Therefore, the 

pre-included safety feature of the diesel generator increases the robustness of the 

optimised hybrid system operation. A higher diesel generator power rating or larger 

safety margin is needed if a load of that particular household is expected to have a 

higher usage and larger variation. The latter can be done by setting the diesel 

generator to be switched-on when the batteries SOC dropping to a certain level 

higher than 15%.   

Another interesting observation from Figure 5.14 is that the SOC of different 

scenarios follow each other closely until the peak load occurred at about 8pm. At that 

time, the diesel generator did not switch on at all because the energy stored in the 

batteries was sufficient to supply the load for the remaining time. Thus, the largest 
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deviation of the SOC from the ideal case’s happened only when the peak load 

occurred during high batteries SOC. 

From Table 5.2, it can be observed that the 3 kW secondary load turn-on time 

reduces as the load multiplication factor increases. The batteries were prevented from 

being charged to 100% by switching on the secondary load. The 3 kW secondary 

load was switched-on about 3 times longer for the case of 0.8 compared with 

multiplication factors of 1 and 1.2’s scenarios. The batteries SOC of the former 

reached 85% for a relatively longer period and this can be attributed to the overall 

lower load demand. On all occasions, the 5 kW secondary load was not triggered to 

turn on because none of the batteries SOC reached 90%.    

Load multiplication factor 0.8 1 1.2 1.4 

Maximum frequency (Hertz) 51.17 51.12 51.13 51.03 

Minimum frequency (Hertz) 49.26 49.28 49.15 49.29 

Average frequency (Hertz) 50.01 50.01 50.01 50.01 

Maximum line-to-line voltage (Volt) 410.02 407.49 405.89 406.59 

Minimum line-to-line voltage (Volt) 374.41 374.54 373.93 373.81 

Average line-to-line voltage (Volt) 396.17 395.75 395.32 394.96 

Diesel generator turn-on time (minutes) 79.70 79.69 119.57 186.41 

3 kW secondary load turn-on time (minutes) 156.50 54.08 49.58 0 

5 kW secondary load turn-on time (minutes) 0 0 0 0 

Table 5.2: Load sensitivity simulation results 
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Figure 5.14: SOC profiles for different load multiplication factors 

5.3.2 Wind Energy Sensitivity Analysis 

In this section, the wind energy sensitivity analysis was conducted by multiplying the 

wind speed profile (upper plot of Figure 5.2) with a multiplication factor of 0.8, 1, 

1.2 and 1.4 respectively. The load profile and the pre-set control of turning on the 

diesel generator (obtained from the results of GA optimisation) did not change for all 

cases. As mentioned before, the diesel generator and secondary loads might be 

utilised depending on the batteries SOC. 

Table 5.3 and Figure 5.15 demonstrate the simulation results of various wind speed 

multiplication factors. The average frequency and the line-to-line voltage over a day 

were stable and were within their statutory limits. A small increase in average system 

frequency was observed as the multiplication factor goes up. This can be explained 

by the frequency versus power droop characteristic exists within the modelled SI 

inverters, as shown in Figure 4.9. A higher wind multiplication factor translates to a 

higher active power generation from the wind turbine. Therefore, the overall 
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frequency increased. However, the average line-to-line voltage was observed to be 

decreasing as the wind multiplication factor increases. This is due the fact that an 

induction generator consumes more reactive power when the active power generation 

increases. From the voltage versus reactive power droop characteristic curve (Figure 

4.9), the system voltage decreases when the reactive power demand increases.  The 

diesel generator operated for an additional 2 hours and 20 minutes when the wind 

speed was reduced by a factor of 0.2. For this scenario, the secondary loads were 

never switched on. On all other occasions, the diesel generator runs for the same 

amount of time despite the additional available wind energy (higher multiplication 

factor).  However, more energy was being dissipated in the secondary loads as it got 

windier throughout the day. For the case of 1.2 and 1.4, the 5 kW secondary load 

was turned-on in order to avoid the batteries being charged to 100%.   

From Figure 5.15, it can be observed that the SOC deviated from the ideal case (1) 

quite significantly even with just a small difference in wind speed. Comparing the 

load sensitivity and the wind speed sensitivity SOC results (Figure 5.14 and Figure 

5.15), the battery SOC is more sensitive to the wind speed forecast error than the 

load forecast error. Note that this may be a specific result for this study and may not 

be reflected in other systems. 

Wind speed multiplication factor 0.8 1 1.2 1.4 

Maximum frequency (Hertz) 51.12 51.12 51.12 51.12 

Minimum frequency (Hertz) 49.13 49.28 49.28 49.25 

Average frequency (Hertz) 50.00 50.01 50.01 50.02 

Maximum line-to-line voltage (Volt) 407.52 407.49 406.31 405.37 

Minimum line-to-line voltage (Volt) 373.68 374.54 374.54 373.68 

Average line-to-line voltage (Volt) 396.06 395.75 395.28 394.78 

Diesel generator turn-on time (minutes) 219.80 79.69 79.70 79.71 

3 kW secondary load turn-on time (minutes) 0 54.08 298.32 438.69 

5 kW secondary load turn-on time (minutes) 0 0 123.92 278.25 

Table 5.3: Wind speed sensitivity simulation results 



Chapter 5 – Optimised Operation of Off-grid Hybrid Systems 

 

203 

 

 

Figure 5.15: SOC profiles for different wind speed multiplication factors 

5.3.3  Time-shifted Load Sensitivity Analysis 

A random time-shifting approach of aggregating the three households was 

implemented here for the second phase of load sensitivity analysis. As shown in 

Figure 5.16, the load profile for the second household was obtained by delaying the 

load profile from the first household with a random number. The random number 

generator produced a random number which was set to have a mean value of 30 with 

a variance of 20. The sampling time of the random number generator was set to 5 

minutes. Therefore, the load profile would be randomly time-shifted, however the 

mean delay time was set at 30 minutes. The mean value of the random number 

generator of the third household was 60 with a variance of 20. On average, the third 

household load profile had a delay of one hour relative to the first household’s load 

profile. Finally, a summation was performed on the three households, producing an 

accumulated load profile as portrayed in Figure 5.17. The generated load profile here 

was significantly different from the previous one (direct multiplication of 3) because 

the morning and evening peaks of the three households did not occur at the same 
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time. With this in mind, the discharging rate of the batteries should be lower in this 

case. 

 

Figure 5.16: Simulink implementation of load aggregation model with random number 

generators 

 

Figure 5.17: Load profile for three households (time-shifted for second and third household) 

Using the load profile mentioned above, a sensitivity analysis was carried out on the 

hybrid system. Multiplication factors of 0.8, 1, 1.2 and 1.4 were applied to the 
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new load profile in Figure 5.17 with 24 hours of simulation performed for each 

scenario. Table 5.4 and Figure 5.18 show the simulation results and SOC profiles for 

all scenarios, respectively. The average frequency and average voltage show that the 

hybrid system operated in a stable manner. The diesel generator’s running time for 

the case of 1.2 and 1.4 tabulated in Table 5.4 is observed to be less than that in 

Table 5.2. This was due to the morning peak magnitude in new load profile being 

significantly less than the previous case which reduced the discharging rate of the 

batteries. In addition, it decreased the risk of having the SOC to fall below the pre-set 

safety threshold level. In addition, it was apparent that the discharging rate of the 

batteries for the evening peak load at 8pm was smaller for the case in Figure 5.18 

than the results shown in Figure 5.14. Overall, the SOCs for both studies are similar 

despite the differences between the load profile patterns. It is acknowledged that the 

robustness of the system cannot be fully proven through simulation studies as some 

of the parasitic effects are not being modelled, such as the battery temperature and 

ageing effect. In order to thoroughly test the robustness of the proposed control 

algorithm, it is suggested that more sensitivity studies may be performed but more 

importantly hardware prototyping followed by testing the platform under various 

conditions (for example different climate and load characteristics) are essential. 

Load multiplication factor 0.8 1 1.2 1.4 

Maximum frequency (Hertz) 51.17 51.10 51.52 51.08 

Minimum frequency (Hertz) 49.25 49.30 49.23 49.21 

Average frequency (Hertz) 50.01 50.01 50.01 50.01 

Maximum line-to-line voltage (Volt) 406.93 405.68 406.71 405.22 

Minimum line-to-line voltage (Volt) 375.10 375.35 375.26 374.93 

Average line-to-line voltage (Volt) 396.19 395.77 395.34 394.97 

Diesel generator turn-on time (minutes) 79.70 79.70 79.70 151.07 

3 kW secondary load turn-on time (minutes) 166.75 69.83 0 0 

5 kW secondary load turn-on time (minutes) 0 0 0 0 

Table 5.4: Time-shifted load sensitivity simulation results 
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Figure 5.18: SOC profiles for different time-shifted load multiplication factors 

5.4 Summary 

To summarise, the proposed optimisation algorithm to optimise the operation of a 

hybrid wind-diesel-battery system has been tested with various load and wind 

scenarios. As pointed out earlier, some safety pre-cautions are needed to ensure the 

hybrid system operates in a stable manner during any unexpected events. The 

lifetime of a diesel generator is potentially prolonged with the reduction in start-stop 

cycles and operating at its rated capacity whenever it is running. The proposed 

methodology (illustrated in Figure 5.1) of testing the optimised results (from GA) 

using the developed Simulink model has highlighted the importance of such an 

approach when comparisons are made between them. In particular, this technique 

allows the hybrid system designers to investigate the factors which contribute to the 

non-ideal behaviours of the hybrid system in the real world.  

The next chapter attempts to explain the process of setting up the hybrid system test 

rig in the laboratory. However, it is important to emphasise that the studies 
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performed in this chapter will not be realised experimentally due to the control 

limitation lies within the hardware. It is believed that the necessity to test the 

proposed algorithm using the test rig is minimal as it only involves the timing of 

switching on/off the diesel generator. Dynamic issues which can be potentially 

observed in the hardware implementation can be fine-tuned with the lower level 

controller and it is beyond the scope of this project to carry this out.  
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Chapter 6 Laboratory Development of an Off-

grid Hybrid System  
_____________________________________________________________ 

This chapter discusses the laboratory setup of the proposed hybrid system which, on 

the whole, uses off-the-shelf components to reduce the development time. The 

construction of a hybrid system in the laboratory provides a low cost, safer testing 

and verification of the wind turbine, which would otherwise be costly in the field. 

Since the hybrid system involves the rotation of the wind turbine blades, additional 

protection and risk assessment would be required if it was tested in the field. This is 

due to the lack of initial understanding of the level of operational safety of a newly 

proposed system. In addition, the repeatability is a challenge in the field, for instance, 

it is nearly impossible to obtain the exact same wind speed profile in the field to be 

used as a test input. This adds to the challenge while tuning the controller or to 

troubleshoot any faults within the system. The additional time which is required to 

perform certain tests in the field further justify the additional human resource cost in 

the project development.   

The process of designing the system is described together with the results of 

characterising on each component are shown in the following sections. In addition, 

the test procedures are described. Subsequently, the discussion leads to a complete 

off-grid hybrid system setup for the lab environment. The discussion in this chapter 

can serve as a reference for any similar laboratory setup. It presents the challenges 

and considerations which need to be taken into account whilst developing a complex 

test rig involving various hardware components. The block diagram in Figure 6.1 

shows the hybrid system setup in the laboratory. It is important to note that due to the 

use of off-the-shelf components in this work, the comparison between the simulated 

and measured results are performed whenever possible. This is due to the fact that 

the specifications of these devices are not fully obtainable from the manufacturers 

and results variations are expected in this case.  
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Figure 6.1: Hybrid wind-diesel-battery laboratory setup 

The discussion of this chapter begins with the characterisation of the 3-phase grid-

forming inverters, i.e., the SI 8.0H inverters. The steady-state analysis of the voltage 

and current profiles for different load conditions is performed alongside dynamic 

analysis of the droop concept within the grid-forming inverters. The SI grid-forming 

inverters are then characterised with its efficiency being measured and compared 

with the efficiency profile given in the datasheet.  

It is known that a wind turbine which utilises an induction machine requires energy 

from the grid to start the wind turbine. During the start-up process, high in-rush 

current is accompanied. The induction machine needs to rotate at near synchronous 

speed before it starts to generate power from the wind. The utility grid is able to 

supply this amount of current, although a soft-starter is frequently used to mitigate 

the voltage dip effect as a result of high in-rush current. However, for an off-grid 

system, the supply current is limited by the current limit of the grid-forming inverters. 

Therefore, the use of a start-starter to enable the induction machine being start-up 

successfully is of interest. In this work, the operation of a soft-starter on starting up 

the Gaia’s 11 kW induction machine using utility grid (strong grid) and a battery-

formed grid (weak grid) is compared. The start-up current and voltage profiles using 

different control mode (voltage ramp and current limiter) are studied.  
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After identifying the suitable settings of the soft-starter, the discussion is then 

focused on the wind turbine emulator. The main objective of developing the wind 

turbine emulator is to test its operating conditions in an off-grid scenario. The wind 

turbine emulator should be able simulate the control and power generation 

characteristics of the Gaia wind turbine while the wind turbine is operating in the 

field. The wind turbine controller, namely IC1100 Mita-Teknik is used in 

conjunction with the induction machine. As such, a more realistic test rig is 

developed. Note that the wind turbine controller (in Figure 6.1) consists of a soft-

starter, with its estimated model referred from Chapter 4 (in Figure 4.55). A load 

bank is connected in parallel with the induction generator output. Then, a complete 

software interface between the dSPACE controller and the Simulink is developed 

using the ControlDesk. ControlDesk is a user-friendly software that has a front panel 

which allows developer to control and monitor the test rig in real time. These include 

varying the mean wind speed, torque demand and observe the corresponding voltage, 

current, frequency and power waveforms.  

Note that in this work, the diesel generator is emulated using the utility grid. The 

diesel generator and the utility grid connect to the same terminal at the SI inverters 

and therefore they are seen as being electrically similar as viewed by the inverter. 

The utility grid will be used as a backup automatically whenever the batteries SOC is 

low. The SOC threshold to start the backup can be set by the user through the SI 

control panel. At the last part of this chapter, a complete hybrid system test is 

conducted and the results are discussed, before a final concluding remark is given.  

6.1 Characterisation of Overall Battery Grid-forming Inverter 

System 

6.1.1 Instrumentation Setup 

This section describes the instruments used for the following experimental work, as 

shown in Figure 6.2. The key parameters to measure were mainly voltages, currents, 

torque and the rotational speed of the generator. An in-house developed voltage and 

current measurement tool were used to measure the three-phase voltage and current 

at the output terminals of the SI inverters. The fundamental components include the 
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voltage and current transducers. The measured values were transmitted to the 

dSPACE controller. Subsequently, these voltage and current values were used to 

calculate the power and frequency using Simulink software. The Voltech three-phase 

Power Analyzer (PM 3000A) is an instrument used for measuring voltage, current, 

power, total harmonic distortion etc.  

A Magtrol torque transducer (TM 312), as shown in Figure 6.3 was used to measure 

the torque and rotational speed of the shaft which couples two of the induction 

machines. The torque and speed meter was used for display purposes. At the same 

time, the measured torque and rotational speed were sent to the dSPACE controller. 

In short, the dSPACE controller was used as a central device to acquire all the 

measured values so that the dynamics of these parameters can be captured and linked 

with each other. In addition, it is also being used as part of the wind turbine emulator 

which is explained in later section.  

The three-phase load was used to absorb the power generated by the induction 

generator and/or batteries via the SI inverters. Note the load in each phase can be 

turned on individually and in steps.  

 

Figure 6.2: Lab instrumentations 
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Figure 6.3: Magtrol TM 312 torque transducer 

6.1.2  Characterisation of Inverters 

This section describes the hardware testing of the grid-forming SI 8.0H inverters, 

which was previously modelled in Simulink in Chapter 4. The specifications, 

functionalities of the sub-blocks of the inverter were discussed and therefore will not 

be repeated here.  

Four Rolls lead-acid batteries, each with a nominal voltage of 12 V and capacity of 

106 Ah were connected in series as shown in Figure 6.4. This gives a nominal 

voltage of 48 V and a capacity of 106 Ah at the terminals. These batteries were 

connected to the SI inverters via a DC fuse box. The inverters were commissioned 

and the parameters of the hybrid system configuration were set through the SI 

Remote Control, which was connected to the SI via a communication interface of 

RS485. This remote control allows the user to control and visualise the operation of 

the SI inverters. An SD card was inserted to store measured data. Figure 6.5 shows a 

single-phase SI 8.0H inverter and its labelled internal circuitry.  
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Figure 6.4: Rolls lead acid batteries 

 

Figure 6.5: SMA Sunny Island 8.0H and its connections 

A standalone three-phase grid supply was formed with the three units of SI inverters, 

one being the master and the remaining two acting as slave. The synchronisation of 

these inverters was performed by linking them with data cables, RJ45. A three-phase 

resistive load bank was connected to system. The system setup block diagram for the 

following test is shown in Figure 6.6. 
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Figure 6.6: Battery-formed grid with load array connected 

An unbalanced load test was performed by switching-on and switching-off 0.3 kW, 

1.7 kW and 0.7 kW one after another. A similar test was performed using the 

Simulink model setup, as described in Chapter 4 for comparison purposes. The 

corresponding measured and simulated voltage and current waveforms are 

demonstrated in Figure 6.7. Qualitatively, it can be observed that both experimental 

and simulated are well correlated. The waveforms are of high quality sinusoidal 

waveforms while the system was supplying an unbalanced resistive load.  
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Figure 6.7: a) measured voltage b) measured current c) simulated voltage d) simulated current 

waveforms for unbalanced load 

In order to analyse and verify the droop concept within the grid-forming inverters, 10 

kW loads were turned on in steps of 1 kW, 3 kW, 5 kW and 10 kW. Figure 6.8 shows 

the measured line-line RMS voltage, frequency and power absorbed by the loads. 

The voltage and frequency transients were more significant when a higher load was 

switched-on. In this case, the highest occurred at 5 kW. In addition, the steady-state 

voltage and frequency were dropping as the load demand increases. This have proven 

and validated the discussed droop concept (Figure 4.9), which exists within the SI 

inverters.  
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Figure 6.8: Voltage and frequency dynamics from load steps 

The performance of the SI inverters was evaluated by comparing its efficiency 

profile with manufacturer data. The efficiency of the system can be determined by 

using the following equation:   

 𝜂inverter = (
𝑃out,AC

𝑃in,DC
) × 100% (6.1) 

In this test, the inverters were electrically loaded from approximately 5% to 60% of 

their three-phase rated power (18 kW). Since the battery capacity being used in the 

setup was minimal, higher loadings were not performed in order to avoid high 

discharging current from the batteries. Otherwise, the battery lifetime would be 

compromised. The output AC power and input DC power were measured for each 

loading. Figure 6.9 portrays the measured efficiencies at various load conditions, 

which was compared with the manufacturer’s efficiency profile obtained from 

datasheet. From inspection, the efficiency curves highlight the importance of 

performing the correct sizing of an inverter. The inverters would be operated at its 
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lower efficiency region if the load to be supplied is much smaller than its power 

rating.  

Further observation shows that both of the efficiency profiles have a similar trend. 

The efficiency rises from low to mid-loading conditions, and drops when the loading 

continues to increase. However, the peak efficiency for both curves is different. 

Therefore, in order to obtain an accurate understanding in the efficiency performance 

of the inverters, they should be characterised accordingly.  

 

Figure 6.9: Comparison of SMA inverter measured efficiency with its manufacturer’s data 

6.2 Characterisation of the Soft-starter 

A soft-starter is required to reduce the inrush current when starting the induction 

machine. In an off-grid system, it prevents high discharging current from the 

batteries. This reduces the stress being imposed on the batteries, which is beneficial 

for its lifetime. The description and simulation of the soft-starter are discussed 

previously, in Chapter 4. In this section, the three-phase WEG SSW-07 soft-starter  
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is considered [212]. The current limiter control and voltage ramp control were tested 

on the 11 kW induction machine. Both control methodologies of the soft-starter were 

tested with the power sources from the utility grid and the SI inverters. The start-up 

profiles were compared with each other and the most appropriate settings for the off-

grid application were identified.  

The WEG SSW-07 soft-starter front panel with its description is shown in Figure 

6.10. The fundamental feature of this soft-starter is its capability of operating either 

current limiter control or voltage ramp control, depending on applications. The 

trimpots allow user to adjust the kick-start time, acceleration time and deceleration 

time. Additional features such as the motor current protection, thermal protection and 

status indicators are also available.  

 

Figure 6.10: Frontal view of the SSW-07 [212] 

The block diagram of the soft-starter’s architecture is shown in Figure 6.11. The 

digital signal processor generates the firing pulses to the thyristors and handles the 

digital inputs and outputs. Each pair of anti-paralleled thyristors is connected with a 

snubber to suppress voltage spikes and to damp the ringing caused by circuit 

inductance during switching operation takes place.  
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Figure 6.11: Soft-Starter SSW-07 block diagram [212] 

The test setup block diagram in this section is shown in Figure 6.12. The start-up of 

the induction machine was tested with the SI inverters and the utility grid. The 

current limiter control and voltage ramp control were tested with power sources from 

both the inverters and utility, respectively. The 10 kVAr compensator was turned-on 

at a pre-set time, which was determined by the Mita-Teknik controller. Typically, it 

was after the induction machine reached near synchronous speed and after the soft-

starter was bypassed. The inertia of the wind turbine blades were not taken into 

consideration in the following tests. With a larger inertia, only the start-up time 

would be extended with no changes on the current magnitude experienced by the 

generator.  



Chapter 6 – Laboratory Development of an Off-grid Hybrid System 

 

221 

 

 

Figure 6.12: Test setup for WEG SSW-07 soft-starter 

Within the current limiter control and voltage ramp control topologies, the WEG 

soft-starter allows a maximum current and initial voltage to be pre-set, respectively. 

In the following tests, the maximum limit of the current was tuned to be 200% of the 

nominal current of the soft-starter, whereas the initial voltage was set to be 40% of 

the rated input voltage of the soft-starter when voltage ramp control was utilised. 

Figure 6.13 and Figure 6.14 portray the measured start-up profile of the induction 

generator using the current limiter control with the utility power source and SI 

inverters, respectively. It is observed that the voltage and current profiles are slightly 

different for both cases. However, the maximum power achieved a peak of 10 kW in 

both cases. In addition, the generator took approximately the same amount of time to 

accelerate from stationary to near synchronous speed as observed from the rotational 

speeds (subplot 4 of Figure 6.13 and Figure 6.14). At about 17.5 s, the perturbation 

experienced from bypassing the soft-starter was observed to be more significant 

when the power source was from the SI inverters. The generator was stopped at 

about 32.5 s. It is noticed that little differences exist between Figure 6.13 and Figure 

6.14 compared to the simulation results (Figure 4.39 and Figure 4.41) and this may 

be attributed to several reasons. Firstly, the integrated soft-start mechanism within 

the SI inverters [242] is not modelled in Chapter 4. It is unclear with regards to the 

architecture and the predefined settings of the integrated soft-start mechanism as very 
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limited information is found in the literature. Therefore, the combined effect of the SI 

soft-start mechanism and the WEG soft-starter is hard to be predicted analytically. 

Secondly, discrepancies between the modelled and real WEG soft-starter may also 

contribute to the differences. It is acknowledged that the use of the off-the-shelf 

components accelerate development time. However, the detailed control algorithm 

and architecture are usually very limited in the literature.  

In general, the measured ramp up time of the induction machine is shorter in the 

experiments compared to the longer time being taken for simulations because the 

inertia of the rotor blades were not modelled in the test-rig during the start-up 

process. In other words, more energy is required when the rotor inertia included and 

hence the longer time. It is recognised that this is a limitation of the test-rig design. 

However, after start-up process is completed, the wind turbine model which is 

installed in dSPACE (explained in the next section) is activated and the wind turbine 

emulation begins thereafter.   

 

Figure 6.13: Generator start-up profile with current limited control using utility grid - a) Three-

phase voltages b) Three-phase currents c) Power absorbed by the generator d) Rotational speed 

of the generator 
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Figure 6.14: Generator start-up profile with current limited control using SI inverters - a) 

Three-phase voltages b) Three-phase currents c) Power absorbed by the generator d) Rotational 

speed of the generator 

The start-up profile using voltage ramp control from both utility grid and SI inverters 

can be seen from Figure 6.15 and Figure 6.16. Despite having the same soft-starter 

settings, discrepancy in terms of voltage ramp rate can be observed from the graphs. 

The ramping profiles took relatively longer to reach their nominal values when the 

power was sourced from the SI inverters. As explained earlier, the integrated soft-

start mechanism within the SI inverters may potentially affect the ramping profile 

compared to the utility grid which does not have a soft-start mechanism. A 

perturbation was observed when the soft-starter was bypassed at approximately 36.5 

s for the case of grid-forming inverters. The generator was stopped at about 32.5 s for 

the utility grid case and at about 40 s for the SI inverters case.  
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Figure 6.15: Generator start-up profile with voltage ramp control using utility grid - a) Three-

phase voltages b) Three-phase currents c) Power absorbed by the generator d) Rotational speed 

of the generator 

 
Figure 6.16: Generator start-up profile with voltage ramp control using SI inverters - a) Three-

phase voltages b) Three-phase currents c) Power absorbed by the generator d) Rotational speed 

of the generator 
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The above study concluded that for the same soft-starter settings, the start-up profile 

can vary depending on the source of electricity, i.e. from the utility grid or from the 

SI inverters. Therefore, the settings which were determined using the utility grid 

cannot be directly used for the case of an off-grid scenario. A separate soft-starter 

test with the suggested setup needs to be conducted independently in order to select 

suitable parameters within a soft-starter. 

Comparing the start-up profile of the current limiter control (Figure 6.14) and voltage 

ramp control (Figure 6.16) in the SI inverters setup, the former appeared to be the 

preferred choice as the latter took much longer to complete the start-up process. The 

objective of not exceeding the power rating of the inverter (18 kW) during start-up 

was achieved. In this case, the peak power during start-up was 10 kW and this 

translated to about 44% safety margin in terms of power rating. In addition, it has 

provided the shortest possible start-up time compared to other settings.  

6.3 Development and Characterisation of a Wind Turbine 

Emulator 

This section describes the development and the process of characterising a wind 

turbine emulator in the laboratory environment. The inductor generator is driven by 

an induction motor which is powered by a variable speed inverter drive using torque 

control. With this approach, the induction generator is able to operate at fixed speed 

with either positive or negative slip, depending on whether it is running as motoring 

or generating mode. 

In a real wind turbine system, a braking mechanism with sensors exists to ensure safe 

operation of the wind turbine at all times. The Mita-Teknik controller is designed to 

operate with various inputs/outputs (I/Os) from the wind turbine system. Since the 

test rig was developed to study the electrical characteristics of the wind turbine, the 

braking operation I/Os input with the signals being emulated from the assistance of 

external circuitry. Therefore, the sophisticated mechanical parts can be avoided 

throughout the test rig development whilst having the Mita-Teknik controller to 

operate in conjunction at the same time. The detailed development work of the 

emulated brake operation can be referred in Appendix E.  
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The components layout of the wind turbine controller is shown in Figure 6.17. The 

Mita-Teknik IC1100 is the main controller of the system. It reads signals from the 

transducers, such as voltage, current, rotational speed of the turbine and generator, 

brake release status, vibration, cable twist and wind speed from the anemometer. 

These information are evaluated and the output signals such as tripping, emergency 

brake, solenoid for braking mechanism, on-off of VAr compensator and soft-starter 

bypass are generated accordingly. 

 

Figure 6.17: Wind turbine controller cabinet 

As the wind turbine controller’s I/Os are operating within the range of 0 – 24 V, a 

signal conditioning circuitry is needed to interface these I/Os with the dSPACE’s 

analogue-to-digital converter (ADC), which operates from -10 V to 10 V. In order to 

achieve this, the open collector circuits are utilised as level shifters. In this work, the 

DC voltages from the wind turbine controller are shifted from 24 V to 5 V and vice 

versa. The dSPACE is programmed to read 5 V as high logic level and 0 V as low 

logic level. Therefore, the schematic shown in Figure 6.18 is designed to interface 

between the wind turbine controller and the dSPACE controller.  
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Figure 6.18: Interface circuit for the wind turbine controller and the dSPACE DS1103 with 

Moore FSM 

Another input signal required by the wind turbine controller is the rotational speed of 

the wind turbine. In the laboratory environment, the induction generator is not 

intended to be driven by the wind turbine blades. Therefore, the gearbox can be 

omitted in this case. Since the generator’s speed can be measured using the proximity 

sensor, it can be multiplied with the gear’s ratio (1:18) in order to obtain the 

rotational speed of the wind turbine. Similarly, this will be performed by the 

dSPACE controller and the schematic is shown in Figure 6.19. The modelling of the 

divide-by-18 pulse generator in Simulink is shown in Figure 6.20.  

 

Figure 6.19: Interface circuit for the wind turbine controller and the dSPACE DS1103 with 

divide-by-18 pulse generator 
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Figure 6.20: Divide-by-18 pulse generator block diagram 

The hardware implementation of the interface in Figure 6.18 and Figure 6.19 is 

shown in Figure 6.21.  

 

Figure 6.21: Hardware interfacing circuit between wind turbine controller and dSPACE board.  

In the past, one of the popular choices to form a wind turbine simulator is based on a 

DC motor [243]. However, such simulator requires a relatively largely sized DC 

motor. In addition, the DC system is unattractive due to its unavailability, 

maintenance requirement and relatively more expensive [243]. On the other hand, the 

induction machine is well known for its robustness, simplicity and ease of control. In 

this work, the step-up gearbox is represented by a simple mathematical function with 

the mechanical torque at the low-speed shaft and the rotational speed of the generator 
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as inputs. A 1:18 ratio gives the rotational speed at the rotor blades; the input power 

at the low-speed shaft is then used to calculate the mechanical torque at the high-

speed shaft. A 22 kW induction motor is used to emulate the wind energy, driving 

the induction generator. The reason for using the 22 kW induction machine is that it 

was readily available in the lab. The motor is powered by a variable-speed drive, 

Parker SSD Drive [244] as shown in Figure 6.22. The corresponding functional 

block diagram is shown in Figure 6.23 [244]. The power module consists of DC link 

capacitors which are used to smooth the DC voltage output prior to the power stage. 

The IGBTs converts the DC input to a three phase output, driving the motor. The 

processor performs the arithmetic operations and provides a range of analogue and 

digital inputs and outputs. Finally, a Speed Feedback Technology Board is fitted into 

the Technology Option Interface which provides speed feedback for the HTTL 

encoder. 

 

Figure 6.22: Variable speed AC drive – Parker SSD Drive 
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Figure 6.23: Functional block diagram of the Parker SSD Drive [244] 

The SSD drive is capable of controlling the motor with two control topologies. These 

are speed control and torque control. As the Gaia wind turbine is a fixed speed wind 

turbine, torque control topology of the SSD drive is adopted in driving the 22 kW 

induction motor. With the generator running at a near-constant speed, the torque can 

be varied, hence emulating different strength from the wind. In addition, the phase 

synchronisation between the generator and the motor can be ensured with torque 

control topology. The motor control block diagram of the SSD Drive is shown in 

Figure 6.24 [244]. In this case, the speed control loop is bypassed. The torque control 

is enabled and the torque demand can be directly inputted through the analogue port. 

Note that the implemented torque control within the SSD drive is an open-loop 

control system. 

 

Figure 6.24: Speed loop control of the SSD Drive [244] 
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With the capability of programming different torque demand at the drive, the wind 

energy resulted from the variation in wind speed can be modelled. The coupling of 

the induction motor and induction generator is shown in Figure 6.25. The structure of 

the wind turbine emulator is portrayed in Figure 6.26.  

 

Figure 6.25: Coupling of the 22 kW induction motor (right) and the 11 kW induction generator 

(left) 

 

Figure 6.26: Setup of wind turbine emulator 

Figure 6.27 shows the comparison of wind turbine power curves generated from the 

test rig, Simulink model and TUV NEL. The TUV NEL’s power curve was 

formulated based on the characterisation of the Gaia wind turbine in the field. It can 

be observed that the curves are correlating well at low wind speed. At higher wind 

speed, the error from the test rig is more significant. From the wind turbine power 

equation (4.7), the power is a cubic function of the wind speed. As a result, the 

computed power at higher wind speed is more responsive. Secondly, the deviation 
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can be attributed to the slight difference of the rotational speed being assumed in the 

model and the real rotational speed observed within the setup.  

 

Figure 6.27: Wind emulator power curve comparison 

6.4 Software Interface 

The ControlDesk is a software programme which acts as an interface between the 

Simulink and the dSPACE controller. The implemented ControlDesk front panel 

interface for the test rig application is shown in Figure 6.28. It allows the user to set 

the wind speed, select the wind turbine tower configuration (which will be described 

in Chapter 7) in addition to displaying the desired waveforms (voltage, current, 

power, frequency etc). The corresponding Simulink coding which emulates the 

aerodynamics of the wind turbine, gearbox, braking mechanism, tower shadow 

profiles (which will be described in Chapter 7) and the calculations on system power 

and frequency is shown in Figure 6.29.  
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Figure 6.28: ControlDesk front panel 
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Figure 6.29: Simulink coding linked by the ControlDesk 
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6.5 Complete System Experimental Test and Results 

The dynamics of the hybrid system test rig is analysed through several test scenarios. 

These include step changes in the wind speed, load demand and the utilisation of a 

turbulent wind profile as the reference wind speed. Figure 6.30 and Figure 6.31 show 

the measurement results. The system began with the wind turbine emulator 

generating electricity at wind speed 4.5 m/s and a load demand of 4 kW. At 4.5 m/s, 

the power generation was less than 4 kW. Therefore, this power deficit was met by 

the batteries. The fourth and fifth subplot of Figure 6.30 shows the power and current 

being supplied and absorbed from the batteries, respectively. Positive values 

indicated that the power or current being delivered from the battery to the load and 

vice versa. The first plot of Figure 6.30 shows the wind speed increment from 4.5 

m/s to 6.5 m/s and decrement from 6.5 m/s to 4.5 m/s at the designated time at a step 

change of 0.5 m/s. Note that due to the limitation of the inverters in absorbing high 

power in charging the batteries, reduced wind speeds were used in this study. The 

line-to-line RMS voltage and its frequency and its frequency transients are 

demonstrated at the second and third subplot, respectively. The observed 

perturbations were within the statutory limits. As the wind speed increased beyond 6 

m/s, the power generation exceeded the load demand; hence energy storing process 

began thereafter.  

The second, third and fourth subplots of Figure 6.31 demonstrate the corresponding 

power coefficient (Cp), tip speed ratio (λ), mechanical torque demand at the generator 

shaft and the rotational speed of the generator. The power coefficient and tip speed 

ratio variations are within the range of the curve shown in Figure 4.20. In this 

scenario, it is observed that the optimum power coefficient occurs when the tip speed 

ratio was approximately 7.5, which corresponds to the wind speed of 5 m/s. As the 

wind speed increased to 6.5 m/s, the power coefficient reduced slightly. However, as 

the power is a cubic function of the wind speed, the power generated from the wind 

turbine was mainly affected by the magnitude of the wind speed. From the last 

subplot of Figure 6.31, the induction generator was operating at super-synchronous 

mode (exceeding synchronous speed of 1000 rpm) when it was generating electricity.  
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Figure 6.30: Experimentally measured wind emulator dynamic analysis with wind speed steps - 

a) Wind speed b) Grid line-to-line voltage c) Grid frequency d) Charging and discharging power 

of the batteries e) Battery DC current 
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Figure 6.31: Experimentally measured wind emulator dynamic analysis with wind speed steps - 

a) Wind speed b) Power coefficient c) Tip speed ratio d) Input torque of the induction generator 

e) Rotational speed of the induction generator 
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Figure 6.32: Simulated dynamic analysis with wind speed steps - a) Wind speed b) Grid line-to-

line voltage c) Grid frequency d) Charging and discharging power of the batteries e) Battery DC 

current 
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occurred. However, they recovered to their original level within 1 to 2 s. The power 

generation from the induction generator remained the same throughout the test period 

despite the occurrence of load steps. This can be attributed to the capability of the SI 

inverters in “holding” the system frequency, however, with minimal frequency droop.  

 

Figure 6.33: Experimentally measured wind emulator dynamic analysis with load steps - a) 

Wind speed b) Grid line-to-line voltage c) Grid frequency d) Charging and discharging power of 

the batteries e) Battery DC current 
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Figure 6.34: Experimentally measured wind emulator dynamic analysis with load steps - a) 

Wind speed b) Power coefficient c) Tip speed ratio d) Input torque of the induction generator e) 

Rotational speed of the induction generator 

Similarly, a simulation of the load step changes was performed using the model 

developed from Chapter 4. The simulation results are shown in Figure 6.35. Once 

again, the simulated voltage, frequency, battery power flow and its DC current 

profiles is relatively similar to the measured results as shown in Figure 6.33. 
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Figure 6.35: Simulated dynamic analysis with load steps - a) Wind speed b) Grid line-to-line 

voltage c) Grid frequency d) Charging and discharging power of the batteries e) Battery DC 

current 

In order to establish a more realistic test rig, the turbulent wind speed model which 

was developed in Section 4.4 is adopted instead of a fixed wind speed input. A test 

using the turbulent wind model with an average wind speed of 5 m/s was conducted 

with a fixed load demand of 4 kW. The first subplot of Figure 6.36 demonstrates the 

turbulent wind speed profile. At about 52 s, the wind speed reached a peak of 8 m/s 

within the entire measured period. At this time, an excess power of 4 kW existed 

within the system. The frequency reached the highest value after a delay of about 3 s. 

The inverters were also being tested if they were able to handle the fluctuations from 

the wind by reacting quickly between the charging and discharging modes 

seamlessly. Figure 6.37 shows the corresponding variations in the power coefficient, 

TSR, mechanical torqued demand at the shaft and the rotational speed of the 

induction generator.  
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Figure 6.36: Experimentally measured wind emulator dynamic analysis with turbulent wind - a) 

Wind speed b) Grid line-to-line voltage c) Grid frequency d) Charging and discharging power of 

the batteries e) Battery DC current 
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Figure 6.37: Experimentally measured wind emulator dynamic analysis with turbulent wind - a) 

Wind speed b) Power coefficient c) Tip speed ratio d) Input torque of the induction generator e) 

Rotational speed of the induction generator 

Using the hybrid system model which was developed in Chapter 4, the simulation 

results using the same turbulent wind profile is shown in Figure 6.38. Comparing 

both Figure 6.36 and Figure 6.38, it is noticed that the experimental measured 

voltage and frequency fluctuate more rapidly compared to the simulation results. 

Although the fluctuations are kept within the statutory limits, as expected, it is 

observed that a single distributed generator (wind turbine in this case) can have a 

significant influence in the system voltage and frequency perturbations. 
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Figure 6.38: Simulated dynamic analysis with turbulent wind - a) Wind speed b) Grid line-to-

line voltage c) Grid frequency d) Charging and discharging power of the batteries e) Battery DC 

current 

6.6 Summary 

In conclusion, this chapter has highlighted the steps and considerations whilst 

developing an off-grid hybrid wind-diesel-battery system in a laboratory 

environment. The understanding of the characteristics of inverters is crucial in an off-

grid design as their sizing and capacity have a relative effect on the overall system 

efficiency. In addition, the soft-starter performs differently with the power source 

from the utility grid and the SI inverters. Separate tests should be conducted to 

identify the appropriate settings for the off-grid case. The steps to adapt an off-the-

shelf wind turbine system (controller and generator) were also demonstrated. 

Appropriate integrated circuit designs can assist in accommodating the use of an off-

the-shelf wind turbine controller without having the actual braking system being 

installed which would otherwise be complicated. Finally, the system’s dynamics are 
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is investigated and verified. Through appropriate experimental procedures, this 

chapter has also demonstrated the validation of the simulation of relevant modelling 

components from Chapter 4.   

The realistic situation in the field is not much being compromised if a carefully 

designed test rig is utilised in the laboratory environment. The next chapter 

investigates the effects of tower shadow in an off-grid hybrid system with a 

downwind wind turbine.  
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Chapter 7 The Tower Shadow Effects on Off-

grid Hybrid Systems 

 

In the horizontal axis wind turbine technology, the rotor orientation may be either 

upwind or downwind of the tower. Following the wind direction, the former has the 

rotor upwind of the tower, whereas the latter has the rotor downwind of the tower 

where the rotor rotates through the disturbed air produced by the tower’s 

aerodynamic shadow. Generally, the upwind rotor requires stiffer blades because the 

wind bends the rotor towards the tower. Due to this reason, the rotor weight is 

increased which also lead to an increase in load applied to the bearing and the tower. 

In addition, an active yaw mechanism is essential to keep the rotor facing the wind. 

On the other hand the centrifugal forces which tend to counteract moments due to 

thrust reduce the blade root flap bending moments for the downwind configuration 

[44]. A significant advantage of the downwind wind turbine is that the rotor blades 

may bend at high wind speeds and therefore reduce the load being passed to the 

tower [245]. However, the tower produces a wake in the downwind direction, and the 

blades must go through that wake every revolution. Effects that occur once per 

revolution are commonly referred as having a frequency of 1P [44]. For a three-

bladed wind turbine, this effect occurs at three times per revolution and hence it is 

being referred as 3P [44]. This pressure fluctuation of airflow is a source of periodic 

loads which may impose high fatigue load on the blades and propagate the ripple on 

the electrical power produced. This phenomenon is known as ‘tower shadow’. 

Although this effect is more significant in the downwind configuration, occurrence 

of tower shadow in the upwind configuration counterpart is apparent.  

On an upwind wind turbine, the perturbation of the flow is caused by a redirection of 

the incoming flow as a result of the presence of the tower. As such, the tower shadow 

on the upwind turbines is not very severe, and it gives rise to a quasi-steady 

aerodynamic response on the blades. On a downwind turbine, the rotor passes the 

highly unsteady airflow as a result of high Reynold number flow over the circular 

cylinders [246]. The interaction of the blade with the tower wake is therefore 
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dominated by two effects: firstly, the presence of the tower that creates a velocity 

deficit, which will cause the blade to experience sudden drop in wind speed when it 

travels through the wake, and secondly, the blade will occasionally encounter the 

vortices which are shed from the tower. Figure 7.1 portrays the flow situation for the 

two types of turbines [246]. From the literature, it was quantified that regardless the 

number of blades and rotor speed, the peak-to-mean torque variation is about 6% to 

12% for the upwind cases and 24% to 38% for the downwind cases [245].  

 

Figure 7.1: Schematic of the flow in the vicinity of the tower on an upwind and downwind wind 

turbine [247] 

In the literature [245], an investigation has been performed on the rotor performance 

for the upwind and downwind wind turbines, with three-bladed and two-bladed 

turbines at the same rotor RPM and the same power rating. The general conclusion 

made was that if the same rotor speed is maintained, changing the number of blades 

from three to two reduces the rotor total power and torque by around 17% in both 

upwind and downwind turbines. However, a slightly higher torque is produced from 

the individual blade in the two-bladed turbines than in the three-bladed turbines. This 
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is due to more uniform inflow in the two-bladed design [245]. Regardless of the 

configurations, that is, three-bladed versus two-bladed or upwind versus downwind, 

the blade hub bending moments are not significantly affected. However, for the same 

power rating, the higher rotor RPM in the two-bladed design experiences a 

significant increase of blade hub bending moment of 40% to 70% in upwind and 

downwind, respectively. In terms of the tower shadow effect, the oscillation occurs 

more frequently in the three-bladed turbines than in the two-bladed case. The above 

discussion shows the merits and demerits of the rotor and tower for different wind 

turbine designs, which may have contradicting features.  

In [248], Dale has presented an analytical formulation of the generated aerodynamic 

torque of a three-bladed upwind wind turbine, including the effects of wind shear and 

tower shadow. The model developed as an input function of turbine-specific 

parameters such as the radius, height, tower dimensions, as well as the site parameter, 

the wind shear exponent. The main advantage of this model is that it is suitable for 

time-domain simulation. In addition, the model was formulated based on an 

“equivalent wind speed” which has been developed by Sørensen [249]. Dale’s 

simulation studies have found out that the presence of the wind-shear-induced 3P 

oscillations is masked by much larger tower-shadow-induced oscillations. It 

contributed to approximately a 1% dc reduction in average torque [248]. This work 

was then adopted by [250] to characterise the presence of shaft speed ripples in wind 

turbines as a result of wind shear and tower shadow. A mathematical conclusion was 

made from the literature was that the relative amount of shaft speed ripples caused by 

wind shear and tower shadow is independent of the turbine size [250]. The authors in 

[251] and [252] have brought forward Dale’s equivalent wind speed model in 

studying the impact of wind shear and tower shadow on wind farms and large scale 

grid-connected wind power systems. A variable speed wind turbine emulator has 

been successfully developed with the incorporation of Dale’s equivalent wind speed 

model [253]. Experimental results showed that wind shear and tower shadow were 

able to be emulated in the laboratory environment [253]. More recently, the author in 

[254] has integrated Dale’s model and a generic yaw error model to investigate the 

effects of yaw error on wind turbine running characteristics at different stages of 

operation. Interestingly, the literature has shown in simulation that the yaw errors can 
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restraint the 3P torque pulsation. Such restraining effect became more severe when 

the yaw error increases [254]. In literature [255], the mechanical and aerodynamic 

aspects of the wind turbine system were simulated and the effects of tower shadow, 

wind shear, yaw error and turbulence on the power quality of a wind-diesel system 

were shown individually. Others such as [256] and [257] have represented the tower 

shadow effect as cosine waveform with an empirical coefficient. This approach 

reduces the modelling complexity but the accuracy and the correctness have yet to be 

characterised against other analytical models.  

In most applications, batteries are clearly operating in either charging or discharging 

mode. Consequently, these charge-discharge cycles can cause battery wear, which 

can be characterised by its depth of discharge (DoD) [258]. However, in renewable 

energy systems, whereby there are generators and loads often operate concurrently, 

short-term charge-discharge cycling occurs [20]. These battery current fluctuations 

can also be caused by the renewable sources. In particular, rapid turbulence from the 

wind and its corresponding wind turbine output power is a non-linear function of the 

wind speed cubed which can generate considerable power fluctuations into the 

system at frequencies up to several Hertz [20]. However, battery currents in 

autonomous renewable energy systems are generally predicted or measured in terms 

of mean values over an interval of 1 minute or longer. As a result, the short charge-

discharge cycles or microcycles are often overlooked. This leads to an 

underestimation of the battery wear and consequently having an optimistic prediction 

of battery lifetime. Microcycles are defined as a fast and continuous charge of battery 

current with a change of direction, typically with a period in the range of seconds 

[19]. At any particular time interval, the battery current can be broken down into two 

components, the mean or DC value, and a spectrum of frequencies that cause no net 

flow of current when integrated over time [20]. For instance, battery current 

microcycles resulted from the high-frequency noise from the power electronics 

converters can be easily removed by implementing appropriate filtering circuits. If 

the AC current is a sufficiently high frequency and low amplitude, it can be supplied 

or absorbed by the supercapacitors [147]. On the other hand, it was analysed that 

lower frequency AC components can cause charge-discharge cycling of the active 

material, resulting increase in battery wear [20] [259].  
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Experiments in the past have indicated that the battery current microcycles have a 

detrimental effect on the battery performance [19] [260] [261]. In this work, the 

focus is given to investigate the effect of unsteady aerodynamic phenomena from the 

wind turbine on the battery storage system within an off-grid hybrid renewable 

energy system. Hypothetically, the oscillations generated from the wind shear and 

the tower shadow effects are believed to have negative consequences on the battery 

lifetime. As far as the author is aware, other studies on the wind shear and tower 

shadow effects have not given attention to the off-grid systems. In addition, many 

have considered the tower shadow modelling of an upwind, three-bladed 

configuration wind turbine. The downwind tower shadow effect has been modelled 

and verified with CFD, but yet to be used experimentally.  

7.1 Modelling of tower shadow effect in downwind wind turbines 

7.1.1  Downwind Configuration – Tubular Tower 

The abovementioned studies of the tower shadow effect on power quality are mainly 

focused on the upwind wind turbine configuration. In this work, the Gaia’s 11 kW 

wind turbine is configured as downwind and therefore, an alternative analytical 

solution is referenced. Reiso has highlighted several steady wake models which were 

used to describe the mean velocity deficit for downwind turbines; the Powles’, 

Blevins’, Schlichtings’ and the jet wake models [262]. In 1983, Powles formulated a 

tower shadow model for downwind mounted rotors [263]. Through the experiments, 

he has found out that a cosine squared model predicted the tower shadow fairly 

accurately in the region of 3 - 6 tower diameters downstream [263]. Blevins’ model 

has some similar features to Powles’ model, however, it was originated from fluid 

dynamics to describe the wake behind a cylinder [264]. The Schlichtings’ wake 

model originates from boundary layer theory with the idea of a frictional surface in 

the interior of the flow [265].  The Powles, Blevins, Schlichting and jet wake models 

are simple algebraic equations which often include some flow dependent parameters 

for the downwind tower shadow, such as the wake width, velocity deficit, drag 

coefficient or less physical factors. In addition, these models are less computationally 

demanding compared to the CFD simulations. The jet wake model [266] in particular 

will be adopted in this work for modelling, simulation and experimental work as it 



Chapter 7 – The Tower Shadow Effects on Off-grid Hybrid Systems 

 

252 

 

was developed for time-series simulation. It can be implemented in Simulink and 

uploaded to dSPACE controller to emulate tower shadow effect in real-time. The jet 

wake model also has been verified against CFD and the results can be referred in the 

literature [246, 266].  

The jet wake model [266] was established to represent a quasi-steady reference for 

the time varying CFD wake velocity behind a cylindrical tower. This model is based 

on the boundary layer solution for a jet flowing into a fluid at rest [266]. The axial 

and lateral velocity components were developed as:  

 𝑢(𝑥, 𝜂) =  
√3

2
√

𝐾𝜎

𝑥
(1 − 𝑡𝑎𝑛ℎ2(𝜂)) (7.1) 

 

 𝑣(𝑥, 𝜂) =  
√3

4
√

𝐾𝜎

𝑥
(2𝜂(1 − 𝑡𝑎𝑛ℎ2(𝜂) − tanh(𝜂)) (7.2) 

 

where 𝜂 = 𝜎
𝑦

𝑥
, x and y are non-dimensional (with respect to tower radius) Cartesian 

co-ordinates in the tower cross section, as demonstrated in Figure 7.2.  
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Figure 7.2: Dimensions used in jet wake tower shadow formula 

σ is an empirical constant equal to 7.67 [266]. K is the kinematic momentum defined 

as: 

 𝐾 = 
𝐽m
𝜌

 (7.3) 

where: 

ρ: Air density (kg/m
3
) 

Jm: momentum deficit behind the tower 

The derived Jm expression [266] in terms of tower parameters can be written as:  

 𝐽m =
𝑈0

2𝐷

2

𝜌

𝜋
[
1

8
+

16

3𝜋
] 𝐶d

2 (7.4) 

where: 

D: Tower diameter (m) 

𝑈0
2: Free stream velocity (m/s)  

Cd: Drag coefficient of the tower 
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In order to ease the implementation of time-series simulation, equation (7.1) can be 

converted from a function of y (lateral distance) to a function of r (radial distance) 

and θ (azimuthal angle) as follows:  

 𝑢(𝑥, 𝑟, 𝜃) =  
√3

2
√

𝐾𝜎

𝑥
(1 − 𝑡𝑎𝑛ℎ2 (𝜎

𝑟 sin 𝜃

𝑥
)) (7.5) 

It should be noted that this equation only valid for 90° ≤ θ ≤ 270° as above the 

horizontal, the tower shadow effects should be absent. 

Using the Gaia wind turbine dimensions which were obtained from [267] and 

assuming that parameter values as tabulated in Table 7.1, a simulation was 

performed to compare the tower shadow profiles at different blade elements from the 

tower midline. The tower shadow profile was evaluated at radii 1 m from the hub, all 

the way to the tip of the blade (6.5 m) with an increment distance of 0.5 m, as shown 

in Figure 7.3. It is observed that the blade elements closer to the hub experienced 

tower shadow for a longer period. However, the wind deficit was the same when the 

blade was pointing downward (180°), which corresponds to about 27% drop in 

magnitude. For all other wind speeds, a drop of 27% will be observed when 

evaluating the tower shadow for this turbine at an azimuthal angle of 180°. A similar 

tower shadow profile was observed for the upwind counterpart [248]. However, the 

wind deficit is 8% for the upwind case when the azimuthal angle is 180°. The wind 

deficit percentage acquired from the downwind wind turbine using  a jet wake model 

falls within the range of results obtained from [245] which were performed using a 

high-fidelity CFD analysis, further validated the results from this work.  
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Parameters Values 

Undisturbed wind speed, U0 8 m/s 

Blade radius, R 6.5 m 

Hub height 18 m 

Tower type Tubular 

Air density, ρ (kg/m
3
) 1.225 

Tower drag coefficient, Cd 0.4 

Tower diameter, D 0.8 m 

Distance from the blade to tower midline, x 3.0 m 

Sigma, σ 7.67 

Table 7.1: Gaia wind turbine parameters for tower shadow computations 

 

Figure 7.3: Comparison of downwind tower shadow profiles at different radii from the tower 

midline 
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Figure 7.4 shows the tower shadow profiles with different longitudinal distances 

between the tower and the blades. As expected, the wind speed deficit is less 

pronounced when the blades are further away (larger x) from the tower. This is due 

to the larger allowable distance for the airflow to accelerate and increases its velocity 

after being blocked by the tower. On the other hand, if the rotor plane was closer to 

the tower, the influence of the tower shadow effect would be more severe, as 

demonstrated in Figure 7.4. In this case, the tower clearance is varied from 1 m to 10 

m. It is noticed that the tower shadow effect reduced algebraically whilst the tower 

clearance was increased linearly. The tower clearance increment from 1 m to 2 m 

was more effective in reducing the tower shadow effect than increasing the tower 

clearance from 9 m to 10 m. Since a much higher tower clearance was needed to 

reduce the tower shadow effect, it is often not a viable solution as the additional cost 

will be incurred. This is due to the use of a stronger material for the tower 

construction to support a higher moment or loading as a result of the higher tower 

clearance. Literature [246] has investigated the influence of tower clearance on tower 

shadow effects, for the standard downwind configuration. The author has found out 

that an increase in tower distance from 10 m to 13.44 m resulted in a 4% decrease in 

tower shadow. The small decrease indicated that it is not feasible to reduce tower 

shadow effects with such approach [246]. Another way of reducing the tower shadow 

effect can be achieved by reducing the drag coefficient of the tower by using a 

different built material. However, this will incur additional cost and an economic 

analysis will be required to justify its advantages. Furthermore, the unsteady vortex 

shedding can be reduced by streamlining the body into an aerofoil shape in order to 

make a downwind concept viable [246]. It is beyond of the scope of this project to 

perform these studies.   
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Figure 7.4: Comparison of tower shadow profiles with different distances between the tower and 

the blades 

7.1.2 Downwind Configuration – Four-leg Tower 

An alternative tower configuration for small wind turbines is the four leg tower (also 

known as lattice tower), connected by diagonal beams. An illustration of the Gaia 

wind turbine with this tower configuration is shown Figure 7.5. In 2D and for 

simplification purposes, only the four main legs were considered in this work, 

although the diagonal beams are likely to contribute to the wind deficit and cause 

unsteadiness of the flow [246]. In addition, each leg was assumed to be cylindrical in 

shape. The authors in [246] have performed the CFD simulations on the axial wind 

velocity for the tubular and four-leg tower configurations. With these assumptions, 

the jet wake model described above was programmed in Simulink and it was used to 

estimate the tower shadow profile of the four-leg tower. For illustration purposes, 

Figure 7.6 shows the extracted CFD snapshots [246] of the predicted wind flow 

patterns behind the towers. 
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Figure 7.5: Gaia wind turbine with lattice tower configuration 

 

Figure 7.6: CFD snapshot of axial wind velocity for a) tubular tower b) four-leg 0° orientation c) 

four-leg 22.5° orientation d) four-leg 45° orientation to the tower at 80% radius blade section 

[246] 
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As the Gaia downwind wind turbine simply utilises free-yaw mechanism, it is free to 

move around the tower according to the wind directions. As a result, different tower 

shadow profiles will be experienced due to different yaw angles relative to the rotor 

plane. In this work, three orientations of the tower with respect to the rotor plane 

were considered. These were 0°, 22.5°and 45°, respectively. Figure 7.7 shows the top 

view of the wind turbine with three different orientations. The estimated Gaia wind 

turbine lattice tower dimension is shown in Figure 7.7 (a). The distance between each 

leg was approximated as 1.2 m. Each leg was represented as a cylindrical shape with 

a diameter of 0.2 m. For the sake of direct comparing with the tubular tower case 

described above, the distance between the lattice tower centre and the rotor plane 

was set to 3 m. Figure 7.7 (b) and (c) show the tower orientations of 22.5°and 45°, 

respectively.  

 

Figure 7.7: Four-leg configurations with a) 0° orientation b) 22.5° orientation and c) 45° 

orientation relative to the rotor plane, respectively.  

Using the illustrated dimensions in Figure 7.7 (a), the dimensions for the case of 22.5° 

and 45° orientations can be derived easily through the Pythagorean Theorems. Then, 

the jet wake model was utilised to estimate the wind deficit resulted from each leg, at 

70% radius blade section. At 70% radius of the blade section, half of the rotor area 

was outside this radius and half was inside. Therefore, the velocity profile was 

represented. The simulated tower shadow profiles for these orientations are shown in 

Figure 7.8. Intuitively, the analytically formulated tower shadow profiles captured 

the qualitative behaviour for all the three tower orientations. The tubular tower 



Chapter 7 – The Tower Shadow Effects on Off-grid Hybrid Systems 

 

260 

 

shadow profile is shown to serve as magnitude comparison with the four-leg 

orientations.   

The 0° lattice configuration (Figure 7.8 (b)) produced a narrower width of wind 

deficits than the tubular configuration’s due to the smaller leg diameter of the former. 

At 0° lattice orientation, the two legs in upwind (A & B) were positioned in-line with 

the other two legs (C&D), respectively. The wind speed deficit due to the front leg 

was further reduced by the second leg. Therefore, an accumulated of wind speed 

deficit was experienced when the blade passes these legs. Two wind speed dips of 

the tower shadow profile were experienced by the blade (Figure 7.8 (b)) as it rotated 

from position 90° to 270° (refer to Figure 7.2). At 180°, the wind speed experienced 

by the blade recovered to the maximum value before it was moving towards to the 

next leg. Similar explanations can be used for the 22.5° and 45° orientations. The 

maximum wind speed deficit for these orientations occurred when the blade passes 

through leg D (Figure 7.7 (b) & (c)). This can be attributed to the shortest distance 

between leg D and the rotor plane compared to other legs. In addition, at 45° 

orientation, two legs (A & D) are positioned in-line with the direction of the wind. 

Therefore, an accumulated of wind speed deficit was experienced when the blade 

passes these legs at 180°.  Nevertheless, it is noted that only 2 peaks occurred for the 

22.5° orientation. This may be attributed to the small horizontal distance between leg 

B and leg D, which resulting insufficient time for the wind speed to recover before 

the turbine blade approaches leg B from leg D. Similar explanation can be applied 

when the blade moves from leg A to leg C. Intuitively the horizontal distance 

between leg D and leg A is greater than the horizontal distance BD and AC, thus 

allowing additional time for the wind speed to recover.  
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Figure 7.8: Analytically derived downwind tower shadow profiles with l = 1.2 m for a) tubular 

tower b) four-leg 0° orientation c) four-leg 22.5° orientation d) four-leg 45° orientation to the 

tower 

The corresponding FFT analysis as shown in Figure 7.9 further revealed existence of 

the harmonics contents within these tower shadow profiles. The FFT was performed 

with the simulated tower shadow profiles for 10 s. Since the rotational speed of the 

two-bladed wind turbine was approximately 55.6 rpm, the tower shadow profile was 

generated at a rate of about 1.85 Hz. Therefore, the first peak of each plot 

corresponds to the fundamental frequency of the tower shadow profile, which was 

1.85 Hz. For the case of tubular tower (Figure 7.9 (a)), the harmonics decreased 

algebraically in magnitude. These plots further indicated that the representation of 

tower shadow using a sinusoidal waveform in the past [256, 257] was oversimplified. 

For the case of lattice tower configuration, the harmonics profile was dependent on 

its orientation against the wind direction. For the 0° and 45° orientations, the high 

frequency harmonics were more apparent. This can also be reflected from the time-
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series profile from Figure 7.8. It can be visualised that the lattice configuration 

generates a more sophisticated of tower shadow profile at varying degree of 

orientations, compared to its tubular counterpart. Therefore, it is the interest of this 

research to compare and contrast the effect of these tower shadow profiles on the 

batteries lifetime as a result of microcycles. It is important to note that the model 

considers two blades of which only one at a time is affected by the tower shadow.  

 

Figure 7.9: FFT analysis on the tower shadow profile of a) tubular tower b) four-leg 0° 

orientation c) four-leg 22.5° orientation d) four-leg 45° orientation 

7.2 Characterisation of Tower Shadow Profile Using a Wind 

Turbine Emulator 

This section describes the characteristics and limitations of the tower shadow profile 

generated from the wind turbine emulator described in the previous chapter. As the 

induction machine was used to emulate the wind speed experienced by the blades of 

the wind turbine, it was required to investigate the capability of the machine in 
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responding the pulses as a result tower shadows. As highlighted earlier, for the case 

of the Gaia wind turbine, the tubular tower can cause a wind speed deficit of about 

27%. In addition, the wind speed deficit took a short period of time to recover to the 

nominal wind speed level, usually in the order of hundreds of milliseconds. Figure 

7.10 shows the block diagram with the designated measuring points throughout the 

test rig during the characterisation process.  

 

Figure 7.10: Block diagram of wind turbine emulator setup with the highlighted measurement 

points 

The test was carried out with an input wind speed of 8 m/s, coupled with the tower 

shadow profile which is shown in Figure 7.11 (a). In order to avoid high charging 

current on the batteries, a three-phase load of 7 kW was switched-on to absorb the 

power generated from the 11 kW induction machine. The torque demand for the 

variable speed drive corresponding to this wind speed profile is depicted in Figure 

7.11 (b). The 22 kW induction machine generated a torque and a speed profile at the 

shaft connecting to the generator, as shown in Figure 7.11 (c) and (d), respectively. 

The rotational speed sampling rate was limited by the speed & torque meter, which 

in this case it was 0.1 s. It is noticed that an oscillation occurred on the torque profile 

during the transition to steady-state. This recovery period took place for about 1.5 s. 

It is an undesirable scenario as the torque fluctuations have exceeded the machine’s 

full-load torque. It is known that when an induction machine operates beyond its full-

load region, the leakage flux becomes dominant and this induces high reactive power. 

As a result, the machine would be operated at low power factor. Figure 7.11 (e) 

shows the measured power at point D of Figure 7.10. This power corresponds to the 
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difference between the generated power from the 11 kW machine and the constant 

load demand. However, the focus here was to analyse the power output profile. As 

expected, the oscillation from the shaft was propagated to the power output produced 

by the generator. The high magnitude power oscillations can cause additional 

thermal stress on the windings and iron core laminations of the machine. Eventually, 

the machine may fail. Finally, the batteries current profile (Figure 7.11(f)), which 

was measured at point E, possessed the similar transients compared to the power 

output of the generator. High power losses and thermal stresses were imposed on 

batteries due to the existence of internal resistances. 

 

Figure 7.11: a) Point A - simulated wind speed experienced by the blade with tower shadow 

profile b) Point B – simulated torque demand on the variable speed drive. Measurement results 

at various stages of the test rig c) Point C – measured torque at the shaft d) Point C – measured 

rotational speed at the shaft e) Point D – measured power at the terminals of the induction 

generator f) Point E – batteries DC current flow 

A FFT analysis was performed (shown in Figure 7.12) on the power output (Figure 

7.11(e)) in order to analyse the frequency contents of the oscillation. The peak 
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magnitude of the oscillation was identified to be located at just below 11 Hz. 

Analysing the tubular tower shadow FFT profile (Figure 7.9(a)), it was noticed that 

the fifth harmonic of the fundamental frequency coincides with the oscillation 

frequency of the output power. At this point, it can be hypothetically concluded that 

the induction motor drive system was highly responsive to this frequency input.  

 

Figure 7.12: FFT analysis of the emulated tower shadow power transient (Figure 7.11(e)) 

A simplified test on the system frequency response was designed and carried in order 

to verify the hypothesis mentioned above. The wind speed was formulated as a 

sinusoidal waveform with a frequency of 7 Hz and a mean wind speed of 5 m/s. The 

peak-to-peak of this sinusoidal waveform was 1 m/s. Subsequently, the test was 

repeated with the frequencies of 9 Hz, 11 Hz, 13 Hz, 15 Hz and 20 Hz. The measured 

shaft rotational speed, torque and power output from the 11 kW generator for all 

these tests are shown in Figure 7.13. From Figure 7.13, it can be observed that the 

measured shaft torque was experiencing sustained oscillations, with its magnitude 

increasing as the frequency is increased from 7 Hz to 9 Hz. Another test was 
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conducted with an input frequency of 10 Hz and the results are shown in Figure 7.14. 

At this frequency, the induction machine drive system became unstable at 

approximately 7.8 second. The rotational speed accelerated and the system tripped at 

about 8.5 second. The load demand (constant power) was fully supplied by the grid-

forming inverter system as soon as the generator became unstable (acceleration 

began). However, the oscillation decreased (as shown in Figure 7.13) with the input 

frequency increases. This can be observed when the input frequency was set to 11 Hz, 

13 Hz, 15 Hz and 20 Hz, respectively.  

The stability problem in induction motor drive system has been studied in the past 

[268, 269]. Authors in [268, 269] have highlighted that the stability problem can be 

viewed from the interactions between the electric transients and the rotor dynamics. 

It was mentioned that a stability problem could never occur if the electromagnetic 

torque is precisely controlled as to be kept, without delay, at the desired value 

required from the load side. However, this condition can only be achieved by an 

ideal induction motor which has zero resistances and leakage inductances in both 

stator and rotor windings. Therefore, the oscillatory behaviour of the system can be 

directly linked to the existence of the wind resistances and leakage inductances. In 

addition, the unstable phenomena (also known as hunting phenomena) can be 

associated with the variation of slip frequency. This undesirable rotor motion also 

leads to a phase angle variation of the magnetic flux in the air-gap. Even under a 

constant rotor speed circumstance, the abrupt variation of the stator voltage or 

current not accompanied by right control of the air-gap flux can cause oscillation 

[268]. Literature [268] has also simulated a scenario where the fluctuations of rotor 

speed can cause nonlinear and parametric oscillation within the system. When the 

real part of a dominant eigenvalue becomes positive, the system will be in an 

unstable state, as demonstrated by the case of 10 Hz input frequency in this work. 

Moving beyond 11 Hz cases, the decay in oscillation magnitudes can be attributed to 

the slower response time of the machine due to its inertia. The machine can be seen 

as a “low pass filter”, therefore has a little reaction against the high-frequency inputs.  
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Figure 7.13: Measurement of the shaft rotational speed, torque and the power difference 

between the generator and the load with a) 7 Hz b) 9 Hz c) 11 Hz d) 13 Hz e) 15 Hz and f) 20 Hz 

of wind speed input 
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Figure 7.14: Measurement of the shaft rotational speed, torque and the power difference 

between the generator and the load with a 10 Hz of wind speed input. Unstable operation began 

at approximately 7.7 second 

In order to further understand the test rig’s characteristics in respond to the modelled 

tower shadow profiles, two sensitivity analyses have been carried out. The impact of 

tower shadow’s widths and its magnitude on the oscillations were studied 

respectively. Since the purpose of the test was to observe the generator output power 

profile given an input tower shadow profile, only the wind speed with tower shadow 

profile and its corresponding output power are shown in the following results.   

The results of different tower shadow widths with their corresponding oscillating 

power output are shown in Figure 7.15. By taking the tower shadow experienced at 

different blade section, various widths for the same magnitude can be obtained. As 

expected, the tower shadow profile experienced by the blade section closer to the hub 

has a wider width compared to the sections near the tip. From the measured output 

power profiles, it can be stated that tower shadow profile with wider width 
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contributes to a higher magnitude of oscillation compared to the smaller width 

counterpart, despite having the same peak magnitude of tower shadow. However, it 

can be seen that the oscillation frequency is the same for all cases and they decayed 

at a same rate.  

 

Figure 7.15: Sensitivity analysis on the tower shadow widths against the power oscillations 

Next, the power oscillations as a result of different tower shadow magnitudes are 

shown in Figure 7.16. In this case, the tower shadow profiles were generated by 

varying the distance between the centre of the tower and the rotor plane, x. Note that 

the width of the profile changes as the distance between the tower and the rotor plane 

is varied. Interestingly, the highest magnitude of tower shadow (smallest width) did 

not produce the highest oscillation in terms of magnitude. This can be attributed to 

the very small width of the tower shadow profile, where the energy of the high-

frequency components was “not seen” by the induction motor drive system. When 

the distance, x moved from 3 m to 5 m, the tower shadow magnitude was reduced 

and this was correctly being reflected at the power output of the generator. Therefore, 
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this test has highlighted the limitation of the induction machine drive system in 

responding to the tower shadow profiles which have relatively small widths.  

 

Figure 7.16: Sensitivity analysis on the tower shadow magnitudes against the power oscillations 

From the experiments described above, it can be concluded that the tower shadow 

profiles from a wind turbine can be emulated, whilst being aware that the 

abovementioned limitations do exists when analysing the results in the following 

sections.  

7.3 The Effect of Tower Shadow on Battery Lifetime 

This section investigates the tower shadow effect of the downwind wind turbine on 

the batteries lifetime in off-grid systems. The following subsections are dedicated to 

discussing the experimental measurement results of the emulated tower shadow 
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oscillation from the emulated tower shadow and its contribution to the charging and 
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discharging microcycles on the batteries profiles are discussed. Comparisons were 

carried out between the tubular tower and the lattice tower which was positioned at 

different orientations. Then, a sensitivity analysis on battery lifetime is conducted 

through various load scenarios. Finally, the effect of lattice tower dimension (which 

directly influence the tower shadow profile) on the batteries lifetime is studied.  

7.3.1 Experimental Results of Tower Shadow Effect 

Utilising the analytically derived tubular and lattice tower shadow profiles in Figure 

7.8 and feeding them as the wind inputs to the test rig, the power outputs which took 

into consideration of tower shadow effect were produced. Typically, the battery 

microcycles throughput would be the largest when the level of power generation 

within the system is approximately equal to the load. In this experiment, the wind 

speed of the system was set as 8 m/s, which corresponded to a power generation of 

about 8 kW. In this case, the load demand was set to match this figure as close as 

possible so that the optimum number of microcycles can be computed for this 

scenario. Therefore, the load demand was set to be 8 kW. Any small energy excess 

or deficit was balanced by the batteries. For comparison purposes, the measurement 

results without including the tower shadow effect is shown in Figure 7.17. It can be 

observed that the measured torque at the shaft (Figure 7.17 (a)) was rather constant, 

with minimal torque transient at the shaft (Figure 7.17 (b)). Within the measurement 

period, the batteries DC current waveform did not have a zero-crossing, which is 

indicated in Figure 7.17 (c). Thus, the microcycle throughput is zero for this case. A 

closer inspection on the waveform revealed that the DC current was slightly shifted 

towards negative values. This negative sign convention indicates the batteries were 

undergoing charging process.  

Same parameters were acquired for the case of the tubular tower, lattice tower with 0° 

degree orientation, lattice tower with 22.5° degree orientation and lattice tower with 

45° degree orientation which is illustrated in Figure 7.18 to Figure 7.21, respectively. 

Looking at DC current plots of these figures, it can be noticed that the batteries in all 

scenarios were subjected to rapid charge-discharge reversals. In addition, the 

oscillation after each tower shadow effect was clearly demonstrated within the period 

of measurement, except for the case of lattice tower with 45° degree orientation. This 
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issue has been previously discussed and it can be attributed to the unstable operation 

of the generator, due to the presence of resonant frequency of approximately 10 Hz. 

The analytically derived tower shadow waveform of lattice tower with 45° degree 

orientation generated low amplitude of harmonics at around 10 Hz, thus the 

oscillation was not apparent in this particular scenario.  

In order to have a fair comparison while computing the battery lifetime reduction due 

to the effect of tower shadow, the contribution of microcycles from the 10 Hz 

oscillation was subtracted from the equation. These include the tubular tower and 

lattice 0° and 22.5° orientations. The microcycles contributed by the 10 Hz 

oscillation was characterised separately and is shown in Figure 7.22. Using this 

approach, the battery lifetime caused only by the tower shadow effect can be 

computed relatively more accurate.  

 

Figure 7.17: Measurement results without tower shadow effect (a) fixed wind speed (Point A) 

experienced by the blades (b) torque at the shaft (Point C) (c) power difference between the 

generator and the load (Point D) (d) batteries DC current (Point E) 
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Figure 7.18: Measurement results with tubular tower shadow effect (a) modelled wind speed 

(Point A) experienced by the blades (b) torque at the shaft (Point C) (c) power difference 

between the generator and the load (Point D) (d) batteries DC current (Point E) 

 
Figure 7.19: Measurement results with lattice 0° orientation tower shadow effect (a) modelled 

wind speed (Point A) experienced by the blades (b) torque at the shaft (Point C) (c) power 

difference between the generator and the load (Point D) (d) batteries DC current (Point E) 
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Figure 7.20: Measurement results with lattice 22.5° orientation tower shadow effect (a) modelled 

wind speed (Point A) experienced by the blades (b) torque at the shaft (Point C) (c) power 

difference between the generator and the load (Point D) (d) batteries DC current (Point E) 

 
Figure 7.21: Measurement results with lattice 45° orientation tower shadow effect (a) modelled 

wind speed (Point A) experienced by the blades (b) torque at the shaft (Point C) (c) power 

difference between the generator and the load (Point D) (d) batteries DC current (Point E) 
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Figure 7.22: Microcycles induced by 10 Hz harmonic which will be subtracted from the 

calculation of battery lifetime 

7.3.2 Battery Lifetime Modelling 

In this work, a cycle-to-failure versus depth of discharge curve which was discussed 

in Chapter 3, Section 3.1.3 is employed and it is shown in Figure 7.23 (a) [173]. The 

fractional discharge cycles within the range less than 0.1 was extrapolated so that 

battery lifetime due to microcycles can be included, as depicted in Figure 7.23 (b). 

An adjusted cycle-to-failure curve was resulted, which effectively allows the 

microcycles to be evaluated. The corresponding relationship which was 

approximated by a polynomial curve fit is shown as [173]:  

 𝐶𝑑 = −1.345𝑒−12𝑑−4 + 1.495𝑒−7𝑑−3 − 0.001507𝑑−2 + 601.5𝑑−1

− 122.5 
(7.6) 

where:  
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Figure 7.23: (a) Cycles-to-failure versus depth of discharge for a typical deep-cycle lead-acid 

battery (b) Extrapolated cycles to failure versus depth of discharge for the same battery on a 

logarithmic scale [173] 

In reality, it is challenging to measure the fine changes in batteries SOC caused by 

the occurrence of microcycles. Furthermore, an extended period of experimental 

running time coupling with the highly sensitive transducers is required to produce an 

accurate measurement in the SOC changes. In order to facilitate this analysis, a 

computer simulation was utilised as it is a cost-effective method of investigating the 

small changes in batteries SOC. This can be achieved by feeding the recorded battery 

charge and discharge currents into the model, as shown in Figure 7.24. The current 

controlled source would emulate the measured current profile by acting as the current 

supply and demand from the battery. Then, the battery would generate the SOC 

profile accordingly.   
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Figure 7.24: Methodology to simulate batteries SOC using Simulink 

A more useful quantification on the battery lifetime is to consider a longer term 

operation of the system. However, as mentioned before, this is not a practical 

solution and therefore, several assumptions were made in this work. First, the overall 

objective was set upon finding the impact of the microcycles had on the battery 

lifetime for a period of 1 year. At the end of the year of operation, the percentage 

damage on the batteries lifetime due to only the effect tower shadow was sought. In 

this work, it was assumed that on average, the total power generation matches the 

load demand for 30 minutes within a day. Therefore, the battery lifetime reduction 

due to the tower shadow effect was anticipated to only occur for 30 minutes within a 

day.  

The experimental measurement was conducted for a period of 10 s, although the 

results demonstrated from Figure 7.18 to Figure 7.22 only show 5 seconds of 

measurement results. Hence, the first step was to calculate the microcycles 

undergone by the battery within the period of 10 seconds. This was performed by the 

rain-flow cycle counting algorithm. The corresponding total cycle-to-failure was then 

computed using equation (7.6) and equation (3.9), based on the depth of discharge as 

a result of these microcycles.  

From the sizing study in Chapter 3, it was determined that the optimum storage size 

of a hybrid wind-diesel system is 150 kWh, taking into the consideration the lower 

COE of the system can achieve. This corresponds to 3125 Ah for a 48 V system. 

Therefore, the battery capacity in the Simulink model was set to these figures in 
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order to simulate a more practical situation. Figure 7.25 to Figure 7.28 demonstrate 

the simulated results of the SOC profiles which have taken into consideration of the 

effect of tubular, lattice 0° orientation, lattice 22.5° orientation and lattice 45° 

orientation tower shadows, respectively. Comparison of all these SOC profiles shows 

that the batteries undergone fewer polarity reversals when the lattice tower was 

positioned 45° against the rotor plane.  

 

Figure 7.25: Tubular tower simulated (a) battery SOC with measured (b) battery current 
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Figure 7.26: Lattice 0° orientation tower simulated (a) battery SOC with measured (b) battery 

current 

 
Figure 7.27: Lattice 22.5° orientation tower simulated (a) battery SOC with measured (b) 

battery current 
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Figure 7.28: Lattice 45° orientation tower simulated (a) battery SOC with measured (b) battery 

current 
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lifetime, which highly depends on its orientation. The 22.5° orientation has the most 

detrimental effect on the battery lifetime, recording about 11% in a year, as opposed 

to about 3% for the case when the tower is positioned 45° against the rotor place. In 

reality, the orientation of the wind turbine varies significantly depending on the wind 

direction. Although there is a possibility that the lattice tower has a lower impact on 

the battery lifetime, it is not significantly lower than the tubular tower counterpart if 

no appropriate planning on the lattice tower’s position is taken into consideration. In 

particular, the wind direction of the specific site has to be studied. It is believed that 

by placing the lattice tower in an optimum way towards the wind direction, there is a 

higher probability that minimal tower shadow effect can be imposed on the batteries. 

In this way, the benefits of using a lattice tower in an off-grid system can be 

maximised, in addition to its lower cost structure compared to the tubular counterpart. 

However, the lattice tower is potentially more dangerous for the birds as they might 

be exposed to the rotational motion of the blades due to the availability of resting 

steels for them to get near to. In addition, it is perceived to have a higher visual 

impact compared to the tubular towers. Therefore, many considerations need to be 

assessed before making the choice of tower configuration. 

Some remarks on the obtained results in this section should be made. First of all, 

battery degradation of up to 11% due to the tower shadow effect is believed to be a 

significant value. However, the presented analysis did provide a relative insight on 

the battery degradation of different tower configurations. Several shortcomings of the 

analysis are recognised. These include the use of simulation model in estimating the 

drop of battery SOC. Furthermore, the real battery degradation may not be accurately 

estimated with the analytical battery degradation model used in this work. In order to 

provide concrete evidence on the significance of tower shadow effect on battery 

degradation, more experimental work needs to be carried out. For instance, different 

types of batteries may be used as test samples under the same microcycles involved. 

However, experimental work on battery degradation is known to be costly in terms 

of time, person-hours and equipment [270]. Finally, the assumption of the 

microcycles occurring 30 minutes in one day may be over-simplified and a thorough 

renewable resource and load analysis should be conducted to formulate a more 
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accurate estimate on this. Again, this requires significant amount of data acquisition 

which involves a considerable amount of time and money.  

 

Figure 7.29: Estimated battery lifetime reduction in a year from microcycles for different tower 

configurations 

7.3.3  Sensitivity Analysis of Tower Shadow Effects on Battery Lifetime 

As mentioned before, the battery microcycles throughput will be the largest when the 
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values were artificially added to the measured current profiles to emulate different 

load conditions. This approach simplifies the analysis and the exact same current 

profile with only the difference in magnitude can be compared to each other. An 

example of demonstrating the addition of an offset current to the tubular tower’s 

generated current profile is shown in Figure 7.30. In this case, a fixed value of -40 A 

was added to the current profile. This translates to a reduction in load demand of 

about 2 kW.  

 

Figure 7.30: An example to demonstrate an offset current being added to the original current 

profile 
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lifetime reduced as a result of microcycles with the assumption that the microcycles 

occur 30 minutes in each day in a year. It can be observed that the battery lifetime 

reduction trend varied in a non-linear fashion despite the linear changed in current 

magnitude. Interestingly, the battery lifetime for lattice 22.5° orientation and lattice 

45° orientation were most severely affected when the current profiles were reduced 

at 20 A (load reduction of about 1 kW). For the lattice 0° orientation, the worst 

battery lifetime reduction occurred when the current was reduced 10 A (load 

reduction of about 500 W). For tubular tower configuration, it was found that an 

incremental load of 10 A (correspond to 500 W) can result in most significant battery 

degradation. These results were contrasting to the previous fact which was stated that 

the highest battery throughput due to microcycles should occur when the load 

matches the generation [20]. This can be explained by the difference in the shape of 

the tower shadow profiles generated from different tower configurations. As 

expected, the battery throughput due to microcycles reduces as the difference 

between the power generation and the load becomes larger. Using the assumptions 

mentioned, the reduction in battery lifetime lies within the range of about 2% to 28%, 

depending on the tower’s configuration in a single year of operation.  
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Figure 7.31: Battery lifetime reduction in a year from microcycles for different tower 

configurations and load conditions 

The study in this chapter has opened up research questions such as:  
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off-grid system which minimises the effect of tower shadow on the battery 

systems? 
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 Can power electronics technologies solve the problem of tower shadow and is 

it worth implementing it in a hybrid system?  
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clearly demonstrated. In particular, their individual effect on the battery lifetime was 

studied. It was found out that the microcycles indeed reduce the battery lifetime in a 

considerable manner. The finding here is important for system designers whilst 

sizing the hybrid system during planning stages as it is very often the battery lifetime 

is assumed to last optimistically longer than in reality.  
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Chapter 8 Conclusions and Future Work 

 

This chapter summarises the steps taken towards achieving the aim of this thesis and 

the importance in which it contributes to the knowledge of the off-grid hybrid 

systems. In addition, the limitations of this research will be highlighted. Finally, 

recommendations for future work are given which further extend the scope of the 

research presented in this thesis.  

8.1 Conclusions and contribution to knowledge 

The reasons for developing an affordable and reliable off-grid system and its 

significance to society have been outlined in Chapter 1. The identified off-grid HRES 

issues  include the sizing trade-offs between the batteries and diesel generator fuel 

used, non-optimised operation of the diesel generator, the need to develop an off-grid 

HRES in the laboratory and the battery lifetime reduction as a result of microcycles. 

The proposed hypotheses were made accordingly to solve the mentioned problems. 

In order to achieve this, the associated aims were set out and discussed. Finally, 

Chapter 1 also provided the outline of this thesis.  

In Chapter 2, the background and literature review of the HRESs were given. The 

discussion in this chapter was aimed at providing the fundamentals of the off-grid 

HRESs discipline and it is important for one to understand these basics before 

embarking into more detailed research topics. A comparison between grid-connected 

HRES and an off-grid HRES was made. It can be concluded that the knowledge of 

one system cannot be directly applied to another as they possess different 

characteristics in terms of fault handling, protection scheme, control strategy and 

communication system. Then, the discussion was continued with the elaboration on 

the design considerations at component level which exists within an off-grid hybrid 

wind-diesel-battery system. By understanding the operating characteristics of the 

batteries, inverters and diesel generators, they can be utilised more efficiently. Three 

possible architectures of off-grid systems were compared and contrasted. They were 

the AC system, DC system and the mixed AC-DC system. The choice of system 

architecture is dependent on several considerations, such as the characteristics of the 
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DGs, types of loads to be supplied and the complexity of the system, the types of 

batteries and their suitability for off-grid systems. From the discussion, it was found 

out that the limitations of any battery technology typically lean towards either higher 

power density or higher energy density. Therefore, it is vital for designers to select 

the appropriate batteries to be used in the HRES, depending on the applications. 

Although the hybrid system topology chosen in this work was pre-determined with 

the project collaborator (Gaia-Wind), a literature review on different topologies of 

HRES schemes was carried out for both modelled and implemented systems. The 

study has provided some justifications on the load size and community considered in 

this project. Then, a brief review on the off-the-shelf hybrid system component and 

their associated costs were conducted. The obtained information was used for the 

sizing studies in Chapter 3. A brief overview on the battery degradation model is also 

discussed. Finally, the energy management systems proposed by other authors were 

reviewed and they are referenced from the studies in Chapter 5.    

In Chapter 3, the methodology of modelling a sizing tool, specifically for off-grid 

HRESs has been demonstrated. The main capability of this tool is its ability to 

provide an instant visualisation and evaluation on the trade-offs between batteries 

and the diesel generator usage, given a site-specific resource availability and load 

demand. Its simplicity to size an off-grid system can be attributed to the design 

methodology which was specific to off-grid systems. In addition, the algorithm and 

the process of building such a sizing tool were explained and this will assist other 

researchers in understanding them rather than treating the tool as a “black box”, 

which often is the case for other commercial sizing tools. The optimal configuration 

was sought by considering the life-cycle cost of the system, assumed to be over a 20-

year period in this research. This in turn translates to the lowest COE from an 

optimally sized system can produce. From the load sensitivity analysis performed in 

this chapter, it was found that a load of three households should be supplied from the 

hybrid wind-diesel-battery system which is based on the Gaia wind turbine (power 

rating of 11 kW) as the main source of renewable energy production. Otherwise, the 

“unbalance” between the energy generated from the wind turbine and the energy 

consumption will increase the COE over a life-cycle of 20 years. This is shown in 

Figure 3.15(a). In addition to considering the COE, the performance of the batteries 
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also varied considerably for different installed capacity. It was shown that the 

batteries encountered higher battery throughput if the installed capacity is smaller 

and vice versa.  

A complete hybrid wind-diesel-battery system modelled in Simulink was developed 

and its simulation results were discussed in Chapter 4. The model comprised of a 

battery grid-forming inverter system, wind turbine, diesel generator, soft-starter and a 

turbulent wind generator. The simulation proved that the operation of the modelled 

hybrid wind-diesel-battery system was capable of operating in a stable condition 

through the steady-state and dynamic analysis. In particular, the power flow and 

power quality of the system were assessed. From this assessment, it showed that the 

load power demand was first met by the wind turbine and the diesel generator. Any 

amount of energy deficit was supplied by the batteries via the three-phase inverter 

system. Finally, the power flow study also showed that the three-phase SI inverter 

system was able to cope with the load and turbulent wind perturbations. In addition, 

a comparison of starting-up the generator through the soft-starter using the battery 

grid-forming inverter system and the utility grid was carried out. They produced 

different start-up characteristics from both the voltage control mode and current 

limiter mode control which were being applied on the soft-starter. This 

understanding allowed one to evaluate the control modes appropriately, based on the 

application’s specifications such as the start-up speed and the allowable torque 

pulsations during start-up process. In addition, the control modes also determined the 

grid performance in terms of voltage dip and frequency perturbations during the 

start-up process. Hence, the selected control mode should also ensure that the voltage 

and frequency were kept within the statutory limits. As far as the author is aware, no 

previous literature was found that conducted such a test. Despite the simplicity of the 

topology of a soft-starter, it is important to differentiate the performance between the 

voltage control mode and current limited mode control while starting-up a high 

power rated induction machine using the power source either from the battery grid-

forming inverter system or from the utility grid. This is a step that any designers 

would not want to avoid as it justifies the capability of a battery grid-forming system 

in starting-up a fixed-speed wind turbine, without exceeding the inverter’s current 
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rating. Typically, an appropriate current margin within the inverter’s current rating is 

intended to avoid the protection system being triggered.  

In Chapter 5, the objective of optimising the operation of the hybrid system was 

achieved through the use of GA. A slightly different approach was taken in this work 

where the diesel generator operation was optimised by having a controlled number of 

start-stop cycles in addition to a fixed power output whenever it was switched on. 

This proposed control algorithm required the forecasted wind speed and the load 

demand to be part of the input data, besides defining the constraints during the 

optimisation process. In order to simulate a more realistic scenario, measured wind 

speed was utilised. For the load profile, a single household bottom-up load model 

which was developed from previous work was adopted. In order to perform a more 

realistic study, a load capacity of three households was used to carry out the 

optimisation studies in Chapter 5. The choice of this load capacity was again justified 

from the lowest COE supplied from the hybrid wind-diesel-battery system. The 

optimised results generated mathematically were post-processed and verified using 

the hybrid system developed from Chapter 4. Through this, the contrast in results 

between the simple mathematical modelling and the physical modelling were clearly 

demonstrated. It was shown that there were discrepancies between the two and it has 

proven the importance of the latter. The physical models built from the 

SimPowerSystems contain the electrical and mechanical information, whereas simple 

mathematical models only describe the system operation through arithmetic 

operations. Therefore, more confidence can be gained by verifying the mathematical 

modelling using the physical models. However, the physical simulation demands a 

large computation effort and therefore it incurs much longer simulation time. 

Ultimately, it was shown that the diesel generator was able to operate in a stable 

manner in the off-grid scenario, with a fixed power output whenever it was switched 

on. It is believed that such optimised operation can prolong the lifetime of the diesel 

generator significantly, although it is beyond the scope of this work to demonstrate 

that. 

An off-grid system was developed in the laboratory with hardware setup to 

demonstrate the operation of a full-scale system. The experimental performance was 
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verified against the simulation results. These were being discussed in Chapter 6. A 

good correlation of wind emulator power curve, voltage and current profiles between 

the measured and simulated results were obtained. Experimentally, it was shown that 

the SI inverter system was able to balance the power requirement through the 

batteries utilisation. This has also been demonstrated from the simulation results. In 

addition, the soft-starter was also proven to be an important device to reduce the in-

rush current of an induction generator to enable its operation in off-grid scenarios. 

From both simulation and experimental perspective, it appeared that the current 

limiter control is a preferred choice compared to the voltage mode control. This can 

be attributed to the fast acceleration, lower voltage dip and lower peak power during 

start-up. The hybrid system components were characterised individually before the 

complete system was being tested. Some components of the wind turbine, such as the 

aerodynamics of the blade, the gearbox which coupled the turbine and the generator, 

the tower and the braking mechanism were modelled in Simulink. The resulted test 

rig was more compact from the removal of real wind turbine blades and tower. 

However, an induction motor drive system was needed to emulate the wind energy. 

With an appropriate software model, a turbulent wind speed was being emulated 

successfully. The benefit of using the off-the-shelf components was that the 

reliability can be ensured from each of them. Hybrid system manufacturers who 

adopted this approach can expedite the product development cycle and reduce the 

need of human resources to perform testing prior to product rollout. Due to the 

limited control and flexibility within the SI inverter system, the optimised start-stop 

cycles of the diesel generator could not be implemented with the test rig. However, 

the necessity to test the algorithm using the test rig was minimal as the success of 

such scheme depends on the lower level control implementation. As a result, a more 

flexible hardware was justifiably needed if such an algorithm was used. From the 

industrial point of view, the developed test rig served as a platform to investigate the 

performances and issues of the off-grid hybrid system. It assists testing to be carried 

out in a more controlled manner, which would otherwise be costly in the field. In the 

lab environment, a particular test scenario can be repeated many times and this eases 

the process of identifying potential problems which compromise the reliability of the 

overall system.     
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In Chapter 7, a non-ideal effect of the wind turbine was investigated for an off-grid 

system scenario. In this case, the tower shadow effect of a downwind wind turbine 

has been modelled for both tubular tower and lattice tower configurations. They have 

been emulated successfully using the test rig developed in Chapter 6. However, they 

were subjected to some oscillations which have been discussed. The chapter 

achieved the aim of quantifying the battery lifetime reduction due to the tower 

shadow effect, which occurred when the load matched closely with the power 

generation within the designated period of time. Under this scenario, the frequent 

charging and discharging cycles appeared, in this case at a rate of 1.85 Hz (two-

bladed wind turbine rotating at 55.5 rpm). With the assumption that these tower 

shadow microcycles occurred half an hour a day, it was determined that its 

contribution to the battery lifetime reduction should not be disregarded. The 

magnitude varied significantly, within the range of about 5% to 27%, which is 

dependent on the tower’s configuration. This study uncovered the fact that the non-

ideal effect of a wind turbine can be detrimental to other components (in this case the 

batteries) and it should not be underestimated while designing such system. While 

the tower shadow effects have been studied in the past, research that relates this 

effect to the reduction of battery lifetime is absent. The findings in the chapter bridge 

the knowledge gap and provide a new insight for off-grid system designers to 

incorporate the tower shadow effect whilst designing an off-grid hybrid system. This 

is to avoid the situation where the system designers are often being too optimistic in 

predicting the battery lifetime.  

Together, the work of this thesis aims to design an affordable off-grid hybrid wind-

diesel-battery system, without compromising the system’s reliability. First, an 

optimally sized system can be sought for a particular site based on its historical 

renewable resource assessment, load demand, the life-cycle cost of the hybrid system 

components and the projected diesel fuel price. Then, the operation of the hybrid 

system can be optimised with the objective of maximising the utilisation of wind 

energy. At the same time, the diesel generator start-stop cycles and operating at part 

load condition is minimised to prolong its lifetime. This requires the forecasted wind 

speed and load demand as part of the optimisation process. The reliability of the 

system is ensured by utilising off-the-shelf components as they are thoroughly tested 
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by their corresponding manufacturers. The testing and characterisation work 

performed in this research has allowed a hybrid system to be setup and operated 

successfully in the laboratory. This reduces the knowledge gap in terms of design 

considerations and testing methodologies which involved in developing an off-grid 

hybrid system using existing technologies. Finally, a new design consideration which 

was developed towards the end of this thesis has proven to be important awareness 

for hybrid system manufacturers. Particularly, the existence of microcycles due to 

tower shadow from the wind turbine should be taken consideration while estimating 

the battery lifetime within an off-grid system. The magnitude of the microcycles was 

quantified to be dependent on the tower configuration and how closely the load 

demand matches the power generation. In the long run, the performance of the 

battery, and hence the economics of the hybrid system will be affected if appropriate 

measures are not taken to overcome these microcycles. All in all, various aspects of 

the hybrid system have been studied throughout this research, which can be 

summarised in the area of economics, optimised operation, hardware design 

considerations and prototyping in the laboratory.  

8.2 Future work 

The sizing tool developed in this work utilised a year of historical RES data and a 

fixed load demand profile while seeking the optimum configuration of the hybrid 

system. As part of the expansion work, more historical data and load growth 

estimation throughout the hybrid system’s life cycle can be taken into consideration. 

More historical weather data can provide more confidence in understanding the local 

climate condition; however this comes at the expense of higher cost in data 

acquisition and data analysis. Although the load growth effect on power system is 

more significant in the national level, it is possible to be considered in an off-grid 

scenario in order to obtain a more accurate sizing solution. Furthermore, consumer 

electronics will be more affordable over time, which can increase the overall 

electricity consumption. From another point of view, the battery throughput due to 

the tower shadow effects can be incorporated into the cost assessment to increase 

accuracy. Two types of tower should be considered in this case, the tubular and the 

lattice tower, respectively. It was known that the lattice tower generates a different 
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set of tower shadow profiles, depending on the position of the rotor plane. In most 

scenarios, the rotor plane should be facing towards the wind direction to extract as 

much energy from the wind as possible. Therefore, a more sophisticated sizing tool 

which involved the battery throughput calculations due to the tower shadow effects 

at different wind conditions can be developed. Besides that, a life cycle analysis 

which includes the cost of the emissions from the fossil fuel can be integrated into 

this sizing tool in order to reflect the environmental cost involved. Finally, the 

economics of the DSM can be included in the future as they are not being considered 

in the sizing tool developed here. In this case, the loads are acting as virtual storage 

via load shifting. The load is shed at the critical time and the process has to catch up 

later [271]. Usually, the DSM is being associated with larger power systems and very 

little attention has been given to off-grid power systems. Potentially, with the DSM 

being implemented, the reliance on batteries as the main storage can be relaxed. 

The sizing studies in Chapter 3, the proposed optimised operation control algorithm 

in Chapter 5 and the studies of non-ideal effects of the wind turbine in Chapter 7 

were applied to the selected hybrid system architecture. However, these can be 

utilised on other HRES technologies. First of all, the grid-forming system in this 

work is based on the conventional two-level converter topology and a simple LCL 

filter design. The power quality can possibly be improved by using other converter 

topologies, filter topologies and control strategies [272] [273]. However, the 

increased number of components (for more inverting stages) and the complexity of 

the controller design will be the trade-off compared to the simplicity of the two-level 

converter. In addition, other wind turbine technologies such as the doubly-fed 

induction generator and permanent magnet-based topologies can be investigated 

along with an off-grid scenario. All these can be compared and contrasted to provide 

more understanding on their respective advantages and limitations. For instance, the 

switching, conduction losses and other performance indicators can be parametrised 

accordingly, working in conjunction with other renewable power generators in an 

off-grid scenario. 

Following from the successful implementation of the hybrid system test rig in the 

laboratory environment, a long-term field demonstration project in an actual 
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community should be carried out to assess the real-life performance of the proposed 

system. Reliability issues can be identified and the lessons learned through the field 

operation will be invaluable for future improvements. To take a step further, the 

concept of hybrid systems can be extended to incorporate other renewable energy 

technologies such as solar photovoltaic and run-of-river hydropower. These are 

relatively well-established technologies; however, the lack of real life examples 

which demonstrate their optimal operation in an off-grid scenario still exists. The 

sizing, optimisation of hybrid system operation and laboratory testing in this research 

can be utilised to maximise the potential of these technologies. .   

The last part of this thesis has shown that the tower shadow effects can negatively 

impact the battery lifetime, under the circumstances of power generation closely 

matching the load demand. It is believed that the magnitude of the tower shadow 

effects can be mitigated mechanically or electronically. In terms of the mechanical 

approach, the tower can be redesigned with a different architecture. Electronically, 

for instance, a power electronics module coupled with the appropriate filters can 

theoretically attenuate the magnitude of the power dip as a result of tower shadow. 

One potential solution to absorb the power fluctuations is through the utilisation of 

hybrid energy storage systems (HESS). In the scale of laboratory and in terms of 

practicality purposes, the hybrid battery-supercapacitor energy storage system is a 

promising solution to begin with. The aim of such solution is to introduce the 

supercapacitor to absorb high-frequency power surges while reducing the required 

battery power rating, degree of discharge and power losses of the overall system. The 

hybrid approach takes advantage of the two complementing technologies to provide 

large power and energy capacities. Some simulation and experimental work have 

been dedicated to the development of power electronics interfaces and energy 

managements for the hybrid battery-supercapacitor ESS technology [274], [275], 

[276], [277]. The battery lifetime gained from the additional components involved 

would require an economic analysis to be carried out. In addition, the methodology 

of sizing of the supercapacitors can be developed to achieve the optimum financial 

and technical performances. 
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8.3 Summary 

As a final concluding remark, the work presented in this thesis has contributed to the 

knowledge gap in the field of hybrid wind-diesel-battery systems, without forgetting 

its limitations and its potential improvements which can be explored in the future. 

The fundamental pillars of sustainability i.e. environment, economic and social are 

believed to be achievable with the utilisation of hybrid renewable energy systems in 

supplying electricity to the isolated communities. The success of an energy system is 

highly dependent on how well it presents itself technically and at the same time not 

neglecting the sustainability aspects. Therefore, the sustainability concept should 

serve as the core driver and the basic awareness while developing the future 

generations of off-grid renewable energy systems.   
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Appendix A – Load Modelling 

Due to the measured load data is not freely available, this work has adopted a 

detailed “bottom-up” load model which was developed in [51] and it will be briefly 

described here for the sake of completeness. In addition, the load model in reference 

[51] was developed using Simulink software, which further reduces the complexity 

of utilising it in this research. Other similar “bottom-up” load modelling 

methodologies can be referred from the work in [278] [279] [280].  

In the load model of this work, a defined time window has been associated for each 

action/event to take place (e.g. waking up, washing dishes, watching television and 

etc). A random number which was created for each activity, was then added onto the 

window starting time to determine exactly when the action will be started [51]. In 

addition, this model has assigned attributes to individuals so that they cannot perform 

irrational activity such as vacuuming while using the computer and listening to the 

radio. 

Each electrical device consumes active power and reactive power. Since the power 

factor (PF) of a device can be related as: 

 PF = cos 𝜃 =
𝑃

𝑆
 (A1) 

and the vector triangle of P, Q and S can be expressed as:  

 𝑆 = √𝑃2 + 𝑄2 (A2) 

The reactive power of a device is obtained as:  

 Q = √(
𝑃

cos 𝜃
)
2

− 𝑃2 (A3) 

Typically, a household contains several electrical devices which can be categorised 

as [51]: 

 Electronics and entertainment  

 Lighting 

 Motors  

 Heating 
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Electronic and entertainment devices such as televisions, personal computers, radios, 

game consoles generally contain switch mode power supplies (SMPS). The smaller 

power ratings SMPS (below 75W) do not require power factor corrections whereas 

devices above 75W are required by law to maintain a given power factor under 

regulation standard EN61000-3-2. Therefore, it can be concluded that the smaller 

SMPS loads have lower PF. Several lighting options for a typical household are the 

incandescent, compact fluorescent light, and fluorescent lamp. Small single phase 

motors (usually induction) which can be found in fridges, washing machines, 

dishwashers and other small pumps and fans throughout the property. Finally, the 

electrical devices for heating purposes consist of electric heaters, kettles, water 

heaters, microwave and irons. Table  tabulates the power factors being associated for 

various electrical devices modelled in this work. Using equation (A3), the reactive 

power of an electrical device can be computed by using its real power and power 

factor. Note that the power factor of the electrical devices modelled in this work may 

be lower than reality due to the change/improvement in power conversion 

technologies. Figure A1 shows the comparison between the measured and simulated 

power factor from aggregated loads (56 dwellings) throughout the day [278]. The 

measured power factor was observed to fluctuate between 0.86 and 0.99. During the 

night, the power factor is reduced and fluctuated more significantly because cooling 

appliances (which utilise induction machines) are at a higher proportion of the 

overall load demand.   

Category Electronics Lighting Motors Heating 

Type 

SMPS  

(< 

75W) 

SMPS  

(> 

75W) 

Incandescent CFL 
Fluorescent 

Lamp 

1-phase 

Induction 

Space

/ 

Water 

Microwave

/ 

Iron 

Power 

factor 
0.63 0.98 0.99 0.95 0.9 0.83 0.99 0.83 

Table A1: Electrical devices power factor [51] 
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Figure A1: Power factor comparison from the aggregated loads throughout the 

day 

Figure shows the overview of the load model which was implemented in Simulink. It 

consists of daily scheduling block, elapsed time activities block, and various 

electrical devices which consume a different level of active and reactive powers 

based on their power factors and power ratings. It is important to emphasise that this 

model was built based on two full-time (9am to 6pm) working adults occupancy in 

mind, therefore no activities were taken place in the afternoon. 
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Figure A2: Overview of load Simulink model
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The scheduling block controls the household member’s waking up and sleeping time. 

This information is then used for the device usage and task execution in the 

household. In addition, the design of the building and layout of the devices in each 

room has been considered in the scheduling process. It means that the links has been 

made between the electrical appliances and the rooms. For example, when the TV in 

the living room is switched-on during night time, the lights in the living room will be 

turned on and the lights in the kitchen will be off if no one is using any appliances 

there. Links can also be made between devices so that the DVD players and the game 

consoles require the TV to be on.   

Furthermore, most of the electrical appliances usage is directly linked to the human 

attributes which consist of ears, eyes and hands. Some appliances such as the 

computer and game console require hands, eyes and sometimes ears. Other tasks are 

effectively obstructing the use of some human attributes [51]. For instance, 

vacuuming requires the use of hands and eyes but hinder the use of ears for other 

activities. On the other hand, some devices can be used by multiple people at the 

same time for example watching TV, playing games and listening music together. In 

short, the scheduling block takes care of the concerns mentioned with the 

implementation of some logics [51]. Certain tasks require no continued human 

attributes once started. These are known as time elapsed/non-effort driven tasks. The 

examples are washing machines, dishwashers and some cooking appliances like 

ovens and microwaves. In this model, they are controlled by elapsed time logics.  

Some devices are programmed to work in a more complex manner and require more 

detailed analysis. Figure A3 shows the load pattern of a washing machine on a 40ºC 

cycle [281]. The first large load period can be attributed to the initial water heating 

process. The amplitude and period will increase or decrease based on the temperature 

setting. Subsequently, the load spikes are the cleaning cycles with the larger spinning 

cycle at the end [51]. In addition, the power factor varies throughout the washing 

period. The initial water heating will be more resistive and hence the power factor 

will be close to unity. During the wash and spin cycles, single phase induction motor 

is mainly utilised, thus having a power factor of approximately 0.83. The refrigerator 

has a distinct load behaviour compared to other types of load. Its working principle is 



Appendix A – Load Modelling 

 

322 

 

based on the hysteresis control of compressors. The thermistor reads the temperature 

of the fridge and turns on the compressor when the upper pre-set temperature 

threshold is met. The same principle applies to the turn-off sequence. Therefore, a 

pulsing sequence will be observed from the refrigerator especially during the night 

when the inside temperature is not disrupted. 

 

Figure A3: Washing machine load signature on 40ºC cycle [281] 

A single household load profile (Figure A4) was generated by running the complete 

load model in Simulink. The resulted energy used per day was 18.69 kWh, which is 

close to UK’s typical single household usage.  
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Figure A4: Single household load profile (active and reactive power) [51] 

A closer examination of the load profile shows that there are several distinct phases 

throughout the day. From midnight until about 7am, only the base load is noticed, 

which consists mainly the refrigeration compressor cycles and the standby loads. The 

next phase occurs between 7am and 9am where people wake up, turn on the lights, 

make breakfast and get ready to work. The final phase is the post-work period which 

the peak load commonly occurs. Various activities such as doing domestic chores 

(washing, ironing, vacuuming and cooking for dinner) and enjoying in-house 

entertainments (TV, PC, radio and video games) took place during the night period. 

As mentioned before, this model was built for two people who are working full-time 

and thus no activities are involved during lunch time at home. All in all, the resulting 

load profile is sufficiently realistic as the main objective of this work lies on the 

optimal operation of the hybrid system as a whole.  
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Appendix B – Synchronisation Controller 

This appendix describes the technical aspect of achieving synchronisation criteria 

and to incorporate them into the existing microgrid P – f, Q – V droop control. The 

synchronisation algorithm used in this research has been previously developed in 

[282] as part of a MSc dissertation project. It is being repeated here for the sake of 

completeness.  

The synchronisation criteria to be achieved are to make the values of phase-angle, 

frequency and voltage difference as minimal as possible. Another consideration 

when designing the controller is its capability to work with the conventional P – f, Q 

– V droop controlled DG. During the transition of the grid synchronisation, the power 

flows should be controlled in such a way that it is similar to the autonomous droop 

controllers in islanded mode with minimal transients. 

In this work, the proposed synchronisation process is realised with the utilisation of 

Main Controller and Synchronisation Controller. The Main controller top level block 

diagram is shown in Figure B1. 

 

Figure B1: Main Controller block diagram 

The Main Controller inputs the feedback signals, VPCC, abc and Vext, abc and calculate 

the information required for synchronisation. The desired information is measured at 

the point of common coupling (PCC) and at the external source frequency, ωPCC and 

ωext. The external source in this case is defined as a diesel generator or utility grid. 

Ultimately, the phase angle difference θdiff and the voltage magnitude difference, Vdiff 
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information between the PCC and the external source are required to verify if both 

sources are synchronised. The two three-phase phase-locked loops (PLL) with each 

obtain the voltage from the PCC and the external voltage source, respectively. These 

PLLs provide instantaneous frequencies, phases and dq-voltages. The voltage 

difference between the two voltage sources can be derived as [283]: 

 

𝑉diff = 𝑉PCC − 𝑉ext 

𝑉PCC = √𝑉PCC,qe
2 + 𝑉PCC,de

2  

𝑉ext = √𝑉ext,qe
2 + 𝑉ext,de

2  

(B1) 

The phase angle difference can be written as [283]:  

 𝜃diff = (𝜔PCC − 𝜔ext)𝑡 + (𝜃PCC − 𝜃ext) (B2) 

The model developed in Simulink is shown in Figure B2. The two ideal 

programmable voltage sources represent the external voltage and the PCC voltage 

respectively. Both of the PLLs track the voltages and compute its corresponding 

phase angles, frequencies and voltages in dq-frame. The Voltage Magnitude 

Difference and Phase Angle Difference blocks are implemented with equation (B1) 

and (B2), respectively. An interesting feature which has been incorporated in this 

simulation is the light emitting diode (LED) indicator to detect the PLL locking state. 

If the PLL has locked to the input signal, the LED will become green. On the other 

hand, if the PLL fails to be locked to the input signal due to wrong settings or defects, 

the LED will become red. This functions to assist the designer to detect if there are 

any faults occurred within the PLL system. However, the existence of LED incurs 

additional simulation time and the user should eliminate it when the PLL is stable for 

a particular application or if not needed. 
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Figure B2: Main Controller Simulink setup 

The external voltage was set as 400 Vrms, ph-ph and 50 Hz all the time. Initially, the 

PCC voltage source was programmed with 390 Vrms, ph-ph and 49.8 Hz with 50 

degrees phase shifted. At 7 s, the PCC frequency was stepped up to 50 Hz until the 

end of simulation time. 

Some measurement points of the Main Controller are demonstrated in Figure B3. 

Initially, the external source was started to operate at 50 Hz (314.16 rad/s) whereas 

the PCC voltage was at 49.8 Hz (312.9 rad/s). Due to a phase shift of 50 degrees 

which was set upon PCC voltage, a start-up phase difference of 0.8727 radian (50 

degrees) can be observed. The frequency deviation between the external source (50 

Hz) and the PCC (49.8 Hz) have contributed to the phase angle difference, θdiff which 

continuously varied between –π to π. 
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Figure B3: Main Controller output: External voltage and PCC frequencies, phase angle and 

voltage difference 

At 7 s, the PCC frequency was programmed with a step of 0.2 Hz, hence operating at 

50 Hz. This was artificially created to test if the Phase Angle Difference block was 

working accordingly. Indeed, from this point onwards, the phase angle difference 

was fixed at a constant level and stopped varying. The pre-set voltage difference 

between the external voltage source and the PCC voltage was 10 Vrms, ph-ph, which 

was equivalent to  10(√2
√3

⁄ ) = 8.165 𝑉𝑝𝑒𝑎𝑘,   𝑙𝑖𝑛𝑒−𝑙𝑖𝑛𝑒 . From Figure B3, third 

subplot, it can be observed that the Voltage Difference block was providing the 

correct value of about 8.16 V, which was the difference between the external and the 

PCC voltages. The next step was to explore the methodology to incorporate this into 

the power-electronics based inverter controller.  

As the operation of the SI inverters should not be disturbed during islanding or even 

grid-connecting, the main controller which was obtaining the phase difference and 
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voltage difference information should not be connected to the droop controller 

without an interface. It was only during the synchronisation process which this 

information are allowed to be fed into the system. Figure B4 demonstrates the 

flowchart of synchronisation controller algorithm which was to be interfaced 

between the Main Controller and droop controller.  

The controller begins by detecting the synchronisation switch’s status which can be 

manually controlled by the user. Then, the controller will observe the phase 

difference between the two networks which were to be synchronised. It is important 

to note at this stage the phase difference should be as small as possible before 

proceeding it to droop controller [284] [285]. This minimum phase difference which 

is to be set in the controller is denoted as εθ. In this work, the εθ value is set to 0.5 

radian. This was determined empirically and was selected minimally to avoid output 

voltage frequency perturbation from inverter as a result of large phase difference 

seen in the droop controller. Yet, the value was chosen to allow synchronisation 

process to be carried successfully. This is a design trade-off that one should consider 

carefully as the optimum value varies, depending on the system.  

After satisfying the two conditions (enabling synchronisation switch and obtaining 

small phase difference between the networks), a delay of 1.5 s took place to allow 

settling down of output power transient before circuit breaker switch was being 

closed. Latching of the synchronisation signal commences immediately in a digital 

manner with the D flip-flop to ensure the circuit breaker does not trip off 

unintentionally. Finally, the phase and voltage difference outputs were disabled to 

allow the remaining operation to take place naturally.  
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Sync Switch

Enable = 1?

No

Yes

θdiff < εθ?

No

Allow θdiff and Vdiff 

input to VSI Control

Delay for 1.5 seconds

Close circuit breaker 

switch

(Sync_Enable = 1)

Latch the Sync Enable 

signal

Delay for 0.01 seconds

Disable θdiff and  Vdiff 

input to VSI Control

Begin

End
 

Figure B4: Synchronisation Algorithm Flowchart 

The top level logic structure for this synchronisation controller was implemented 

based on the flowchart in Figure in Simulink as shown in Figure B5. 
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Figure B5: Synchronisation Controller Simulink setup
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The Main Controller and Synchronisation Controller described above were tested 

with an external AC source as shown in Figure B6. The focus of this simulation was 

to analyse the transients and performances of the synchronisation process. The SI and 

the external source were connected through impedance which was modelled with a 

PI section. The Main Controller obtained the PCC and the external voltages at both 

ends and computed the necessary information, i.e. θdiff and Vdiff for synchronisation 

process. Initially, the three-phase circuit breaker was opened circuited and was 

closed once the enabling signal from Synchronisation Controller was obtained. The 

Simulink model of the integration of the synchronisation module into the droop 

controller is shown in Figure B7. The SI stabilised its DC link and fed a three-phase 

load of 6 kW at 70 s. An additional load of 14 kW was switched on at 90 s, 

overloading the SI inverters. Thus synchronisation algorithm was started from then 

onwards to obtain additional energy support from the external source.  
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Figure B6: Main Controller and Synchronisation Controller modelling 
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Figure B7: Incorporation of Synchronisation Controller into droop controller 
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Figure B8 shows the phase angle difference, the voltage difference and the 

synchronisation signal. As described before, the phase angle varies between –π to π 

before the synchronisation algorithm is started. It can be noticed that there was a 

change of slope in the phase angle difference once the additional load was switched-

on at 90 s. Then, the Synchronisation Controller was pooling until the two conditions 

were met, i.e. the synchronisation switch was enabled and the phase angle difference 

was less than 0.5 rad before synchronisation algorithm was started. Note that these 

information were not allowed to have any influence on the droop controller prior to 

this. At about 100.8 s (when the phase angle difference was less than 0.5 rad), the 

droop controller started to receive these signals and the transient took place for 1.5 

seconds. The three-phase breaker was triggered to close at approximately 102.3 s. In 

addition, the phase angle difference at this time was approximately zero. The SI 

inverters and the external voltage source were eventually connected. The phase angle 

difference and the voltage difference information was stopped being fed to the 

system and this has permitted the power flow to happen naturally. The positive 

constant phase difference after 102.3 s indicated that there was a certain fixed 

amount of power being transferred from the external source to the load, supplying 

additional load. This amount was highly influenced by the required order of active 

power transfer if X >> R as described in equation (B3):  

 𝑃𝑅 = (
𝑉𝑅

𝑋
)𝑉𝑆 sin 𝛿 (B3) 

The voltage difference between the two systems before and after synchronisation was 

relatively small compared to their phase voltage magnitudes (in this case 230 V). The 

voltage difference was about less than or equal to 15 V as opposed to their peak-to-

peak amplitude which was in the order of hundreds. During the synchronisation 

transient process, the voltage difference between the two systems was being brought 

down to a minimal level which helps to smooth synchronisation transition. After 

connecting the two systems, the voltage difference was fixed at about constant level 

to allow effective power transfer. This level is highly affected by the required 

amount of reactive power transfer between the two systems if X >> R as highlighted 

in equation (B4): 
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 𝑄𝑅 = (
𝑉𝑅

𝑋
) (𝑉𝑆 cos 𝛿 − 𝑉𝑅) (B4) 

 

Figure B8: Phase angle difference, voltage difference and synchronisation signal between Sunny 

Island and external voltage source 

To further visualise the synchronisation process in time series, Figure B9 portrays the 

SI inverter’s and the external source phase voltages before, at and after 

synchronisation took place. The first subplot shows the two voltages before 

synchronisation. Between 92.5 s and 92.6 s, the phase angle difference shown in 

Figure B9 was about 180 degrees and this subplot shows the corresponding phase 

voltages. At about 102.3 s, their phase angle difference was approximately zero and 

these voltages were synchronised with each other as shown in subplot 2. Subplot 3 in 

Figure B9 demonstrates that the phase angle difference exists between the two 

voltage sources after connection. A phase angle difference of 0.36 rad (from Figure 

B9, subplot 1), equivalent to 20.6 degrees was displayed between the two voltages. 

At this time, a constant power transfer occurs.  
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Figure B9: Sunny Island and external voltage before, at and after synchronisation 

The system frequency and voltage are shown in Figure B10 and Figure B11 

respectively. An additional load occurring at 90 s has caused the frequency to drop 

significantly due to the power deficit. After connection took place between the two 

power sources at 102.3 s, the frequency gradually recovered to 50 Hz as a result of 

obtaining additional power from the external source. From Figure B11, it was 

noticed that the voltage drops after additional loads were connected at 70 s and 90 s, 

respectively. In addition, voltage drop was noticed after synchronisation took place 

due to the additional impedance between the SI inverters and the external voltage 

source. The approximate formula to calculate the voltage drop across the impedance 

is [286], [287]: 

 ∆𝑉 ≈
𝑃𝑅 + 𝑄𝑋

𝑉
 (B5) 

However, it is important to stress that the synchronisation process has taken place 

successfully with minimal transient based on the above analysis on frequency and 

voltage. 
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Figure B10: System frequency profile 

 
Figure B11: System voltage profile 
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Appendix C – Maintenance and Cost Calculations 

Given that: 

i = 0.03 

d = 0.04 

𝑥 =  (
1 + 𝑖

1 + 𝑑
) 

𝑥 =  (
1 + 0.03

1 + 0.04
) 

𝑥 =  0.9904 

Considering n = 20 years:  

𝑃𝑎 = (
1 − 𝑥𝑛

1 − 𝑥
) 

𝑃𝑎 = (
1 − 0.990420

1 − 0.9904
) 

𝑃𝑎 =  18.277 

 

𝑃a1 =  𝑥𝑃a 

𝑃a1 =  0.9904 × 18.277 

𝑃a1 =  18.1015 

 

Present worth wind turbine maintenance cost for 20 years:  

𝑃𝑊_𝑤𝑖𝑛𝑑 =  𝑃a1(𝐶o) 

𝑃𝑊_𝑤𝑖𝑛𝑑 =  18.1015 × £ 500 

𝑃𝑊_𝑤𝑖𝑛𝑑 = £ 9,050 
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Present worth batteries replacement (depending on computed replacement period 

from battery degradation model):  

𝑃r(n) = (
1 + 𝑖

1 + 𝑑
)
𝑛

 

𝑃𝑊_𝑏𝑎𝑡𝑡𝑒𝑟𝑦(𝑛) =  𝑃r(n) × (£ 1,108) 

𝑃𝑊_𝑏𝑎𝑡𝑡𝑒𝑟𝑦(𝑛) =  £ 47.64 

 

Present worth diesel generator replacement (depending on computed replacement 

period from the number of running hours): 

𝑃r(m) = (
1 + 𝑖

1 + 𝑑
)
𝑚

 

𝑃𝑊_𝑑𝑖𝑒𝑠𝑒𝑙(𝑚) =  𝑃r(m) × (£ 521.72) 

 

Present worth SMA inverters replacement for year 10:  

𝑃r10 =  0.9079 

𝑃𝑊_𝑖𝑛𝑣𝑒𝑟𝑡𝑒𝑟10 =  0.9079 × (£ 10,806) 

𝑃𝑊_𝑖𝑛𝑣𝑒𝑟𝑡𝑒𝑟10 =  £ 9,811 
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Appendix D – Gaia-Wind Turbine Field Measured 

Power Curve Data 

 

Table D1: Performance at sea-level air density, 1.225 kg/m
3 

Category A Category B
Combined 

uncertainty

Bin no. Hub Height 

Wind Speed 

(m/s)

Power Output 

(kW)
Cp

No. of data 

sets 

(1 min. Avg.)

Standard 

Uncertainty

sl 

(kW)

Standard 

Uncertainty 

ul 

(kW)

Standard 

Uncertainty 

ud 

(kW)
1 0.64 -0.03 -1.40 23 0.0001 0.1300 0.1300

2 1.06 -0.03 -0.30 150 0.0002 0.1299 0.1299

3 1.53 -0.03 -0.10 404 0.0001 0.1299 0.1299

4 2.01 -0.03 -0.05 826 0.0010 0.1299 0.1299

5 2.50 -0.05 -0.04 1316 0.0028 0.1300 0.1300

6 3.01 -0.12 -0.05 1499 0.0050 0.1312 0.1313

7 3.51 0.08 0.02 1767 0.0099 0.1427 0.1430

8 4.00 0.71 0.14 1983 0.0153 0.2372 0.2377

9 4.49 1.56 0.21 2055 0.0187 0.3170 0.3176

10 4.99 2.46 0.24 1777 0.0226 0.3386 0.3393

11 5.49 3.44 0.26 1467 0.0256 0.3824 0.3833

12 5.99 4.43 0.25 1261 0.0310 0.3979 0.3991

13 6.49 5.44 0.24 1034 0.0329 0.4254 0.4267

14 6.98 6.30 0.23 793 0.0353 0.3943 0.3959

15 7.48 7.14 0.21 596 0.0383 0.4006 0.4024

16 7.98 7.91 0.19 380 0.0458 0.3805 0.3833

17 8.49 8.61 0.17 248 0.0561 0.3674 0.3717

18 8.98 9.16 0.16 165 0.0607 0.3177 0.3234

19 9.46 9.67 0.14 105 0.0677 0.3131 0.3203

20 9.99 10.29 0.13 73 0.0813 0.3549 0.3641

21 10.50 10.51 0.11 67 0.0677 0.2022 0.2132

22 11.02 10.69 0.10 39 0.0682 0.1888 0.2007

23 11.51 10.81 0.09 42 0.0791 0.1791 0.1958

24 12.02 10.93 0.08 41 0.0629 0.1762 0.1871

25 12.51 10.67 0.07 45 0.1287 0.2302 0.2637

26 12.97 10.74 0.06 29 0.0779 0.1675 0.1848

27 13.52 10.47 0.05 32 0.0761 0.2309 0.2432

28 14.06 10.26 0.05 36 0.0657 0.2132 0.2231

29 14.53 9.82 0.04 47 0.0669 0.3766 0.3825

30 14.98 9.54 0.03 50 0.1331 0.2841 0.3137

31 15.52 9.42 0.03 35 0.1062 0.1757 0.2053

32 16.00 8.79 0.03 17 0.3461 0.5527 0.6521

33 16.50 9.07 0.02 22 0.1154 0.2836 0.3061

34 16.98 8.76 0.02 15 0.1102 0.3165 0.3351

35 17.50 8.69 0.02 6 0.0000 0.1620 0.1620

36 17.89 7.91 0.02 3 0.0000 0.8911 0.8911

37 18.42 8.69 0.02 4 0.0000 0.6871 0.6871

38 19.24 8.12 0.01 1 0.0000 0.3612 0.3612

39 19.50 0.00 0.00 0 0.0000 0.1299 0.1299

40 20.00 0.00 0.00 0 0.0000 0.1299 0.1299

41 20.50 0.00 0.00 0 0.0000 0.1299 0.1299

42 21.00 0.00 0.00 0 0.0000 0.1299 0.1299

43 21.50 0.00 0.00 0 0.0000 0.1299 0.1299

44 22.00 0.00 0.00 0 0.0000 0.1299 0.1299

45 22.50 0.00 0.00 0 0.0000 0.1299 0.1299

46 23.00 0.00 0.00 0 0.0000 0.1299 0.1299

47 23.50 0.00 0.00 0 0.0000 0.1299 0.1299

48 24.00 0.00 0.00 0 0.0000 0.1299 0.1299

49 24.50 0.00 0.00 0 0.0000 0.1299 0.1299

50 25.00 0.00 0.00 0 0.0000 0.1299 0.1299

Measured power curve (database B)

Reference Air Density: 1.225 kg/m3
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Appendix E – Braking Mechanism of Gaia-Wind 

Turbine 

The Gaia wind turbine brake mechanism is shown in Figure E1 and its component 

labels are listed in Table E1 [288] 

 

Figure E1: Brake parts [288] 

Item Description 

A Brake support bracket 

B Brake motor 

C Brake electromagnet (solenoid) 

D Chassis 

E Inner sleeve 

F Spring 

G Rod lock nut 

H Spring collar 

I Pad adjustment screws 

J Calliper body 

K Spring tension lock nut 

L Brake lever 

M Brake released switch 

N Brake rod 

O Clevis pin and chip 

P Pad worn 

Table E1: Brake parts description [288] 

The operation of the brake system in Figure E1 can be simply described as a state 

machine. The linear (forward and backward) motion of the solenoid can be converted 



Appendix E – Braking Mechanism of Gaia Wind Turbine 

 

344 

 

mechanically from the bi-directional rotation of the DC motor. The solenoid would 

be energised and acted as a magnet to get hold of the spring. From the controller’s 

schematic, it was analysed that the output ports which control the DC motor were 

namely X2(1) and X2(2). Due to commercial confidential purposes, the schematic of 

the Mita-Teknik controller will not be shown in this thesis. The operation of the DC 

motor can be written as: 

X2(1) X2(2) Motor action 

0V 0V Motor stop 

24V 0V Motor forward 

0V 24V Motor reverse 

24V 24V Motor stop 

Table E2: DC motor operation 

In addition, the electromagnetic outputs were identified as X2(3) and X2(4). These 

outputs were connected to a loading resistor and the signal was taken at the positive 

terminal, which was named as E in this case. In order to emulate the braking 

mechanism, a Moore finite state machine (FSM) was designed to accomplish this. 

Figure E2 shows the state transition diagram of the FSM. The sequence begins with 

an initial state of the motor being in idle position and the solenoid is not magnetised. 

Then, the state is transited to motor forward. The next state (motor is reversed) is 

activated when the solenoid is magnetised. This step releases the brake, leaving the 

rotor in freewheeling state when the motor is stopped. With this, the brake release 

output is triggered at the IC1100 controller.   
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Figure E2: Braking mechanism of Moore finite state machine 

The words that describe the different states of the diagram in Figure E2 were 

replaced with binary numbers, as shown in Figure E3. Finally, the diagram was 

converted to a state transition table as depicted in Table E3.  

 

Figure E3: Braking mechanism state diagram with coded states 

 

 

 

Initial 
state

0

rst Motor 
forward

0

Motor 
reverse

0

Motor 
stop

1

E = 0

X2(1) = 1, X2(2) = 0

X2(1) = 0, X2(2) = 1,
E = 1

X2(1) = 1, X2(2) = 0

X2(1) = 1, X2(2) = 1, E = 1

X2(1) = 1, X2(2) = 1,
E = 0

00

0

rst
01

0

10

0

11

1

E = 0

X2(1) = 1, X2(2) = 0

X2(1) = 0, X2(2) = 1,
E = 1

X2(1) = 1, X2(2) = 0

X2(1) = 1, X2(2) = 1, E = 1

X2(1) = 1, X2(2) = 1,
E = 0
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Current State Inputs Next State Output 

A B X2(1) X2(2) E DA DB Y 

0 0 0 0 0 0 0 0 

    0 0 1 0 0 0 

    0 1 0 0 0 0 

    0 1 1 0 0 0 

    1 0 0 0 0 0 

    1 0 1 0 0 0 

    1 1 0 0 0 0 

    1 1 1 0 0 0 

0 1 0 0 0 0 1 0 

    0 0 1 0 1 0 

    0 1 0 0 1 0 

    0 1 1 1 0 0 

    1 0 0 0 1 0 

    1 0 1 0 1 0 

    1 1 0 0 1 0 

    1 1 1 0 1 0 

1 0 0 0 0 1 0 0 

    0 0 1 1 0 0 

    0 1 0 1 0 0 

    0 1 1 1 0 0 

    1 0 0 0 1 0 

    1 0 1 0 1 0 

    1 1 0 0 1 0 

    1 1 1 0 1 0 

1 1 0 0 0 0 0 1 

    0 0 1 1 1 1 

    0 1 0 0 0 1 

    0 1 1 1 1 1 

    1 0 0 0 0 1 

    1 0 1 1 1 1 

    1 1 0 0 0 1 

    1 1 1 1 1 1 

Table E3: Truth table of the braking mechanism FSM 

Since the FSM involves five input variables, namely A, B, E, X2(1) and X2(2), the 5 

– variable overlay Karnaugh map was utilised to derive the output functions [289]. 

The derivation steps can be referred in Figure E4 to E6. 

Output function, DA 

AB 000 001 011 010 100 101 111 110 

00 0 0 0 0 0 0 0 0 

01 0 0 1 0 0 0 0 0 

11 0 1 1 0 0 1 1 0 

10 1 1 1 1 0 0 1 0 

Figure E4: Overlay Karnaugh map for output function, DA 
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Output function, DB 

AB 000 001 011 010 100 101 111 110 

00 0 0 0 0 1 1 0 0 

01 1 1 0 1 1 1 1 1 

11 0 1 1 0 0 1 1 0 

10 0 0 0 0 1 1 1 0 

Figure E5: Overlay Karnaugh map for output function, DB 

Output function, Y 

AB 000 001 011 010 100 101 111 110 

00 0 0 0 0 0 0 0 0 

01 0 0 0 0 0 0 0 0 

11 1 1 1 1 1 1 1 1 

10 0 0 0 0 0 0 0 0 

Figure E6: Overlay Karnaugh map for output function, Y 

The corresponding output functions are derived as: 

 𝐷𝐴 = 𝐵𝑋2(1)̅̅ ̅̅ ̅̅ ̅̅ 𝑋2(2)𝐸 + 𝐴𝑋2(1)̅̅ ̅̅ ̅̅ ̅̅ 𝐸 + 𝐴�̅�𝑋2(1)̅̅ ̅̅ ̅̅ ̅̅ + 𝐴𝑋2(2)𝐸 + 𝐴𝐵𝐸  (E1) 

 

 
𝐷𝐵 = 𝐴𝐵𝑋2(1)̅̅ ̅̅ ̅̅ ̅̅ 𝐸 + 𝐵𝑋2(1)𝑋2(2)̅̅ ̅̅ ̅̅ ̅̅ + �̅�𝐵𝑋2(1) + 𝐴𝑋2(1)𝐸 + �̅�𝐵𝑋2(2)̅̅ ̅̅ ̅̅ ̅̅ +
           �̅�𝐵𝑋2(2)�̅�  
 

(E2) 

 𝑌 = 𝐴𝐵 (E3) 

The implemented FSM circuitry which was based on the equation E1 to E3 using the 

Simulink software is shown in Figure E7. 
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Figure E7: Braking mechanism logic diagram 
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