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ABSTRACT

A STATE DEPENDENT HEURISTIC METHOD OF JOB SHOP SCHEDULING

By: M. El-Kilani

The main object of this work is to develop a “Fair Delivery
and Shop State Dependent scheduling dispatching rule” (FDSSD) in a
job shop environment. The fairness principle could be defined by
saying that the customers who came first be given a higher priority
than those who came afterwards. The basic principle behind the FDSSD
rule is fairness towards custemers. This is to some extent taken
into account by the First Received First Served and Earliest Due
Date scheduling rules. The FDSSD rule, however, takes into account
both the order in which orders have been received and related
delivery dates. Techniques which do not consider both of these
criteria can produce unnecessary anomalies. These ancomalies can
often be overcome by human judgement in relatively simple situation
where results produced by logical scheduling may be immediately seen
as unfair. The FDSSD rule introduces this moral element into logical
scheduling. Because of this, much more anomalies which could
adversely affect customers can be thrown out. The unnecessary
unfairness within the schedule may not be apparent to management
until too much work has been done to change things. Owing to the
moral principles introduced within the FDSSD rule, a direct
comparison (one to one) with other scheduling rules does not exhibit
the complete performance of the FDSSD rule. However, some
comparisons based on tardiness criteria are made. Towards this end,
a computer simulation model has been developed. The computer mcdel
is named herein as “Job shop Scheduling Simulation Model” (JSSM).
The model has been used in improving the procedure of In-Process
scheduling of the FDSSD rule.

In contrast to the currently available scheduling rules which -
tend to be used, the FDSSD rule achieves a balance between the three
main objectives of a production system. The objectives are: (i) to
meet delivery dates,: (ii) to decrease Work-In-Process (WIP}, and
(iii) to increase machine utilisation. This balance compromises the
Fairness Principle. The FDSSD rule uses First Received First Served
rule (FRFS), delivery date consideration and state in the shop. The
FDSSD rule offers a very close result if not better than some other
known rules such as FRFS, FCFS and EDD rules.

Scheduling problems have been classified according to their
elements - job, machine, shop and evaluation criteria. Detailed
classification facilitates scheduling procedures. It consists of
four levels - shop input/output, machine loading, queue sequencing
and job dispatching.

Scheduling rules are c¢lassified in accordance with the
above elements. A scheduling rule may work well either locally
or globally. The FDSSD rule developed herein is concerned with
the global performance with the customer requirement a high
priority.

The JS5SM has been used as a tool to investigate and
compare some scheduling rules with the FDSSD rule. Also, it
has been demonstrated that the procedure of scheduling may be
significantly improved by the proposed model.

Finally, some conclusions and suggestions for future
research are mentioned.
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ABBRREVIATION LIST

There are a number of rules which are investigated and

used to compare their results with the FDSSD rule. These rules

are:

— FASFS: First Arrived to Shop First Served
— FRFS8: First Received First Served rule.

- FCFS: First Come First Served rule.

~ EDD: Earliest Due Date (minimum due date) rule.

— SLACK: Minimum Slack rule.

- 8/ROP: Slack per Remaining operations rule.

- 8/COPN: Slack per operational time rule.

- WINQ: Work In Next Queue rule.

- DCR: Dynamic Composite Rule.

~ TSPT: Truncated Shortest Processing Time rule,

— FIFOQ: First In First OQut rule.

— 8S8ST: Shortest Set-up Time rule.

— CEXSPT: Conditional EXpected Shortest Processing Time rule.
- MWKR: Most Work Remaining rule.

- 8PT: Shortest Processing Time rule.

- FDSSD: Fair Delivery & Shop State Dependent rule.

Also there are a number of abbreviated terms could be

listed below:

— ISIS: Intelligent Scheduling and Interactive System

- JSSM: Job Shop Scheduling simulation Model.

- WIP: Work-In-Process.

- WINQ: Work In Next Queue.

- MAINQ: Main-Queue in material store.

— MINPQ: Main-in-preocess-queues or local buffer. It is the
machine buffer ‘

- Q023: Global buffer. It is the buffer where jobs are placed
if the local buffer is full.

— SARQ: Shop-arrival gueue

(vi)
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CHAPTER 1 INTRODUCTION

CHAPTER 1

INTRODUCTION

1.1 INTRODUCTION:

Generally speaking, the scheduling activity has
to assign each operation of a job to a specified
machine on a time scale. A scheduling technique may
resolve many possible conflicts between the main
goals of a production system during the execution of

the schedule. These main goals are:

-~ to offer service in gquoted date,
- to utilise the plant capacity efficiently, and

- to avoild unnecessary Work-In-Process (WIP).

In general, a scheduling process 1s a complex
task, especially in a job shop, where many machines
and jobs are involved, consequently, constructing a
schedule is a complicated problem ([1,2]. Many prob-
lems arise during the execution of the schedule,
such as high level of WIP, idleness, and lateness.
An efficient schedule depends on many different fac-
tors, for example, processing time of each job, due
date requirement, producticn level, capacity and
state of a jeob shop. Most of these factors could be
classified under customer, machine and sheop require-

ments.

Customer requirements could be defined as what

a customer needs from the system; for example, he

-2 -



CHAPTER 1 INTRODUCTION

needs his ocrder to be delivered on time. Late jo?s
may lead to losing the trust ¢f a customer in the
system, especially, if a later customer is completed
before those delayed jobs without providing a rea-
sonable explanation. There are two requirements
regarding the use of the machine. Firstly, a machine
should be efficiently loaded but not over-loaded.
Secondly, the machine utilisaticn should ke maxim-
ised. Shop requirements are concerned with global
reguirements in the shop; minimising WIP and moni-

toring the gueues at different machines.

Many of current apprcaches tc¢ scheduling use
part of the above mentioned factors separately.
Other approaches may use the local available infor-
mation to optimise schedule according to the current
local situation. Many scheduling techniques were
suggested and simulation models were used for inves-
tigation, but despite this scheduling problems are

calling for more investigation and study [3-11].

Different methods are employed in order to
obtain an optimal schédule. Some ©of these methods
are graphical, mathematical, enumeration, iteration
and simulation. A graphical solution is one of the
simplest methods to present the processes in the
shop on a time scale. The Gantt chart is a well known
example. Mathematical approaches (e.g. linear pro-
gramming) could be used [12-14]. However, there are

also many problems which may arise when this solu-



CHAPTER 1 INTRODUCTION

tion is employed; simplifying assumptions are
required and many parameters could be omitted’from
the model. Iteration or enumeration solutions may
perform well, but it is difficult to apply them to
job shop scheduling problems. For example, to proc-
ess five jobs through four operations in a job shop
system a huge number of possible schedules will be
obtained. It may become more than (S!ﬁ in a normal
situation. Therefore, iteration ¢r enumeration meth-
ods would be difficult to be used in this matter.
Simulation technique is widely used in scheduling

area.

As mentioned above, the scheduling procedures
in a job shop are relatively complex, and still pro-
duction managers seek a solution. Waiting times of
jobs inside a job shop form one of the main problems
in the production system [3-6,10]. The source of
such waiting times could be a result of inadequate
scheduling policy. Again, waiting times could result
in a high WIP inventory. A high WIP may disturb the
flow of the production or may lead to the loss of
some orders due to long queues. Also, it could cause
an increase in the lead time of an order. Whatever
the case, the situation would affect most customer

delivery dates.

Many scheduling techniques are designed to per-
form the optimum schedule according to some measures

of performance. Most of these techniques concentrate

-4 -
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on a jobs specification. Processing time and due
date are two examples of job specification. Some
other rules are concerned with the information in
the shop such as waiting time. Although, some of
these techniques perform relatively well, they
either ignore the receiving or delivery dates for
each job. Also, they are not concerned with bkalanc-
ing between conflicts of job, machine, and shop

requirements.

This study is concerned with developing a tech-
nigue called the Fair Delivery and Shop State
Dependent scheduling heuristic rule, hereafter 1is
called the FDSSD rule. The FD33D rule concerns the
relationship with attitude towards the customers as
well as shop requirements. The FDSSD rule incorpo-
rates First Arrived at Shop First Served (FASFS) -
hereafter is called First Received First Served
(FRFS), delivery date consideration, and the situa-
tion of machines and queues in the shop. The attitude
towards customers may be called the Fairness prin-
ciple. It takes considerable account of the order in
which Jjobs have been received such as that no later
job is dealt with at the expense of those that were

received earlier.

Tests and investigations on the FDSSD rule will
be carried out on a simulatioen model called the Job
shop Scheduling Simulation Model, hereafter is

called the JSSM. The JSSM is a program which is writ-
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ten in Fortran77 on an Unix operating system at Sun
3/50 work-station. This model includes some other
traditional scheduling rules and techniques. First
come First Serve, Earliest Due Date and Shortest
processing time rules are examples. The JSSM also
may be used to determine due dates and optimum pro-
cedures by which an optimum schedule is obtained.
Also, it supports shop monitoring. More details are

presented in chapter six.
1.2 IMPETUS FOR THE PRESENT STUDY:

The motivation to develop the FDSSD rule came
from the frequently repeated phrases: “the customer

is king” and “delivery date is a proemise”.

These are widely used in Japan, which is rela-
tively one of the leaders in the field of production.
By using the above two phrases, many of Japanese |
firms improve the confidence of their customers. The
companies’ strategy is clearly understood by the
customer. They give to the customer the right to know
about the situation of his order [15-18]. Since many
of Japanese firms rely on the above simple and clear
phrases or rules, everyone in a firm is aware of what
is happening. Therefore, harmony 1is achieved within
the system [19]. Similar rules were followed in
Italy (SAC company) [20]. Although SAC is a service
system, it was acting as a marketing section for dif-
ferent production systems. SAC was applying many of
the Japanese strategies mentioned above. From this

- 6 -
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observation, effort has been made to find a sched-
uling technigue to be applied in operations sched-
uling area, especially in the West where many

companies are looking for a solution.

The FDSSD rule considers due dates as the basis
for decision making while the situation in the shop
is considered as well. However, in a critical situ-
ation where a former received job is going to be
late, the basis becomes the receiving order of jobs.
The FDSSD rule is presented in a technical, moral
and reasonable way. A computer is used to show the

possibility of applying it by a computer simulation.
1.3 AIMS OF THE STUDY:

The present thesis aims to contribute an answer
to a number of difficulties associated with job shop
scheduling. The main purpose of this research is to
investigate and develop a scheduling method, by
which delivery dates are met, WIP is decreased to
the lowest level, and the future state of a shop is
censidered. This research flows in two main direc-

tions:

A- The study is to investigate some scheduling
rules and to develop a technique in order to achieve
the balance between customers, machines and shop

requirements.
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B- A computer simulation model; JSSM, is to be
built to represent the job shop producticn system.
The main objective of JSSM is to investigate and com-
pare the traditional rules with the FDSSD rule. By
this means, an cptimum schedule could be obtained.
JSSM could also be used to determine the most suit-
able delivery date of jobs. It has been designed to
provide a reasonable procedure for practical use in

job shop scheduling,
1.4 PLAN OF THE STUDY:

The study comprises of nine major sections:
— Chapter 1 consists of the current introduction,

— Chapter 2 presents a survey of the main literature
covering producticon operations schedul-
ing rules and problems associated with

them.

— Chapter 3 discusses the job shop scheduling prob-
lem environment and states the nature of

the problem which concerns this study.

- Chapter 4 job shop scheduling rules are classified

and discussed.

Chapter 5 the framework of the developed technique

FDSSD 1s presented in detail.

- Chapter 6 provides a description of the possibil-

ity of using computer simulation in



CHAPTER 1 INTRODUCTION

investigating scheduling rules. JSSM is
presented. A discussion of an applica-

tion on JSSM 1s made.

— Chapter 7 states the experimental environment and

experiments.

— Chapter 8 consists of a discussion of the inves-

tigation.

— Chapter 9 features the conclusions drawn from the
study and outlines some directions for

future extensions (further research).

1.5 SUMMARY:

This study explores attitudes towards the cus-
tomers in conjunction with state dependent proce-
dures. This could be considered as anbther dimension
in production scheduling technique. The FDSSD rule,
the proposed one, includes the above mentioned atti-
tude towards the customers in combination with known
rules such as the FRFS and Due date based rules. It
aims to achieve a balance between a job, machine and
shop requirements. The FDSSD rule aims to meet
quoted delivery dates, decrease WIP and increase
shop performance. These aims and the concern with
customer couid be established, in this study, under
moral dimension. The FDSSD rule introduces this
moral element into scheduling procedures. Investi-
gation will be carried out on a developed, herein,
simulation model called the JSSM.

- 9 -
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CHAPTER 2
REVIEW OF LITERATURE

2.1 INTRODUCTION:

In the past three decades there has been a siz-
able body of work in the area of production sched-
uliﬁg. Many of the previous research efforts have
been concerned with developing, optimising or eval-
uating an effective scheduling rule to decrease or
eliminate scheduling problems. Late Jjobs and high
WIP are examples of scheduling problems. In other
words, the main aim has been to obtain more efficient
scheduling rule for job shop production system in
order to keep commitment to delivery dates valid, to
minimise WIP, and to achieve a high machine utili:
sation. In spite of the above mentioned studies,
there still remains foom for investigation to be
carried out with more consideration for the real
environment. Also, effort has been made to give
greater consideration towards the customer’s
requirement in scheduling decisions. In the current
work, customer requirement 1s taken as the moral
censideration of fairness. Unfortunately, no refer-
ence whatscever was found that dealt with the sched-

uling problem under such moral considerations.

Since scheduling rules have a large influence
on different measures of performance in a production
system, previous studies have drawn attention to the

need for an effective production scheduling rule

- 11 -
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[8,21,22]. In their totality they contributed
towards establishing a rule to obtain optimum sched-
uling procedures. Generally speaking, each study has

different standards and measures to achieve their

goals.

Many studies invéstigated scheduling rules
required to build an optimum schedule, while others
developed scheduling rules. Scheduling rules are
varied in their complexity, applicability, and effi-
ciency. Chapter 4 will discuss scheduling rules in

more detail.

In this chapter efforts will be made to present
some of the major scheduling literature. The more
general literature is reviewed first of all, fol-
lowed by a review of more specialised literature
more closely related to the subject of this thesis.
Some problems are mentioned such as long waiting
times which may be a result from a high WIP problem.
Finally, some of the simulation literature is
reviewed., Most of the studies in the scheduling
area, including this one, use the simulation tech-

nigue (see Fig 1).
2.2 LITERATURE REVIEW:

The problem of scheduling has been treated dif-
ferently by different researchers. Mathematical pro-
cedures are one of many methods used to sort out

scheduling problems - linear programming is an exam-

- 12 -
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Some problems are frequently reported
(Waiting time, WIP, Late delivery)

Y

Literature calling for more effective
scheduling procedures

'

( Scheduling problems )

Literature confirmed that scheduling rules
have a considerable effect on the problem

:

C In-process detailed scheduling problem )

A review of literature on
scheduling rules and heuristics

'

C A review of simulation literature in job shop )

Fig 1 The flow of literature presentation in chapter 2

- 13 -
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ple [21,23~-25]. Dudek et. al. [26) used mathematical
methods to evaluate.each sequence of jobs in order
to minimise the idle time on the latest machine. He
ignored due date completely. Although the scheduling
preblem could be sclved mathematically, this type of
approcach 1s not recommended, especially for large

size of scheduling problems. Most references explain
the pitfalls of using the mathematical approach -

too many parameters, complex relaticonships and the

omission ¢f some important parameters [21,27,28].

Enumeration procedure is another approach. How-

ever, it is not recommended for large scale problems

0.

because of the huge number of itératidiis required. This

can also be true even for smaller problems [29-31].

Simulation technique is another well known
method. Computer simulation hag been highly consid-
ered, as a tool to illustrate and evaluate different
scheduling rules, in a number of previous studies
[7,11,22,32—36}. Many researchers in the scheduling
area have recognised the simulation technique as an
essential and effective method to study and represent
real job shop scheduling [21,35-39]. Moore et. al.
{32] and Kiran et. al. [33]) have made surveys of sim-
ulation studies in the job shop environment. By using
simulation techniques, many scheduling rules can be

investigated, improved, experienced or developed.

Many studies have pointed to the large impact

of scheduling rules on the schedule performance

- 14 -
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[8,21,22]. The effectiveness of scheduling rules
depends considerably on chosen measures of perform-
ance criteria [22]. The results of different studies
were presented by Blackstone et. al. [21} in terms
of measurement criteria which was used in making a
comparison between results. Authors have found that
the cost based criteria have been most highly con-
sidered, followed by tardiness, lateness and then

inventory measures.

Most of the previous studies have concen-

tratedon either cost based, time based or/and inven-
tory based. Most of the literature has ignored the
moral éspect, i.é. éiving fair consi&;;étion to the”
customer with more respect towards the date when the
order was placed and the due date, even if the order
may be nominal. The FRFS rule for example, serves

orders blindly without any consideration to either

delivery dates or machine and shop regquirements.

Scheduling problems could seem to have been
excessively researched since the 1960’s, but despite
this, many researchers are still calling for an effec-

tive scolution to scheduling problems [3-8,10, 11].
2.3 RELEVENT LITERATURE REVIEW:

In the following section, efforts are directed
towards discussing the related review to the sched-
uling problem (e.g. Late delivery, long waiting time

in the shop, high WIP). Some literature refers to

- 15 -
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the Japanese policy in order to describe how the Jap-
anese treat their customers as regards moral respect
fbr their requirements, confidence and promise. Some
cthers highlighted the importance of customer sat-
isfaction. Then a review of scheduling rules liter-
ature is provided followed by a general review of
simulation literature. The sequence of review flows
according to the structure of this thesis - sched-
uling problem followed by scheduling rules and heu-
ristics then finally, it ends with simulation
literature.

2.3.1 SCHEDULING PROBLEMS LITERATURE:

In-process wailting time problem is repeatedly
menticned in recent literature [3-5]. The productive
time i.e - actual time spent in-processing opera-
tions, is less than 10% [3~5]. In job shops, jobs
wait in queues as each job is moved from one machine
to another. WIP consequently increases., As a result,
scheduling jobs, which form gueues, become complex.
As WIP increases in the shop, more time spent waiting
is anticipated. Schroeder [40] pointed out that the
waiting time spent in queues for one job may become

as much as 95% of its total production time.

Hon [5,18], Stommel [é6] and others {3,4],
between them have concluded that the productive time
in a system is usually only about 5% to 10% of total
time. The remaining time consists of queuing, wait-
ing, and non-productive events. High waiting times

~ 16 -
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in the system may lead to increased WIP in the sys-
tem. Therefore, studying waiting time and WIP prob-
lems may require a direct effort to investigate
scheduling problems because of the close relation

between timing and the scheduling procedures,

Late delivery is another problem which may
result from a high WIP [38,40]. Schroeder [40] has
discussed decision making in operation management.
A simulation supplement was provided. He highlighted
several points. Some of these points emphasize the
importance of the delivery dates:- “due dates seem

to have more importance than efficiency and flow

time”.[p gii]. -
ance could occur if there is lack of cooperation
between the marketing and operation people [p 365].
' Consequently, a strategy of scheduling should be

designed with the customer in ming.[p 135]

Cantellow et. al. [38} have drawn attention to
the importance of promised delivery dates. Conse-
quently, tardiness based criteria are recommended to
be used as a measure of performance. A general con-
cept of model building is introduced. Computer sim-
ulation is discussed systematically to represent a
real model. An actual production environment is pre-

sented.

The points highlighted by the above mentioned
literature lead to the following conclusion. High

WIP may lead to a considerable amount of waiting time

- 17 -
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and a noticeably late delivery may be expected as
consequence. Drawing from this summary and from some
other literature {41], scheduling procedures are
seen to have a great effect on scheduling problems
[21,22,42,43]. Efforts are directed to investigate
scheduling rules in order to find an effective pro-

cedure to manage the flow and the sequence of jobs.

An attempt to review production scheduling has
bpeen made by Graves [44]. A broad classification for
different scheduling problems has been presented.

Three classes of production scheduling problems have

been proposed:

1- Requirement generation - open shop or close
shop.
2- Complexity of shops - one machine, parallel

machines and flow or job shop.

3- Scheduling evaluation criteria - schedule cost

or performance.

Furthermore, the job shop environment is consid-
ered as the most general production scheduling problem

which still requires more effective study [44].

Conway et.al. [37] have provided a discussion
of scheduling problems and their classification fol-
lowed by a presentation of measures for schedule
evaluation and some of the solution methods to the

scheduling problems.

- 18 -
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2.3.2 SCHEDULING RULES LITERATURE:

Three major surveys related to scheduling rules
have been made:- Moore et. al, [32], Panwalkar et.
al. [23] and Montazeri et. al. [45]. Further to this,
a wide body of research exists for job shop sched-

uling and dispatching rules [8,21,33,37,39,44,46].

Conway, Maxwell and Miller [37] developed a
form of state dependent rule and Work In Next Queue
(WINQ) rule in such.a way to be aware of other
machines in the shop. They discussed the Dynamic

Composite Rule which represents a more involved form

of the state dependent rulé It combines- eperation— — _ _
due date, operation processing time, work in the

current gueue and work in next queue, relative to

total load in the éhop. In determining the best

parameter values for the priority index fuhction,

they have used an experimental search. In their book

they summarise basic scheduling rules. It is organ-

ised according to the type of scheduling problemé

rather than the techniques of solution. An introduc-

tory chapter to job shop simulation is provided.

A combination between the SPT and the FCFS rules
is discussed by Conway et. al. [37]. This combina-
tion can be made in order to consider the SPT rule
as the basis in which case then it uses the FCFS rule
if a specified limit of waiting time is exceeded by
a job. Alternating the FCFS rule can be considered
as the basis, and then the SPT rule is used when the

- 19 -
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number of jobs waiting in a queue reaches a certain
limit. Using this combination with the FCFS rule may
decrease the number of very late jobs, but this mod-
ification does not give the procedure the consider-
ation of the moral factor - i.e. no later job is

served at the expense of another earlier job. Fur-
thermore, the above combination ignores delivery

dates.

A review of segquencing research has been pro-
vided by Day et. al. {39]. They have provided a clas-
sification of sequencing literature in terms of the
number of job components, production facilities and

job availability.

Panwalkar et, al. [23] have dategorised and
described a summary of 113 priority rules which are
used in more than 30 studies and a list of many ref-
erences that deals with these rules. These rules
have been classified and presented clearly under

three categories:

- Simple priority rules: they are based on job
specification such as due date and receiving
time. They could be combined with another sim-
ple rule or with different weight values for

each job.

- Heuristic rules: they are more complex than the
simple rules because they involve complex con-

siderations such as machine loading anticipa-

- 20 -
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tion. They alsoc may involve human decision.

- Other specific rules which may be designed for
a special purpose or a combination of previous

categories could be considered under this third

category.

Blackstone, Phillips, and Heisterberg (21] pre-
sented a literature review of dispatching rules in
their study. This study included two main sections.
The first section discussed the methodology of dis-
patching rule development. The second section dis-
cussed the relative performance of some dispatching
rules in order to identify the best rule. This iden-— -
tification is carried out through simulation. Their
study presented results of previous studies in terms
of the measurement criteria used. In comparing these
results, the heaviest consideration is given to cost
based criteria, then tardiness, lateness and flow
time. They themselves also concluded that the ele-
ments of simulation process in a job shop - distri-
pution of Jjob receiving rate, due date assignment
method [41,47], and shop size - may not have a sig-
nificant influence in evaluating the effectiveness
of the dispatching rules relative performance. Some

of recommended rules are the SPT, EDD and FRFO rules.

Moore and Wilson [32] reported a number of sim-
ulation studies made between 1961 and 1967 in job
shop scheduling. They also presented some results of

simulation for different dispatching rules with

- 21 -
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respect to the consideration given to various meas-
ures of performance. A general dispatching rule
classification is made according to the time depend-
ency of a rule - static and dynamic, and aqcording
to the type of information: local and global. They
stated that the effect of switching between rules
had received little attention. Also, they declared

that more work is required in the dispatching area.

Montazeri and Van Wassenhove [45] present a
wide review of previous literature. A list of many
scheduling rules 1s provided. Performance measures
and environments which were used in the earlier

research were discussed.

Neelamkavi, Rao, and Thomson (8] reported a
practical approach for the selection of dispatching
rules by shop management. Four rules were selected
and combined using welght factors which may cause
the decision to be switched between the four
selected rules. These four rules are the Shortest
Processing Time (SPT), Slack per Cperational time
(S/O0PN), Shortest Set-up Time ({SST) and Most Work
Remaining (MWKR). Buckley et.al [48] have been draw-
ing on the finding of Ref. [8]. The decision is taken
by weighing a number of cost factors associated with

manufacturing activity.,

A considerable amount of research on the sched-
uling of job shops draws one’s attention to the need

for effective scheduling procedures. Rowe [34] was

- 22 -
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concerned with evaluating the applicability of
sequential scheduling rules. This rule depends on
partitioning scheduling into three phases: loading,
scheduling, and dispatching. This rule incorporates
flow allowance, processing time and due date, to
calculate start machining time of an order. Flow

allowance depends on the value of an order.

Conway [49] was among the first researchers to
analyse dispatching rules. An experimental inves-
tigation of priority assignment in a job shop is
made by Conway. The investigation employs computer
simulation to compare and evaluate a number of pri-
ority rules. The criteria of coﬁbarisdn were var-
ious measures of WIP inventory and job lateness.
In 1965 Conway [ll1l] presented part of an investi-
gation of some dispatching rules results. He con-
cluded that the Slack per Remaining OPeration (S/
ROP) rule appears to be the best due date based

rule.

In 1967 Conway et. al. [37] developed a simple
form of DCR state dependent rule and WINQ rule.
Dar-El et. al. [7] tested scheduling rules versus
job shop performance using a computer simulation
model while tardiness was set as performance meés—
ure. This study aimed to guide plant management in
the selection of the appropriate priority schedul-
ing rule. They concluded that the WINQ rule gives

relatively good results in a job shop.
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Wacker and Lucht [43] presented a list of
evaluation criteria and performance measures which
could be used to evaluate the effectiveness of dis-
patching rules. These criteria should be simple,
understandable, and usable. For performance eval-
uation, ten measures are listed. Number of orders
completed, percentage of orders completed on time,
average waiting time of orders and average number
of orders waiting in the shop are some examples.
Also, they pointed out that machining start times
could be used to set job priorities. As a result,
ardispatching rule is suggested. This rule sets the
cperations’ start dates by subtracting processing
times from the due dates. They highlighted the
importance of meeting of delivery dates. A case
study has been discussed. They concluded that
although high gquantity and productivity are given
high priority, timely delivery is the most impor-
tant objective. This is because of the losses to
the customers that may be caused because of late

delivery.

Many studies have been directed towards com-
bining scheduling rules in order to combine the
relative advantages of each one
[8,36,37,48,50,51). Recent research carried out by
Schultz [36] ccould be taken as an example. Schultz
presents a new rule called Conditional EXpected
Shortest Processing Time (CEXSPT). It employs the

SPT and EDD rules in order to control late or
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behind schedule jobs. The SPT rule is employed in
a controlled manner using the EDD rule. The pro-
posed rule partitions tﬁe waiting jobs for an oper-
ation into three queues according to whether a job
is late, behind schedule or ahead of schedule. The
SPT is used in the late jobs queue unless it may
iead to further late jobs. Stoeva [51] extends the
CEXSPT rule, which is proposed by Schultz. The
extension of the CEXSPT rule incorporates shortest
starting time at machine and shortest processing

t ime.

Another modification to the SPT rule is pro-
posed by Eilon et. al. [50]. The-modified rule is
called the SIxrule. It forms two separate gqueues
at each machine. One gueue is higher priority than
the other and both of them employ the SPT rule.
Slack is used to decide which job is going to take

the higher priority in the queue.

Efforts have been directed towards making'
rules more dynamic and more aware cof the status of
the shop and machines. A state dependent scheduling
procedure is proposed {37]. Conway et. al. [37]
developed a form of state dependent rule called
Dynamic Composite Rule (DCR). It incorporates due
date, processing time, work in the current queue
and work in next queue relative to the load in the
shop. Vepsalainen [52)] drawing on Conway’s find-

ing, extended a new state dependent priority set-
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ting procedure for a job shop scheduling. He

studied scheduling with due dates with jobs that
had a different tardiness penalty. A Slack evalu-
ation method was developed for the “Apparent

Urgency” rule and “Modified CoverT” rule. Both the
Apparent Ufgency and Modified CoverT rules incor-
porate the weight value of jobs, waiting time, due
date and processing time. The main objective in a
weighted tardiness problem is to minimise the total

tardiness cost.

A number of heuristics or rules of thumb are
also incorporated. Heuristics are a complex mix-
ture of procedures which usually depend on previous
‘experience. Gere [2] studies the use of heuristic
scheduling procedures in job shop scheduling. He
tested several Heuristics (using simulation) in
order to minimise the cost of tardiness (penalty
cost). Some heuristics were provided. These
include alternate operation heuristics, i.e no new
late jobs, insert and manipulation heuristics to
fit a job on an idle machine and look-ahead heu-
ristic to anticipate the loads in the shop. Heu-
ristic procedures can be expected to perform

effectively ([53].

Fox et. al. [9} pro&ided a study which
describes ISIS (intelligent scheduling and inter-
active system). The ISIS is a job shop scheduling

system which' is capable of incorporating many con-
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straints in the construction of job shop schedules,
and employs a heuristic approach for schedule gen-
eration. The system mainly uses constraints and
previous experience. They examined how constraints
may be represented, and the way in which they can
be used to obtain an acceptable schedule. In the
ISIS, interactive scheduling facilities are con-
sidered. The work was classified under five cate-
‘gories: organisational goal constraints (profit),
physical, causal, availability of resources and
preference.—&hQEEEwork claims to achieve a cooper-
ative balance between the following constraints:-
due date, capacity analysis and general facilities
utilisation. Relaxation of constraints could be
used to resoclve the conflicts between them. They
focused on global optimisation of the system by
finding the best schedule according to due date and
profit. However, in their study they have not con-
sidered dispatching rules as satisfactory for
dealing with practical scheduling problems. Relax-
ation of constraints could be used to resolve the

conflicts between them.

Hasting et. al, [53] describe a scheduling
system which uses job oriented heuristics in which
all the operations of one job are scheduled before
considering next job. It has been concluded that
job oriented heuristic is computationally effi-

cient for large-scale problems.
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2.3.3 SIMULATION LITERATURE:

Many of the previous studies which used simu-
lation technique to investigate, evaluate or
develop scheduling procedures, have been reported
(2,11,34],., Hollier [54] 1is concerned with evaluat-
ing scheduling rules and parameter values on per-
formance measure for a hypothetical batch

production shop.

Hon [(5,18] described a new segquence planning
system which is known as Stabilised Sequence Plan-
ning system. The system is designed toc monitor WIP
and to achieve a balance in manufacturing lead
times. The system (3SP) 1is a computerised mcdel,
i.e. computer $imqlation is employed. The loading
procedures used depend on.férward-loading. The-
author pointed to further development that could be
carried out such as backward lcading. The procedure

of loading uses order-criented heuristics.

Emery [55] designed a simulation model in order
to minimise earliness and tardiness costs in a
static job shop scheduling problem using optimum-
seeking procedures. These procedures were used to
search feor the optimum values of parameters. These
parameters are used to switch between a variety of
priority rules. The involved rules vary from simple
priority rules to composite rules which may con-

sider many criteria together.
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Worrall, Bancroft and Sivanesan [1] are con-
cerned with developing dispatching rules based on
the industrial environment of the job shop. These
rules incorporate customer importance and rush
orders. The authors depend in their study on rules
which involve processing time. An external priority
is created then combined with the dispatching rule
to form the final parameter for decision. A simula-
tion model is developed to compare between suggested
rules and the developed rule. “First In First Out”
(FIFO) rule and “Shortest Processing Time” (SPT)
rule are among these suggested rules. They pointed
out the difficulty involveq in handling job shop

scheduling problems.

Emery [24) confirmed that the problem of sched-
uling is complex and massive. He pointed out the
effect of this problem on: poor delivery perform-
ance, increased capital reguirement due to high work
in process, and lowered shop morale. The use of a
computer was proposed in order to improve scheduling
procedures. The paper concludes that priority sched-
uling through job shop simulation appears to con-
tribute a promising approach towards solving such a

problem.

Most researchers used simulation in their stud-
ies [5,18,24,34,38,54,56-59]. Conway et. al. [37]
provided an introduction on simulation. Moore et.

al, [32] provided a simulation research survey in a
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3ob shop. Wight [60] and others [61] recommend using
a computer in scheduling procedures. Kiran et. al.
[33] made a survey of simulation studies in job shop
scheduling problems according to shop performance
evaluation based on: job completion times, due dates
or costs. Also, the methods that are considered
within those simulation studies, such as criteria

and priority rules, have been discussed.

2.4 SUMMARY:

The review of literature has shown that job shop
scheduling rules have received a fair amount of
attention from researchers. Unfortunately, most
of this previous research has ignored the moral fac-
tor except for the blind approach of the FCFS or FRFS
rules. The main concern of these studies is directed
towards either the shop, the machines and/or (some-
times) customers — in order to keep the cost of pro-
duction as low as possible. Consequently, commitment

to meet due dates is mainly related to the status of

the customer.

Wight [60] pointed out that the simple deci-
siocns which support human behaviour should be rec-
ommended - “and support man rather than supplant
him”. The scheduling rule should be built according
to the customers’ requirements. Due dates could be
of more importance than other measures of perform-

ance [40].
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Good and long term relationships with customers
are mentioned widely in the following literature.
They attempt to find an explanation of the Japanese
success [16,61]. Cowhig (18], Oliver ([62] and Ment
[17] have pointed the harmony in the system itself.
This harmony is a result of the simplicity and under-
standably of the rule applied, espécially if the
rule is near to human principles [61]. Interest to
achieve customer satisfaction are increasing

recently [77].

Trever and Christie [16] made a comparative
study between manufactures in Britain and Japan. It
highlighted the impoftance of achieving good rela-
tionships, and building trust and confidence with
customers. Also, the study emphasised the importance
of accomplishing orders in time, and how it related
to long term relations with customers. The authors
presented many British and Japanese firms as case
studies. A wide range of literature about Japanese

successes 1is provided.

Generally speaking, in the 193%0s, one may
expect that effort will be made to standardise some
decision rules between the decision maker and labour
force who are responsible for executing the schedule
[(40]. Therefore, these rules should be simple, eas-
ily to apply internally in most levels of the system,
and relatively near to human principles and thinking

[60,61].
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Although decreasing production cost is an
important target, delivery dates should be consid-
ered as a commitment to be met. Furthermore, the
order which was received earlier should be consid-

ered first in terms of meeting delivery dates.

The current work introduces a moral fact&r to
be considered in conjunction with scheduling rules.
Drawing from previous work, state de?endent proce-
dures [37,52] and heuristic procedures {2,5,18,53]
are used in building the FDSSD rule - the proposed
rule. Simulation technique is used as the tool to
evaluate and compare scheduling procedures. Further-
more, the developed simulatibn model - JS5M - could
be used to realise the scheduling problem in order

to further develop the FDSSD rule.
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CHAPTER 3
JOB SHOP SCHEDULING PROBLEMS
AND STATEMAENT OF PROBLEM

3.1 INTRODUCTION:

Scheduling problems differ greatly from one
system to another. They tend to occur more fre-
quently in a job shop production system because of
its complexity when compared with other systems
(1,44,63). A job shop scheduling problem may be
defined as assignment of time and machinery in a shop
environmentl The shop may contains several different
machines, but in some instance they may be identi--
cal. A number of Jjobs have to be processed by a
number of machines. Each job has ité own route
through machines. This routing is a sequence of
operations through different machines, which is
already known. The main concern in performing these
operations is that the scheduling is done in such a

way that following requirements are considered:

1- Job requirements: to achieve on-time delivery
dates, and still to respect the sequence in which

orders are received,

2- Machine requirements: to maximise the utilisation

of machinery.

3~ Shop requirements: to decrease in-process prob-
lems such as WIP.

1
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A number of problems are well-known. Some of
these problems are tardiness, late orders, low
machine utilisation, high Work-In-Process and so
forth. Many of these problems exist because of
wasted time in queues and inadegquate scheduling.
It is confirmed that 5%-10% of total flow time is

in actual production processing time [3-5,40,64].

The following sections will discuss environ-
ment of scheduling problems in a job shop. Further
ahead, the statement of the problem which is the
subject this research will be presented. A general
description of a solution for the problem is pro-

-posed.
3.2 JOB SHOP SCHEDULING PROBLEM ENVIRONMENT:

Under this title many items could be dis-
cussed. The first item presents the assumptions
which are commonly considered. The second item
covers the main elements of a scheduling problem.
These elements may be classified into two main
categories: physical (job, machine, shop), and
'evaluation elements [45,64,65]. The third item
discusses the measures of performance by which a
problem could be evaluated. The forth item
presents the classification of the scheduling
problems. The final item highlights some known

problems.
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3.2.1 DEFINITION AND ASSUMPTIONS:

A. JOB SHOP DEFINITION:

A job shop may be defined as a manufacturing
system which processes jobs in small batches by é
series of operations. Each operation must be per-
formed on the entire batch before any subsequent
operation is started. Job shop production systems
fall béfween pure Jjobbing and mass production sys-
tems. Job shop systems have a higher variety of Jjobs
than mass production systems, and deal with a higher

guantity of jobs than jobbing systems. (See Fig 2)

In a job shop, Jjobs have :i:several set of rou-
tines. The machines’ layout is organised according
to type of operation which is available on a
machine. This is called “Process Layout”. Jobs flow'

through departments in batches (See Fig 35.

Because of the flexibility required to produce
different types of products in relatively low quan-
tity, low utilisation, high WIP, and long waiting
times are expected. The Jjob shop is a relatively
complex system. Theréfore, it requires more atten-
tion and management than other produétion éystems

[63].
B. ASSUMPTIONS:

A number of aésumptions could be made. They are

listed below for easy reference (see also Ref.[37]):
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_>

JOB-SHOP SYSTEM

—
Variety of Job Type

Fig.2 Production systems according to type and quantity of jobs
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[s)
I

10-

11-

12~
o \j

Jobs are independent.

No machine may process more than one job at a

time.

No job is processed by more than one machine at

a time.

Each operation processing time and routing

sequence are known.

Each process is independent of the seguencing

order.

An coperaticn, once started, may not ke .inter-

rupted.

The movement between queues of jobs and setup
times within the shop may be considered as a

part of processing time on a machine.
Each job should follow its specified route.

All dates (i.e. procéssing times and due dates)

are integers.

Each job can represent a lot of individual

parts.
In-process queues are allowed.

All jobs are financially of equal importance.
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3.2.2 SCHEDULING PROBLEM ELEMENTS:

A scheduling problem may be defined as the exer-
cise which controls the timing of events happening
on the shop floor. General scheduling problems are
concerned with processing a number of jobs through
a number of machines in order to achieve the main
goals ¢of the production system. The majcocr elements

¢f scheduling problem are:

A~ PHYSICAL ELEMENTS:

1- Job condition,
2- Machine state, and

3~ Shop situation.
B- EVALUATION ELEMENTS:

l1- Measures of performance, and

2- Scheduling rules,

Physical elements, they may affect the other
element (evaluation elements), i.e. a selected
method may be more effective if it considers the
physical elements in order to achieve their require-

ments.

A~ PHYSICAL ELEMENTS:
A.1l JOB CONDITION:

Each individual job can affect the problem in
different ways. .Each job has a variety of parameters

to be considered as an input to the scheduling pro-
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cedure. This informaticn describes the state of a
job. In this study, the information primarily con-

sidered is listed below:

- Job number,

- Delivery date,

- Receiving order,

- Receiving time,

- Route on machines, and

- Operation processing times on each machine.

These items of information may collectively be

called ‘the jocb specification.’

The job spec£f£ca£ion-has a cénsidéréblé'ioie
to play in increasing or decreasing the complexity
of the problem. For example, a job which has a long
processing time may lead to a bottleneck problem.
Furthermore, processing an urgent job could delay
other Jjobs, especially in the case of a congested

shop.

Generally speaking, some of the most critical

states which may lead to a serious problem are:

- Dependency on a single item from the job spec-
ification,

- Having a job with a very long processing time,

- Late arrival of a very urgent job,

- By-passing of soﬁe jobs and delaying of somé oth-

ers,
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- Prioritising orders purely from the point of
view of immediate financial gain (some orders
being more profitable than others),

- Having a job with a tight delivery date,

- Receiving a number of jcocbs at once, and

- A change in the Jjob specification of a job after
it has been scheduled or after processing has

commenced.

Also, the condition of a job may be affected
with any new event which occurs in the system. This
new situation should therefore have an influence on

the decision rule.
A.2 MACHINE STATE:

A machine or a facility is the second physical
element in a scheduling problem. Again, a machine’

has its own specifications, e.g.:

- Code number,
— Importance of the machine,

Capaéity, and

Available processes on each machine.

A machine could cause a notable problem because
of its role in performing and producing jobs. Many
-problems could happen while a schedule is being car-

ried out. Four examples are:

- Machine breakdown,
- Limited space on a particular machine.
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- A bottleneck at a machine,

— Machine idleness.

The second example could cause excessive gqueues
at machines. Take the case where three machines feed
into one particular machine. If the latter machine
is running to full capacity {(including queues
allowed) 1t can not accept any new corders. A backlog
then occurs, and the first three machines can not

operate until the problem on the later machine is

cleared.

These sort of things may cause a disturbance in the
shop and could lead to a sizable problem that would -
affect the schedule éntirely. Therefore, the sched-
uling method should also give much consideration to

this possibility.
A.3 SHOP SITUATION:

A shop usually consists of a number of machines
and a number of gqueues in between [39,42]). These
machines are ready to perform a number of jobs. A
shop, as a physical element of the scheduling prob-
lem, has a great role in solving or eliminating the
scheduling problem-because of its general view over
all other physical elements. Regarding this element,
it is possible to monitor the machine acceptance and
the job movement in a shop. This monitoring may take
the queue length as a measure by which to adjust the

situvation. Also, WIP is another measure which could
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be considered for such monitoring. The shop situa-

tion can be divided into three areas:

- Input to the shop,

- Work-In-Process in the shop, and

- Result output.

Shop input may be divided into two types accord-
ing to the pattern that how the jobs input are being
received: Static or Dynamic job shop. In Static job
shop, jobs are considered immediately and no more
jobs are accepted until the schedule of received
jobs is completed. Dynamic job shop, however, allows

a continuous stream of jobs to arrive at the shop.

Shop In-process is derived from the accumulated
work inside the shop which forms Work-In-Process.
This WIP may cause long lead times for future jobs.

Also delay may be incurred by this to some other

iobs.

Finally, the output result is used to adjust the
input variable, such as machining allowance time. It
could also be used to adjust delivery dates in order

to avoid more late Jjobs.
B~ EVALUATION ELEMENTS:

The general form ¢f the evaluation elements may
be derived from the main goals of a production sys-
tem. These goals, whiéh may be considered to evalu-
ate the scheduling process, are:
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- Meeting delivery dates,
- Decreasing WIP, and
- Improving machine utilisation and decreasing

the idleness within the system.

The evaluation element covers two main topics:

- the measure of performance and

-~ scheduling rules.

These two topics are inter-related. Usually
scheduling rules are chosen according to their measure

of performance. Section 3.2.3 will discuss measure of

performance.

A scheduling rule may be called a ‘priority
rule’. It decides the order in which jobs are to be
processed. Priority rules vary from simple rules to
complex ones. They may be classified in many different
ways. One classification concerns itself with the
state of various criteria with regarding to time. This
consists of two classes of rules: Static and Dynamic.
Static rules do not change the priority 6f each job
through time. Dynamic rules may change a job’s prior-
ity as time progresses. Another classification is made
according to how much information is available about
the shop for decision making. Again, there are two
types of rules: Local and Global. Local rules are con-
cerned with local information on a current machine.
Global rules are concerned with information regarding

mostimachines within the shop [37,44). More details of

this will be discussed in chapter 4.
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3.2.3 MEASURE OF PERFORMANCE:

Measures of performance may have dlfferent

- . e ————e = e v.

basis. Tardlness based crlterlon is an exam-

ple. |Tard1ness 1nvolves due dates and completlon

d;;es. It measures those jobs which have a “positive
lateness”, (i.e late jobs). Another basis by which
performance is measured is the cost based criteria
as the expected profit. Further to this, the atti-
tude towards customers may be considered as being

relatively i1gnored criteria. Table 3-1 presents the

mathematical formulation of some used measures in

this thesis.

Scheduling is a complex process, because of the
conflict between the main goals of the production
system: timely delivery, low WIP inventory, and high
system efficiency. One example of this conflict is
that in order to achieve a high machine utilisation,
stand-by jobs may be required at each machine. These
stand-~-by Jjobs may create queues, i.e an increase in
the WIP inventory is expected. When WIP increases,
the delay of some jobs would be the result. An other
example achieving a timely delivery may affect
machine utilisation, i.e idle time is expected. In
cther words, the requirement of each element of the
scheduling problem are in conflict. For example,
achieving the jobs’ requirement may have an impact
on a machine and/or an overall shop requirement.

Therefore, to build a valid and an acceptable sched-
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Performance measure formulation
Lateness (L) Complition date - Due date
Tardiness max{(0,L}
jobs
Total tardiness , } ( max(O,Q))
§=1
joba
Mean tardiness 52'- max{(0,L /N - .
j=1
Joba
Mean conditional Z max (0,L) /N,
=1
tardiness.
Root mean s 'f Job 1/2
uare o 2
d Q max (0, )/
=1
tardiness
1
Root mean square of jocbs , vz
Qmax(O,La )/N“)
conditional tardiness 3u =

N= Number of jobs AND N ({late)= Number of late ijobs.

Table 3-1 Measuresoperformance
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ule, performance measures should be specified

clearly in order to achieve a balance between the

above requirements.

Measures of performance are the tools needed to
evaluate scheduling procedures. The technique of
scheduling will be determined according to the cho-
sen measure of performance. Performance criteria can
be divided into three areas according to the main

production system objectives.

Performance measures can be classified accord-
ing to the related information and targets of the
production system. In general, the classification is
based on the physical elements of a scheduling prob-
lem - jobs, machines and shop - and/or based on the
cost, For more detail see e.g. Ref. [8,23,45,46]. A

brief classification could be presented below:
~ Performance measures related to jobs:

Some of these measures are average tardiness -
average value of tardiness of all processed
jobs, maximum tardiness among the processed

jobs and total number of late' jobs.
- Performance measures related to machines:

The most used measures are the utilisation
based measure (i.e average system utilisation

and maximum utilisation) and machine idleness.
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- Parformance measures related to shop:

Some of the measures which are commonly used
are, average completion time, maximum and aver-

age WIP, maximum and average gueue length.
~ Performance measures related to cost:

Cost penalty of an early or late completion is
an example of cost based criteria. The cost of
machine idleness and WIP holding are another

two examples.

Generally speaking, meeting delivery dates is
oné of the main térget of most production syStemé
[40,41}. In the case of considering delivery dates
as a basis, the job shop literature suggests several
performance measures by which to evaluate the sched-
ule. In‘addition to the measures described above,

mean tardiness and percentage of late Jjobs could be

considered. .
3.2.4 SCHEDULING PROBLEM CLASSIFICATION:

A Job shop scheduling problem may be defined as
a situation where a number of operations and Jjobs
are required to be processed ﬁhrough a number of
machines within a given time scale, in such a way as
to optimise specific criteria or a certain goal. The
optimum situation is that the delivery dates for all
jobs are met and that machines’ utilisation is
increased at minimum production cost and low WIP.
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According to this definition, a scheduling problem
could be classified in the light of the primary ele-
ments which are the physical and evaluation elements
(see Fig 4). This scheduling problem in a job shop
has been recognised by many researchers {37,44,63-

65].

Another classification could be made according
to the detailed scheduling problems. This could be
termed ‘detailed classification’ [40,66,67].
Detailed classification is concerned mainly with In-

process problems such as:

- Shop input/odtput,
- Locading of machines,

- Sequencing in gqueues, and

f

Dispatching of a job.

A— GENERAL CLASSIFICATION:

As mentioned above, a general classification
could be divided mainly according to the elements of
a scheduling problem; which are (i) physical and

(ii) evaluation elements.
(i) PHYSICAL ELEMENTS ;
A.1l JCB:

A job is one of the main physical elements of
the problem. In a job shop each job has its own tech-
nological route, processing time‘and due date. In
other words, each job has its own specification,
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Fig 4 Scheduling problem classification
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This specification may affect the problem in many
instances. For example, long processing time may
cause a bottleneck on a machine. It may also lead to
the delay of some cther orders, espedially in a crit-
ical situation where many jobs have high priorities.
As another example, due dates’ tightness could lead
to a similar problem. In addition to the role of a
job’s specification on the problem, the number of

jobs in the system may also affect the situation.

The number of the received jobs by the system
and the pattern of receiving are considered a part
of the schedulipg problem. However, many researchers
have reported that the pattefn in which jobs are
received has ncoc major effect on the relative evalu-

ation of scheduling rules performance [46].
" A.2 MACHINE:

This element is concerned with the number, type
and flow structure of a machine. There are four basic

structures which could be consideredAin this matter:

- Single machine,

Parallel machines,

Flow shop, and

= Job shop.

The single machine is the simplest form of a
scheduling problem, because all jobs require one

cperation by one machine. The order of processing
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for different jobs is the same as the order in which
they are completed {see Fig 5.a). The input sequencing
order to a machine, in this case, will be equal to the

output sequencing order.

The parallel machine scheduling problem is the
same as for a single machine, i.e more than one machine
can process the same job. Therefore, jobs are processed
more frequently, and may not be completed in the same
order of processing. The new problem here is to balance
machine utilisation (see Fig 5.b). The sequencing order
of input jobs may not be similar to the output one. It

depends on the processing time of processed jobs.

In flow shop, all jobs have an identical techno-
logical routine. Each job has to follow the same
sequence on each machines. All jobs are finished in the
same order in which they started on the first machine
(see Fig 6). In this case the sequencing orders of

input and output Jjobs are similar for all machines.

The job shop is the most difficult process to be
scheduled {44], because there are no restrictions on
Jobs’ routes; each job may have a unique route (see Fig
7). Input sequencing order of Jjobs usually is not sim-

ilar to output one.
SHOP:

A shop is the area where the problem is taking

place. There are two types of shops: the open and
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Fig 7 Job shop: Jobs have different sequencing order.
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the closed shop. In an open shop, orders are received
directly from the customer, and there is no stock to
be used up. In a closed shop, all orders are serviced
from inventory stock, which follows the replenish=-
ment process. In practice, a shop is-ﬁot pureiy open

or closed. It may be a combination of both,

In a shop, most of the more involved problems
occur at shop input, machine loading, sequencing, or
dispatching. These problems will be discussed below

in section 3.2.4-B under detailed classification.

The shop element may be called the ‘In-process’
problem, because it is concerned with WIP. The main
problem anticipated is high WIP, which may lead to
congestion and long queues inside the shop. High WIP
may also affect production cost. Furthermore, late
jobs may also be expected - as a result of long wait-

ing time.
(ii}) EVALUATION ELEMENT:

As mentioned above in section 3.2.2-B and
3.2.3, this element depends on two major criteria:
Scheduling rules, and measure of performance. The
effectiveness of the schedule depends on the effec-
tiveness of these two criteria. If the schedule has
been built with a global rule and reasonable meas-
ure. A global rule should consider the whole situa-
tion in the shop and adjust the decision

accordingly.
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B- DETAILED CLASSIFICATION:

The aim of discussing classification in detail
is to highlight the principal areas where a problem
may Sccur; The detailed classification tends to
explain the structure of problemnms which are con-

cerned in this research. The main classes are:

1- Shop input/ocutput,
2- Machine loading,
3- Queue Sequencing, and

4- Job Dispatching.
B.1 SHOP INPUT AND OUTPUT:

Input could be defined as the number of jobs
received by a system. Input could be measured per
unit of time. Jobs may rush directly into the shop
causing In-process congestion. Jobs could be con-
trolled in their rate of arrival at the shop [68-
72). Output could be defined as the rate at which
jobs are completed and exit from system. This
depends on the machines’ capacity and WIP in the
shop. Some output values could be used as a trigger
to controlling Jjobks to be released into the shop
[73). Capacity of a machine is the maximum rate of

output which can be achieved.

The relation between input, output, capacity
and WIP is shown by the water system analogy in fig-

ure (Fig 8). A new order is received in tank A then
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— Receiving
Operator
Material

Store
Arrivat -
Shop Entry
Capacity
Fig 8 Water Representation of a Job Shop.
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it flows into tank B through a valve (V1). Tank B
represents the material store. Valve V1 control
WIP tanks B and C. The valve also controls the
arrival of orders. Valve V2 controls the entry of
material to tank C. Tank C represents the shop. At
V2, the flow represents the physical entry of
orders into a shop. A discharge capacity is the
maximum rate of flow at valve V3. To increase the
output, it is obvious that the only way is to
increase the diameter of pipe at wvalve V3, which
represents the capacity. That could ﬁean, increas-

ing the number of machines in the shop (see Fig 8).

Low input to an output may cause low WIP.
Idleness is then expected at some machines which
means low utilisation. On the other hand, a high
input may lead to high WIP. High WIP means that
capital is tied up, with long gqueues, long waiting
times, congestion, late or lost jgbs, and low per-—
formance in the system. In general, the optimum
situation is the steady state where input rate is
approximately equal to output rate over the long

term.

One method to increase output without changing
the capacity 1s to expedite the critical Jjobs from
WIP by the coloured tags, usually red for critical
work. Coloured tags are only a short term solution
because after a while the shop will turn out to be

full of red or green tags and so forth [40,60].
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Another means to increase the cutput rate
without increasing capacity is by increasing the
lead time. This method increases the volume of WIP
in the shop. Increasing WIP inside the shop gives
a chance to select a variety of different jébs. It
also decreases machine idleness which leads to the
maximum use of machines’ capacity. Lead time is
determined by subtracting the start processing

time from the due date. Lead time may consist of a

standard time plus a time which depends on the sit
uation in the shop {(number of In-Process jobs and
on the lateness/earliness of finished jobs). This
method can have mucﬁ effect on the situation in the

shop.

Expediting can be used to achiéve a relatively
good result if it is employed in a suitably ofgan?
ised manner. It should follow a technique to give
high priority te certain jobs. If many jobs become
red tagged (high priority), then it will disturb
the schedule and it may expedite some jobs at the
expense of others. Therefore, it is necessary to
follow a scheduling rule. The scheduling rule
should be concerned with decreasing the number of

high priority jobs in the system.

In conclusion, relating input to ocutput rate
over time helps in keeping WIP as minimum as pos-
sible. Expediting depends on the simplicity and

efficiency of the scheduling rule applied. There-
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fore, a scheduling rule should follow up orders

from the receiving point until completion. In this
case expediting may have preference over increas-
ing capacity in the system. Credit for this is due

to the scheduling rule employed.
B.2 MACHINE LOADING:

Loading is one of the first stages of scheduling
procedure. When building a feasible schedule, the
rate of loading of orders with reference to time on
each machine is required. As soon as orders are
received, they are inserted on the time scale of the
machine concerned. In other wordé, loading may be
considered as a reservation to find whether or not
available capacity is enough to perform these
orders. This method can be used to achieve a high
equiﬁment utilisation. There are ﬁwo types of load-
ing: forward and backward loading. They are as fol-

low:

1- Forward loading: This type is concerned with
the determination of the approximate completicn
date. It starts from present time, and loads
jobs forward with reference to time according

to eabh job’s processing time (see Fig 9.a).

2- Backward loading: This calculates the required
capacity for each machine over time. It starts
from the due dates for each job and loads jobs
backwards with reference to time according to

each job’s processing time (see Fig 9.b).
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Forward loading

"q

time

(a) Forward loading

Backward loading P

(b) Backward loading

Fig 9 Loading: Forward and backward
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B.3 QUEUE SEQUENCING:

Sequencing is concerned with developing an
optimum sequence of jobs. This sequence is the order
by which jobs should be processed on machines. One
of the known sequencing methods is the Gantt chart
method. It presents the schedule graphically. It is
a horizontal bar chart showing the sequence of jobs

for each machine against time.

The sequencing order is usually evaluated with
respect to job and machine regquirements. Makespan,
minimum idleness, and delivery dates are some of
fundamental measures of performance, which can be

used to obtain the optimum sequencing order.

In the present study, sequencing and scheduling

‘may use the same rules. In general, there is little

difference between sequencing and scheduling.
Sequencing is not concerned so much with timing, it
is used to select the order by which jobs should be
processed on machines. Scheduling is concerned
mainly with the timing of machines and entire event
within the shop. Measures of performance are con-
cerned with the due dates and the receiving order ¢f
jobs: Inside the shop, there are further measures to
be considered before choosing the next job to be
loaded on a machine: machine utilisation and WIP in
a shop. This will be discussed in more detail in

chapter 5.
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B.4 JOB DISPATCHING:

In practice, the situation in a shop often
changes; machine breakdown may happen, materials are
delayed, congestion occurs and late jobs result, new
urgent jobs arrive, and so forth. Consequently
scheduling is a difficult task. The monitoring and
control of such a situation is required. The effect
cof these changes can be eliminated if a dynamic and

flexible dispatching rule is applied.
B.5 SUB-SUMMARY:

A dispatching rule is of wvital impoftance in
solving many scheduling problems. A rule has to be
understood by all levels in the system. Therefore,
a simple, dynamic, and flexible dispatching rule is
regquired to achieve a relatively optimised schedule,
particularly in the long term. If a dispatching rule
is simple and understandable, less effort will be
required to follow up the schedule. Chapter ¢ will
discuss in more detail the classification of dis=
patching rules, and some examples will be given
there. An effective scheduling procedure may combine
and switch between the above procedures - control-
ling the input, machine loading, sequencing and dis-
patching -~ in order to follow up jobs from receiving

until completion.
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3.2.5 WIP AND LABOUR FORCE:

Congestion in a job shop generally means that a
number of jobs have built up inside the shop forming
queues. These in-process jobs are either waiting in
queues or being processed on machines. The greater
the number of in-process jobs the more waiting time
is expected. Congestion may lead to priority conges-
tion. Priority congestion means that many jobs are
going to be late. Priority congestion in the shop is
disruptive of the schedule because too many Jjobs
have to be given top priority and the labour force
may be disturbed by such a situation. Priority con-
gestion could be difficult for the labour force to
cope with. They should not be burdened with what
should be managerial work, otherwise their capacity
will not effectively used. That does not mean that
workers should not know anything about decisions in
the shop, but basically, it much better to let them
know the basic decision principles so that they

understand the scheduling procedures.

Secondly, the schedule which considers human
nature is more likely to be performed effectively.
Therefore, it is recommended that the rules used in
building a schedule should bear in mind the basic
ethical principles commonly employed in human deci-
-sicn making such as Fairness and the principle of

Fair delivery.
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Thirdly, ethics may generate scome understanding
and harmony in a shop. This harmony may higher the

morale in the shop [19,60,80].

In the present research the rule developed
herein - FDSSD - takes _-4faccount of WIP minimi-
sation which may affect the morale of the labour
force. Minimisation of WIP is achieved by using a
controlled arrival mechanism which controls the
jobs flow into the shop. Loading to available
capacity i1s the other current used method to
decrease WIP in the shop. With regard to the
morale of the labour force, the FDSSD rule relies
on straightforward principles such as Fairness
principle. As regards priority congestion where
many Jjobs are léte, the Fairness and Fair delivery
principles should sort this problem out without

unjust delays (see section 5.3.3).
3.2.6 TARDINESS PROBLEM:

Delivery date is the latest date that is accept-
able for the completion of a job. In other words, it
is the feasible due date. Delivery accuracy is one
of the important aspect which customers are con-
cerned with. Delivery performance is identified as
the significant reason for attracting new customers
- in addition to existing ones. Poor delivery may
lead to a lack of confidence and subsequent customer

loss.
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The responsibility for poor delivery is put on
every one in the system [(40,74]. One of the most
important factors is the labour who have the direct
contact with material to translate a management deci-—
sion into a physical reality. Therefore, the manage-
ment decision should be reasonable, feasible, and
morally acceptable [17,19,40,60]. Owing to the fact
that scheduling rules effect the decision procedures
significantly, an effort is required to inject ethics
into the scheduling rules in a feasible and under-
standable way. The FDSSD rule promises to yield a

fair and reasonable delivery performance.

3.3 THE PROBLEM AND PROPOSED SOLUTIONS:

In order to specify the problem, which is the
concern . of this section, it is necessary to bear in
mind the general scheduling problem and the aims of
the scheduling. As previously mentioned the general
scheduling problem arises from a number of jobs need-
ing to be performed on a number of machines in order
to satisfy certain criteria. These criteria are cho-

sen according to main aims of schedulind:

- Meeting delivery dates,
- Decreasing the WIP inventory, and

- Increasing machine utilisation and efficiency.

Next two sections will discuss the problems with

- J——

which the current study is concerned. “Also, some .

solutions are proposed.
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3.3.1 THE PROBLEM:

Previous studies have drawn the attention to
the need for improving Production Scheduling. They
have been concerned with scheduling problem since
‘the Sixties;‘Nowadays, many studies are still dis-
cussing similar problems if not the same ones. Most
these studies carried out to find an optimum solu-

tions [40,60].

One of the common problems is lateness among
jobs. The other two common problems are the high WIP
and the idleness at machines. These three factors
are all quite contrarf to the main dbjectives of most

production systems (see Fig 10).

Late jobs mean that customers become dissatis-
fied, because their orders are not delivered within
the agreed time. Although some customers may get
their orders on-time, this dpés not a reasonable
excuse to delay other orders especially if the later
jobs came into the system first (see sections 3.2.3

and 3.2.6).

One could describe the main sources of the above

mentioned problems, in five main points:

A. Unexpected events arriving, such as a partic-

ularly an urgent order.

B. Sometimes, there is no agreement between oper-

ations management and the marketing people who
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SCHEDULING PROBLEM

LATE DELIVERY HIGH WIP LOW UTILISATION

(JOBS) : - (SHOP) (MACHINES)

Fig. 10 Main Scheduling problem
in a job shop
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are responsible for determination of delivery
dates. This may be explained as they use a

‘catch customer’ policy instead of an ‘attract
customer’ policy by improving the trust and

confidence in the system [40].

C. The by-passing of customers at the{cost“of o

5

others who have been received first.

D. Jobs may be lost inside the shop because of

high WIP inventory}

E, Some jobs may become late because of the deci-
sion rule followed. The decision rule may have

one or more of the following characteristics:

E1. It is unrealistic or relatively difficult

to be followed by the labour force(19].

E2. it is biased towards a single goal such as
the shop, a machine requirement or towards

some customers in particular.,
E3. It is static, and/or

E4. It may produce many similar high priori-

ties at the same time for different jobs.

It is obvious that these three problems inter-
related. One could say most of those five points are
understoocd by the majority of companies. In prac-
tice, many companies have some of the above men-
tiocned failings, i.e they are biased towards some

customers or they may measure their customers
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according to how much expected profit or loss. Many
firms evaluate the process purely in a blindly

financial manner [15-17,67,75] (see Fig 11).
3.3.2 PROPOSED SOLUTIONS:

The main aim of this study is to find out an
answer to scheduling broblems using a scheduling
dispatching rule as the key to the solution. Most
current rules ignore either the customer’s nature or
the system’s nature. The system’s nature could mean
the nature of equipment, staff and labour. For exam-
ple, sometimes the top management make a decision
which is difficult to be understood by those people
who are responsible for executing that decision.
This could lose harmony in the system which has an
-effect on the success of the schedule [19]. The cus-
tomer’s nature could mean his requirement. Some

requirements of a customer are as follows:

- meeting delivery dates,
- treating all customers equally, and
~ giving each customer a clear idea about how

his order will be dealt with.

Sometimes, the applied rule is evaluated
according to the amount of profit. It may ignore the
value of 'long term customer relations, for example
by not stressing the timely completion of important
jobs. Many define important job as the job which

gives the most profit. This is a misunderstanding of
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the meaning of importance. The important Jjob is
the job which is going to be late. It has to be
finished on the agreed date. If there is more than
one job which is going to be late, then the impor-

tant job is the one which first came to the system.

~

The system jéiéﬁi& keep*ﬁ}its promise, because

what could someone expect from a system which does

not?.

The proposed method should be relatively sim-—
ple, and understandable from most levels in the
system, especially from the labour force. The due
date is a promise which should be kept. Therefocre,
marketing pecple and shop floor operations manage-
ment should be in agreement. The current shop sit-
uation and the state of other jobs should be
considered. A suitable arrival and entry mechanism
may help in decreasing the WIP inventory and the

lead times of jobs.

In the instance of a machine breakdown} the
usual solution is to accelerate those Jjobs which
are not going to‘that machine, until the machine
is maintained. Jobs which would normally be going
to it are either delayed or subcontracted till the
machine is repaired. Decreasing the possibility of
a machine breakdown can be achieved by paying more
attention to preventatiye maintenance. This could
be carried out in the idle time ¢f a machine or by

inserting an idle time for maintenance purpose.
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In case all the soclutions are not effective,
subcontracting can be used when the shop became
congested. This may also be used when an urgent
order is received and there is no possibility to
perform that order within the shop. Subcontracting
may solve many scheduling prcblems. One of the
most serious problems is machine breakdown.
Although subcontracting may lead to extra costs,
it would offer an acceptable and appreciated solu-
tion if itsused efficiently. Efficient subcon-

tracting depends on:

- Selecting the critical order, and

- Finding the right subcontractor.

The most critical orders are either the most
tardy ones or the one which has caused seriocus
tardiness in the shop. In the latter case, an
order usually has a long processing time, Some

times the chosen order is the most urgent one.

Finding the right subcontractor needs consid-
erable attention. They should be trusted to coop-
erate with the job shop in terms of delivery
dates. A list of Subcontractors.should be ready.
For making subbontracting more efficient, sched-
ules of idleness for each subcontractor should be

known, i.e updating the schedules is required.
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3.4 SUMMARY:

In this chapter the scheduling problem is
described as a number of jobs to be processed on
a number of machines, following a specific order.
The manner in which this is pérformed depends on

a scheduling rule.

Scheduling problem elements are discussed. In
general, these elements could be divided into
physical elements (i.e job, machine and shop) and
evaluation elements (i.e measure of performance
and scheduling rules). Scheduling problem classi-
fication is made in accordance with these ele-

ments.

Another detailed classification is made. It
classifies the problems into four parts: shop
input/output, loading, seguencing, and dispatch-
ing. This classification presents In-Process

scheduling procedures.

The problem concerned within this thesis is
an In-Process problem which mainly concerns with
the meeting of delivery dates, decreasing high WIP
and improving machine utilisation. It is alseo con-
cerned with balancing the conflict between cus-
tomer and shop requirement based on Fairness

principle.
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CHAPTER 4

JOB SHOP SCHEDULING RULES AND
INTRODUCTION TO THE PROPCSED RULE

4.1 INTRODUCTION:

As mentioned previously, the main goals of the
job shop scheduling process is to ensure timely
delivery, minimum WIP, and to achieve the most effi-
cient use of the system possible., The impact of
scheduling rules on schedule performance indicates
that the rule employved can play a critical role in
providing an effective sglutionr[8;2l,22]. Anreffec—
tive scheduling rule usually takes into account the
primary objectives of a production system, in par-

ticular the improvement of delivery performance.

There are many different scheduling rules in
existence which may preovide different way of solu-
tion. Each solution depends, to some extent, on the
problems complexity. Examples of these rules are
called dispatching priority rules and heuristic

rules

The literature uses the terms scheduling, dis-
patching and sequencing frequently. These terms may
often have a similar meaning, especially when they
are used separately. Scheduling is a broad term
which is concerned with the timing of events in the

shop, for example assigning operations to the right
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place at the right time. Dispatching is concerned
with sélecting the job which should to be processed
first. Sequencing is concerned with arranging queues

such that the job which has the highest priority 1is

"first in the gqueue.

Scheduling decisions, in a job shop -production
system, can be affected by the rules employed. A
scheduling ;ule definesthe manner in which a job is
;elected to be processed next on a machine. In most
situations assignment strategy is based on setting
priorities or setting procedures which select the
job, Scheduling a number of jobs is a difficult task,
because of the huge number of possible schedules
that could be made. For example, in the case of n
jobs gqueued at a machine, there are n! possible ways
to sequence these jobs. The aim of obtaining a sched-
uling rule is to decrease this uncertainty. Heuris-
tic rules have the same aim and are usually more
effective than traditional scheduling techniques

[2,37,531.

This study is concerned with developing a heu-
ristic rule to schedule a number of jobs through a
number of machines. This heuristic rule uses prior-
ity rules and state dependent procedures. In gen-

eral, the rule strategy involves three main topics:

- The fairness principle,
- Delivery performance, and
~ Current shop and machine state
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In this thesis, the developed rule is called
the Fair®. . Delivery and Shop State Dependent
heuristic rule, hereafter called FDSSD. This chap-
ter discusses the environment of scheduling rules,
schedﬁling operations, the classification of

scheduling rules, and the framework of FDSSD rule.
4.2 ENVIRONMENT OF SCHEDULING PROCEDURES :

Scheduling procedures should be taken in
accordance with scheduling problems because they
both share the same physical elements; Jjob,
machine and shop, together with evaluation ele-
ments. Therefore, there a}e few reéetitions. Sec-
tion 3.2 in chapter 3 presents this in more

detail.
4.2.1 ELEMENTS OF SCHEDULING PROCEDURES:

As mentioned previously, section 3.2.2 dis-
cussed the elements of the scheduling problem.
These two elements are going to be discussed here
from the point of view of their effect on schedul-

ing rules and procedures.

A successful scheduling procedure would mainly
depend on physical elements - job specifications
and condition, machine state, shop situation - and
evaluation elements. The greater number of these
sub-elements considered, the greater chance there

is of obtaining an optimum scheduling procedure.
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Job specifications are taken into account by
many of the traditional rules. For example, the SPT
rule uses the processing times of jpbs to indicate
priority, and the EDD rule uses the delivery date.
Many rules, such as the SPT rule, neglect the other
specifications, such as due dates. Furthermore, the
SPT and the EDD rules neglect some of the other phys-
ical elements found in scheduling problem such as

receiving time and machine state.

This story is repeated again with rules which
are concerned with machine utilisétion, such as the
WINQ rule. The WINQ rule is concerned with one of the
main goals of production systems, but it again
neglects the condition of available jobs. It also
ignores the situation in the shop as a whole, WIip,

gueues, total walting times, and so forth.

Again, many rules which are concerned with shop
situation, ignore either djob specifications, machine
utilisation or both. The SPT rule could help in elim-
inating congestion in a shop due to high WIP. Although
the SPT rule is an example of a rule that is concerned
with decreasing the WIP inventory in a shop, it may
worsen queuing problems. It prioritised jobs with
short processing time to be finished quickly, leaving
the shop with high processing time jobs waiting in
queues. Utilisation of some machines in the shop may
go down because of these lengthy Jjobs. The SPT rule

in this case, again ignores machine condition.
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Scheduling elements should be related to each
other and a clear target should be defined. The ele-
ments to be evaluated are the measure of performance
and the scheduling rules (see section 3.2.3). Deter-
mining the measure of performance is a vital problem,
especially if it becomes biased towards one element
at the expense of another one. Thus, in choosing a
measure of performance, attention should be paid,
firstly, to the deliver of jobs according to their
due date, then to machines condition and the shop

situation.
4.2.2 EVALUATION ELEMENTS:

The element evaluated is the reference by which
the performance of the schedule can be measured.
Therefore, it should be the main criteria in choosing
a rule. The main basis of selection for scheduling

rule should be according to the following measures:-

- To satisfy customer requirements by meeting the

job’'s delivery dates.

- To meet machine requirements by minimising

machine idleness.

- To meet shop requirements by minimising WIP and

decreasing flow times.

Because of the conflict between these criteria,
and because of the importance of each one, especially
the first one, a rule should be developed which con—-

siders these all criteria together. It is obvious
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that the final procedures are not the optimum, from
the point of view of each separate job, but they

would be the optimum according to general situation.

Scheduling rules may have a direct influence on
the situation in the shop. For example, congestion,
WIP, or mean flow time could be minimised effec-
tively by the SPT rule. This is because of the min-
imum flow time which can be achieved is obtained by
applying the SPT rule. However the SPT rule may leave
some jobs behind schedule, waiting in the shop for
a long time, which could be avoided by applying the
FRFS rule efficiently. Although a combination of the
SPT and the FCFS rules has been developed in previous
works [37], it does not consider neither jobs’ due

date nor machines’ situation.

4.2.3 JOB SCHEDULING ON MACHINES:

A. Scheduling n jobs on one machine:

In this case, scheduling will differ from other
cases because idleness is not expected. There will
be many jobs waiting in the queue for processing.
The measure of performance which commonly used in
this instance is the flow time. Although the SPT rule
is one of the best rules for achieving the minimum
flow time in the shop, the SPT rule may result in
high values of tardiness and earliness of some jobs.
The SLACK rule can perform very well in decreasing

tardiness and earliness values (see example 4,1)
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EXAMPLE 4.1

Four rules are chosen to be tested here: First
Received First Served (FRFS), Shortest Processing
Time (SPT), Earliest Due Date (EDD), and the SLACK

rule (see Table 4-1 and 4-2) {(see Fig 12).

It is clear that the SPT rule has the minimum
flow time and mean flow time when compared with the
other rules. Because the SPT rule does not take
account of due dates, lateness is relatively high.
The EDD and the SLACK rules perform better than the
SPT rule in achieving minimum mean tardiness and
earliness, because both base their decision on due
dates. This example demonstrates a static problem,
but the need for an effective rule covering the case

of dynamic and continues job arrival is required.
B. Scheduling n jobs on m machines:

The single machine scheduling problem has been
discussed previously. It is the simplest form of the
scheduling problem. Complexity is increased when
more machines are involved. In general, a job shop
scheduling problem centre around selecting the opti-
mum scheduling procedure from large number of pos-
sible schedules which can be generated even for a
small job shop. Because of the huge number of gen-
erated schedules (e.g if N is the number of jobs and
m is the number of machines then the number of pos-

m
sible schedules equals (N!) ), simulation is used to
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9 g Flow rate LATE (-)EARLY (+)
'EB Due § o Slack Ed) - %
S| 88! pa| 8 E[Timel £ |= |8 |% L e |8 |
=| % S| Date|t = g & |8 | £ 18 |2 |4
Al 117 2 |15 2 |3 1o 124 15| 14| 8 | -7
Bl 2|20 15 5 17 |40 |25 |22 3 20| -5 -2
ad 349 7 2 24 |15 |7 |7 (1s)-6 |2 |2
p 4(30 [10 |20 34 |25 |35 |35 4|5 |5 -4
gl 5|18 |1 17 35 |1 |10 l25 a7(17 | 8 | -7
Fl 6[36 |5 31 40 |8 l4a0 |40 4 (3214 -4
Total Flow Rate 152192 126153
Mean Flow Rate 753115321 [253
Number of Late Jobs 4 |3 3 15
Total tardiness 40| -31|-14 | -24
Total earliness 18 | 63|18 | 2
Conditional Mean Tardiness -10 £10.3]-4.6 |-4.8
Conditional Mean Earliness 9 | 12]6 |2
Table 4-1  Example 4.1

Rule Sequence of jobs

SLACK C-B-A-E-D-F

FRFS A-B-C-D-E-F

SPT E-A-F-C-D-B

‘EDD C-A-E-B-D-F

Table 4-2  Sequence of jobs -Example 4.1
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Rules

SLACK

FRFS

SPT

EDD

%

Fig 12 Example 4.1
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study and investigate scheduling rules in different
situations in order to find the optimal or near opti-

mal scheduling procedures [1,54,55].

In the case of multiple machines in the shop,
more problems may be raised, such as, WIP, In-Proc-
ess queues or machines idleness. Therefore, the rule
should be able to anticipate the future; ‘where and
when operations will take place’. In such a complex
situation, a dynamic rule which considers due dates

of jobs and shop requirements is required.
493_CLASSIFICATION OF SCHEDULING RULES:

In general, scheduling rules may be categorised

as follows (see Fig 13):

-éi;lpoad information: Local or global.
24”fime effect: Static or dynamic.
3- Shop load situation.
4- Complexity.

5- Scheduling elements requirement and goals.
4.3.1 LOAD INFORMATION BASED FORM:

Scheduling rules in this category may be clas-
sified according to the guantity of information

taken into account. The two types are:

- Local scheduling rules.

- Global scheduling rules.
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Local rules use local load information which
is concerned with the current machine and the cur-
rent queue at that machine [32,52)]. For example, the
SPT rule is a local scheduling rule, because it is
concerned with processing times of waiting jobs in

a queue before the current machine.

Global rules, in addition to the local infor-
mation, use lcad information on other machines and
other gueues in a shop [32,52]. WINQ rule is an
example of a global scheduling rule which considers

the information on the cother Jqueues.
4.3.2 TIME EFFECT BASED FORM:

There are two types of scheduling rules which
are concerned with the role of information relating

to the time. These two types are:

- Static scheduling rule.

- Dynamic scheduling rules.

Static scheduling rules are used to indicate
the priorities for static situations. Since static
priorities are not related to the passage of time,
the priority of each job keeps the same value all
the time. The priorities are usually based on job
specifications such as due dates or processing

times.

Dynamic scheduling rules perform in a more
realistic way than static rules. Decisions can be
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changed with the-passage of time. These scheduling
rules usually depend on shop information in addi-
tion to job specifications. Sometimes priorities

are a function of passing time, such as with the

SLACK rule. With this rule, as more time passes,

the lower value of remaining slack time is

expected.

4.3.3 SHOP LOAD SITUATION BASED FORM:

From the last two forms, the job shop load sit-
uation could be derived. Scheduling rules could be
classified according to their response to update

information.The two classes are:

- Closed scheduling rules.

- Open scheduling rules.

Closed rules use fixed information and do not
react to changes in the ongoing . “situation or to

any new events in the shop.

On the other hand, open scheduling rules may
react to new events in a shop and they may draﬁ
attention to anticipated events. A trigger mecha-
nism can be used in this case. This type of rule
illustrates the principle of using feedback infor-
mation in making a decision. As well as this, many

rules fall between these two classes.
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4.3.4 COMPLEXITY BASED FORM:

Within this grouping, scheduling rules can be
divided into three classes depending on the complex-

ity procedure [2,23,32]. These classes are:

- Simple priority rules,
— Heuristics, and

- QOther rules.

Simple priority rules usually use the informa-
tion related to the job specification. A combination
of simple priority rules can be expected in many
instances. Simple priority rules and their combined
rules may also be associated with a weighting factor

allocated to each job.

Heuristic scheduling rules involve more complex
considerations thén simple priority rules; the
anticipation of machine loading, for instance. Heu-
ristic rules may involve human logic in a non-math-
ematical way [2,53]. The heuristic method is a rule
of thumb. It is the reasonable method by which a
solution to complicated problems can be obtained
according to the previous experience of the manage-
ment. However, although heuristic scheduling rules
can help to cope with a problem, they can not guar-

antee optimal sclutions.

The last category is the special purpose sched-

‘uling rules, which are designed for a specific shop.
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4.3.5 REQUIREMENT AND GOAYL BASED FORM:

As mentioned in section 4.2.1, elements of
scheduling procedures - pﬁysical and evaluating ele-
ments - may be considered in conjunction with the
main goals of a system. The main goals of a system
are tb meet delivery dates, to minimise WIP in shop,
and to increase the utilisation of machines. This
.classification depends on the requirement of the
physical elements of the scheduling. Therefore,
scheduling rules could be divided into three

classes:

A- Job requirement scheduling rules,
B— Machine requirement scheduling rules, and

C— Shop regquirement scheduling rules.
A- Job requirement scheduling rules:

The class of job requirement scheduling rules
is concerned with customer requirements. The EDD
rule is an example concerned with the due dates of .
orders. Also, FRFS and FCFS are other exXxamples of
customer requirements rules where the criteria are
receiving and arrival time, respectively. Both rules
are based on the “Fairness” pfinciple. This class of
rules can be called “customer requirement scheduling
rules”, because these rules concentrate on customer

satisfaction.
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B- Machine requirement scheduling rules:

Machine requirement scheduling rules are con-
cerned with keeping machines busy. In other words,
these rules aim to decrease idle time at machines.
For example, WINQ rule is concerned with gqueues at

other machines.
C- Shop requirement scheduling rules:

Shop requirement scheduling rules also may
include machine regquirements. These rules are con-
cerned mainly with the situation in the whole shop.
Following up queues in the shop, machine utilisation
and WIP are some of the main concerns of these types
of rules. For example, the SPT rule is one of the
rules which can be used to minimise WIP and decrease

flow time in the shop.
4.4 LIMITATION OF EXISTING SCHEDULING RULES:

Traditional rules have had only limited success
[37]. State dependent rules are introduced by Conway
[38,52]. Many of these rules ignore the received
order of jobs, Jjobs’ due dates, available capacity
or/and state of the shop. There are some rules which
consider the received order such as the FCFS, FIFO
and FRFS rules. They actually support the “Fairness”
principle, but most of these rules ignore the deliv-
ery dates of jobs, which may lead to boﬁh early and
late finished jobs at the same time. Also, these

rules usually ignore the situation in the shop.
_92.-
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The SPT rule performs very well in keeping mean
flow time as minimal as possible, but it leaves the
jobs with a long processing time waiting behind in
the queue. Because the SPT rule does not perform
according to due dates, it has been combined with
the EDD rule [36]. Even though such a combination is
made, many jobs still become late while some others
expedited. Rules based on due dates are performing
relatively well [40], but again they do not consider
the received order and they do not account for the

shop situation.

Many traditional rules delay some jobs in order
to prioritise others. The former job may have been
received before the latter job, however the latter
job finishes on time and the former job becomes late.
Unfortunately, many firms may rely on these poli-
cies. The reason for employing by-passing policy is
usually the importance of the latter job; the latter
job is more expensive or more profit could be
achieved. Suitable rules may have a sizable effect

on that situation.

The principles of meeting delivery dates and
maintaining good relationships, loyalty, trust and
respect, along with concern for the customer, are
supported by many of successful companies, because
of the long term effect of such principles on the
business itself. Many of the well-known Japanese

firms are examples of this case [15,16].

- 93 -



CHAPTER 4 JOB SHOP SCHEDULING AND INTRODUCTION TO THE PROPOSED RULE

The harmony in the system between all levels,
labour force and the top managerial who are the deci-
sion makers, is required in order to achieve better
understanding for the scheduling decision to be fol-
lowed. Therefore, the more simple the scheduling
rule, the more understanding within the system is
expected. This is especially true if the rule is near

to human principles {15,17,19,60].

One could conclude that many scheduling rﬁles
ignore the importance of meeting the delivery dates,
either because of expediting most profitable jobs
and delaying some others or because of expediting
urgent Jjobs which are received late. Some other
scheduling rules ignore the situation within the
system; the machine state or shop situation. In this
thesis, efforts are madelto consider received order
and delivery dates in making scheduling decisions by
introducing the FDSSD rule; the proposed scheduling

rule herein.
4.5 OPERATIONS SCHEDULING RULES:

Scheduling decision rules allocate available
capacity to available jobs and activities through
time. Scheduling is done on a time scale of few
months, weeks, days, or hours. In other words,

scheduling is done on a short-term basis.

Scheduling is concerned with the conflicting

objectives of a production system: meeting delivery

_94_.



CHAPTER 4 JOB SHOP SCHEDULING AND INTRODUCTION TO THE PROFPOSED RULE

dates, increasing machine uvtilisation, and decreas-
ing WIP. Increasing machine utilisation in the shop
may require an increase in the amount of WIP.

Increasing the amount of WIP may lead to congesticn
in the‘shop. Congestion usually leads to an increase
in the lead times of jobs. This will cause a delay
of some jobs, especially those with tight due dates.
Therefore scheduling aims to find a balance between
these conflicting objectives in a production system.
In a job shop, WIP consists of a number of queues at
machines. Therefore, shortening gueues is one of the

main targets toc be achieved through scheduling.

In chapter 3 detailed scheduling problems are
discussed. They are shop input/output, loading,
sequencing, and dispatching. In this section,
sequencing and dispatching rules are dealt with.
Generally speaking, a dispatching rule is concerned
with selecting a job from a number of jobs waiting
to be processed. There are hundreds of rules for
scheduling (23]. The next section will discuss some

0f these rules,

Those complex situations may be resolved
through the use of an effective and dynamic sched-
uling rule. This rule may use loading in conjunction
with dispatching and sequencing procedures. Loading
will make reservations on the available capacity at
the machines. Secondly, input/output procedures will

balance jobs released to the shop, (referred to as

_95_



CHAPTER 4 JOB SHOP SCEEDULING AND INTRODUCTION TO THE PROPOSED RULE

‘arrival’ henceforth) in order that the amount of
WIP in the shop should remain within an acceptable
limit. Finally, after sequencing arranges the
queueé, dispatching rules will select the right job
at the right time, accérding to the previous reser-
vation. In general, the above described procedures
are the core ¢of the proposed scheduling procedure
used by the FDSSD rule. More detail is presented in

chapter 5.

A number of rules which are generally known to
researchers are listed below. More rules are listed

in Ref. [8,23,45,486]:

- FCFS: (First Come First Served) This rule
selects the job which arrived first on a queue

or machine.

- FRFS: (First Received First Served) This rule
is based on the received order of jobs. It
selects the job which is received by the sys-
tem first. In other words, it selects the job

which has minimum receiving time first.

- EDD: (Earliest Due Date first) This rule
selects the job with the most urgent due date

to be processed first.

- OPNDD: (OPeratioNal Due Date) This rule
selects the job from a queue according to cur-

rent operation due date.
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SLACK: (minimum SLACK time, first) This rule

selects the job which has minimum slack

first.

Slack = due date - processing time - lead
time.

SPT: (Shortest Processing Time, first) This

rule selects the job with minimum processing

time.

WINQ: (Work in next gqueue) This rule selects
the job whose next operation is at the machine
with the minimum gueue length.'It called

herein QINM.

TSPT: (Truncated SPT) This rule performs sim-
ilarly to SPT rule but it specifies a max imum

time for a job to wait in a gueue.

4.6 FRAMEWORK OF THE PROPOSED FDSSD RULE:

4.6.1 FAIR DELIVERY AND SHOP STATE DEPENDENT

SCHEDULING RULE (FDSSD):

In general, the proposed heuristic rule (FDSSD)

is a combination of different rules and strategies.

These function in harmony to achieve the principle

objective of meeting the delivery dates, i.e the job

which has been received first in the system, has a

higher priority with regard to the due date promised

than jobs received afterwards.
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The FDSSD rule is divided into four stages to
make it more understandable and to form a cushion to
absorb the changing situation in the shop (see Fig

14). These stages are:

Receiving stage,

- Arrival stage,

Entry stage, and

In-Process stage.

Secondly, each stage has a certain way of deal-
ing with jobs. For example, at the receiving stage,
a reservation is placed to give each order the right
time on a time scale of “when and where”. At the
arrival stage, Jjobs are selected according to their
reserved time. If no job has arrived at the shop by
that time, then one of the other jobs received later
will be selected to go forward in the system in

order to kéep the machines busy.

Entry and In-Process stages have more or 'less sim-
ilar strategies. Both are concerned with the next job
to be entered to the shop or loaded onto the machine
respectively. The main strategy is to arrange the queues
according to the FRFS rule, then check in each queue to
see whether if there is a job whose entry or machining
time is due and it is not going to delay another job in

the queue which has been received previously.

Finally, in all stages, the FDSSD’s strategy is
concerned with the state of the shop. Next chapter

will discuss the FDSSD rule in more detail.
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4.6.2 COMPUTER SIMULATION INVESTIGATION:

A program has been written in Fortran77 lan-
guage on a Sun 3/50 work-station. The operating sys-
tem is Unix. The program aims to investigate
different rules, then to develop and investigate the
proposed rule using identical data. The result has
been studied and analysed. The model used is called

JSSM. The model consists of many parts, (see Fig 15):

- Input data part: to read the data.
- Qutput result part: to analyse results.
- Rules selection part.

- Main block to control the model.

The main block is designed to communicate fre-
quently with the rules’ block. The program is
designed to perform in two different ways. First at
all, priority status is designatéd to each job, then
the processes will take place in machines according
to this status. (This is also be applied when tra-
diticonal rules are used such as the EDD rule). Sec-
"ondly, the priority could be set but may not be
followed. This may happen as when heuristic rules
are involved. Therefore, the performance will be
according to the situation or according to the meas-
ure of performance. In chapter 6, the simulation

model JSSM is présented in more detail.

This model is able to simulate a dynamic job

shop problem using up to 49 machines. At the present
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Received order before the run
(file ST10)

Received orders during
the run ——f~
(file UNKNOWN) Input Data

Main Block

‘Scheduling rules

Output Result

Fig 15 Input/Output and General
Structure of JSSM.
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time the model is restricted to 9 machines. However,
it could be changed in a few steps with a relatively
simple procedure. The receiving rate can be control-.

led and changed according to the fequired data.

Inserting a rule is a matter‘of adding a sub-
routine to the model. The main connection between
the subroutine and the model is the procedure of set-
ting the priority index which the model will follow
in méking a decision. In case of some heuristic
rules, such as the FDSSD rule, mcre steps are
required. In-Process informatioh is saved and can be
recailed at any time. Changing any value in the mocdel

is relativély simple.
4.7 SUMMARY:

Scheduling decisions, in a job shop scheduling
system can be Simplified by méans of scheduling
rules. Scheduling rules may take into account fol-

lowing physical scheduling elements:

~ Job specification,
- Machine state, and

- Shop situation.

Scheduling rules may be classified into five

different forms according to:

- Load information: Local or global.
- Time effect: Static or dynamic.
— Shop load situation: Open and closed.

- 102 -



CHAPTER 4 JOB SHOP SCHEDULING AND INTRODUCTION TO THE PROFOSED RULE

- Complexity: Simple, combination, heuristic and
speéial purpose.
- Requirement and goals: Job, machine and shop

requirement rules.

This study is concerned with developing a heu-
ristic rule to schedule a number of jobs through a
number of machines. Tﬁe heuristic rule uses both,
priority rules and state dependent rules in an eth-
ically based manner in order to achieve better
delivery performance. In other words, the FDSSD rule
uses a combination of Jjob requirement rules and shop

requirement rules.

In this thesis, the effort is made to consider
together the criteria of received order and delivery
dates in a manner which tries to eliminate conflict
between the two. The situation within the shop is

also given due consideration,
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CHAPTER 5

FAIR DELIVERY AND SHOP STATE DEPENDENT:
THE PROPOSED SCHEDULING RULE

5.1 INTRODUCTION:

In many job shop production systems, scheduling
rules are concerned with the amount of profit that
could be achieved. Due to monetary measure of per-
formance (profit), many of the earlier received cus-
tomers’ orders may become late. Furthermore as
mentioned in section 3.1, long waiting time and high
WIP are common problems in many job shops [3,4,5,6].
Priority congestion (many jobs needing to go first),
late jobs, machine idleness and the passingffg jobs

are some typical examples of problems in a job shop

production system.

The FDSSD rﬁle is concerned with the general
aims of a production system - meeting delivery
dates, decreasing WIP and increasing machine utili-
sation. However, it considers the orders’ receiving
times as the basis of decision for late jobs (Fair-
ness Principle), while delivery dates and the state
of the shop are the basis in the normal situation.
Some heuristic procedures are employed by the FDSSD
rulg (e.g. a release mechanism to control the inter-
arrival of jobs into shop, loading, sequencing and

dispatching procedures).

- 105 -



CHAPTER 5 FAIR DELIVERYAND SHOP STATE DEPENDENT SCHEDULING RULE

Drawing from the above, attention has been
given to find a scheduling rule to be applied in the
field of complex operations scheduling, especially
in the West, where a lot of companies are looking
for a suitable solution [15]. The rule is presented
and developed in a manner which is practical and at
the same time ethical. The computer simulation 1is
used to investigate and compare several rules with

the proposed rule.

The following sections will discuss in detail
the developed rule and its structure. The operation
in a hypothetical job shop using the rule is dis-

cussed.

5.2 FDSSD BACKGROUND AND JOB SHOP STRUCTURE:
5.2.1 GENERAL BACKGROUND AND OBJECTIVES:

Generally speaking, the rule highlights the
importance of the time when a job ié received into
the system. Due dates and receiving times are used
in the loading of machines. This procedure aims to
improve delivery performance, decrease WIP and to
increase machine utilisatidn. A balance between
these aims is sought. The performance criteria con-
tain-fj}some ethical principles. The Fairness prin-
ciple (first come first served) is cone of the basic
principles used to‘aVOid servicing one order at the
expense of another. A list of ethical principles is

provided in section 5.5.2.
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Injecting some morality into the scheduling
rules is a process that needsan extensive theoreti-
cal work. Many successful firms recognise the impor-
tance of moral consideration, especially the
Japanese [15-20,75,ﬁ6]. This wbrk_explores the eth-
ical dimension in scheduling procedure which could

be considered as the core of the system.

5.2.2 GENERAL STRUCTURE OF JOB SHOP:
5.2.2.1 DEFINITIONS:

There are many terms that need to be defined to
facilitate and describe the job shop levels. Some of

these are:

Order: This is the customer’s request that a product
should be manufactured. It is received by ordering
department and forwarded into the preparation pro-

cedure.

Job: It is an order which has physically entered into

the shop.
Product: This is the finished job.

Receiying: This term may be used to refer to the

order being received. In general, it refers to the
event when marketing peoples receive the confirma-
tion from a customer that a certain product to be

made.
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Receiving order: This is the sequence in which

orders have been received.

Reservation: As soon as an order is received, then
the operator reserves the necessary time needed for
this order, taking into account the Fair delivery

principle.

-

Arrival: The event in which orders are given to the
store to prepare the right materials on time for

entry into the shop.

Entry: At this stage the orders’ materials are

entered physically to the shop.

Machining: This is the actual processing of an order

on a machine or machinery.

Exit: The event where a job has no more process. It
is defined also as the exit from the shop after com-

pletion.

Delivery date: The date when a job should be submit-
ted. It is the final promise which has been given to

the customer after reservation.

Due date: It is the delivery date that customer ini-
tially was promised. This date is the main target to
be achieved, but if the shop is too busy, a new date

may be set.

Local Buffer: It is located before each machine. The

maximum capacity is 4 Jjobs.
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Global Buffer: It is located inside the shop to store

jobs between opefations if the local buffer is full.

5.2.2.2 JOB SHOP STRUCTURE:

It is assumed that the job shop has the follow-

ing structure as shown in Fig 14 and Fig 16:

(1) THE OPERATOR IN ORDERING DEPARTMENT:

They receive orders from customers and make

subseguent reservations on a time scale to allow for

their processing. After checking the new orders with

the operation manager in the shop floor, they con-

firm delivery dates to customers. Their duty could

be:

a-

To check the wvalidity of due dates. The esti-
mation of %, feasible delivery dates requires
detailed information on the current loading and

other commitments in the shop.

To reach a compromise with the customer in case
requested due dates are not possible. It is nec-
essary to make the situation c¢lear to the cus-
tomer. No change in the reservation of previpus
orders should be made if permission has not been
taken from customer. If the customer really
needs his order at the time when the system is
not up to it, then there are a couple of things
that could be done. These courses of action that
may offer a solution to the problem are:
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Fig 16 Job Shop Structure
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bl- To check with an earlier customer and to
delay his order so that the later customer

may have his order suitably early.

b2- If this negotiation fails, then they may
arrange for a subcontractor to do the work

{see section 5.3).

d- To issues orders to the material store suffi-
ciently early to allow time for material prep-

aration.

e- To update the currently available information
in the shop, e.g loading, and the new delivery

dates.
{2) MATERIAL STORE:

This is the place where the materials for
arrived orders should be prepared then either pushed
inte the shop at the right time (in normal situation)
or pulled (in low WIP situation) by the operations

manager into the shop floor.
{3) SHOP FLOOR:

After their entry into the shop floor the orders
‘are henceforth called jobs. The shop floor consists
of a number of machines, input 'buffers befcore each
machine (local buffer) and the output buffer, which
is called the In-Process machinery buffer (or global

buffer). The capacity of the local buffer is four
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jobs for each machine. The global buffer represents
the intermediate place between two operations. As

soon as a job finishes on one machine, then it will
normally go to next operation on the next machine.
If there 1s not an empty space the loca; buffer then
this job will be placed in global buffer. The volume

of WIP in the shop can thus be controlled.

(4) PRODUCT STORE:

This is the place where finished jobs are stored

as products to be delivered.
5.3 THE PROBLEM:

As mentioned in chapter 3, the problem in gen-
eral is that a number of jobs are to be processed on
a number of machines in such order that delivery
dates are met, WI? is kept as minimum as possible,
and machinery is efficiently utilised. Long waiting
time in the shop and late jobs are well known prob-
lems. Late orders could be decreased by utilising
efficient reservation and loading procedures.
Although some improvement can be obtained by using
the right loading procedure, usually much of the
problem often still remains. This can be because of
the arrival of an urgent customer or a particularly
profitable job. This job may jump through the shop
ahead of existing gqueues without any consideration

to other jobs or even to the schedule that has

— e — -

already been made. Owing to the-short-sighted con-
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siderations, i.e usually purely financial, many of

early received orders are left behind schedulef

Because of the inherent conflict between the
aims of the production system, some measure of per-
formance should be considered. There are many meas-
ures that could be taken such as having minimum WIP
inventory or aiming for minimum tardiness. There
are many other principles to be considered that

have been discussed in section 5.5.2.

The problem can be illustrated by two extreme
cases. In the first example, the scheduler gives
top priority to job requirement such as meeting
some jobs’ delivery dates thus leaving behind some
other jobs that may.have béen received before those
given priority. On the other extreme, the scheduler
may emphasise'a shop requirement such as minimising
WIP, leaving some jobs waiting for long time
because the scheduler is purely concerned with the

cost of production or machine utilisation.

The aim of the proposed rule is to balance
these conflicts between production system objec-
tives in a more realistic manner. Delivery'dateé
and the state of the shop are taken as the main
basis of the rule when there are not any jobs
behind schedule. If there are, then the received
sequencing order may be used to determine priority

until the delays have been cleared.
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5.4 FRAMEWORK OF THE FDSSD RULE:
$.4.1 THE FDSSD RULE PROCEDURES:

The FDSSD rule depends basically on delivery
dates requirement, receiving ofder and shop state.
The manner of considering the criteria will be
according to the state of each jobs. The more
early jobs in the schedule the more consideration
is given to the shop state (see section 5.4.4).
Ethical consideration is given within the FDSSD
rule, e.g. Fairness principle. Most of described
heuristic rules in existing literature are based
‘on dispatching, sequencing or loading procedures.
The FDSSD rule emplcys these three procedures but
in a manner that attempts to be fair to the cus-
tomer. For more details on the heuristics within

FDSSD rule, see section 5.4.4.0

Using the Fairness principle in a critical or
tie situation may offer a reasonable and accepta-
ble decision. However, it is not sufficient for
making’ “ optimum decisions. belivery dates, also,
on their own may not produce optimum decisions.
Furthermore, adjusting the priorities according
to the situation in the shop mayknot be enough to
form the optimal schedule. Therefore, it is rec-
ommended that-Fairness principlé, delivery détes
and shop state dependent criteria should be com-
bined to form a more realistic¢ scheduling proce-

dures,
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In brief, the FDSSD rule depends on the due date
in making a time-based reservation for each job at
each machine. In the case of due dates not being met,
then new due dates are set which are then called in
this case delivery dates. The reservation procedures

for a machine depend on:

- Due date,

- When the machine is awvailable.

If the machine has enough free time available
to fit in the newly received job before its due date,
then the due date equals the delivery date. Several
heuristic techniques are employed in this instance
(see section 5.4.3). Shop and machine state depend-
ent procedures are considered inside the shop at the
local buffers and at the material store. At the local
buffers and the material store’s gueues, the jobs
aie sequenced accofding to the Fairness principle -
the FRFS rule is uséd. Then the dispatching proce-
dure selects the job wﬁich is going to be late in
order that first job in the gueue is not going to be
late. If there is no job becoming late, then the dis-
patching procedure will consider the situation on

other machine (e.g. gueue length).

The ethical bonsideration given involves the
Fairness principle during the reservation and at
dispatching procedures. The due date is also given
due consideration, i.e no promises should be made if

the shop is not able to live up to its commitment.
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Otherwise, compromise and negotiation with customers

to fix a new delivery dates is required.

The simplicity of a scheduling rule and the
ethical considerations which may motivate the pro-
duction team (labour force) to keep up with the
schedule 1f an urgent or a new unexpected event in
the shop should take place [61,62]. Harmony among
all people in the system (management and labour
force) is required [1%,62,80]. The FDSSD rgle
attempts to preserve that harmony by being close

to commeonly understood principles.

The customer may be considered as an indirect
element within scheduling procedures because a job
represents the customers order in the system.
Therefore, the scheduling procedure should be per-
formed in a manner that increases the confidence
of the customer in the system; if the customer
does not trust the system, he will probably not

come back [40,74].

To conclude the above, the FDSSD rule com-
bines the Fairness principle, delivery perform-
ance and state procedures in an ethical way to
improve the morale of the job shop. The consider-
ation shown to the customer and the simplicity of
the FDSSD procedures may achieve a harmony among
the people in the system. As the fesult, the cus-

tomers confidence would be increased.
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5.4.2 BASIC ETHICS PRINCIPLES:

There are some simple questions that could be
asked by a customer that one may find it difficult
to aﬁswer. For example, what answer should be
given if the customer demands to be kept informed
why his order is late. Should the manager tell him
that the shop has congestion, high WIP or that
waiting times are very high in the system? Not a
suitable answer. Does the manager tell the cus-
tomer frankly that there is another customer who
came after him and because the other one is more
important, he gets higher priority. Again, this is
not to be expected. Some ethical consideration
should be borne in mind in order to make the pro-

cedures more efficient.

There are a number of principles which may
support the main goals of most production systems.

Some of these principles are:

-~ Fairness principle: It uses the first come

first serve basis.

— Fair delivery principle: It employs Fairness
principle and due dates. The criterion is |
that no later received jobs are delivered at
the expense of those received. Similarly,
this principle could alsb be applied in dis-

patching or loading procedures.
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- Respect principle: It means at all stages that
dealing with an order means the dealing with the
customer. Therefore, the receiving time of an
order should be respected. Briefly, customer is
respected by respecting his delivery date and
by paying due attention when his order was

received [20].

- Promise principle: The delivery date is a prom-
ise. No promise should be made if the shop can

not live up to it [15,20].

- State principle: This determines that schedul-
ing procedures according to the shop and
machine requirement should be followed as long
as this does not go against the customer’s

interests.

- Harmony Principle: This specify that the rule
should be reasonably understandable to every
one within the system in order to achieve a

_fagéféé'Sfiﬁggﬁonybetween the top management and

the labour force [19,62].

— Clarity principle: Being clear with customers
is important. The right of a customer to know

about his order has to be given [15-17,20].

- Low—-for—long principle: This states that having
a number of long-term customers who give a rel-

atively low profit on each order is preferable
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than to having a number of temporary one-off
customers who just want a few highly profitable

jobs done qguickly [20,75].

- Computer—Human principle: This means feeding
the computer programme with the human sense
decision rules that would achieve the above
Harmony principle. Using a computer may save
time in one sense, but it may make the situation
more complex in another sense if it is not pro-
grammed to employ the common-sense basis for

human-style decision making [60].
5.4.3 THE FDSSD RULE STRUCTURE:

The FDSSD rule has three main strategies. Each
strategy depends on the situation of the jobs and

the shop. These strategies are:

1- To consider receiving times according to the FRFS

‘rule.,

2- To consider due dates based rules (e.g. the EDD
rule) .

3- To consider shop state according to WIP and

machine utilisation.-

As mentioned previously in section 4.6.1 and
5.4.1, the main structure of the FDSSD rule follows
the structure of the job shop. Therefore, four
stages are proposed to simplify scheduling proce-

dures:
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A- Receiving stage - could also be called the res-
ervation stage.

B- Arrival stage.

C- Entry stage.

D- In-process stage — Shop-floor stage.
A— Receiving stage:

Reservation is one of the first stages where
orders are scheduled across time according to due
dates. Backward loading begins with the due date for
each job, then proceeds by subtracting the process-
ing‘time backward in.time against each machine. If
the available time is already scarce then a space is
found in which to insert the job by means of backward
checking. If no place becomes available this way
then a forward loading procedure is used. Before
backward and forward léading procedu£es take place,
test is perfprmed to try and create a sufficiently
large gap close to the due date in which to fit that
job. After the Jjob has been settled on time scale
then the new due date will be henceforth called the

delivery date.

The customer should be told about any_predicted
delay and the new delivery date ought to be negoti-
ated. If it is known that the job will definitely be
late, then a subcontract could be arranged as a solu-
tion. It could be possibly just.be left like that if
the customer accepts the delay, especially if pen-
alty costs were deducted in his benefit.
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Arrival, entry and machining times could be set
at this stage. They are calculated according to res-
ervation procedures. By using due date and backward
or forward loading, an order could be inserted into

the idle time of a machine.
B- Arrival stage:

The second stage is the arrival stage where
orders arrive at the material store. This stage
could also be called the material preparation stage.
Here materials are prepared to enter the shop at the

right time.

This starts with a queue called the shop-
arrival queue (SARQ). The job whose arrival time is
due is placed in this queue. This gueue 1is arranged
according to the FRFS rule. There are two ways toO
control job arrival at the material store. The first
method is to use gueue length as a trigger, while
the second way uses arrival time. The arrival time
thus controls the afrival of orders at the material

store.

The next job movement is to material store where
queues are called main-queues (MAINQ). They are
divided into a number of éueues in accordance with
the number of available machines. MAINQs again are
arranged according to the FRFS rule. Selecting a job
from that queue is a matter of determining which job

is the most suitable for dispatch into the shop. More
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detail is shown in example 5.1, The following exam-
ple shows the method of FDSSD rule in selecting the

most suitable job to dispatch.

Example 5.1: (See table 5-1)

1- The sequence proposed according to the FRFS rule

is A-B-C-D.

2- Processing job A first means it will finish 19
hrs. earlier than due date whilst job B and C are
late. Note that job B or C may be processed before

job A without any delay to job A,

3- Therefore, the sequence could be B-A-C-D, because
job A would not be affected if job B comes before

it.

4- Check job C with respect to job B, then with
respect to job A. Job-C is received later than B,
and job C may delay job B if job A and C are proc-
essed before job B. The;efore, job B remains in
its place while C will be checked again with job

A,

5- Although job C is received later than job A, job
C may be processed before job A without delaying

it.
6— Sequence could be B-C-A-D.

7— Check job D with all jobs which precede it, as

explained abkove.
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8- Check job C with job B. Job C could precede Jjob

B without any problem.

9- Final sequence in this case could be as C-B-A-D.
C- Entry stage:

This stage is an intermediate stage between
MAINQ and the shop. At this stage, the first step in
the shop is to form main-in-process—queues (MINPQ) .
MINPQ and MAINQ follow more or less the same strat-
egy, except that MAINQ is located out of the shop
while MINPQ is located within it, i.e more consid-
eration is given to the shop-floor in case of MINPQ.
MINPQ has only four limited spaces in its local
buffer at each machine while MAINQ is controlled by
the scheduler. If MINPQ is full then jobs will be
stored in the global buffer making another queue
called hereafter Q23. The 023 follows the FRFS rule

in arranging jobs sequences.
D- In-process stage:

After the MINPQs are prepared then the same
strategy which is applied to MAINQ, is followed in
arranging the queues within the shop. In addition,
selecting a job from the MINPQ is similar to the
MAINC, but with an extra factor- machine utilisa=-
tion. Therefore, selecting a job from the MINPQ to

be machined will be in accordance with the job
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requirement, the shop requirement, and the machine
requirement. As mentioned in chapter 3, the job
requirement means a consideration given between the
received order and the due dates. The shop require-
ment is mainly concerned with WIP and queue length,
while the machine regquirement is concerned with uti-

lisation and idleness (see example 5.1).

In example 5.1 difference between some of sched-
uling rules has been noticed (sée table 5-1). The
FDSSD rule is not the optimum rule in this case, but
the FDSSD rule has an advantage over the other rules.
It considers the early received job. As shown in
table 5-2 that the EDD rule performs relatively well.
One job is late 5 hours, while in the case of the
FDSSD rule, the job is 12 hours late. The EDD rule
caused job C to be processed before job A and B, and
job A becomes late because of job C and other 3jobs
such as D. In the case of the FDSSD rule, Jjob A pre-
cedes job D, consequently Jjob A would not be late.
This applies also to job B and C. If job B precedes
job C then C will become late (as with SLACK). If C
precedes B it will be fine, i.e jocb B is not late;
The main difference between the EDD and FDSSD rules
is that the earlier the job is received the_higher
priority it Qill‘have in the queue in the case at it

becoming late in the sequence.

In addition, the FDSSD rule could perform much
better in a shop where every one in the system is

aware of its use. This is because the FDSSD rule sup-
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RULE SEQUENCE FINISHING LATE(-)/EARLY(+) LATE| N#| EARLY| N#
TIMES A |B |c |p
FDSSD C-B-A-D 03-16-28 - 34 +1 |0 10 |-12 12 |1 |1t 1
SPT C-D-A-B 03-09-21-34 8 | L1g| 46| +13 18 |1 |27 3
EDD C-B-D-A 03-16-22-34 S {0 +6]0 5 1|6 1
SLACK B-C-D-A 13-16-22-34 -5 3| 710 12 |2 |3 1
FRFS A-B-CD 12-25-28-34 +17 | 9 | -19] -12 4 |3 1

17

Table 5-2 Example 5.1 output timing
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ports principles (mentioned at 5.4.2) such that no
right is given to any job to be finished first if it

causes a job received earlier to become late.

Example 5.1 is a very simple case. If more
machines are involved and more jobs queued, then the
situation will be considerably difficult especially
in the case of a dynaﬁic job shop with a-continuous

arrival of jobs.
5.4.4 THE FDSSD RULE TECHNIQUES:

This section will explain the heuristic proce-
dures employed within'the FDSSD rule. As mentioned
previously, job shop structure is divided inteo four
main areas; operator, material store, shop-floor and
product store. The structure of FDSSD rule follows
the structure of the described job shop, i.e with
receiving, arrival, entry and in-process strategy,

in that order. For more detail see example 5.2.
EXAMPLE 5.2

The following example presents the main heuris-
tic procedure at the reservation stage. Figure 17
represents a number of jobs that have already been
received. Job E has just been received recently, so

the following procedures are made:

The operational Due date of job i= DDi

The receiving time of job i= RTi

The start machining time of job i= STi

The operational Processing time of job i= éTi
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Example 5.2

ST

I
A

Fig 17
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5 -

6 -

8 -

g -

10-

11—

On the time scale of the machine check the

time which equals STe (of Jjob E).

If the machine is busy at time STe then find
the nearest preceding gap. If there is no

preceding gap then go to step number 6.

Determine the limits of the preceding gap.
In this example the gap starts at L1 and

finishes at L2.

If PTe greater than the length of that gap
(L2-L1), then calculate the difference
between the processing time of job E and the

gap length, then go to step 6.:
Diff= PTe - (L2-L1)

Fit job E in such that the new due date

(delivery date) is equal to LZ.
Determine if a gap exists after the DDe.

If there is a gap then find its limits. This

gap starts at L3 and finishes at L4.

If Diff is less than L4-L3 then go to 11l.
Move block C forward and block A backward.
Fit job E into thé'extended gap.

If job E has not yet been inserted then put

the job at the end of the scale (after D).

- 129 -



CHAPTER 5 FAIR DELIVERYAND SHOP STATE DEPENDENT SCHEDULING RULE

The FDSSD rule involves heuristic procedure in
three principle different ways. First heuristic pro-
cedure is taking place at the reservation process.
In general, the reservation processes applied within
the FDSSD rule are Job Oriented Heuristic proce-
dures. Job Oriented Heuristic procedures schedule
one job at a time, i.e., all operations of a job are
scheduled on all machines before considering the
next job [37,53]. The rule herein, attempts to fit
the operations of a job into a position as near as
possible to its operational due dates. The proce-
dures are designed to use both backward and forward
loading procedures. If an opération does not fit
before its operational due date then it cculd be
inserted in the nearest preceding (i.e early) gap.
If the gap is smaller than the operation processing
time.then the nearest late gaps. If there are several
small gaps available around the required time it may
be possible to re-schedule some of the other wcfk in
a manner which collects these gaps together into one
useful period of time. This can only be done if other
works are not adversely affected. The amount of

delay allowed could be specified (see example 5.2).

The second heuristic procedure is used in order
to form the SARQ queue - the main shop arrival gueue.
The FRFS rule is employed in ordering the gqueues. If
a machine is idle and there is a late job then it
could be forwarded in order to utilise the machine.

Jobs thus inserted should not affect the schedule.
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The third heuristic procedure takes place at
MAINQs and MINPQs when selecting a job that is
required to enter intc the shop (iﬁ MAINQs case) or
to be loaded onto machines (in MINPQs case). Dis-
patching heuristic procedures are followed to sat-
isfy delivery date commitment. Alternate operation
heuristic procedures are employed (see example 5.3).
Firstly, the gqueues are scheduled accordihg to the
FRFS rule. Secondly, jobs that could be dispétched
(green jobs) without creating a negative slack to
the jobs that precede them are found. Again, from
green Jjobs, selecting the proper job to be dis-
patched depends on the state of the shop - machine

idleness and WIP.

Finally, a mechanism for releasing orders to
the material store is employed in order to control
the arrival of Jjob to the material store. This con-
sequently controls the WIP in the shop. Arrival,
entry times and WIP are used as a trigger in this

mechanism.

EXAMPLE 5.3

The slack of a job i = SLi
The processing time of a job 1 = PTi
The ordering sequencing number of Job 1 = Mi

The total ordering number= M (see table 5-3)

Three jobs A, B, C are placed in a single gueue,
The following procedures are part of the FDSSD rule
heuristic procedures in the third above mentioned

category. The aim is to select a job and dispatch it.
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JOBS THAT MAY
BE DISPATCHED VALUE OF ‘M’

A 1

B 2

C 4

A& B 3

A& C 5

B & C 6

A, Bs&C 7.

Table 5-3 Jobs that may be selected for
dispatching (Example 5.3)
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FDDSD solution procedures:

The different sequencing orders are A-B-C, A-C-

B, B-A-C, B-C-A, C-A-B and C-B-A. The following pro-

cedures are going to:

A- Firstly, find the possible jobs to pass.
B- Secondly, compare between these possible jobs,

then select the best job to be dispatched.

In the first step, the Fair delivery principle
is used whilst in the second step, state dependent

considerations are used.

The number of different sequences which are
concerned herein is reduced in order to focus on the

first job in the queue. The sequences are divided

into three group:

- The first group is A-B-C and A-C-B.
- The second group is B~A-C and B-C-A.

-. The third group is C-A-B and C-B-A.

In the first group, all cases are neglected
since job A has already the highest priority to go
first (according to FRFS rule). In the second group,
job B is propésed to precede job A in both cases as
then the problem could be reduced to a single pro-
cedure; comparison between job B and A. This is
because in the second instance, job B haé been sched-
uled to precede job A so in the firsf case it is also
accepted in that position. In the third group, both
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cases should be considered because the first dob in
the gueue (C) is at the tail of the gueue when the
FRFS rule is used. Therefore, the number of

sequences 1s considerably reduced (see Fig 18).

There are two procedures in the FDSSD rule could
be followed to Select a job to be dispatched (see

Fig 18). These procedures are as follows:

A. Finding the jobs that could pass:

1- The FRFS rule is applied to put jobs in non-
decreasing receiving time order. Put M= Ma
(jobs A has Ma=1l, B has Mb=2 and C has
Mc=4) (see table 5-3). The considered

sequences are: A-B-C and A-C-B.
2- If job A is late, then go to step 7.

3- If Slackof job A (SLa) is less than th

processing time ¢f job B (PTb), then go to 5.

4- TIf SLa >= PTb then M = M + Mb. The considered

sequences are B-A~-C and B-C-A.
5- If Job B is late, then go to 7.

6— If (SLa >= PTb + PTc and SLb > PT or SLb >=
PTa + PTc and SLa > PTc), then M = M + Mc.
The considered sequences then are C-B-A and

C-A-B.

7—- Go to the next step to compare and select the
optimum job,.
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)
Use FRFS to arrange the Queue

M:=1 (take Job A)
( from table 5-3)

Is

Job A late?

(Slack)A >=
(Processing time)B

(Sla >=9PTb)

M=M+2

Sla >=PTb+PTc & SLb >=PTt
or

SLb >=PTa+PTc & SLa >=PTc

Compare between jobs according to the
value of M using table 5-3. The basis in this
case is shop and machine requirements

v

Fig 18 The procedures Of Fair Delivery principle
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B. Comparing and selecting:

According to the wvalue of M and the queues at
other machines (if any), a comparison is made
between jobs at the queue. Table 5-3 presents the

corresponding value of M for each job in the queue.

Under JSSM the queue is divided into a number
of groups each group consisted of 5 jobs and the pre-
vious procedures are applied to each group sepa-
rately. The.selected job from the last group in the
queue 1s compared with the last job in the preceding
group using the same basis (Fair delivery basis).
Earlier jobs may be alternated with later jobs. Then
the above procedures are repeated again in the pre-
ceding group till all groups have been completed

(see Fig 19).
5.5 SUMMARY:

The FDSSD rule involves several heuristics
such as Jjob criented heuristic and alternate opera-
tions. Decision making within the FDSSD rule employs

the following strategies:
— Due date based rules are used at each machine,

- The FRFS rule, in case of Jjobs’ due dates

overlapping, is employed, and

- The shop’s and machines’ state, are consid-

ered in making in-process decisions.
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Tail of the queue (1) At each group apply

FRFS rule to arrange the jobs
in order the earlier received
the nearer to the head of the
queue. ' :

(2) Use FDSSD rule to employ
Fair delivery principle in order
to select a proper job (e.g jobk
from last group.

(4) If group one is reached goto step 6

3) Cornlpare between job k and
the last job in the Breceding
group {(e.g job n). Using FDSSD
rule, If job k is _higher priority then k
alternates with job n.

(5) Repeat the procedure from
step 1 but on the preceding group

with the provided selected job
till group one is reached.

(6) Dispatch selected job
from group one to machine.

Head of the queue

Fig 19 Sequencing and dispatching within FDSSD
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These strategies are applied differently in
each of following stages in the shop: receiving,
arrival, entry, and In-Process. First of all, at the
receiving stage, a reservation is made to load each
received job a on a machine’s time scale. In this
case, the first and second strategies are used. Sec-
ondly, in arrival stage, machine idleness is taken
into account by using a release mechanism in con-
junction with times that have been set at the res-
ervation stage. The second étrategy is used for SARQ
sequencing. Thirdly, in the entry and in-process
stages, several heuristics are involved; jobs are
sequenced according to the FRFS rule, a dispatching
procedures are made to distinguish the jobs that may
by-pass, then a general assessment of the other
machines’ local buffers is followed by selecting the
right job to be dispatched - entered into the shop

or loaded at the machine.

The FDSSD rule is an attempt to translate and
implement ethically based decisions into a practical
form. Some of the ethics involved are given above
Principle are listed. At the same time, the rule’s
aims are similar to most other scheduling rules in
& job shop environment; timely delivery, low WIP and

high machinery utilisation.
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CHAPTER 6
JOB SHOP SIMULATION MOPDEL

6.1 INTRODUCTION:

A job shop simulation model (JSSM) is espe-
cially designed and developed, herein, for experi-
encing scheduling problems and investigating
scheduling rules in a job shop production environ-
ment. A number of rules is included within the JSSM.
Developing a new scheduling rule is possible, espe-
cially if the new rule involves a combination
between available scheduling rules within the JSSM.
The JSSM is a repository model because : Y all
related information in a simulation run is saved in
a three dimensional array. The JSSM ié able to con-
struct a schedule of a number of jobs to flow through

several machines.

In this research, the purpose of using computer

simulation model is:

1- To develop a new scheduling rule such as the

FDSSD rule.

2- To investigate, evaluate and compare between
some scheduling rules and the developed the

FDSSD rule.

3- To experience some scheduling problems such as
queue building, congestion and tardiness prob-

lems.
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4~ To help scheduler in setting up feasible deliv-

ery dates,

The model is called Job shop Scheduling Simula-
tion Model (JSSM). The program is written in For=-
tran77 language which is available at Sun work-

stations 3/50.
6.2 SIMULATION TECHNIQUE:

Simulation could be defined as a representation
of an activity, by a simple form of another activity.
Simulation, hereafter, may be used to mean computer
simulation. In addition, simulation model could be
used to gain some more experience or to understand
a real system and its related problems. There are
many types of simulation models; physical, analogue,
schematic and symbolic model [66]. Because this the-
sis is concerned with computer simulation, it will

use a symbolic simulation model.

Simulation is a technique by which many complex
problems could be investigated efficiently and
solved in more practical way than mathematical anal-
ysis techniques. Simulation technique isrused,
herein, ﬁo represen£ a job shop production systemn.
It is a difficult task to provide schedules using an
analytical formula or by solving a set of equations
that may describe the operations scheme. Also, it is
not feasible to carry out expensive trials on the
real system itself; it would take too long and could

upset normal production. To simulate a production
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system, two types of data could be employed. The

first type of data can be based on real system data
if there are sufficient available. The other type
can be based on number generation from the property

values which are involved in the process.

As mentioned above, the model is designed to
investigate scheduling probléms. A real system could
be studied in a cheap way and without interruption.
Computers can be used for this purpose. Computer
simulation may represent a real system by construct-
ing a program in which significant elements of the
real system are included within the computer pro-
gram, with scheduling rules and techniques that are
going to be examined. In addition, a time advancing
mechanism is required to obtain a dynamic behaviour
situation. Briefly, simulation model is used as an
evaluation tool to compare, measure some values and
to present the production system in a relatively
simple and cheap way. This model is used to determine
when and how the decision is going to take place

[24,32,66].

Simulation technique is one of well known meth-
ods in studying a job shop scheduling problem
[32,33,54]. Analytical method is another technique
which is used mostly in static job shops where data
is fixed and required many assumptions to simplify
the procedures., It uses mathematical rarameters,
functions and expressions to solve problems. Analyt-

ical method is relatively a complex procedure with
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respect to simulation method. The simulation method
could be considered as the other main technique,
especially, in studying and investigating the
behaviour of a queuing system with many variables
related to the scheduling probklems [10]. Many
reéearchers are concerned with simulation technique
because of its ability tc represent the dfnamic
behavicur of the job shop. Furthermore, it could be
more practical so that wvarious decisions can be
examined under accepted real conditions without a

great loss [1l,34,38,48,587].
6.3 TYPE OF SIMULATION:

In the widest sense the term simulation refers
to the use of the behaviour of the real life object
or system. This could be small scale physical imi-
tation of the real object. Also it could be a math-
ematical model where equations and logical rules

represent the system under investigation.

Sometimes, discrete changes are involved. The
developed model is concerned with the simulation of
discrete systems. A sequence of data is processed
according to the scheduling rules to study its

behaviour.

Avallable data could be a real data when it is
long enough to be processed. Alsc, it could be gen-
erated according to the available property of the
real system. Processing times, due dates and route

of each job are some examples of the data required.
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6.4 BUILDING A SIMULATION MODEL:

Two items of building a simulation model can
be distinguished and will be discussed at this

stage. They are:

1- Model formulation: the rules which may describe

the system are being studied.

2—- Data generation: it is the set of numbers that
is used by the model to represent a form of

real data.
6.4.1 FORMULATION OF THE MODEL:

If the model is logically simple, then a set
of rules to describe its behaviour can easily for-
mulated. However, the system may be complex, such
as the gueuing problems which are common in produc-
tion systems. These problems have a large propor-

tion of simulation studies.

Generally speaking, production systems can be
described as a number of machines through which many
jobs flow. On the machines a number of activities
is carried out, i.e processing or idling. A process-—
ing time is associated with each process. When a
process 1is completed the job may flow to another
machine if the later machine is appropriate. The job

may flow out of the system, i.e exiting.

- 144 -



CHAPTER 6 JOB SHOP SIMULATION MODEL

The system must be examined frequently to see
how it is operating. Two methods to do this job are
available. The first one is called slicing or con-
stant time—step technique. It monitors the system at
regular intervals and collects information from the
shop. The second one is called discrete event or next
event technique. It examines the system only when an
event takes place in the system such as loading and
unloading. In the second case, the simulated time in

the model is advanced to the next earliest event.
6.4.2 GENERATION OF DATA:

The data required for a simulation study is
usually a real data, i.e actual processing times and
inter—-arrival times. However, data in this form may
be insufficient for a long simulation run and gen-
erally may not be as flexible as sampled data. A
model could involve a representation of an actual
data by generating it randomly according to the
actual property which is common used in the real
systems. In this study, the NAG library subroutines
are employed to generate processing times, due
dates:-and routing of each job. Also the inter-
arrival times are generated in which loading rate

could be determined.
6.5 VALIDATION OF THE MODEL:

Having built the simulation model, it must be
thoroughly validated. The logic of the model and the

data distribution must represent{; the real system.
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In some systems, it may be practicable to compare
simulation results with actual cones. In other words,
simulating a small problem then comparing the
results with hand simulated results may be possible.
Validating a model could be made by printing the
results regularly to investigate the logic within

the model. In other words, validity could be insured

by. (in this work the fifth way'is mainly employed) :

1- Adequately defining the problem that the model

is constructed to address.
Z2- Identifying the relevant model components,.

3- Identifying all assumption employed in the

model.

4- CObserving the performance of the model under

different conditions.

5- Comparing mecdelled result with real or with cal-

culated output -data.
6.6 THE JSSM MODEL DESCRIPTION:

This section will discuss the main goals of the
developed model and how the model could represent a
job shop system. The structure of the model is dis-
cussed. As mentioned previously, the problem is to
investigate different scheduling rules in a job shop
system. The JSSM could simulate up to 10 machines.

Also, it is possible to simulate more number of
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machines if there is enough memory space to run on
the computer. Fortran77 language is used to write
the program. The program consists of three main

parts; input, in-process and output block (see Fig

20) .

The simulation model JSSM is designed to
investigate and compare the effect of scheduling
rules on the schedule perforﬁance in a job shop
environment. The JSSM alsc could be employed to set
a practical delivery dates that system may keep
them up. There are many sub-gcals that may be
achieved in future such as using JSSM for learning
purpose in building and understanding scheduling
procedures. Also, the flexibility in changing any
value in the model while it is running without
interruption to the process, helps in understand-
ing the effect of each value in the system on the

scheduling procedures.

There are two types of timing procedures which
are invelved in siﬁulation models. The first type is
called slicing simulation. In this type, time is
advanced to a new value (usually by one unit of
time), then the system is scanned to find if there'
is any required action to be done. The second type
is called discrete-event simulation. By using the
second type, time is advanced according to the near-
est next event. In the JSSM, both ways could be used

separately or together.
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Static and dynamic job shops could be simu-
lated using the JSSM - static Jjob shop means that
no more accepted orders till the received jobs are
completed while dynamic job shop accepts any new
orders. Job receiving rate represents the number
of received jobs within a unit of time. Setting'
receiving rate to zero, means the Jjob shop is
static. Job receiving rates may be called inter-

arrival rate of jobs.

The JSSM i1s a repository model - all related
information in a simulation run is stored in an
array. The JSSM, however, could be made to use file
storing. The array consists 6f three dimensions.
Each dimension represents cone physical element of a
job shop; job, machine and shop. The informaticn is
stored according to these elements. Informafibn
could be called or changed at any time within the
JSSM. For more detail see Fig.21. Data storing and
structure will also be discussed below in section

6.7.4.

6.7 THE SIMULATION PROGRAM:
6.7.1 SIMULATION INPUT:

Input data could be either randomly generated
or predetermined data. Predetermined data is rela-
tively more practical than the other one, because
under predetermined data a real one could be consid-

ered,
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The input‘data of the model consisted of two
types. The first one is the data that is received
before a simulation run starts. This type of data
is called, hereafter, initial data. It is the only
used data, in static job shop simulation. The sec-
ond type of data is called continuous data because
it is received after the simulation run has com-
menced. Initial data is saved in file ‘ST10'. Con-
tinuous received data is saved in files ‘D.A’ and
‘D.N’. Initial data consists of the information of
jobs and machines. Initial and continuous data are

discussed in more detail in section 6.7.3-A.

In this thesis, genérated data 1s selected to
accomplish the scheduling task. In addition, the
model could read real data if there is a sufficient
available data. The NAG library subroutines are
employed to generate processing times, due dates
and routing of each job (routine). The GO5ZYF sub-
routine and GO5DYF are the subroutines that are
used to generate routines and processing times
respectively. (Appendix 2 includes the program

that used to generate the input data).
6.7.2 THE PROGRAM STRUCTURE:

The program is written in Fortran77 on unix
operating system at Sun 3/50 work-stations. The
flowchart of main events is illustrated in Fig.22.
Since the reservation is one of main events for
loading machine time scale, a separate flowchart is
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('Read Input - RECEIVING)

( Calculate related information )

( Make reservation on time sca@

is there a gob Y
in the system?
Q
N Corntpare between
BTNHS
thén move the jo ose
higher prionty
Is
there is jobs Y
at a machine
N Call NXTMAQ
Find The shortest time
for next release at
achine

Call NXTACT,
To find the type and time
of next event in the shop:
- Receiving
- Arrival
- entry
- releasing from m/c
- Exit

Y

Call TIMPAS
Advance ume to next event

Call NXTD(
Accomplish the event

" Fig 22 Model JSSM: Simulation procedures
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shown in Fig 23. The subroutines of the program are

presented in the fellowing section 6.7.2-B.

A- THE PROGRAM:

The JSSM program, developed herein, consists
of three major pérts {see Fig 15). The first part
is concerned with data collection {input} . After
the input is read, completing operational values
are made. Reservation 1s one of the main processes
which i1s carried out by INSERT subroutine (see Fig

23) .

The second part repfesents the main block that
‘investigates ahd.performs the scheduling procedures.
It is called In-process part. A subroutine which is
called WIP, involves several subroutines in order to
determine the next event; time advancing and event
performing. Figure 22 illustrates the general fol-
. lowed computational procedures in the JSSM. The main
considered events are as follows: orders receiving,
orders arrival, jobs entry, machine loading and

unloading.

The third part is concerned with output repre-

sentation and reporting (see section 6.7.3-B).

There are general points could be listed below
to conclude some of the main strategies in the pro-

gram:

- Two types of input, could be used; initial and

continucus.
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Find the upper and

the lower limit of

current gap

Call GAP subroutine

to find all other
gaps aleng the scale

Call Gather subroutina

to collact sufficient gaps

to fit the new job

If the gap is not enough then move the

currant job to wider gap

!

Keep going forward till
the end of tha scale

@ﬂart this jol)

Fig 23 Subroutine INSERT structure
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— All information could be adjusted and changed

while the model is running.

~ Static or dynamic process could be used. Also,

alternating between them is possible,
ff— The capacity. of parallel machinesjcbﬁld be bal-

anced.

- More events could be added such as breakdown.

Rework process 1s also possible.

- Two types of pricority are made; main and sub-

priority (operational) index.

- Machine interference could be extended in
future work since it has been invelved within

the program.
B— SUBROUTINES GUIDE LINES

The program consisted of eighty four subrou-
tines. The following list is to specify the main sub-
routines’ functiocn and how it is related to each

other. They are:
l - Main program:

This is the main body of the program. It will
call the main menu in MENU subroutine which will
carry on scheduling activity. Main program will open
few files to make it ready for data reading and
regult recording. For more detall see section 6,7,3,
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The MENU subroutine will be called. The menu as 1t

appears in the model would be as follows:

- SET ALL TERMS & ELEMENTS. TIME=

- REPEAT LAST PROCESS

- NEW EVENTS & CORRECTIONS

- NEW KNCWN JOCBS ARRIVED

SEE AVAILABLE JOBS

- NEW SCHEDULE

- RETURN SCHEDULING TIME BACK

- SET THE APPEARANCE TIME OF THIS MENU
- CHANGE THE TECHNIQUE OF SCHEDULING.
10- SAVE & QUIT

11- QUIT

12- SHOW QUEUES

13- SHOW ANY VALUES OF THE ARRAY

W 1 o s W
|

o

2 - Related Subroutine to input data:

Subroutine SETALL sets the environment of the
system: scheduling procedures and shop type. This
subroutine is called from MENU subroutine. However,
subroutine DEFAULT could set all related defaults
without using SETALL subroutine. The following menu
includes most facilities that arranged through this

subroutine:

1-SET ALL TERMS
2-LINES IN BUFFER
3-5YSTEM TYPE

4-DATA ARRIVAL TYPE
S5-EVENT TIMING
6-QUEUES

7-RULES AND MEASURES
8-DATE

9-TERMINAL

Subroutine REDSTR starts reading from a file.

The default file is ‘ST10’ which is situated under
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the directory ‘.F.FILES’. It is called from MENU

subroutine. This subroutine should be called once at
the beginning of each simulation run. The model con-
tinues its reading of the input data from files ‘A.D’

and ‘A.N’ under the same directory mentioned above.

Subroutine REDCNT reads input data continuously
from ‘A.D’ and ‘A.N’ files. It is called from sub-
routine NXTD(QO. When a number of jobs 1is read. The
FILL subroutine will be called to fill all other
related information in the storing array in the
model. For example, it calculates how many machines
that a job is required, expected finishing time and

the remaining time.

Subroutine INSERT is called from FILL subrou-
tine. The reservation part within the FDSSD rule is
carried out by the INSERT subroutine. Subroutine
INSERT]1 is called from INSERT subroutine. The
INSERT1 subroutine looks for a gap to fit a job in
it. Then it inserts that job in, but If there is not
a space at that place then the subroutine will cal-
culate the limits of the nearest backward gap. If
there is no gap available, then INSERT1 subroutine
searches forward to a gap till the last reserved
place. . If the Jjob is not fixed yet then the subfou—
tine will put it at the tail of reserved scale. Sub-
routine GATH?Rl is called from GATHER and INSERTI1.
The GATHERI subroutine moves jobs forwards and back-
wards on time scale during reservation procedure in

order to eliminate some small gaps. It adds them to
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form a useful gap.-Subroutine GATHER 1is called from
INSERT to remove first gap on time scale and add it
to the next gap. Subroutine GAP is called from

INSERT1 and GATHER to calculate:

— Where does a gap start?

- How long is this gap and the total length of gaps?

Subroutine FILLIN is called from INSERT1. It
puts jobs and their related information in the

related place on time scale.

Subroutine DATA displays the available data. It
is called from MENU, Subrcutine JCBINF displays the
available jobs’ information. It is called from DATA
subroutine, The fellowing menu presents the differ-

ent provided informaticn in order to monitor them:

1) ALL JOBS

2) A JOB

3) FINISHED JOBS

4) SUBCONTRACTED JOBS
5) CANCELLED JOBS

6) DELAYED JOBS

7) STOPPED JOBS

8) LATE JOBS

3 - Setting scheduling defaults:

Subroutine SETALL sets scheduling requirements
such as a scheduling rule and a measure of perform-
ance. Subroutine CHNTKN is called from SETALL to set
the required rule by using subroutine TEKNIK. The
menu which will be obtained is as follows {see the

following menu as it appears in the model):
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1- WHICH RULE TO BE RUN?

1 -FRFS.... 2 -EDD.... 3 -SPT.... 4 -FCFS....5 -MRPT
6 -S/ROP... 7 -SPT/EDD 8 -LRPT... 9 -QINM..,.,10-SPTATM
11-COMPOSIT.12-SIMCU.. 13-SLACK.. 14-S/0P... 15-WSPT
16-WEDD.... 17- FDSSD, 18-COVERT. 19-N/A.... 20-LASQ

2- WHICH MEASURES OF PERFORMANCE TO BE CONSIDERED?

1-FLOW RATE (SPT). 2-IGNORE TECHNS. 3-CONGESTION IN SHOP

4-MIN WIP........ 5-TARDINESS..... 6-IMPROVE USED RULE

7-CAPACITY........ 8-CUSTOMER...... 9-TIME SPENT IN SHOP
10-COSTS........ 11-LASQ. .. ..vu.-. 12-M/¢c INTERFERANCE

13-BOTTLENECK... 14-PARALEL M/CS. 15~ MAINTENANCE

Subroutine CHOSNG is called to choose the fol-

lewing items:

1- Rule to be followed

2—- Measure of performance.

Subroutine THEORY is called from FILL, NXTDO
and TEKNIK. It includes all scheduling rules which
are considered by the model. Some rules need a sep-
arate subroutine such as FCFS, QINM, SPTATM, SIMCU

and COVERT. Some other rules use priority index.

There are two different type of priority: main
and sub-priority. Main priorities are generated by
PRITYM subroutine while sub-priorities are generated

by PRITYS subroutine.
4 - In-process Subroutines:

The WIP subroutine is called from MENU subrou-

tine to control the In-process procedures. Subrou-
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tines MINP, NXTMAC, NXTACT, TIMPAS and NXTDO are
called. A brief description is provided for each

mentioned subroutines:
A. Subroutine MINPQ

It is called from WIP and NXTDO. It compares
between the jobs at Global Buffer and jobs at MAINQ
queue. The criterion of comparison depends on the |
employed rulé. The main operations in this subrou-
tine are divided into three steps. Firstly, a com-
parison between the first job'at the MAINQ and the
first job at the Global buffer for each machine., This
comparison based on priority index. In the case of
the FDSSD rule, it based on entry time and receiving
time. Then, selecting a job from MAINQ may take place
if this job has received before the job at Global

buffer and it 1s going to be late).

Secondly, according to the process of compari-
son, the éubroutine either calls PRETOQ or MQTOQ
subroutines in order to move the selected job from
Global buffer ar MAINQ, respectively, to Local

buffer.

Thirdly, after the local buffers are afranged
according to the applied rule {(in the case of the
FDSSD rule, the FRFS rule i1s used), machine loading
procedure is carried out. LODMAC17 subroutine con-
cerns with loading the éelected job into machine. LOD-

ING subroutine would set all the related information,
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Finally, concerning the FDSSD rule, the process
to select a job from queue to be dispatched or loaded
at machine, depends on the Fairness and the Fair
delivery principles (see chapter 5 section 5.5 for
more detail). Subroutines LODMAC17, LODMAC16 and LOD-
MAC160 are used to select a job according to the FDSSD
rule. The Fair delivery principle is presented in LOD-
MACO subroutine which it could be called from LODMAC17
and LODMACl6(0, They are used in Local buffers and
MAINQs respectively. The LODMACO subroutine uses two
other subroutines, LODMACOl and LODMAC02. They com-
prare between some of in-process information such as
queue length at different machines. The minimum queue

length at other machines could be determined. It may

‘help in making the decision within the FDSSD rule.

B. Subroutine NXTMAC

It specifies which machine has the smallest
remaining processing time, i.e next machine to finish

the current process is specified (releasing event).
C. Subroutine NXTACT

It finds the nearest event in the shop; receiving
a new order, arrival to stores, entry to shop, release
from a machine or/and repair a broken~down machine.
It is possible to insert some other events. Then sub-
routine ACTION is called to compare between times of

next events, then it decides which event will be next.
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D. Subroutine TIMPAS

It is called from WIP. It advances time and the
related times in the model. Advancing time is car-

ried out by next-event technigue.
E. Subroutine NXTDO

It calls the corresponding subroutine according
to the specified next event in NXTACT subroutine.
For example subroutine RELEAS is called from NXTDO
to release job(s) from machine(s). Then subroutine
RELEAS]1 sets the related information. Another exam-
ple, subroutine REPAIR is called from NXTDO. It con-
siders the specified machine to be repaired
according to the specified time. In arriwval event,
subroutine SARQ forms arrival queue (SARQ). It is
called from NXTDQ. Then subroutine NEWMNQ is called
from NXTDO to add the new received jobs to MAINQ
queues. Subroutine MAINQ takes jobs from SARQ queue
and put them in separated queues according to first

operation of a job.
5 -~ Changing available data:

Subroutine CHANGE is called from MENU. It may
change related information of a machine or a Jjob at

any time.

To change some specification of a job, subrou-
tine JBCHNG could be called from subroutine CHANGE.

LOKJOB subroutine is called to find the correspond-
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ing job that has got the new change. CHANGE subrou-

tine may change following Jjob information:

1- CANCELLED job.

2~ SUBCONTRACTED job.

3- DELAY FACTOR.

4- DUE DATE

5- WEIGHT FACTOR

6- COST PENALTY and

7- ROUTING & PROCESSING TIMES

In the case of a new change 1n a state of a
machine, subroutine MACHNG could be called from sub-
routine CHANGE. LOKMAC subroutine is used to find
the corresponding machine that has the new change.
Following machine information could be changed while

the model is running:

1- CANCELLED
2- BREAK-DOWN

3- DELAY FACTOR

4- MAINTENANCE

5- NEW MACHINE

6- WEIGHT FACTOR

7- MACHING COST.

8- IDLE COST

9- STOPPED MACHINE
10-REPAIRED MACHINE

6 - Other subroutines:

Subroutine APPEAR hides the main menu for a
specified time. It is called from MENU. Subroutine
VALUE céuld be used to change and monitor any stored
information value in the array. It is called from
MENU. Subroutine QUEUEZ2 and subroutine QUEUEl are
called from subroutine QUEUE. Subroutine QUEUE

presents queues: SARQ, MAINQ, MINPQ, machines and
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buffers. Subroutine MOVE moves Jjobs forward in

queues. Subroutine ARANGE arranges queues according
to pricrity index. Subroutine UPDOWN is called from
NEWMNQ, THEORY and LODMAC16 to change the position

of jobs in a queue oppositely.

Subroutine ZERO is called from TIMBK and NEWSHD
when a new run is regquired. Subroutine ADD is used
to add all values in one raw or one cclumn in the
array. It 1is called from FILL. Subroutine ERROR 1is
used to produce error messages. Subroutine TIMBAK
may be used to retu}n scheduling back to a specified
time and start again from that time. It is called

from MENU.
7 = Output results and reporting:

Subroutine FINAL will write down the final
report about the results, If is called from MENU and
SAVE subroutines. Subroutine FINISH is called fronm
RELEAS1. It records the full history of each job on
each machine. (files name= RESULT1-3). Subroutine
SEND is called from RELEAS1. It produces a full his-

tory of each Jjob that exits from system.

Subroutine INNFFO is called from MINPQ. It
records a full detail of each slice in the array used
(INFO). In this subroutine a standard output file
(fort,100) could be created, This file could be used
Lo repeat a previous saved processes. This facility
could be stopped, 1.e info(0,23,0)=0, The full detail
could be made short if infoe(0,23,0)=1 or long if
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info(0,23,0)=2. Subroutine SAVE is called from MENU.
It saves all the latest situation in the shop in order
to continue the process another time. Subroutine LAST
could be used to repeat a last saved process that
already saved previously. It is called from MENU.
Subroutine ALL is called from INNFFO and FINAL to
print all information which 1s stored in the array,

into a file called RESULT7.

6.7.3 USED FILES: INPUT AND OUTPUT

A- INPUT FILES:
1. ST10:

It includes the initial data that the simula-
tion model will start with. In static job shop sim-
ulation, this file is the only considered input {(see

table 6-1 (a) & (b)).
2. D.A:

It includes the orders that will be received
after the simulationAhas commenced (see table 6-1

(a)). For more detaill see section 6.7.1.

3. D.N:

It includes two main variables that determine
the receiving rate. The first variable presents the
number of jobs to be received, i.e number of jobs to
be read from file ‘D.A’. The second variable
presents the period of time required till next

receiving event take place.
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Available machines = 3
New jobs to be received = 4
o 5
9 Job | Due S 8l dob routine Operational processing Rec-
o | N# Date ol 88 on machines|times on each machine eive
) = (O)GJ Time
@ 2
011001 7 q 33 6 0
0] 2003|125 |1 3143 5 0
0l 3000( 25 (3 1|13 10 0
0l1004|39 (7 31123 10|10 3 0
{(a) Job information
o . | Malntenancs
b |MachineglMachineg] available |Weight Capacity
i code Number] Process factor | when | Long
i3]
0 2 0200 2 6 100 110
0 3 0300 1 2 35 23
4] 4 0400 5 4 70 8
1! - first two characters indicates machine number
** - gecond two characters indicates number of next identical machine.
% 0103 means M/cl and M/c3 are identical .
(b) Machine information

Table 6-1 Initial input ST10 file:

- 166 -

a) Jobs and b} Machines

-



CHAPTER 6 JOB SHOP SIMULATION MODEL

B— OUTPUT FILES:

The output of the model mainly consists of the
following files which are formed by the model (see

table 6-2 and 6-3):
l. File RESULTI1:

This file mainly stores information of mean and
total processing time, waiting times, passed time in
the shop and how long that each job is gocing to be

late or early.
2. File RESULT2

This file mainly stores information of times of

each job at each queue in the shop.

3. File RESULT3

This file includes information of waiting and

start machining times at each machine (see table 6-

2) .
4. File RESULT4:

In this file, the information consists of the
number of received job, arrived job, WIP, exit jobs
at each step of event in the shop. Also, the capacity

and léngth of queues at each machine are included

{see table 6-2).
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FILE NAME

INCLUDE INFORMATION

—> PRGEXPFNL <==

==> RESULT! <==

—> RESULT? <==

==> RESULT3 <==

-

==> RESULT4 <==

==> SHD.FNL <==

Programmed due date.
Expected due date which is
delivery date.

Actual delivery date

Part number

Due date

Weight factor

Cost penalty

Number of cperation that this
job will have

Mean procesing time
tardy cost

Total waiting time
in-process waiting time
Passed time in the shop
(flow time)

Part Number

Receiving time

Arrival time Entry time

Start machining time

Finished and exit time
operationtional processing time

Part Number

Waiting time at each M/C
Start machining time at each
machine

Machine to release next

Time to the next release

Total number of received jobs
Total number of arrived jobs
Number of WIP in the shop
Number of job exit

Current time

Queue length at each machine
Utilisation of each machine

JPart number

Aurrival ttime

Entry time

Start machining time at each
machine

Arrival ttime

Entry time

Start machining time at each
machine

Table 6.2 Output files

- 168 ~




_ CHAPTER 6 JOB SHOP SIMULATION MODEL

I OUT PUT REBULTS File

| M1 M2 M3
UTILISATION% a8 93 89
PASSED JOBS 106 116 92
IDLE TIMES 15 63 119
TOT.PROC. TIME 1118 1095 1054
TOT.IN-WAIT 2952 3467 3548
MACHINING TIME 87 939 883

THe Following results consider Due date:

|

M/CS STOP TOGETHER = 233
THREE M/CS STOP TOGETHER = 39
MEAN PROCESSING TIME =9

TOT IN-PROC WAITING TIME * = 9967
TOT BF-ENTR WAITING TIME * = 9385
TOT AFTR-PR WAITING TIME * = 83833
MEAN FLOW TIME (ARRIVED JOBS)* = 106
NUMBER OF JOBS = 208 l
NUMBER OF MACHINES =3
COMPLETION TIME * = 1002
MEAN COMPLETION TIME (EXIT JOBS) =5

# QF JOBS EXIT FROM SHOP = 173
MEAN JOB RECEIVING (JOBS/HR) = 12
N# OF TARDY JOBS * = 98
N# OF EARLY JOBS * = 72
N# OF ON TIME JOBS =3
MEAN TARDINESS * . = -45
MEAN EARLINESS * = 28
CONDITIONAL MEAN TARDINESS * = 48
CONDITIQNAL MEAN EARLINESS * - 65
$ OF TARDY JOBS * =0
TOTAL TARDINESS * = =7907
TOTAL EARLINESS * = 4730
ROOT MEAN SQUARE COF COND. TARDINESS = 114
ROOT MEAN SQUARE OF TARDINESS * = 86
COST QOF TARDY * = 20961
COST OF EARLY * = 108
MEASURES OF PERFORMANCE = 8
SCHEDULING RULE *** =3
MAX WIP ALLOWED IN THE SHOP*** = 10
MAX WIP ALLOWED AT EACH MACHINE*** = 6
NUMBER OF EVENT IN SHOP = 301
PRIORITY: MAIN(() & SUB(1) =0

N N T
Table 6-3 File RESULT6: according to bPue Date.
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5. File RESULT®6:

In this file, a brief description on the general

items that could be used to evaluate each procedure

(see table 6-3).
6. File RESULT7:

A long list of values in the used array is
obtained. These values are recorded when the simu=

lation is finished and completed.
7. File PRG.EXP.FNL

In this file the information consists of (see

table 6-2):

a. Programmed due dates that are given in input

file added to the received times,

b. Expected delivery date which are obtained by

reservation using the FDSSD rule, and

¢. Actual delivery dates which are simulated.

6.7.4 DATA STRUCTURE: STORING AND USAGE

The_information is structured 1in a three
dimensional array according to the physical ele-
ments of the scheduling problem. First dimension
represents Jjobs’ information. Second dimension
represents machines’ information. The third one

presents shop’s information. The array’s dimen-

- 170 -



CHAPTER 6 JOB SHOP SIMULATION MODEL

sions are J,50 and M, where J is the number of jobs
and M is the number of machines. J is along Y—-axis
and M along Z-axis. X-axis is limited to 50 spaces

(see Fig 21).
A~ FIRST DIMENSION: JOB INFORMATION

This slice of the array is a store of related
Job information. A slice could mean two dimen-
sional sheet which represents only two dimensions
(X-Y) at a zero value of the third dimension
(Z=0) . This slice is located in: Z=0, X= 0 - 50
and Y= 1 - J. jobs have been stored in a vertical
two dimensional sheet with Z=0. All related main
information of each job occupied the place along
X—-axis while the cperational information is placed
along Z-axls according to corresponding machine
(see table 6-4). Some of the inpuf information

are:

- Job number,

- Job receilving order,
- Due date,

— Cost penalty,

- Machines route, and

- Operational processing times.

Another information is shown in Table 6-2. The
priority index, receiving, waiting and remaining

times are examples.
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Job Status: 1=SARQ.2=ETRY, S=shcntrs 6=delaved. 7=cndl,8=received

TIME

Numbers as arrival order . 11=finished 1
Par /Batch code number 2
Due date: when part is ready? See que.iD.] )
Weight factor: job importance. (0=normal .... 9=v.important) Sched. No. 4
Job delav factor: part movement .{-1=No.delav O=nrml _1=d 2=stop) | Dlv_Indicator 2
Cost penalty: $/dav 6
Number of machines to be visited N# of event 7
Where is the part now? ( Current machine or next m/c) Capacity % 8
Number of finished machines: How many? N# of fini.proces 9
Main priority: the smaller in value the higher in priority. Tot.proc.timeinow) 10
Passed time in shop bv the job: (see total at 0.150 ) Tatldle time 11

Processing time of job at ALL machines : tot. process. time .

Tot Proc.Time(all) 12

Waiting time of each job at ALL machines = IN-PROCESS

TotI-P Waiting T. 13

Remaining machining time to be finished.

Tot.Rem.Proc. T. 13

Remaining time to be on due date.

Pas.T.AllLin shop 15

_Arrival time to SARQ queue; to shop

2 -stoppageé- n,cs 16

3 .Stoppage - nic: 17

Machining start time at first machine

4 - Stoppage - '"Ks 18

Finishing time at last machine

Tot.brk-dwn mc T. 19

Waiting time BEFOQRE entry_to the shop.

Tot.Bf Waiting T. 20

Waiting time AFTER finishing and Exit.

Tot.Af Waiting T. 2!

Totai Waiting time since arrivai= 13 +20 +21

Tot.All Waiting T. 22

Job quantity repeat=1 no=0 3
Number of processes finished so far +1 A
Nomber of processes job will make. 25
Mean processing time=12 / 25 mwean procin shop 26

Total cost of delay Or earliness

tot.dly cost 27

Eariv cost penaity

Allowance time that job can remain in shop

load in shop 28

29

Receiving time of orders to model

30

Receiving time of order to cperator.

31

Machine indicator

32

a3

Svstem Use

14

Svstem Use

3=

36

37

a8

19

40

41

42

43

o

Table 6.4 Front Slice: Job informaton
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B~ SECOND DIMENSION: MACHINE INFORMATION

This slice has the location: ¥=0, X=1 - 50, and
Z=1 - M, where J is the number of jobs and M is the
number of machines. In other words, 1t represents
the machine information at the horizontal two dimen-
sional (X-Z2) slice at Y=0. It stores the input, in-
process, and output machines’ information. Each
machine has its value on Z-axis while the related
operational information is located along X-axis (see
Fig 24). A description of the information in this

slice is shown in Table 6-5.

C— THIRD DIMENSION: SHOP INFORMATION

This slice has a general information about the
shop. It is the two dimensional (Y-2) vertical slice
at X=0. This Slice has different type of informa-
tion, (see Table 6-6). In general, this information

is as follows:

- Timing of the events within the model: The
available events are: receiving, arrival, entry,
loading, breakdown, maintenance and release. It is

also possible to add some more events to the model.

- Receiving control: It will be controlled by
two things: random number and predetermined receiv-
ing rate to the system, Recelving rate could mean
the number of jobs that system will receive within

one unit of time, If receiving rate equals zero, then
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Fig.24 Machine Information Top Slice
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- R —
2 | Machine statuye f=norm + 2 =
1 Machioe sysiem o#
i Machine code od
3 | Type of process available at msc
n | Weizht factor of mic
s Machine delar factor -1=send ant O=norm l=deiar sendine 2=stoo sending to mic
6 maintenance .. When sart
T —MHow loag
8 Utilisation sofar
9 N+ OF JOBS PASSED THROUGH M/C SO FAR
10 N# OF JOBS WILL PASS THROUGH M/C
11 ACCUMULATED IDLE TIME OF M/C
12 PROCESSING TIME OF ALL JOBS AT THIS M/C
13 WAITING TIME OF ALL JOBS AT THIS M/C
14 MACHINING TIME OF EACH M/C
15 QUEUES
16 QUEUES
17 MACHINES /WAITING LINES SEE X=I7
18 QUEUES
g Breakdown total time
¥ Start breskdown time
— Parailel m/cs
i QUEUEX
24 How many visin
15 I. . m
=5 idle cost
-
-
5
3
3T
32
33
3 Svstem Use
33 Sysiem Use
36
37
38
39
10
31
12
43
kn
45
46
+7
B ¥x X== Y=
9|

Table 6:5 Top Slice: Machine informatiqn

- 175 -



- 94T

Side slice: Y-Z at X=0

Z
-k
DUE re and M Michas Max| M. i
Duc date v 7] w AL MYc nlcolll'c e r;:e sin st Proessin M/c has Min.
factor :ﬁ é ; r{wal o job ﬁ oo 8 {,imc 8 ke 8 Err:::cssmg N# M/c
MAC
Next Next Next Next one act Next ... { main menu
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the system becomes static, i.e no more jobs are

expected before all current Jjobs are conpleted.

- Scheduling rule selection: A number of sched-
uling rules is involved. A selection process is pos-

sible. Also, switching between rules is possible.

- Setting values and limits: There are many val-
ues may need to be set. Constants and starting con-

dition of other wvariables.

There is another slice may represent the shop
gueues, especially in-process gqueues. It is the ver-
tical two dimensional (Z-Y) slice at X=17 (see Fig

25) .
D— CORE OF THE ARRAY:

This is the part which is concerned mainly with
in-process information and related operational con-
ditions such as gqueues and timing. The core of the
array starts from X=1 to 50, ¥Y=1 teo J, and Z2=1 to M,
where J equals the number of received jobs and M
equals the number of machines. Each slice carries
different information. The first ten vertical slices
are a combination between jobs’ and machines’ infor-
maticn. Some of the stored information dces not
change during the simulation process and some other
change due to time passing. For more detail {(see Fig

26 and Table 6-7).
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Machine 4 Machine 3 Machine 2 Machine 1

1

Jobs in Queues 2

Local Buffer 3

Expected finishing time 5
Starting time on machines 6

Queue length.......Time 7

_ <+ ...+ Numben 8

Progessing times ¢f each job at| machine 9
Remaihing processirqg time on eaclh machine 10

Start queuing time in
local buffer

Fime when machline become idle 15

Queue length gf global Buffers 19

Total prodessing time if the shop for|each machine |17
18

19

20

Fig.25 Machine and queues information in slice X=17.

- 178 -



o e ==

CHAPTER 6 JOB SHOP SIMULATION MODEL

kK

(A)

(B)

Fig 26 The Core of the array
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IC

1 Routing : processes sequences L’
2 Subdue date |

13 subdue date 2

4 In orocess neiglfactor for each process at each machine

5 In process delay factor

]

7

3 Where is the job now? O=nut started 1=In-queve 2=at m/c 3=finished from m/c
9

10 Sub-priority 1

11 Sart time at each machine

12 Processing lite of each job at exch machine

13 Waiting time of each job at each machine

14 Reiated Times ===

15 Sarq MachGoQ MachlnQ MachOutQ SextQ EXT  SarQail Go In Out{machine)
16 MAINQs

17 MINPQs

18 MACHOs

19 Start time at machine MACHOQ

=0 Finished time st machine MACHQ

21 MEXTOs

2 Times

23 QUEUE 23 out put buffer of all machines to this m/e

A nov Times

25 tot| Rout of each job (rout signed -1 means this process is finished)
“Omen Correspooding Processing times

&7 ENTRY time of each job to first machine

= ROUTING 2

29 PROCESSING TIME 2

30 SUB PRIORITY 2

3T

k¥

i3 .

M Svstem Use

35 System Use

36

37 N
k3

39

40

41

42

43

EE)

15

6

47

+8 X=eZ L y=z I=35228
49 * X

Table 6-7 Core of the array: operational
routing, times and queues
- 180 -



CHAPTER 6 JOB SHOP SIMULATION MCDEL

Finally, each value in this array could be
called or changed at any time even while the simu-
lation model is running. The array could involve
more detailed inforﬁation. In future the storing
procedures could be changed slightly to avoid the
huge size of memory. Therefore, a mechanism could be
required to tidy up the finished jobs from the array
to save them in a separate file till the whole proc-

ess is completed.
6.8 SUMMARY:

Simulation technique is used to represent a job
shop production system. The JSSM (Job shop Simula-
tion Scheduling Model) is especilally designed and
develqped to participate in investigating the per-
formance of scheduling rules in a static and dynamic
jJob shop. Five rules are tested. More rules are
available within the model. The JSSM could be used
to experience some scheduling problems such as queue
building and tardiness problem. The logic within the
model is discussed. Briefly, the problem is to rep-
resent a job shop production system which could be
described as several machines through which a number
of jobs may flow. A machine couid ke either process-

ing or idle.

The input data is either a real or randomly gen-
erated one. In this study, data is generated by using
the NAG library subroutines GOS5DYF and GO5DZF. Jobs
énd inter-arrival rate are generated. Validation is
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made by printing out the results regularly then a

direct comparison is made with expected ones.

Despite slicing simulation timing could be
applied, a discrete-—-event simulation timing is used.
It advances time according to the nearest next event
whilst slicing simulation advances time according to

a fixed interval of time (usually one unit of time).

The JSS5M is built using Fortran77 language on
Sun work-stations 3/50. The information is saved in
a three dimensional array. Each slice of the array
has a certain type of information. In general, the
X—-axis presents the information which is related
directly to eéch job. Y—-axis includes one job in each
horizontal slice. Z—-axis is concerned with machine’s

information.

The JSSM is used to investigate the effect of
scheduling rules on the tardiness performance. The
performance of scheduling rules, could be experi-
enced. The EbD, FCFS, FRFS, SPT and FDSSD rules are
examples of the scheduling rules which are built

within the JSSM model.

In spite of the tardiness criterion is used as
a measure of performance, long-term performance
(customer satisfaction and system confidence are
examples) could be beyond the JSSM limit. These
long-term performance may not appear in the simula-

tion run of the model.
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EXPERIMENTAL WORK

7.1 EXPERIMENTAL DESIGN
7.1.1 SHOP MODEL
7.1.2 MEASURE OF PERFORMANCE.
7.1.3 TESTED RULES

7.2 EXPERIMENTAL PROCEDURES

7.3 INPUT AND) OUTPUT:
7.3.1 INPUT DATA
7.3.2 OUTPUT RESULTS

7.4 ANALYSIS OF THE RESULTS

7.5 SUMMARY
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CHAPTER 7
EXPERIMENTAL WORK

7.1 EXPERIMENTAL DESIGN:

Several experiments are described. They aim
to evaluate the performance of the proposed sched-
uling rules. The tardiness criterion is the meas-
ure of performance. The proposed scheduling rules
are the EDD, FCFS, FRFS and SPT rules. These rules

are compared with FDSSD rule.

The job shop conéists of several machines (in
this thesis they are four), and many Jjobs flow
through these machines. These jobs are dispatched.
to the machines according'to the rule selected.
Later in this chapter, more explanation is pro-
vided. A simulation model of the shop (JSSM) was
built and developed to simulate and test the pro-

rosed rules.

The main factors in the experiments are the
shop receiving rate and the scheduling rules.
Input daté is generated at random using the NAG
library subroutines. Six cases of receiving rate
are employed with each rule. A number of replica-
tions is made to produce a set of results that

could be statistically analysed.
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7.1.1 JOB SHOP MODEL:

The simulation model represents a simple job
shop system containing four non-identical
machines (see Fig.14). The arrival order of jobs
into the shop is random with inter-arrival times
that are uniformly distributed. Orders are
released into the shop at the time of receiving.
Received jobs are assigned randomly from one to
four operations. Each operation is randomly
assigned a processing time from a distribution
where mean value is eight time unit. The probabil-
ities are equal for a job being routed to a par-—
ticular machine, with a 50 percent chance of being
visited. In other words, a total processing time
of a job is randomly variable with mean of 16 unit
of time [33,37]. Due dates are also generated at
random from uniform distribution with mean of six

times of total processing time of each job [33].

The JSSM is written in Fortran77, running on the
University ‘Sun’ work—-stations. The program contains
subroutines for different tasks. The system is
started with four jobs. Jobs are sent to each machine
to keep machines busy until new random orders are
received. The system is brought to steady state by
monitoring the receiving rate and exit rate of the
model during a “warm-up” period. The overall length

of a simulation run is 5000 unit of time.

- 185 -



CHAPTER 7 EXPERIMENTAL WORK

Several significant events are considered

within the JSSM. These events are as follows:

| )
1- Receiving: where new orders are'@ccepted‘by;j__

. the_model.
2- Arrival: where orders are moved into shop.
3- Entry: when jobs are queued at machines.

4- Releasing: when Jjobs are released from

machines.

5- Exit: when products are finished and they are

going out of the shop.

Different seed numbers (for the random number
gengrator) are used with the same treatment and
level (rules and receiving rates respectively) to
produce a range of results. The same seed numbers
are used with the different rules, and then with

the different receiving rates.

The receiving rate is the rate that Jjobs are
received over time; 10%, 13.3%, 20%, 30%, 40% and
50%. These will result in varying machine utili-
sation and the load in the shop. The utilisation
resulted from these different receiving rates are
varied from 40% to 99.6%. Also, locad is varied
from under-loading (very short gqueues) to over-
locading (long gueues). The number of replications

is 20, 20, 29 and 41 replications for each rule at
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the follqwing receiving rates; 50, 40, 30 and the
others respectively. As mentioned previously,
there are six receiving rates and five rules to be
tested, i1i.e there are 30 cases. Therefore, 960

experiments are to be made.

]

7.1.2 MEASURE OF PERFORMANCE:

There are many measures of performance, which
were discussed in chapter three (For more detail
see also Table 3-1). The satisfaction or discon-
tent of a customer activates the effort to con-
sider the tardiness based criterion as a measure
of performance in this study. Tardiness is the
amount of time by which a job finishes after its
due date. However, Jjob tardiness results are
emphasised because of their.significance to pro-

duction managers.

The simulation model is controlled for the
following measures of performance: mean of total
tardiness, total tardiness, earliness and per-
centage of tardy jobs and percentage of early

Jobs.
7.1.3 TESTED RULES:

The five selected rules for investigation are:

1- The Earliest Due Date first served rule
(EDD)- this rule concerns directly with due

dates,
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2- The First Come First Served rule (FCFS3) - for

its simplicity and it is a form of fairness.

3- The First Received First Served (FRFS3) - the

most fair procedures among traditional rules.

4- The Shortest Processing Time first served
(SPT) —-for its superior performance in so

many studies [(37].

5- The Fair Delivery and Shop State Dependent
(FDSSD)- to compare its performance with the

"other tested rules.
7.2 EXPERIMENTAL PROCEDURES:

The JSSM model is used to perform the exper-
iment. The JSSM processes several different jobs,
each one has.a different order of operations (rou-
tine). Each job requires an operational time on
each machine. All jobs have equal probabilities of
being processed by any machine and the number of
operations is a random variable between 1 and 4
inclusive. Four machines are described in the JSSM
model, each machine can déal with one job at a
time. The tardiness criterion is used for measur-

ing the performance of each treatment.

As mentioned previously in section 7.1.3,
that there are five rules to be examined under
different receiving rates in the shop (see section

7.3.1). Thirty cases to be treated. A simulation
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run length is 5000 unit of time. The main number
of experiments made are 960 experiments. Concern-
ing light receiving rates; 10, 13.3 and 20, forty
one replications are made. In receiving rate of

30, twenty nine replications are employed while in
the remaining rates twenty replications are per-

formed.

In general, the same set of input data is used
with all five rulés under the same level of
receiving rate. In other words, under each level
of receiving rate there are five treatments. A
number of replicatibns is made for each treatment.
Each replication uses different set of input data.
A different set of data means that a different

seed number is used.

7.3 INPUT AND OUTPUT:
7.3.1 INPUT DATA:

There are two types of input data that the
simulation model (JSSM) could use to perform the
experiments: real and generated data. Since the
real data is not'available, a generated data is
made. The NAG library subroutines are employed to
generate at random the ipput data at the Univer-

sity ‘Castle’ mainframe (see section 6.7.3).

The generated data consists of two main
parts. The first part represents jobs that they

are going to be processed on machines. Each job
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requires three main variables to be generated,

routing through machines, operational processing
time on each machine, and the due date of each job.
The GO05DZF subroutine purpose is to produce for
each job pseudo-random logical values (true and
false) for each machine. True logical value means
this job is going to visit that machine. All the
valués of routing are generate at random with all
machines have equal chance to be visited. Also,
each machine has equal chance of being busy or

idle. Then, the GO5DYF (m,n) subroutine is used to
generate pseudo-random integer numbers. They are
taken from uniform distribution cver intervals (m,
n) inclusive, where m is the minimum vaiue in the
interval and n is the maximum value. The mean

operational processing time is eight unit of time.

The due date allowahce varied uniformly from
2 to 10 times of the total processing time of a
job. Therefore, each job has an average due date
six times of the average of total processing time

[33,37]).

The second part of the generated data con-
cerns shop load and inter—-arrival time. It con-
sists of two values, the period before the next
receiving event will happen and the number of jobs
to be received. The shop performance is largely,
affected by these two values [7]. These wvalues

determine how many jobs to be received (taken from
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the first generated part), and whemrr the next
receiving event is going to take place. As a
result of those wvalues, shop receiving rate is
determined. Six shop receiving rates are proposed,
10, 13.3, 20, 30, 40 and 50 percent. For example,
a receiving rate of 20 percent means the average
cf receiving is three jobs every 15 unit of time.
These rates generated a general average utilisa-
tion equal to 41.8, 55.3, 81.6, 98.1, 99.5 and

99.6 percent,
7.3.2 OUTPUT RESULTS:

In previous section 7.3.1. the answer of the
following question “what is the nature of the
input data?” is reported. Section 7.2 discusses
how the experiments have been performed. In this
part the output results of these experiments are
presented in Tables 7-1, 7-2 and 7-3. Three pri-
mary performance measures are considered: average
job tardiness, total tardiness and the percentage
of tardy jobs. The average time that a job spent

in the system could be also measured.

All the output results of each treatment are
used to calculate the average value of tardiness
criteria. Calculation and analysis are carried out
on the ‘Castle’ mainframe using the Minitab pack-

age.
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Total tardiness of received jobs
(Total tardiness of completed jobs)

) Receiving rate% (average utilisation in the shop$%)
RULES oo . - _—
t 10 13.3 20 30- | 40 50% |
(a1:8) {~(55.3) | (81.6)| (98.1) | (99.5)) (99.6)]
17.61 37.59 3892 723323 1826537 | 1055625
EDD (17.61) | (37.59) | (3839) | (464023)| (985156)| (430989)
rcrs | 63.37 298.5 10017 682506 1752325 | 1035967
(63.37)- 1 (298.5) | (9852) | (225324)| (695912)| (337086)
Fpssp| 11-66 48.02 5423 . 673842 1747093 | 1038880
(11.66) | (47.83) | (5354) | (478270)| (993603} (459381)
FrES | 82-37 419.5 11304 709898 1814073 { 1060603
(82.37) | (419.5) | (11181) | (466415)| (995939 (453427)
spr 21.37 98.5 10026 550702 1464160 | 885971
(21.37) | (97.8) (9472) | (143807)] (406889)| (213585)
* At 3000 unit of time.
Table 7-1 Total tardiness of Jjobs
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Percentage of tardy
jobs in the shop (%)

Receiving rate% (average utilisation in the shop%)
RULES _ — -
710 1353 | 20 30 | 40 | s0* J
.(41.8) | (55.3) ] (81.6)| (98.1)) (99.5)] (99.6)
epp | 0-812 1.18 13.2 87.8 94.86 94 .4
FCFS | 1 517 | 3.77 24.73 86.2 93.99 93.9
FDSSD| 5,572 1.02 12.71 87.4 93.71 93.3
FRFS | 1 g03 4.56 27.1 88.9 95 . 04 94,4
SPT | 9.831 1.52 11.31 50.1 68.97 717.6

* At 3000 unit of tima.

Table 7-2 Percentage of tardy jobs in The shop
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Average time spent ibhe system

Receiving rate% (average utilisation in the shop%)

RULES|—— B s Er— -

[10_— | 13.3. 20, | 30 T40 "7 B0

L (41.8)) | (35.3). (81.6): ] (98.1).| (99.51 ] (99.6) |
EDD 22,83 28.38 59.60 489 921.5 700.2
FCFS | 23.23 29.42 64.66 277.34] 661.9 548.9
FDSSD] 22.9° 28.43 59.06 490.2 | 901.2 722.4
FRFS | 23.21 29.43 65.76 483.8 | 912.6 749.7
spT 22,81 28.3 57.02 180.06{ 374.6 320.4

At 3000 unit of time,

Table 7-3

Average time spent by a job in the system
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7.4 ANALYSIS OF THE RESULTS:

Hypothesis tests were conducted for the dif-
ferences among mean responses of various rules. A
series of two sample comparison t-tests were con-
ducted to classify and grade the selected sched-
~uling rules using various performance measures.
This analysis is carried out on the ‘Castle’ main-
frame using the Minitab package. The desired total
significant level of 95 percent was selected. Some
results may be significant at the level of 99 per-
cent. The F-test is conducted to find out if there
is a significant effect of different rules on the
tardiness criteria. Then the t-test is conducted
to compare between the performance of each rule
and the developed one (the FDSSD rule). These
results are summérised in Tables 7-4, 7-5 and 7-
6. These results are listed in the following

tables in order of their performance.

Total tardiness:

Under this measure, two types of calculation
can be obtained, total tardiness of received jobs
and total tardiness of completed jobs. In general,
the SPT rule was clearly dominant when the shop is
heavily loaded, while the EDD rule performed well
when the shop is moderately loaded. When the load
in the shop is light, the FDSSD rule dominates all
other tested rules with significant level of 95%.
The FRFS rule (the most fair rule among the sched-
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Receiving Rate% (Average Utilisation in the shop%)
10 13.3 20 30 40 50
{(41.8} {55.3) (81.6) {98.1) (99.5) {(99.6)
FDSSD EDD EDD SPT SPT SPT
EDD FDSSD FDSSD FDSSD FDSSD FCFS
SPT SPT FCFS FCFS FCFS FDSSD
FCFS FCFS SPT FRFS FRFS EDD
FRFS FRFS FRFS EDD EDD FRFS

At 3000 unit

of time.

Table 7-4 Performance of rules according to

total tardiness of received jobs

Receiving Rate% (Average Utilisation in the shop$)

10 13.3 290 30 40 50%
(41.8) (55.3) (81.6) (98.1) {(99.5) (99.6)
FD55D FDSSD SPT SPT SPT SPT
EDD EDD FDSSD FCFS FDSSD FDSSD
SPT SPT EDD FDSSD FCFS FCFS
FCFS FCFS FCFS EDD EDD EDD
FRFS FRFS FRFS FRFS FRFS FRES

At 3000 unit

of time,

Table 7-5 Performance of rules according to

the percentage of tardy jobs

Receiving Rate% (Average Utilisation in the shop%)
10 13.3 20 30 40 50%
(41 .8) (55.3) (81.6) (98.1) {99.5) (99.6)
SPT SPT SPT SPT SPT SPT
EDD EDD FDSSD FCFS FCFS FCFS
FDSSD FDSSD EDD FRFS FDSSD EDD
FRFS FCFS FCFS EDD FRFS FRFS
FCFS FRFS FRFS FDSSD EDD .FDSSD

At 3000 unit

of time.

Table 7-6 Performance of rules according to
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uling rules) exhibits a less performance than the
FDSSD rule on all receiving-;ates, especially on
low and moderate shop levels. Figure Fig.27-(a)
represents the position of the FDSSD rule among the
other rules according to the total tardiness of

received jobs.

In géneral, it has been shown that the FDSSD
rule performs significantly better than all others
on the first receiving rate (low loading}. On the
next receiving rate the FDSSD rule performs also as
well as the EDD rule. Also, Figure Fig.27-(b)
exhibits almost similar conclusion according to the

total tardiness of completed Jjobs.
Percentage of tardy 3jobs:

The FDSSD rule again clearly dominated all
other rules under most of the receiving rates.
Despite the fact that the SPT performs signifi-
cantly better on heavy shop load, the FDSSD rule
performs as well as other rules such as the EDD rule

(see Fig.27-(c)}.
7.5 SUMMARY:

Experiments are performed on the simulation
model (JSSM) to investigate the performance of five
selected scheduling rules under six receiving
rates. The JSSM represents-a job shop production
system with four machines and several buffers to
keep arrived jobs waiting in queues till a machine
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Receiving | rate%
(Average Utilisation in the shop%)
S 10% . j 13.3%_ § 208 4 30% : 40% ;i 50%4
(41.8) (55.3) (81.%6) (9871) 7T {9975) (997 6)]|
SP
ED ED sSp sSP FCF 3+ +
| ll%lﬁlﬁlm LRI G] HIGIHINBIKAINIIR R DTETUTHIEL UL THE- LR I T T T TR (a )
ED SP FCF FCF FCF EDD-
SP g%g SP FRF Fgg FRF
FCF ED
FRF FRF
SP sSp
FCF SP FCF
ED ED FCF ED
ED FRF EDD— FRF
- +
Imalﬁlﬁlm LAFTELETEITE IR PRI N ENngnamsm BIVHHIIHIEH HING UL (k)
SP i FRFS-
ED SP
riE FRF FcE
FRF FRF
SP
SPT FCF o SP SE
+
FDS ? P
LTI nannaseyegggamanmemaegigoganmmunmainuegnummamnfipgemgammmnnomn | (c)
ED ED EDD~ EDDH | FCF FCF
Sp SP FCF FRF ED FRF
FCF FCFEF FRF FRF ED
FRF FRF
meesssssssmm Signiflcant difference * All below (-) relatively worse
between FDSS and cther rule
Not signlficant * Al]l above (+} relatively better
HEHIMUMNBIINNE The FDSSD rule line
* Slgnificance level at 95%
# At 3000 unit of time,.

VFig.27 The FDSSD rule performance relative to other rules

according to: (a) Total Tardiness of received jobs.
(b} Total Tardiness of completed jobs.
(c) Percentage of tardy jobs.
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become idle. The five tested scheduling rules are
the EDD, FCFS, FDSSD, FRFS and SPT rules, The six
receiving rates are 10, 13.3, 20, 30, 40 and 50

percent.

Random input data is generated using NAG
library subroutines. The output results are tested
using the Minitab package to compare the perform-
ance of thé FDSSD rule with other rules’ perform—
ance. The total tardiness and percentage of tardy

jobs are used as the measures of performance.

The results indicéte that, generally, the
performance of the FDSSD rule is significantly
better than other tested rules on the lighter shop
locads. Furthermore, the performance ¢f the FDSSD
rule is second best in the moderate shop locading
(receiving rate at 20 percent). On heavy shop
loads, the SPT rule performed significantly better
than the FDSSD rule on total tardiness of received
jobs. However, the FDSSD rule did perform as well
as most other tested rules (see Fig.27 (a), (b)

and (c)).

The FDSSD rule performed as well as most exam-
ined rules on all receiving rates. Furthermore, it
performs significantly better than all others on

light receiving rates.
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CHAPTER 8
DISCUSSION — FURTHER EXTENSIONS

AND CONCLUSION

8.1 DISCUSSION

8.2 FURTHER EXTENSIONS
8.2.1 SCHEDULING PRCOCEDURES
8.2.2 THE SIMULATION MODEL

8.3 CONCLUSION
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CHAPTER 8
DISCUSSION -~ FURTHER EXTENSIONS
AND CONCLUSION .

8.1 DISCUSSION:

The scheduling problems addressed in this
thesis have been repeatedly studied to find bet-
ter procedures'by developing or improving sched-
uling rules. These problems could be formulated
as several jobs to be processed on some machines.
Queues may be built up, thus increasing WIP.
Machines may also become idle resulting in lower
utilisation in the shop. The main objective of
this thesis is to introduce and highlight the
fairness consideration into scheduling rule.
This was carried out by introducing and develop-
ing the FDSSD rule. The environment of the system
is the job shop environment. The tardiness cri-
terion has been selected because, the concern is
with the satisfaction of customers who expect

their orders to be delivered on time,.

Five rules have been tested, the EDD, FCFS,
FDSSD, FRFS and SPT rules. Then, the performance
of the FDSSD rule —-the developed one- has been

compared with the other rules’ performance. The
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FDSSD rule takes into accounts the order in which
jobs have been received with their delivery

dates.

The JSSM has been constructed in this work
to investigate and compare the performance of
the rules mentioned above under different
receiving rates. Input data i1s generated at ran-

dom for use in the experiments.

Although the FRFS rule is commonly used in
practice [50] and it might be considered as tﬁe
most fair scheduling rule, the performance of
the FDSSD rule is significantly better at low
receiving rates. On heavy and moderate receiving
rates the FDSSD rule performs as well as the FRFS
and most of other rules. Besides that, the FDSSD
rule has another advantage that does not appear
in the simulation run. This advantage concerns
the achievement of customer satisfaction. This
can be attributed to the way that the FDSSD rule
attempts to employ scome ethical principles such
as fairness principle within delivery proce-

dures.
8.2 FURTHER EXTENSIONS:

This work contributes to the scheduling area
three main aspects. Firstly, a scheduling rule
is developed. Secondly, a simulation model 1is

established. Finally, the ethical view is intro-
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duced and highlighted for further studies to be
considered in a more formal and academic way in
scheduling procedures. Further work is discussed

in more detail in the following sections.
8.2.1 SCHEDULING PROCEDURES:

Using ethics in stheduling area may generate
some understanding and harmony in a shop. This
may raise morale. Thus, it may result in a better
performance in the shop, especially when it is
congested. Furthermore, better results could be
achieved when the scheduling rule, that has been
used to build the schedule, incorporates the
common—-sense and some of the ethical principles

such as the fairness principle.

It is recommended that some form of ethics
should be injected into scheduling rules.vThis
may deserve further consideration and it may
have great practical implications. The SPT rule
has very significant results on total tardiness
and mean tardiness. It leaves some longer Jjobs
very late in the shop. It also ignores due détes
of jobs. Therefore, a new form of procedure could
be reached to compromise between the SPT rule and
fair delivery procedures in the light of the

FDSSD rule.
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8.2.2 THE SIMULATION MODEL (JSSM):

In this work, Jjob shop scheduling problems
were studied. Other types of production system
could be studied using the JSSM, especially the
flow shop. The assembly system could also be
investigated. In the case of the assembly line,
the main difference from other two systems, Jjob
shop and flow shop, 1is how to store the informa-
tion. Tables 8-1, 8~2 and Fig.28 may represent a
general outlook to the way that information is
stored. Whenever there is an assembly process,
then one of these jobs is chosen to be the main
one. At the main job, the assembly operational
processing time is inserted. The operational
processing time of the other assembled job(s) is
replaced by a negative.valﬁe. This value indi-
cates the number of the main job (where the

assembly is going to take place}.

As mentioned previously, JSSM can deal with
cther scheduling problems such as a machine
maintenance or breakdown, parallel machines to
be balanced and machines’ interference to be

decreased.

The JSSM model requires a visual improvemeﬁt
to be used in scheduling learning purpose. It
.could also be used to experience the influence

of different rules on several measures of per-
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Part (Job) Operational processing times
Number
M1 M2 M3 M4
1 20 0 5 10
2 0 15 -1
3 2 -1
4 -3 0
Table 8-1 Example 8.1: Four jobs to form product A,
Number of , ‘
u| parts to bg Next part of the | y. hine Operational 3
9| agsembled same product at Routing Processing .g
E'g (use the System Code Time o
o m| MAIN job) [
1 4 2 1] 3]4 205 |10
2 3 1] 31 4 5 |15]-1 A
3 4 1] 2| 3 € |2 |1
4 2 -3
S B
6 C
7 2 8 . D
8 .

Table 8-2 Input structure for assembly process

Part

Part

Part

1 .
(1) 3 4
m/c3 Jea
m/cl m/e
2
€D) m/c3| (3D
m/cl
3
@) 2
m/cl m/c2
4
Fig.28 Example 8.1: Product A.
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formance. Manual (external) switching between
available scheduling rules is possible. It could
be extended to benefit of each available rule by
using a trigger value within the system. This

value may be used to switch between rules inter-

nally.

More attention is required to study the sub-
contracting procedures to release the pressure
from a congested system. An ethical base relation
could be used to communicate with a group of firms
to exchange their idle times in a cooperative way.
An ethical base could mean being falr to custom-
ers, to other firms in the group for keeping the

delivery dates.

This work could be extended to investigate
non-delay schedules where machines could be kept
idle (waiting for an expected coming job) while
there are jobs waiting before that machine. Thus,
an extra event shéuld be considered within JSSM,

This event related to machine loading.

Finally, there is very little work that deals
with ethics in the scheduling area. Therefore, it
may be worthy of more attention.‘It is recommended
to widen the area of interaction among the other
schedules in the system on a fairness basis. A
better understanding and positive results may be

expected.
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8.3 CONCLUSION:

The scheduling problem as submitted for
investigation was to schedule many jobs through
several machines (four machines in this work).
Each job has a different routine through the

machines. The main aims are:

- To meet delivery dates,
— To minimise WIP in the shop, and

- " To reduce machine .idleness.

Owing to the above aims, investigations were
formulated to determine that scheduling rule of
tested ones is the most suitable to satisfy the
requirements of both the customers and the shop.
The tested rules are the EDD, FCFS, FDSSD, FRFS
and SPT rules. Two main measures of performance

are used the total tardiness and percentage of

tardy Jjobs.

The main objeétives of the study were
achieved. The first objective is to develop a
scheduling rule (FDSSD) that considers customer
satisfaction besides its acceptable performance.
The second one is to develop a simulation model
(JSSM) to pe employed in running some experi-
ments to compare the performance of the tested
rules. The third objective is to find out how the

"FDSSD rule performs relative to the other tested

rules.
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Wwhat is clear in this case, however, 1s that
a reasonable compromise has been reached between
improving the customer satisfaction and improv-

ing operational efficiency.

The FDSSD rule introduces the moral element
into‘logical scheduling. Owing to this, the
effect of complex scheduling procedures that
could adversely affect customers can be dimin-
ished. The unnecessary unfairness may not be
apparent to management until too much work has

been done.

Most previous studies are concerned with
obtaining better procedures to increase machine
utilisation, to achieve timely delivery, to
decrease WIP and/or -to lower the production
cost. However, many of these studies ignore the
moral attitude towards the customer. The FDSSD
rule gives the customer who came first a higher
priority than those who come afterwards. The
later customers may be served first if there is

no danger of an earlier order becoming late.

A simulation model is developed to perform
several experiments. In these experiments, five
rules are tested under six receiving rates, 10,
13.3, 20, 30, 40 and 50 percent. The aim of these
experiments is to compare the performance of the

FDSSD rule with other rules.
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The experimental observations show that
scheduling rules that rely on simple common
sense could achieve significant improvements
[80]. It is believed that injecting the ethics
into scheduling rules deserves further consider-

ation and is of great practical significance.

The results deménstrate that the FDPSSD rule
performs as well as other tested rules, espe-
cially under low receiving rates where it domi-
nated all other examined rules. Furthermore, the
FDSSD rule compromises between the scheduling
operation performance and customer satisfaétion.
Besides that, some of the FDSSD rule’s advan-
tages may appear over a long run. This can be
attributed to the way that the FDSSD rule
attempﬁs to employ some eﬁhics in its procedures

such as fair delivery principle.
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APPENDIX

1. THE PROGRAMME OF THE JOB
SHOP SCHEDULING
SIMULATION MODEL
{JSSM)

CBROUT UPDOWN JOBS. (NEWMNQ, THEORY AND
LDMC16. )

INCLUDE’ .F.FILES/COM’

DO 1 M=1,MACHS

IF (JJ.EQ.16.0R.JJ.EQ.23.0R, (M.EQ.1.AND. JJ.EQ.
15) } THEN

NUMBER=INFOQ (0, JJ, M)

K2=NUMBER/ 2

ENDIF

1f (JJ.EQ.17) THEN

NUMBER=4

K2=2

ENDIF

DO 1 L=1,K2

KK=INFO{L,JJ,M)

INFO(L, J5, M) =INFO{NUMBER-L+1, JJ, M)

INFO {SUMBER-1+1, JJ, M} =KK
1 CONTINUE -
RETURN

C BROUT:FROM DATA.

CHARACTER* 20 STATUS (8)

CHARACTER*SC WHERE {5)

INCLUDE *,F.FILES/CCM’

INCLUDE’ .F.FILES/FRM"

1 WRITE{6,1350}

1350 FORMAT(*1)ALL JOBS 2)A JOB 3}FINISHED J
4} SUBCNTRCT J°

8,/,*5)CANCELLED J 6)DELAYED J 7)STOPFED J
8) TARDY JOBS',/,

@’ TYPE 1-8 OR RTRN TO EXIT’}

READ (5,10B8) K1

108 FORMAT (I4)

IF (K1.EQ.0)GOTO111

If (K1,EQ.1) THEN
' 31 WRITE (6, 3006)

3055
FORMAT{*if,TI1,”7,I3,°)*,14,"1°,15,"1",3(I1,”
AR

B3(I2,7 171,113,717, 914,717}, 12,7 1")

DO 3 I3=1,J0BS

WRITE(B, 3055} {(INFO (I3, IX,0),IX=0,19)

3 CONTINUE

ELSEIF (K1,EQ.2) THEN

WRITE(6, *) /GIVE ME THE JOB NUMBER PLERSE.®

READ (5, *) JN

WRITE(6, 3006)

WRITE(6,3055) (INFO (JN, IX,0}, IX=0,19)

WRITE (6, *) * ROUTE/, ' PROC.T’ , ' WAIT.T',

@’ ARRV.T’,*STRT.T’, FINI,T'

WHERE {1} =" NOT START HERE,’

WHERE (2} =*IN QUEUE OF M/C’

WHERE{3)='CON THE M/C’

WHERE (4) =* FINISHED FROM M/C'

DO 12 I12=1,MACHS

WRITE (6,222) (INFO{JN,IX,I12},IX=25,26}, INFO(J
N,13,112},

@INFO(JN,21,112),INFO(JN,lE,IlZ},INFO(JN,lQ,I

121,
AWHERE { (L+INFO({JN,B,112)})
222 FORMAT (1X,14,5{3X,I5},1X,A50}
12 CONTINUE
ELSEIF (X1 .GE.3.0R.K1.LE.8) THEN
STATUS {3) = FINISHED *
STATUS (4} =* SUBCONTRACTED’
STATUS {5} =* CANCELLED"
STATUS {6) = DELAYED BY PROG’
STATUS (7} = STOPPED BY PROG’
STATUS (B) =* LATE ABQUT’
po 7 17=-1,J0BS

IF(INFO(IT,O,D).EQ.Kl.AND.K].GE.J.AND.KI.LE.S
} THEN

WRITE(S,109}IN?O(IT,Z,O),STATUS(KI),INFO(IT,l
€,0)

109 FORMAT (*JOB NUMBER’,I4,R20,13)

ENDIF

IF(INFO(I?,S,O}.EQ.l.AND.Kl.EQ.S)THEN

WRITE (6,109) INFO(I?,2,0), STATUS (K1}

ENDIF

IF(INFO(I?,S,U).EQ.Z.AND.KI.EQ.T)THEN

WRLITE (6,109} INFO(I7,2,0),STATUS (K1)

ENDIF

IF[INFO(I?,ll,O).GT.INFO(IT,3,0).AND.KI.EQ.S)
THEN

. WRITE(6,109)INFO4{I7,2,0),STATUS (K1}.. . . - .

ENDIF
7 CONTINUE

ENDIF

IF {K1.NE.D)GCTOL
111 RETURN

END

C BROUT: FROM MENU.

WRITE {6,109} ITIME

109 FORMAT (*THE CURRENT INTERVAL TIME
157,15, MIN Which IS THE °

8/ TIME CONTROL THE APPEARANCE OF MAIN MENU’, /
’

&’ TYPE MMMMM MIN, <DEFAULT 0> RTRN TOQ EXIT'!}
READ (5, 1) ITIME

1 FORMAT{I5}

NEXTM=ITTIME+ITIME

RETURN

C BROUT:TO CHANGE CHARACTER TC NUMBER
¢ ‘BROUT FROM {MENU.CHANGE .MACHNG & JBCHNG) AND
MENU

CHARACTER*3 CHARAC

COPEN (211, FILE=' ,F.FILES/CHARAC"}

WRITE (211,211} CHARAC

REWIND (211)

READ{211,212,ERR=111) NUMBER

211 FORMAT (A}

212 FORMAT (I3}

GOTOL12

111 WRITE{&,1}

1 FORMAT ("DONT USE CHARACTER. USE NUMBERS
ONLY’}

1G60=~1

112 CLOSE (211}

RETURN



SUBROUTINE MENU

C=eme

C BROUT:THIS IS THE MAIN MENU OF THE PROGRAM.

¢ BROUT: FROM WIP-TWICE AND FROM MAIN PROGRAM
CHARACTER*3 NEE
INCLUDE’ ,F,FILES/COM’

COMMON/NOT /MMM
1f{infoil,1,0).1t.info (0,46,0))gotoll3
1 WRITE({6, 99999} INFCG(0,1,0)

99999 FORMAT{ )

@*1 - SET ALL TERMS & ELEMENTS, TIME=*,I&,/,
A7 2 - REPEAT LAST PROCESS........",/;
R*3 - NEW EVENTS & CORRECTIONS...",/,
@’4 - NEW JOBS ARE RECEIVED......',/,
8’5 - SEE AVAILABLE JOBS...eves..’s/s
8’6 — NEW SCHEDULE ......veseanns’sdy
@7 - RETURN SCHECULE TIME BACK..’,/,
8’8 - SET APPEARANCE TIME OF MENU',/,
@79 - CHANGE SCHEDULING TECHNIQUE’,/,
@'10- SAVE &€ QUIT.....couvnmuns it
B'il= QUIT.. ccvncrvnamnncsnnensas' /s
@’ 12- SHOW QUEUES...ecnsnsnerve--"0/s
@ 13- SHOW OR CHANGE ANY VALUES..',/,
R TYPE 1-13 RTRN TC EXIT}

CHEXKKKKKYX Print+*,’ finish at2222f

CHRXKKKKKKKR read*,info(0,46,0)

CKKKKKKKKKL f (info (0,46,0) .gt.0)info{2,0,3)=1in

fo({0,46,0})
1f{info {0, 46,0) .GT.0)gotolll

READ {5,123} NEE

123 FORMAT {A2)

IF [NEE.EQ.’ ‘)GOTOL1l

CALL KARKTR (NEE, NE}

IF (NE.GT.14.0R.NE.LT.1)GOTC1

111 continue

goto 112

113 if (Ne.eq.0)then

NE=6

else

NE=12

endlf
if(info(0,1,0).ge.8000)NE=11

112 IF (NE.EQ.S5)CRLL DATA

IF (NE,EQ.6.AND .MMM, EQ,.0) CALL WIP
cce

IF {NE.EQ. 6, AND MMM_NE.D)WRITE {&,*)’ PROCESS IS
RUNNING”

IF (NE.EQ.8}CALL
APPEAR(INFO{2,0,1},INFC(0,1,0},INFC(2,0,3))
IF {NE,EQ,9}CALL TEKNIK

IF {NE.EQ.10) STCP
IF{NE.EQ.11) THEN

LLL=i11

CALL FINAL{LLL}

WRITE(6,19)

19 FORMAT {*THANK YOU ,GOQOD BYE.’}
STOP

ENDIF

IF (NE.EQ.13}CALL VALUE

RETURN

END

e e e e e e e e e e e e

SUBROQUTINE VALUE

Crmrmor e m e ——— —m m e et e —————————

C BROUT:CHANGE ANY VALUE IN THE SYSTEM:FROM
MENU
INCLUDE’ _F.FILES/COM"

WRITE (6,1)

1 FORMAT{'- TYPE Y,X,Z VALUES IN THIS
ORDER.”, /,

@'~ TG GET ONE SET IN ONE DIRECTION PUT IN ITS
PLACE 999.7,/,

@’ EXAMPLE: THE COLUMN AT X=312 AND Z=0 THEN
TYPE => 999,12,07)

I¥=-I1I

READ (5, *, ERR=11)TY, IX,1Z

IF (IY.EQ,99%) THEN

DO 2 12=0,J0BS

WRITE (6,3} 12, IX, 2, INFO(I2,IX,12)

3 FORMAT(“(*,I4,",",I4,’,’,I4,")=",18}
2 CONTINUE

ENDIF

IF {IX.EQ. 999) THEN

DO 4 I14=0,35

WRITE (6,3) 1Y, 14,1Z, INFO(TY, I4,12)

4 CONTINUE

ENDIF

IF{I2.EQ.999) THEN

DO 5 15=0,MACHS*2

WAITE (6,3) 1Y, IX,I5, INFO(IY, IX, I5}

5 CONTINUE

ENDIF

IF (IX.NE.999.AND,IZ,NE_999 AND.IY.NE.999) THEN
WRITE (6,3} 1Y, IX,IZ, INFO(IY, IX,I2)
PRINT*,’-TYPE THE NEW VALUE’

PRINT*, ' -5AME VALUE REMAIN AS IT IS IF ¥OU

TYPE -999.7 - - -
KKK=INFO{IY, IX, I2)

READ (5,123, ERR=11) JUJ

123 FORMAT (I10)

IF (JJJ.EQ.~999) INFO (IY, IX, IZ} =KKK
IF(JJJ.GE.OYINFO(IY,IX, IZ}=JJT
ENDIF

RETURN

s smmmm————— - ————————-

CBROUT TO WRITE DOWN THE FINAL RESULT (FRCM
MENUESAVE}

CHARACTER*24 KLAM

INCLUDE’ .F.FILES/COM’

72 FORMAT (Al2,11{*}*,I5),"1")
CDIV

"INFO{B,0,14)=1000*INFO{0,15,0)/

(MAX {1,INFC{3,0,14)))
info{8,0,15)=1000*info {0, 15,0}/
(max(1,info{4,0,14)}))

DO 1 IX=8,14

IF(IX.EQ.B} KLAM="UTILISATIONS"
IF({IX.EQ. 9} XKLAM=* PASSED JOBS”
IF(IX.EQ. 10} KLAM="PRCS Number’
IFP(IX.EQ.12} KLAM=* IDLE TIMES”
IF{IX.EQ.12}KLAM='TOT.PR TIME"

IF{IX.EQ.13} KLAM='TOT ,IN-WAIT"

IF{IX.EQ.14) KLAM=*MACHNG TIMZ'

WRITE (721,72) KLAM, {INFO (0, IX, I2),I2=1, MACHS)
1 CONTINUE

KLAM='Mean Proc T

WRITE (721,72 KLAM, (info (0,36,12),1z=),machs}
f26=info (0, 26,0)

£510=info{5%,0,10) /1000,
f59=info{5,0,9)/1000.

f69=tnfo(6,0,9) /1000,
f6l0=infe{6,0,10) 71000.

£96=1lnfo(5,0,6) /1000,

£f55=4info{5,0,5} /1000.

III=IY WRITE(721,3%0)info{8,0,10),F26,INFC{0,13,0},1I
11 jji=0 NFC(C, 20,0),

- 221 -



APPENDIX

@INFO(0,21,0),INFC(0,1,0),INFO(?,0,1),INFO(T,
0,2),INFO(C,7?,0)}

@,FSS.F56,INFO(S,O,11),INFO(G,O,II),FSlO,FEIO
,F39,F69,

@INFO(0,12,0}, INFO(7,0,5),INFO(7,0,7) ,INFO(T,
0,6), INFO(7,C,3), ‘

RINFO(D, 25,0) :

330 FORMAT (*RL=’,12,1x, MPT=’,F3.1,1x%,"1
WT=*,I8,1x,’A WP=',18,1x,

QX WI=*,18,1x,  TIME=", 14, 1x,’MX
WISH=’,Id,1x,’MX @ MC=',14,1x,

@’ EVENT=/,18,' RESYV DD: RMS
TD=7, F5.1,1%, CRMS TD=,F4.1,1x

@,7LT JF=',14,1x,/,"ER JF=r, I4,1x,'M T
Fwr, F4.1,1X,"M E Fur,F4.1,

@lx,’C M *,"T F=',F4.1,1x,'C M E
Fe=f,F4.1,1x,'T P T SHOP=',I8,1x,

@*WISH=’,I5,1x%,'SARQ{Cl5)=*,T3,1x, MAINQs (Q16
y=r,13,1x%,
R MAX WIST=/,I5,1x,'T# Pros=',18)
£510={nfo{5,0,10) /1000.
£59=info {5, 0,9)/1000.
f69=1infc {6,0,9) /1000.
f610=info(6,0,10} /1000,
fse=1info{5,0,6) /1000,
394 FORMAT{‘STC=",I4,1x,‘PASSED Mc
T=",18,1%,’ IDLE. T=*,18,1x,
@'REM P T-",I8,1x, TOT PASSED T IN
SHCOP«’,I8,1x,*FIN PR=~',I86,1x,
@’ REM PR=',IB,1x,’ LEAD T (USED IN FDSSD:’,lx,
8 LT*
MC{37)=,I3,1x,'NTRY(36)=/,13,1x, ARV (38)=",1
3}

WRITE (721, 394) INFQ (1,0, 9) , INFO(0, 10,0}, INFO (G
,11,0),INFO(0,14,0)

€, INFO(0,15,0) ,INFO{0, 24,0}, INFO (0, 25,0) -
INFO(0,24,0},

RINFO(0, 37,0}, INFO (0, 36,0}, INFO({0, 38,0}
CALL TF(LLL.EQ.111) THEN
CALL DO 3 K=1,JCBS
CALL
WRITE {752, 7) K, INFO (K, 16,01, INFO (K, 17,0}, {INFO
{K,11,N} , =1, MACHS)
CALL
WRITE (753,777)K, INFO{X, 3,0}, INFC (K, 39,0}, INFO
(K, 19,0}, INFO (X, 30, 0)

CALL 8 ,INFO(K,3,0)~INFO(K, 30,0}
€ALL 7 FORMAT (I3,X,7(I14,X))

CALL 777 FORMAT (I3,X,5(I5,X))
CALL 3 CONTINUE

CALL LAST=1

CALL ENDIF

1f (info(0,15,5).le.0)gotolll

do 1245 Jo=1,info(Q, 15,3}

if (info{d0,15,5).1t.0)gotol245

1f (info({info(jo,15,5),15,0).ne.C)

@ info({jo,15,5)=
info{Jo,15,5)*info{info(jo,15,5},15,0)/

@ max{l,abs{info{info{jo,15,5),15,0})}

1245 continue
¢ RETURN 1f you llke
write{200,9919}) (info(i311,15,5),31]=1,120)
C RETURN 1f you llke
write{200,9919) {info(333,15,5),3)3=121, 240)
C RETURN 1if you like
write (200,9915) (info(333,15,5),31731=241, 360)
C RETURN if you like
write (200,9919) (info(333,15,5},333=361, info (0
+ 13,51
9919 format {(120{I4,x})

111 RETURN

222

CALL SUBROUTINE FINISH(IFI)
CALLC- -
CALLCBROUT :RELEAS]1. HISTORY JOB ON EACH M/

C (FILE NAME= RESULT1/3} MAX MACHS = 10

CALL INCLUDE’.F.FILES/COM’

CALL IWAIT=INFO(IFI,22,0}-INFO(IFI,21,0}

CALL

WRITE {718, 1} (INFC{IFI,IX,0),IX=1,4), INFO(IFI,
7,0y, {INFO (IFI, IX,C),

CALL
@IX=25,27),INFO(IFI, 12,0}, INFO{IFI,20Q,0),INFO
(IF1,13,0},

CALL @IWAIT,INFO(IFI,11,0),INFO(IFI, 15,0}
CALL

WRITE{719, 2} INFO{IFI,1,0), INFO{IFL, 30,0}, {IXF
0{IFI,IX,0),IX=16,19}

CALL @, (INFO{IFI,12,J),J=1,MACHS)

CALL 1

FORMAT (14, |, 14, 1, I5,*1",I2,"1",13,"1",14,
’I’l

CALL @IS,’ |7,I3,15("|*,I5),"1")

CALL 2 FORMAT{I4,”[*,5(I5,°1"),84I4,"1")}
CALLC MACHS=8

CALL

WRITE {720, 3} INFO{IFI,1,0), {INFO(IFI, 13,12},12
=1,8),

CALL @ (INFO(IFI,11,I2),I2=1,MACHS}

CALL 3 FORMAT (I4,71*,8{I4,"1"),8(I4,"I"})
CALL RETURN

CALL END

C BROUT:FR&M QUEUEL
IF(INO.EQ.Q) THEN
KK=0
ELSE
KEK=998999
ENDIF

CBROUT: FROM QUEUE
INCLUDE’ .F.FILES/COM’
CHARACTER*7 B (4}
B{l)="SHP °
B{2)="BUF *
B(3)="MAC
B (4)=*BUF °*
K10=INFO{IT,K17,1)
K20=INFO(II,KL7,2)
K30=INFO(II,K17,3)
CALL QUEUE2 (K10, KK}
CALL QUEUE2 (K20,K2)
CALL QUEUE2 (K30, K3}
WRLTE (6, 200} B (KF),

@K10,MIN (KK, INFC (K10,10,0)), MIN{XK, INFO(K10,1
2,000,

@MIN (XK, INFO(K10,X38,L1}},MIN (KK, INFO(K10,3,0
e

@K20,MIN (X2, INFO{K20,10,0)),MIN (K2, INFC(K20,1
2’°>)l’



APPENDIX

@MIN (K2, INFO (K20, K38,L2)} ,MIN (K2, INFO{K20,3,0
Yhe

@K30,MIN (K3, INFO(K30,10,0)} ,MIN (K3, INFO(K3D,1
2,011},

BMIN (K3, INFO{K30,R38,L3)),MIN{K3, INFO(K30,3,0
H

200 FORMAT (R4,3(5(I3,X),X})

RETURN

CBROUT: TO SHOW QUEUES

INCLUDE’ .F.FILES/COM’

€ THIS FOR 10 MACHINE MAX.
NUMBER OF JOBS IS 14

DO 1010 MM=1,MACHS

CALL MOVE (MM, 16}

1010 CONTINUE

C CONTINUE WRITE(6,11)INFO(0,1,0)

11 FORMAT ('TIME=r,I5)

€ CONTINUE

WRITE (6,1} {INFO({I1,15,1),I1=1,INFO{0,15,1)}
¢ CONTINUE WRITE{6,72)INFO(5,0,14)"

DO 10 I2=1,100
IR
INFC(I2,16,1) .EQ.0.AND, INFO (12,16,2) ,EQ,C.

& FOR STARTING

@AND.INFO(I2,16,3) .EQ.C.AND.INFO(I2,16,4}.EQ.
0.

@AND. INFO(I2,16,5).EQ,0.AND,INFO(I2,16, 6) .EQ.
g.

RAND.INFO(I2,16,7).EQ.0.AND.INFO{I2,16,8).EQ.
0.

@AND.INFO{(I2,16,9).EQ.0.AND.INFQ(I2,16,10).EQ
.0)GOTO12

IF (MACHS.LE.3)CALL QUEUE1(I2,16,38,0,0,0,1)
C CONTINUE
IF (MACHS.GT.3)WRITE (6,2) {INFO{I2,16,13),13=1,
i5)

10 CONTINUE

12 CONTINUE
€ CONTINUEWRITE{6,72) INFO(7,0,5)

DO 20 I4=4,1,-1
C CONTINUE
IF (MACHS,GT.3)WRITE (6,3) (INFO(I4,17,13),13=1,
15)
C THREE MACHINE ONLY

IF (MACHS.LE.3) CALL QUEUE1 (I4,17,12,21,2,3,2)
20 CONTINUE
C CONTINUE
IF {MACHS.GT.3}WRITE (6,7} (INFC(C,8,12),12=1,Mn
CHS)
¢ CONTINUE

IF (MACHS, LE.3)WRITE (6,700) {INFO{0,8,1z),12=1,
3}
C CONTINUE
IF (MACHS,GT,3)WRITE (6, 4) (INFO{0,17,13),13=1,1
3}
€ THREE MACHINE ONLY

IF (MACHS,LE. 3) CALL QUEUE1(C,17,12,1,2,3,3}
C CONTINUE
IF (MACHS.GT.3)WRITE (6,7} (INFO (10,17, JH), JH=1,
13)
C CONTINUE
IF (MACHS,LE.3}WRITE (6, 700) (INFO (10,17, JH), JH=
1,3

DO. 30 I2=1,100

IF{

223

INFO(I2,23,1).5Q.0.AND, INFO(I2,23,2).EQ.0,

QAND.INFO(I2,23,3) .EQ.Q.AND.INFO(I2, 23,4).EQ.
0.

QAND.INTS(12,23,5) .EQ.0.AND.INFO{I2, 23,6} ,EQ.
0.

BAND.INFO(I2,23,7).EQ.Q.AND.INFO{I2,23,8),EQ.
0.

@4AND.INFO(I2,23,9) .EQ.0,AND.INFO(IZ, 23,10} .EQ
.0}GOTO31
C CONTINUE
IF (MACHS ,GT.3)WRITE (6,5) (INFO{I2,23,13),I3~1,
15}
C THREE MACHINE ONLY
IF{MACHS,LE.3)CALL QUEUEB1(I2,23,12,1,2,3,4
30 CONTINUE
31 CONTINUE
C CONTINUE WRITE (6,72} INFO(4,0,14}
¢ CONTINUE WRITE (6,6} (INFO{I7,15,5),17=1,25)
C CONTINUE
WRITE(6, 61) (INFO{I7,15,5),17=26,44)
C CONTINUE
WRITE (6, 61) [INFO({I7,15,5),17=45,INFO{0,15,5))
1 FORMAT{‘AR’,40(I3,X)}
FORMAT {*P-SHP', 13 (X, I3,X}}
FORMAT {*I-BUF’,15(X,I3,%}}
FORMAT ( "MACHN’, 15 (X, I3,X})
FORMAT (."M~BUF’, 15.(X, I3, X)) L
FORMAT { *EXT’, 26(I2,X))
61 FORMAT (19(I3,X})
72 FORMAT {"
E 1
JOBS=*, I3}
7 FORMAT (
@ 4, I2,0 == M, I2, ==
LI, = N T2, == Y
§,12, == ",12, == ' T2, == Y, 12, == ", 12, ==
SI2,0== N, I2
B, f== )
TO0 FORMAT(*
8,12, === 1)
III=INFO(2,0,3)
100 CONTINUE
CC continue WRITE(6, 40}
40 FORMAT(
@' TYPE 1 <MAIN MENU> RTRN TO EXIT')
if(info(0,46,2).eq.0)then :
READ {5, 33, ERR=100) INFQ (2,0, 3}
IF (INFC(2,0,3}).EQ.0)INFO(2,0,3)=III
99 FORMAT (I4}
else
geeceeeecece
info(2,2,3}=
endif
RETURN

2
3
L]
_5
6

V12, == 1,12, -

Y, I2, === 1,12, === "

-

—
jotore

info(2,0,3)=1nfo(1,0,9}*5
2 (0, 46,0}

£

-0z

CBROUT TO SET E TECHNIQUE REQUIRED
MENU ANC FROM CHNTKN}

CALL CHOSNG

CALL THZIORY

RETURN

TH

(FROM

CBROUT FROM MENU.REDSTRT,.FILL AND REDCNT.FILL
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INCLUDE *.F.FILES/COM’
C ADD{STRT PNT Y.X.2
,M(DIRECTICN), TOTAL (SUM}, NUMBER OF PROCES)
GOTO{10, 20,30}, M
¢ Y-DIRECTION
1C DO 1 Il=IY¥,JOBS
IF{INFO({I1,0,0).EQ.0)THEN
ITOTAL=ITOTAL+INFO({IL, IX,Kl}
IF (INFO(I1,IX,Kl).GT.0)IPROC=IPROC+]
ENDIF
1 CONTINUE
20 GOTO11l
¢ Z-DIRECTION
C INFQ{10,0,3)=MAX DIMENSION IN Z
30 DO 3 I3=K1,MACHS
ITOTAL=ITOTAL+INFO{IY, IX,I3)

IF {INFO (IY, IX,I3).GT.0.0R. {IX.EQ.25,AND.INFO(
IY,26,13).6T.0))

@1PROC=IPROCH1

3 CONTINUE

GOTO111

111 CONTINUE

RETURN

END

SUBRQUTINE CHOSNG

C BROUT: TO CHOOSE (TEKNIK): 1-TECENIQUE OR.
THECRY OR 2-MEASURE OF PERFORMANCE

INCLUDE .F,FILES/COM"

11 WRITE (6,4}

4 FORMAT {*THE DEFAULT MEASURE IS KEEPING WIP
AS MINIMUM &SPT THECRY’

R,’:=",/,"1 —-CHANGE THEORY.’,/,"2 ~CHANGE
PERFCRMANCE MEASURE.’,/,

B’ TYPE 1-2 RTRN TO EXIT')
READ(5,1,ERR=11}1IT

IF{IT.EQ.0)GOTOL11

IF(IT.EQ.2)THEN

12 WRITE (6,2)

IT2=INFOQ (8,0,9)

READ (5,1,ERR=12} INFQ (8,0,9)

IF (INFO({E,0,9}.EQ.0) INFD(8,0,9)=IT2

IF (INFO(B,0,9) .EQ.0) INFO(8,0,9)=8

2 FORMAT {'WHICH MEASURES OF PERFORMANCE’,/
,"DC YOU WANT TO BE °,

@’CONSIDERED?',I.

r
RAT’,
@7 E(5PT) 2-IGNORE TECHNS 3-CONGESTION IN
SHOPT,/,* .4-MIN WIP °,
@’ S5-TARDINESS 6-IMPROVE USED RULE
CAPACITY

1-FLOW

e ———— )

Yol 1=

1
r

@’ 8-CUSTOMER 9-TIME SPENT IN SHOP’,/,*10-
COSTS *,

@’ 11-LASQ 12-INTERFERANCE’, /, " 1 3-BOTTLENECK
14-p¢,

@’ ARALEL M/CS 15-PREVENTIVE MAINTENANCE?,/
, “16-CONTROLLED ARRI’,
@’ VAL',*17- FDSSD USE
@ TYPE 1-20 <DEFAULT
ENDIF

IF{IT.EQ.2) IG6=999
IF{IT.NE.2) IG=0
IF{IT.EQ.1) THEN

13 WRITE(6,3)
IT1=INFO(B,0,10)

READ (5, 1, ERR=13) INFO ({8, 0,10}

IF {INFO(8,0,10}.EQ.0}INFO(B,0,10)=IT1
IF {INFO(B,0,10).EQ.12) THEN

WRITE(6,* )’ENTER DEGREE OF IMPORTANCE
{9=V.IMP ==>> (=NORMAL)’

READ (5,1} IMPO

ORIGINAL DUE DATES',/,
4> RTRN TO EXIT’)

224

IF (IMPO.EG. Q) IMPO=S

INFO(8,0,11) =IMPO

ENDIF

1 FORMAT (I4)
IF{INFO(8,0,10) .EQ.0} INFO(8,0,10) =3

3 FORMAT (7O SET PRICRITIES FOR EACH JOB :-
r. /. 'WHICH RULE DG YOQU-,

@° WANT TO BE USED?’,/

. t ol
@41-FRF5 2-EDD 3-SPT 4-FCFS 5-MRPT 6-S/ROP 7-
SPT/EDD B=-LRPT,/,

A‘9-QINM 10-S5PTM 11-COMPST 12=-SIMCU 13-SLCK
14-5/0P 15~WSPT',/,

@'16-WEDD 17-FDSSD 18-COVERT 19- 20-LASQ’,/,
@’ TYPE 1-20 <DEFAULT 3> RTRN TO EXIT)’}
ENDIF

GOTOL1

111 RETURN

’

€ BROUT: FROM FILL-NXTDO-TEKNIK. TO SET DUE
TIME OF ENTRY TO SHOP

INCLUDE ‘.F.FILES/COM'

LBO=0

LP1=1

Lp2=2

LP4=4 o ) .
LP3=3

LP9=9

LP10=10

LPl4=14

LE17=17

Le12=12

L226=26

L£29=29

LP32=32

LP31=31

L4343

L3535

LP36=36

1LP38=38

CALL PRITYM (LP3,LP10,LPO,LPO}
DO 1821 I=1,JOBS

IF (INFO (I,0,0).EQ,11)GOTO1921
INFO({I, 29,0) =INFO(I,3,0}~INFO(I, 12,0)~
INFC (0, 28,0} -

@info (0,36, 01-info(0,37,0)

1921 CONTINUE

ITHEORY=INFC (8,0, 10}

gore(1,2,3,4,5,6,7,8,9,10,11,12,132,14,15,16,1
7,18,19,20)
@, ITHEORY
€ PRINT*,’FIRST ARRIVE IN SHOP FIRST SERVES
1 DO 204 1 =1,JOBS
IF (INFO{I,0,0}.E50.11}G0OTS204
INFO(I,10,C)=INFO(I,1,0)-INFO(4,0,14)
204 CONTINUZ
GOTOL11
€ PRINT*,’ SARLIEST DUE DATE FIRST'
2 CALL PRITYM{LP3,LP10,LPO,LPO}
CALL PRITYS {LP2,LP3,LP%)
GOTO111
€ WRITE (6,* )‘SHORTEST PROCESSING TIME RULE’
3 LP32=32
IF (INFO{8,0,13) .NE. 1) CALL
PRITYM(LP12,1P10,LPO, LPO}
IF(INFC (8,0, 13} .EQ.1) CALL
PRITYM (LP26, L210, LPO, LPD)
CALL PRITYS (LP12,LP29,LP32)
GOTC111
C PRINT*, FIRST COME FIRST SERVE RULE'
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4 CALL FCFS
GOTO112
€ PRINT*, ’MINIMUM REMAINING PROCESSING TIME®
S CALL PRITYM(LP14,LP10,LPC,LPO}
GOTO11l1
C PRINT*,’SLACK FER REMAINING OPERATION'
& DO 200 I=1,JCBS
FOl4=INFO(I,14,0)
FO15«INFC(I,15,0)
FOT=INFO(I,7,0)
FOY=INFO (I,9,0)
CDIV
INFO(I,AJ,D)-((FOlS—FOlA)/MAX(l,(FO?-
FO9}}+0.5)
200 CONTINUE
CALL PRITYM(LP43,LP10,LPC,LFO)
GOTO111
C PRINT*, SPT - EDD - FRFS’
7 FO4=INFO(5,0,14)
FO3=IRFO (4,0,14}
CcDIvV
Pml00* {{FO4-FO3}/
(1+F03) ) * (MAX (1., .5+ (INFC{9,0,12)/10C.})}
CDIV
D= (200=-P) * (MAX (1,INFO(9,0,12)/10.)}
DO 208 I=1,JOBS
INFO{I, 43,0)=MAX {0, (INFC{I,3,0)}~
INFO{0,1,00))-
A (P*INFC(I,12,0)+D*INFCI(L,3,0)
208 CONTINUE
CALL PRITYM{(LP43,LP10, LFO,LPO}
GOTO1l11l
8 PRINT*,'LONGEST REMAINING PROCESSING TIME’
CALL PRITYM{LP14,LP10,LP0,LP1)
GOTO111
€ PRINT*, "QUEUE IN NEXT MACHINE RULE"
9 continue
GOTO112
¢ PRINT*,’SHORTEST PROCESSING TIME AT THIS
MACHINE’
10 contlinue
GGCTOL112
C PRINT*, "COMPOSIT RULE’
1010
PRINT*, *IP, IDUE, IWEIGE, COST, IRMFRT, IRPROCN, IS
LACK, INIP,FAFS’

}

READ {5, "} IP, IDUE, IWEIGHT, ICCST, IRMPROCT, IRMPR
OCN, ISLACK, IWIP, IFA

11 IF{TP.EQ.0)GOTO1010

2222Z=INFO{0,1,0)

DO 993 I=],JOBS
CDIV

INFO(I,31,0)~1000*1P* (10 (INFO (I, 12, INFO(B,C,
8y} /INFO{I,26,0)})+
CDIV
@ IDUE* (INFC(I,3,0}/MAX{1.,2222))%10.+
@ IWEIGHT*INFO(I,4,0)*10.+
<]
TCOST*INFO{I, 6,0) *10.+IRMPROCT*INFO(I,14,0)+
@ IRMPROCN® (INFO(I,9,0)-INFO(I,7,0)}+
@ ISLACK*MAX({1., (INFO(I,3,0)-2222))+
cDIvV
g IWIP*INFO(?,0,5)+10.*IFA/
MAX (1, INFO(I, 1,00}
999 CONTINUE
CALL PRITYM(LP31,LP10,LP0O,LPO)
GOTO 111
C PRINT*,’SAVE IMPORTANT CUSTOMER RULE’
12 WRITE {6,201} INFO(8, 0,12}
201 FORMAT (“ENTER JOB'S NUMBER TO BE SAVED,
OR 0 TO ARRANGE *,/,
@’ QUEUE IN ORDER THE MORE IMPORTANT IS THE
FIRST.*,/,”
er

1)
’

<DEFAULT? ,I3,* > RTRN TC EXIT’)

225

202 FORMAT (I4)}

READ {5, 202} INFO(8,0,12)

1200 IF(INFO{8,0,12).EQ.0)THEN

CALL PRITYM (LP4,LP10,LPO,LPC)

CALL ARANGE {15,-1,0)

CALL ARANGE (16,MACHS, 0)

CRLL UPDOWN {16)

CALL ARANGE (17,MACHS, C)

CALL ARANGE (23, MACHS, 0)

ENDIF

GOTO112

C PRINT*,’S5LACK RULE’

13 DO 203 I=1,J0BS

INFO{I, 43,0)=INFO(I,15,0)-INFO{I,14,0)
203 CONTINUE

CALL PRITYM (LP43,LP1C,LPC,LPO)

GOTO 111
C PRINT*,”SLACK/ TOTAL N* OF OPERATION’
14 DO 205 I~1,JO0BS

DIV

INFO{I, 43,0)={ (INFO(I,15,0}=INFC{I, 14,00}/
1.*MAX {1, INFO{I, 7,0)))

205 CONTINUE

INFO{Q, 43,0) =0

CALL PRITYM (LP43,LP10,LP0,LEO)

INFO(0, 43,0} =0

GOTO111

¢ PRINT*, WEIGTHED PROCESSTNG TIME'

15 DO 206 I=1,J0BS

INFO{I,43,0)=(INFO(I,12,0}*MAX(INFO(I, 4,0),1}
}

206 CONTINUE

CALL PRITYM{(LP43,LP10,LPC,LPG}
GOTOL1)
C PRINT*,*WEIGTHED EARLIEST DUE DATE’
16 DO 207 I=1,JOBS
cpIv .
INFO{I,43,0)=(INFO{I,3,0)/

1.*MAX (INFC{I,4,0},1))

207 CONTINUE

CALL PRITYM{LP34,LP10,LPO0,LPC}
GOTO111

C HASD

17 CALL PRITYM(LP38,LP10,LPO,LPO)
CALL PRITYS{LP36,LP32,L3)

G0TO0111

1118 WRITE(6, 9191)

9191 FORMAT (*COVERT Q IN THE EQUATION 1-
0.017)

READ {5, %) C

INFO(12,0,9}=G"10

18 IF{INFO{12,0,9).EQ.0)GOTCL118
continue

GOTO111

19 CONTINUE

CALL PRITYM({LP38,LP10,LP0,LPO)

CALL PRITYS (LP36,LP32,LP3)

GOTO111
C20 PRINT*,’ LOOK AFTER SHOP QUEUES’
115 WRITE (6,1130)

1130 FORMAT {*SET PRIORITY: 3~ACCORDING EDD’,/
."12- ACCORDING SPT'}
IP=INFO{10,0,10})

IW=INFO{11,0,10}

IC=INFO({12,0,10)

READ (5,114} INFO{9,0,10)

WRITE (6, 909} INFO{10,0,10}, INFO(11,0,10}, INFO{
12,0,9)

909 FORMAT { “<DEFAULT Ig=*,12,
IC=',12,°> RTRN TO EXIT,®

@ ,/,"VALUE OF IP‘}
READ{S, *} INFO {10, 0,10}

PRINT*, ‘VALUE OF IW’

IW=*, 12,7



APPENDIX

READ (5, *) INFO{11,0,10)

PRINT*,*VALUE OF IC’

READ (5, *) INFO{12,0,10}

114 FORMAT (I2)

IF (INFO(9, 0, 10) .NE.3) INFO(9,0,10)=12

20 IF({INFO{%,0,10) .EQ.0) GOTO115

IF (INFOG{9,0,10) .EQ.12) CALL
PRITYM{LP12,LP10,LPO,LPO}

IF (INFC(%,0,10) .£Q.3)CALL
PRITYM(LP3, LF10,LP0,LP0)

DO 900 Il=1,JOBS

IF {INFO(I1,0,0).EQ.11) GOTO900

IF (INFO(I1,10,0).LE.0}GOTQ20%
chIv

PRI=(10.*JOBS/INFO{I1, 10,0} } *INFO(10,C,10)
cDIvV

209 WGT={10.*INFO(I1,7,0)/
MACHS) *INFO (I1,4,0) *INFO(11,9,10)
¢ST=INFO {11, 6,0} *INFO{12,0,10}*10.
C DELIVERY

INFO(I1,35,0)=1000+INFO{I1,3,0)-
INFO(I1,14,0)-INFO{10,17,

@ ABS (INFO (I1,25,1)})-INFO(0, 38, 0} ~PRI-WGT—
cSsT

INFO{I1, 29,0} =INFO(I1, 3,0} -INFO{I1,14,0)~
INFO (10,17,

@ ABS{INFG(I1,25,1})}-INFO{0,38,0)

900 CONTINUE

CALL PRITYM(LP35,1P10,LPO,LPO)
GOTO111

111 CALL ARANGE(15,-1, INFO(&,0,B))
CALL ARANGE {16,MACHS, INFO(B,D,8)}
CALL UPDOWN (16)

CALL ARANGE (17,MACHS, INFO({B, 0, 8}}
CALL ARANGE {23,MACHS, INFO (8,0, 8})

IF (INFO (8, 0,10) .EQ.8} THEN

CALL UPDOWN (15)

CALL UPDOWN (16}

CALL UPDOWN {17}

CALL UPDOWN (23)

ENDIF

112 CONTINUE

RETURN

C BROUT; FROM THEORY, AND MOVE,
INCLUDE? .F.FILES/COM"

DO 1 II=1,MACHS

DC 2 TII=1,3

DG 2 I=1,3

IF (INFO(I,17,11).GT.0.AND INFO(I+1,17,11) .67,
0) THEN

IKN=INFQ(I,17,1I)
TKT=INFO(I+10,17,11)

IF {IKT.GT.INFO(I+1041,17,11}} THEN
INFO{(I,17,II)=INFO{I+1,17,I1}
INFO({I+1,17,11}=IKN
INFO{1+10,17,I1)=INFO{I+1+10,17,I1)
INFO (I+1+10,17, 1) =IKT

ENDIF

ENDIF

2 CONTINUE

DO 1 1I1=1,INFG{0,23,1I}

DO 1 Il1=1,INFO(0,23,1I)

1F (INFO{I1,23,II}.GT.0.AND,INFO(I1+1,23,1I).G
T.0) THEN
IF (INFO(I1,24,II).GT.INFO{I1l+1,24,11))THER
IKN=INFO{I1,23,IT)
IKT=INFO{I1, 24,11}
INFCG(I1,23,11)=INFO(I1+1,23,1II)

226

INFO(I1+1,23,II}=IKN
INFS{I1,24,11)=INFO{I1+1,24,11)
INFO{I1+1,24,1I1)=IKT

ENDIF

ENDIF

1 CONTINUE

RETURN

END

PR S EE ST S

¢ BROUT: (IN,OUT,SAMEZ} = 1{(MIN. VALUE) IS
HIGHER PRIORITY THAN 10{E.G.)

C BROUT: IXi= X-VALUE OF COLUMN (Y=1~JOBS)THAT
WE NEED TO SET ITS PRIORITY

C BROUT: IX2= X~-VALUE OF PLACE WHERE WE NEED
TG PUT THE RESULTED PRICRITY

C BROUT: I2Z=I-VALUE *' *’
** TAKE&PUT" " "* b
C BROUT: JOBB= TOTAL N# OF PROCESSES
INCLUDE ‘.F.FILES/COM"

JOBB=IRFQ (0,34, 0}

IF {JOBB.EQ. 0} JOBB=JOBS

DO 1 M=]1, JOBB

L YN T

LY TS [TV

IF {INFO(M, 11,1} _.1E.0.OR, INFO(M,0,0} .EQ.11)GOT
03

IE=-1

1L~

IZERG=0

DO 2 J=1,JOBB
KK=0

IF (INFO(J,11,I) .LE.C) THEN

KK=1

TZERO=IZERO+1

ENDIF

IF {KK.EQ.1) GOTC2

IF (INFG (M, I1, 1) .EQ.INFO{J,I1, 1)} IE=IE+]

1F (INFO (M,I1,1) .LT.INFO(J, I, I})IL=IL+1

2 CONTINUE

INFG (M, 12, 1) =JOBB-IL~IE-I1ZERO-INFO (4,0, 14}
IF (IUPDOW.EQ.1} INFO (M, 12, I) =JOBB~IL+1-
INFO(4,0,14)

3

IF (INFO{M, I1, 1} .EQ.0.OR.INFO (M, 0,0} .EQ-12)IKRF
O(M,T2,1)==1

1 CONTINUE

RETURN

SUBROUTINE PRITYS(L1,L2,L3)

[ RS EER SE

C BROUT: Ll=X FIRST VISIT L2=SECOND
THEORY -~ FILL

INCLUDE’ ,F.FILES/COM'

DO 2 IZ=1,MACHS

I¥I=0

DO 1 I¥Y=1,JO0BS
IF{INFO(IY, L1, IZ).EQ.0)GOTOL
IYI=IYI+1
INFO(IYI,35,1)=INFO{IY,L1,IZ)
IF{INFQ{IY,L2,12}.GT.0}THEN
IYI=IYI+]
INFO(IYI,35,1)=INFO{IY,L2,12}
ENDIF

1 CONTINUVE

INFO(0, 34,0)=IYI

LP35=35

LP34=34

LPl=1

CALL PRITYM (LP3S,LP34,LP1,LPO)}
T¥Y2=0

FROM



APPENDIX

DO 4 IYl=1,J0BS
IF (INFO{(IY1,L1,IZ} .EQ.0}GOTO4
TY2=I¥2+1
INFC(IY1,10,12)=INFO(IY2,34,1)
INFQ(IY2,34,1)=0
INFO(IY2,35,1) =0

TF (INFO(IY1,L2,I2} .GT.C} THEN
IYZ=IY2+1
INFO(IY1,30,I2)=INFO{1Y¥2,34,1)
INFO(IY2,34,1)=0
INFO(I¥2,35,1) =0

ENDIF

4 CONTINUE

INFO (0,34, 0) =0

2 CONTINUE

RETURN

END

CBROUT: IT MOVES JOBS FORWARD. IN Q15, Ql6, C17
AND Q23

INCLUDE' .F.FILES/COM"
N15=0

N17=0

N23=0

IF (IQ.EQ.17) THEN
NUMBER=4

N17=10Q

ENDIF

IF (10.EQ.23) THEN
RUMBER=INFO (0,23, JATM)
H23=1

ENDIF

IF (IQ.EQ.15) THEN
NUMBER=1nfo {0,15,1)
N15=1

JATM=1

ENDIF

DO 1 Il=1,NUMBER

DO 1 I=1,NUMBER-1

IF{INFO{I,IQ, JATM} .EQ.O0.AND INFO(I+1,IQ, JATM}
.GT.0) THEN
INFO(I,IQ, JATM}=INFC{I+1,IQ, JATM}
IF(N15.GT.0)GOTO3

INFO({I+N17, IQ+N23, JATM) =INFO (T+1+N17, IQ+N23,J
ATM)

INFO(I+1+N17,IQ+N23, JATM} =0

3 INFO(I+1,IQ,JATM)=0

ENDIF

1 CONTINUE

RETURN

END

Cm- —

SUBROUTINE ARANGE(IX,I22,IR1)

CBROUT ARRANGE QUEUE X=IX 2=I122 ACCORDING
PRIORITY SHOWN IN PLACE 2=IPRIORITY
INCLUDE ‘.F,FILES/COM’
TR=IR1
TZMAC=1
IN=10
1f(info(8,0,10} .eq.4) gotolll
C If 122 < 0 MEANS ARRANGE ONE M/C
IF(I22,LT.0) IZMAC=ABS (122}
DO 1 T2=1ZMAC,ABS{I22)
K17=INFO (0, IX,I2)
IF (IX,EQ.17) K1 7=4
€ IR» O MEANS SUBPRIORITY
IF (IR1.GT.0) IR=IZ

IF{IX.EQ.15)IR=0

IF (INFG{8, 0,10} .EQ.17.0R, INFO(8,0,9) .EQ.6) THE
N
IF{IX.EQ.15)IN=Lnfa(7,0,8)
IF (IX.EQ,16) THEN
IR=0 :
IN=INFO(7,0,8)
ENDIF
IF{IX.EQ.17.0R.IX.EQ.23) THEN
IR=0
IN=INFO(7,0,9)
ENDIF
ENDIF
DO 1 I¥=1,K17
DO 1 I¥2=IY,K17

1F {INFO(INFO(TY, IX,IZ),IN,IR).GT.INFO(INFO{IY
2,IX,12),1IN, TR} ) THEN

KC=INFO (IY, I, I2)
INFO(IY, IX, T2)=INFO(IY2,IX, 12}
INFO{IY2,IX,12)=KC

ENDIF

1 CONTINUE

IF (INFO{12,0,12}.EQ.16) CALL QUEUE
111 RETURN

END

Costrmm e e e ——— ——

CBROUT ERROR MESSAGES. CQULD BE MADE ANY WHERE
IN THE PROGRAM,

WRITE (6,10000) LL

10000 FORMAT (*SOME THING WRONG IN =e>>’ T3}
RETURN

SUBROUTINE DATA

C BROUT:SHOW DATA : FROM MENU

2 WRITE(6,3)

3 FORMAT{‘1) JOBS.’,/,’ 2)MACHINES,’,/

" 3)SHOR.',/,

@* TYPE 1-3 RTRN TO EXIT"}

READ (S, 1)K

1 FORMAT {I4)

IF({K.EQ.0}GOTO111

IF (K,EQ.1)CALL JOBINF

IF (K.NE.1)GOTO2

111 CONTIRUE

RETURN

END

Cm= mes=aextDATE=
mm===12-09-1991==-========= '
PROGRAM JCBSHOP

INCLUDE' ,F,FILES/COM’

INCLUDE’ ,F,FILES/FRM’
CALL OPEN{718,FILE='.F.FILES/R3’
CALL OPEN(719,FILE='.F.FILES/R4")
CALL OPEN{720,FILE=',F.FILES/RS5’)
CALL OPEN(724,FILE=' ,F.FILES/R6’)
CALL OPEN(753,FILE=.F,FILES/R7"}
CALL OPEN(752,FILE=‘ .F.FILES/RB’}
CALL WRITE (752,750) .
CALL WRITE (753,753)
CALL WRITE{718,718)
CALL WRITE{719,719)
CALL WRITE (720,720}

OPEN (88, FILE='A.D, STATUS=* OLD" }
OPEN {99, FTLE=*A,N’, STATUS=* GLD" }
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OPEN(?21,FILE=".F_FILES/R1"}
open(200,file=’.F.FILES/RZ'}
write (200,700}

WRITE {721,721}

CALL DEFLT

1 CALL MENU

GOTOL

INCLUDE '.F.FTLES/COM’

INCLUDE’ .F.FILES/FRM’

OPEN{10, FILE=* .F.FILES/ST10/,STATUS='OLD"}
READ {10, 305, ERR=151) MACHS

READ (10, 3051, ERR=151) JOBS
INFQ(3,0,14)=JCBS

INFO({1,0,1}=MACHS

DO 3 J=1,J0BS

INFO{J,1,0)=J

10
READ {10,306,END=14, ERR=151} INFO(J,0,0), (INFO{
J,N,0),8=2,4)

@,INFO{J,S,O},(INFO(J,25,K),K°1,BJ,(INFO(J,ZG
M}, M=1,8)}

3 CONTINUE

14 READ{10,3054,END=151, ERR=151}

DO & K=1,MACHS —

READ (10,307,END=151, ERR=151) {INFO (0, L, K), L=0,
43,

R {INFO(O,L1,K},L1=6,7}

5 CONTINUVE

1512 CLOSE{10)

15 CONTINUE

CALL FILL

RETURN

END

C BROUT FROM NXTDO

INCLUDE’ .F.FILES/COM’

JOBOLD=JOBS

NEWJGB=INFO({7,0,12)

IF (NEWJOBR.EQ.O)}NEWJOB=1

JOBS=JOBS+NEWJOB

INFC (3,0,14} =JOBS

INFO(7,0,13) =JOBOLD

INFQ(7,0,12) =NEWJOB

DG 2 1=1+JOBOLD, JOBS

3
FORMAT (I12,14,X,15,%X,I1,%,12,%,8(I2,X),8{I3,X}
¢ I5)

a3
READ (88,3, ERR=15, END=119) {INFO(I,N,0) N=1,4),
INFO(I,6,0}, (INFO

@(I,25,L),L=1,8), (INFO{I,26,M),M=1,8),1info(i,
47,0

INFO(I,1,0)=1
CCC 6 FORMAT (I4,X,B(I2,X),B{I3,X})
cCcc
WRITE (6, 6) INFO{I,1,0), (INFO(I,25,M) M=1,8), (I
NFO{I,26,M) ,M=1,8)

GOTO2

119 WRITE {6, *) " CONTINUCS ARRIVAL FILE IS
EMPTY FILE IS REPEATED’

REWIND (BH)

GOTO33

2 CONTINUE

228

GOTO111

15 IF(I.EQ. (1+JCBOLD}}GCTC 1110
WRITE (6,109}

109 FORMAT ("ERROR! PUT DATA IN A PROPER WAY.’)
111 CALL FILL

CDIV
info(Z,O,14)-10000.‘1nfo(3,0,14)/
max (1,infa(0,1,0})

GOTO 1111

1110 WRITE (6, *)"NC DATA"

1111 eontlnue

RETURN

€ BROUT:TC FILL UP INFORMATION. PR1,ROUT1
AT=>12,1--PR2, ROUT2=>29, 28
C BROUT (MENU,REDSTR AND REDCNT}
INCLUDE .F.FILES/COM’
JOBOLD=TNFO (7,0,13}
INFO (0, 39, 0) =JOBOLD
DO 1 I1=1+JOBOLD, JOBS
IF (INFO{I1,0,0).NE.0)GOTO1
¢ SETTING DELIVERY DATE
INFO(I1,3,0)=INFC(I1,3,0}+INFO{C,1,0)
C TOT PROC TIME OF EACH JOB AT ALL MACHINESé
NUMBER OF PROC
TPROCTIM=0 -
IPROC=0
NO=0
CALL ADD(I1,26,1,3, IPROCTIM, IPROC)
C JOB HAS MAX N# OF PROCESSES
IF (IPROC.GT,INFG(10,0,3) ) THEN
INFO{10,0,3) =IPROC
INFO{10,0,4) =11
ENDIF
C JOB HAS MAX PROCESSING TIME
IF{IPROCTIM.GT.INFG(1C, 0,1} ) THEN
INFO{10,0,1) =IPROCTIM
INFO{10,0,2)=I1
ENDIF
INFO({I1,12,0) =IPROCTIM
INFO{I1,25,0) =IPROC
INFO{Il,7,0)~INFO(I1,25,0)
T6=1
6 IF{INFO(I%,25,16) .GT.0) THEN
C PUT PROCES TIMES&ROUTING AT PROPER PLACE. 1-
28 THEN31 IF CT O
IF {INFO (11,1, (INFO(I1,25,16)]).6T.0} THEN
IF{INFO (11, 28, (INFO(I1,25,16))) .GT.0) THEN
WRITE {6, %}  MAXIMUM NUMBER OF VISITS ARE 2
ONLY"
ELSE
INFO{I1, 28, INFO(I1,25,16)) =16
INFO{I1,29, INFO (11, 25,16) ) =INFO(I1, 26, 16)
C SUBDUE DATES
€DIV

INFO{I1,3,16}=.5+INFO(I1,26,16}*INFO(I1,3,01/
INFO{I1,12,0)
€ SECOND VISIT
IF{INFO{0,24,16).LT. (1)} INFO(Q,24,I6} =1
INFO(I1,6, INFO(I1,25,16))=1

INFO(I1, 25, I6}=-1*INFO(I1,25,16)

ENDIF

ELSE

INFO(I1,1,INFO(I1,25,16)})=I6

INFO(I1,12, INFO{I1,25,16}}=INFO(I1,26,16)
cDIV

INFO{11,2,16)=.5%+INFO{I1,26, 16} INFC{I1, 3,0}/
INFQ{I1,12,0)
C FIRST VISIT
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INFO(IL1, 6, INFO(I1,25,16))=0
C TO PREVENT CALCULAT IT AGAIN
INFO(I1,25,16)=-1*INFCQ(I1,25,16)
ENDIF
ENDIF
I6=16+1
IF (INFO(I1,25,I6}.GT.0)GOTO6
DO 66 I66=1,16
C TG RETURN THE PQSITIVE VALUE BACK.
INFO{I1,25,166)=INFO{I1, 25, I66)* (-1}
66 CONTINUE
C MEAN PROCESS TIME [TCT PROC.T./ N* OF PROCES)
CDIV
INFO{Il, 26,0} ={INFO{I1,12,0)/INFO(I1,25,0})
C REMAING TIME FOR PROCESSING
INFO{I1,14,0}=INFO(I1,12,0)
INFO{0,14,0}=INFO(0,14,0)+INFO(I1,14,0)
C REMAINING TIME TO DUE DATE
INFOQ{I1,15,0}=INFO(I1,3,0)-INFO(0,1,0)
1 CONTINUE
€ INCREASE QLDJOB INFO{7,0,13}
INFO{7,0,13}=INFQ(7,0,13)+INFO(7,0,12)
¢ RETURN NEWJOB COUNTER TO 0.

IF{INFG(1,0,5}.LT.INFO(0,1,0) .OR.INFO{B,0,2).
EQ.0) GOTC9019 .

READ (99, 909) INFO{7,0,12} ,info{C, 0, 0}

909 FORMAT (I5,x,I5)
C TOTAL PROCESSING TIME & TCT N# OF PROCES AT
EACH M/C.

3019 DO 4 I4=1,MACHS

ITOTP=INFQ (0,12, 14)

ITOTB=INFO (0,10, 14)

GOTO (10, 20} , INFO{0, 24, I4)+1
C SECOND

20 CALL ADD (JOBOLD+1,29,14,1,ITOTE, ITOTB}
C FIRST

10 CALL ADD (JOROLD+1,12,14,1,ITOTE, ITOTB}

INFO (0,12, I4)=ITOTP

INFO (0,10, I4)=ITOTE

TOTP=ITOTP
C MEAN PROCESSING TIME AT EACH MACHINE
CDIV

IRFOG (0, 36, T4)=,5+ {TOTP/ {MAX (1, ITOTB)}})
C M/C HAS MIN MACHINING TIME (IDLEST)

IF{INFO(O,12,14)},LT.INFC{1,0,3} .OR.INFO{L,0,3
) .EQ.0O}THEN

INFO({1,0,2)=I4

INFO({1,0,3}=INFO(0,12,1I4}

ENDIF
C M/C HAS MAX MACHINING TIME{BUSY)

IF (INFO{0,12, 14).GT.INFO(1,0,5) .0R, INFO(1,0,5
) .EQ. 0} THEN
INFO(1,0,4)=I4
INFC(1,0,5)=INFO (0,12, 14}
ENDIF
4 CONTINUE
€ TOTAL PROCESSING TIME IN THE SHOP ALL JOBS
ALL M/C
ITOTAL=INFO(0,12,0)
CALL ADD{JOBOLD+1,12,C,1, ITOTAL, IPROC)
INFO (0,12, 0) =ITOTAL
€ TOTAL N# OF ALL PROCESSES
IPR=INFO(0,25,0)
CALL ADD (JOBOLD+1,25,0,1, IPR, NO}
INFG (0,25, 0) =IPR
C MEAN PROCESSING TIME IN SHOP
PR=IPR
cDiv
INFO{C,26, 0} = (ITOTAL/MAX (1., PR})
¢ ACCORDING PROCESSING TIME AT EACH M/C
CALL PRITYS(12,29,32)
C DATA HAS BEEN READ=8
DG 121 I=1,J0BS
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IS=INFC(I,0,0}
IF({IS.EQ.0Q) INFO{I,C,0)=8
121 CONTINUE

CALL THECRY

IF (INFO(8,0,10}.EQ.17.CR.INFO(8,0,9) .EQ.6.0R.
INFO(8,0,10) .EQ.19)

A CALL INSERT

DO 6062 JJ=1, JOBS

C EXPECTED DUE DATE

INFO(JJ,39,0)=max((INFO(JJ.]E,abs(INFO(JJ,25.
INFO(JJ, 25,0)})) )+

a

INFO (JJ,12,abs (INFO(JJ, 25, INFO(JJ, 25,C))) 1)),
]

(info (33, 36,abs{infe(3],25,1)))+info (13,12,Q)
1}

6062 CONTINUE

RETURN

END

CBROUT: (FROM WIP) IT ADVANCES TIME AND
ADVANCE RELATED TIMES
INCLUDE '.F.FILES/COM’
COMMON/P/PPASSA, PPASSE, PPASSM
MINUS=INFGC{Z,0,8) - -
INFG(2,0, 8} =359
IF {MINUS,GT.0}PPASSA=0
IF (MINUS,ET. 0} PPASSM=0
IF {MINUS.GT.0}PPASSE=0
¢ INCREASE THE TIME UNTIL NEXT ACTION HAPPENS
INFO(0,1,0) =INFO(0,1, 0) +MINUS
INFG(2,0,12)=INFG(2,0,12) -MINUS
INEO(2,0,10) ~INFO (2, 0,10) -MINUS
INFO(2,0,7) ~INFO(2,0,7) -MINUS
INFO(2,0,6)=INFO(2,0, 6)-MINUS
INFO(2,0,5) =INFO(2, 0, 5) -MINUS
ZX=0
Do 2 12-1,J0BS
15=INFO({I2,C,0)

if{is.ne.1ll)info(12,45,0)=infe(12,45,0)+tminus
1f(is.eq.11}2X=2X+1info(12,45,0}

C REMAINING TIME OF THIS JOB UNTIL DUE

OATE (SLACK)

IF(INFO{I2,0,0) .NE.11)INFC(I2,15,0)=INFO(IZ,1
$,0) ~-MINUS

C PASSED TIME IN SHOP SINCE ENTRY TO MINPQ
IF((IS.NE.B,.CR,IS.NE.3.0R,I5,NE,4}.AND.

@ (IS.GT.0.AND.IS,LT.11))THEN

¢ PASSED TIME OF A JOB START AFTER ARRIVE TC
SHOP {SARQ)

INFO{I2,11,0}=INFO(I2,11,0)+MINUS
INFO(0,15,0)=INFO (0,15, 0) +MINUS

ENDIF

2 CONTINUE

info{?,0,11)=2X
C avarage time spent since a job is recelved.
info(4,0,9)=1000%2X/max{l,1info{4,0,14})
C UTILIZATION OF ALL MACHINES =MACHINES PROC
TIME/TOT TIME
CDIV

INFC{D, 8, 0)=[10000%INFO(C, 10,0}/

{MAX {1 ,MACHS) *INFO{0,1,0)}}

DO 11 I1l=1,MACHS

IF (INFO{0,0,I11).EQ.O0,.AND.INFO(0,17,111}.GT.0

)
RINFO(17,17,I11)=INFO(17,17,111)-MINUS
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IF (INFO{0,0,I11).EQ.0.AND.INFO(10,17,121).GT.
Q) THEN
INFO(10,17,111)=INFO(10,17,1I11)~-MINUS
INFO(7,17,I11)=INFO(?,17,111} -MINUS
¢ REMARINING TIME OF ALL PROCESSING TIME OF THIS
JOB

INFO({INFO{0,17,111),14,0)=INFO{INFO({0D,17,I11}
,14,0)-MINUS

ENDIF
¢ BRERKDOWN

1111
IF(INFD{0,0,I11}.EQ.2}INFO(0,19,I11}=INFO(0,1
9,111)+MINUS

IF (INFO(0,17,I11} .GT.0.AND.INFC (0,6,I11).EQ.O
} THEN

€ MACHINING TIME OF EACH MACHINE
INFO(0,14,111}-INFO(0,14,I11}+MINUS

€ TOT REMAINING PROCESSING TIME IN SHCP
INFO(C, 14,0} =INFO (D, 14, 0)-MINUS

€ TOTAL MACHINING TIME IN TKE 5HOP OF ALL

MACHINES
INFO{0,10,0) =INFO(0, 10, 0) +MINUS
ELSE

C TOTAL IDLENESS IN SHOP
INFO{0,11, 0} =INFO(0, 11, 0) +MINUS
ENDIF

€ UTILIZATTION OF EACH MACHINE

cDIvV
INFO{0,8,I11}=.5+(INFO(0,14,111)*100./

MAX (1, INFO(0,1,0)))

C WAITING TIMES

C W.T. {BEFCRE}
DO 16 I16=1,INFO(0,16,111)
IF {INFO{I16,16,111).GT.0} THEN

C MAINg

C B.W.T.

INFO (INFO{I16,16,I11),20,0} =INFO(INFO(I16,1E,
I11),20,0)+MINUS
C TOTAL A.W.T, OF A JOB

INFO(INFO(I16,16,I11),22,0)~INFO{INFO{I16,16,
I11),22,0)+MINUS
C TOTAL A.W.T. IN SHOP

INFQ(0,22,0)=INFC{0, 22,C)+MINUS
C TOTAL B.W.T. OF ALL JOBS

INFO (0, 20,0)=INFO(0, 20, 0) +MINUS

ENDIF

16 CONTINUE
C F.W.T. (ARFTER)

DO 21 I21=]1,INFC(0,21,1I11)

IF{INFO{I21,2},I11).GT.0.AND,INFO{I21,15,0).6
T,0) THEN
C MEXITO
cC F,W.T.

INFO(INFCO(I21,21,111),21,0})=INFO(INFO{I21, 21,
I11),21,0)+MINUS
C TOTAL A, W.T. OF A JCB

INFO (INFO{I21,21,I11},22,0}=~INFO(INFO{I21, 21,
I11),22,0) +MINUS

C TOTAL A.W.T OF ALL JOBS
INFO{C,22,0) =INFO{0, 22,0} +MINUS

C TOTAL A.F.W.T.
INFO{0,21, 0) =INFO (0, 21, 0] +MINUS

ENDIF
21 CONTINUE
C I.W.T. (IN-PROCESS 1)

DO 17 I17=1,4
IF (INFO(I17,17,I11}).6T.0) THEN
C I.W.T
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INFO(INFO{I17,17,I11},13,0)~INFO(INFO{I1T7,17,
I11),13,0}) +MINUS
C TQT. A.W,T. OF A JOB

INFO(INFO(II?,IT,III),22,0)-INFO(INFO(II7,1?,'
T11),22,0)+MINUS
C TOT. A.W.T. OF ALL JCB
INFO(0,22,0)=INFO(0, 22, 0) +MINUS
< TOT, I.W.T,.
INFO(0,13,0)=INFO(0,13,0) +MINUS
¢ TOT. W.T. OF EACH JOB AT EACH M/C

INFO(INFC{I17,17,I11),13,I11)~INFQ(INFO(I1T,1
7,111),13,I11})+MINUS
¢ TOT W.T. OF ALL JOBS AT EACH M/C
INFO(0,13,T11}=INFO{0,13, I11) +MINUS
ENDIF
17 CONTINUE
C W.T, {IN-PROCESS 2)
DO 23 I23=1,INFO(0,23,111)
TF(INFO{I23,23,1I11).GT,C) THEN
C MACHINES® BUFFER
C I2.M.T.

INFO(INFO{I23,23,111),13,0)=INFQ(INFO({I23,23,
I11},13,0)+MINUS
C TOT A.W.T, OF EACH JOB

INFO(INFO{I23,23,I11),22,0}=INFO(INFO(I23,23,
I11},22,0) +MINUS
C TOT A.W.T. OF ALL JOBS
INFO (0, 22,0)=INFO (0,22, 0} +MINUS
C TOTAL I2.W.T.
INFO(0,13,0)=INFC(C, 13, 0) +MINUS
¢ TOT W.T,. OF EACH JOB AT EACH M/C

INFO (INFO(I23,23,111),13,111)=INFO{INFO(IZ3,2
3,T11},13, I11) +MINUS
C TCT W.T. OF ALL JCBS AT EACH M/C
INFO{0,13,I11) =INFG (0,13, I11} +MINUS

ENDIF

23 CONTINUE

IF {INFO{0,20,I11) ., LE.INFO{0,1,0})INFO(0,0, I11
1=0

11 CONTINUE

111 RETURN

END

CAROUT NXTDO. RELEASE JOB(S) FROM M/C{5).
INCLUDE *,F,FILES/COM’
IDOUBL=C

DO 12 Il2=1,MACHS

IF (INFO{C,17,112) .GT.0.AND,INFO{10,17, 112} .LE
.0} THEN
IDOUBL=IDOUSL+1
MAC=I12
INFO{1,0, 6) =MAC
CALLRELEAS1
INFO{2,0, 6] =-1
ENDIF

IF(IG.EQ.999) GOTO12
IF (INFO(B,17,I12) ,LT.3) THEN
INFG{C, 5, 112} =-1

ELSE

INFO(0,5,112) =1

ENDIF

IF {INFO (0, 23,112} ,GE.1) INFO({D,5,112) =2

12 CONTINUE

IF (IDOUBL.EQ.1) INFO(0,16,0) =INFO{0,16,0)+1
IF (IDOUBL.EQ. 2) INFO (0,17, 0) =INFO(0,17,0)+1
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IF {IDOUBL,EQ.3) INFO(D,18,0)=INFO(0,18,0)+1
RETURN

C BROUT: FROM RELEAS.

RELATED INFO.
INCLUDE *,F.FILES/COM’

¢ FINISH ROUTE & FINISH ONE PROCESS
1F (INFO{D, 17,MAC) .EQ.0}GOTOL111
IN=IRFQ{0,17,MAC)

IT TC RELEASE AND SET

INFO{IN, 25, INFO (IN, 24,C)) =INFC{IN, 25, INFO{IN,
24,0))* (-1}

INFO (IN, 24,0} =INFO{IN, 24,0} +1

INFO (0,24, 0} =INFO(0, 24,0} +1
¢ TOT. N# OF BATCHES PASSED AT EACH MACHINE SO
FAR

INFO (0, 9, MAC) =INFO (0, 9, MAC}+1
C TOTAL NUMBER OF FINISHED
PROCESSES=TNFO({C, 9, 0} =INFO (0, 24,0}

INFG (0,9, 0)=INFO (0, 24,0}
C TDLENESS

INFG (15, 17, MAC} =INFO (0,1, 0}

DO 1 JATMA=1,MACHS

IF {INFO (0,17, JATMA) ,EQ.C} THEN

INFO(0,11, JATMA) =INFO (0, 11, JATMA) +INFO (0,1, 0}
—~INFO (15, 17, JATMA)
INFO (15,17, JATMA} =INFC (0,1, 0)
ENDIF
1 CONTINUE
C MACHOUTQ COUNTER
INFO{0,15,4) =INFO(0, 15,4)+1
INFO{0,15,10) =IKFO (0, 15,10} +1
C PUT JOB
INFO(INFO{0,15,4),15,4) =IN
INFO{INFO(0,15,10},15, 10)=MAC
C TIME
INFQ (INFO(0,15,4),14, 4} =INFO{0,1,0)
¢ FINISH TIME OF JOB
INFO (INFG (0, 18,MAC}, 20, MAC) ~INFO(0,1,0)
C COUNTER 21 MEXTQ
INFO (0, 21, MAC) =INFQ (0, 21, MAC) +1
INFO (INFC{0, 21, MAC), 21,MAC) =IN
INFO (INFG (0, 21,MAC), 22, MAC) =INFO (0,1, 0}

C NUMBER OF PROCESSES FINISHED
INFO{IN, 9,0} =INFO{IN,5,0}+1
¢ STTUATION OF THAT JOB ON MACHINE MAC IS
FINISHED=3
INFO (IN, 8,MAC} =3

C reservation changed
TF {INFO{IN,36,MAC} .GT.INFQ(0,1,0)~
INFO{IN,12,MAC))TEEN
ccce print+*,’in~",1in,’ mac’,mac,’
proc.t!,info(in,12,mac)
DO 100 I=0, INFO{IN,12,MAC)-1
INFO{0,45,MAC) =INFO (0, 45,MAC)+1

INFG{INFO (0, 45,MAC}, 45, MAC) =INFO[INFQ{IN, 36, M
AC) +I,40,MAC)

INFOQ {INFO {0, 45,MAC}, 44, MAC)=INFO (IN, 36,MAC)
cceeocee princ*, 'in, 36, mac’, info (in,36,mac), "
1’,1I
cceeeee prince, *
INFO(IN,36,MAC)+I", INFO({IN, 36, MAC}+I
CCCCCCC
printw,*inf (INF {IN, 36,MC)+I,40, mc} ", INFO{INFO
{IN,36,MAC}+I,40,mac)

INFO (INFO(IN,36,MAC) +I, 40, MAC) =0
100 CONTINUE
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ENDIF

C QUEUZ LENGTH
INFO(B,17,MAC)-INFO(B,17,MACJ—1

¢ Is THIS$ JOB GOING OUT SHOP (EXIT}

IF(INFO(IN,ZG,O).GE.INFO{IN,25,0)+1)TBEN

C YES ==>JOB STATUS FINISH

INFO(IN,O,0)=11

¢ TOTAL N# OF EXIT JOBS& REMAINNING JUBS IN

SHCP
INFO(4,0,14)=INFO(4,0,14)+1
INFO(7,0,5)=INFQ{7,0,5}~1

¢ CURRENT M/C 15 9999% MEANS EXIT
INFO({IN,B,0)=99999

C SEXTQ
INFO{0,15,5)=INFO{0,15,5) +1
INFOQ{INFO{0,15,5),15,5)=IN
INFO(INFO{0,15,5),14,5)=INFO{C, 1,0}

C EXIT ORDER
INFQ{0,15, 6)=INFQ (0,15, 6}+1
INFG{IN, 15, ) =INFO{C, 15, 6}

¢ FINISHED TIME
INFGO(IN,19,0)=INFC{C, 1,0}

C EARLY of finlshed jobs
TF (INFO (IN,15,0),.GT.0) THEN
INFO(4,0,13}=INFO(4,0,13)+1
INFO(ﬁ,O,4}-INFO(4,0,4)+INFO(IN,15,0)

cDIV
INFO{5,0,4)=1000.*info (4,0, 4}/

MAX (1, INFO(4,0,14))

CDIV
info{6,0,4)=1600.*infc(4,0,4)/

max{l,1info(4,0,13))

CDIV
INFO(IN,27,0) =MAX{
(.5+info{ln, 28,0) *INFO(IN,15,0}/

4 MAX(1,INFGC{l,0,11)}*INFG(1,0,12)

Yy ,info(in,28,0) }
INFO(I,0,13)~INFO(IN,27,0)+INFO(1,0,13)
ENDIF - -

IF (INFO(IN,15,0).EQ.0) INFO(5,0,13}=INFO(S5,0,1

3y +1

¢ LATE of finished jecbs
IF {INFO(IN,15,0).LT.0) THEN
INFO{3,0,13}=INFC(3,0,13)+1
INFO(4,U,1)*INFO(4,0,lJ+ABS(INFO(IN,15,0I)

C SQUARE TARDINESS

INFO (4,0, 6)=INFO(4,0,6)+ (INFO(IN,15,0) *INFO({I
N,15,0})
C RMS OF CONDITIONAL MEAN TARDINESS
CDIV

info(4,0,7) =1000*5QRT (1. *INFO{4,0,6}/
MAX(1,1.*INFO{3,0,13}}}
C RMS OF MEAN TARDINESS
CDIV

info(4,0,8) =1000*SQRT {1, *INFO(4,0,6}/
MAX({1,1.*INFO{4,0,14)))
CDIV

INFO(IN,27,0)=MIN{{,5+info{in, &, 0} *INFO{IN,15
L0y /MAX (L, ,
g INFO{1,0,11)*INFO{1,0,12) )}, -
1*info{in, 6,0}
INFO (1,0, 7)=ABS (INFO(IN,27,0) }+INFO{1,0,7}
ENDIF
CC ACCORDING TO THE RESERVATION DUE DATE.
DDATE=~ INFO{IN,36,0)+INFO(IN,12,0}+
@ INFO{G,37,0)+INFO(0,36,0)+INFC(0,3B,0)
EARLY=DDATE-INFO{0,1, 0}
IF {EARLY.LT.0) THEN
¢ LATE - TOT. TARDINESS
INFO({5,0,12)=INFO{5,0,12) +abs (ERRLY)
C N# OF TARDY
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INFO(5,0,11}=INFO{5,0,11}+1
C MEAN TARDINESS
CDIV
INFOD{5,0,10) =1000*INFC(5,0,12)/
MAX (1,INFO{4,0,14))
¢ CONDITIONAL MEAN TARDINESS
COIV
INFO(5,0,9)=1000%INFO(5,0,12}/
MAX (1,INFOQ({5,0,11))
C TOT COST OF TARDINESS

INFO{5, 0, 8} =INFO{5,0, 8) + (INFO {IN, 6, 0) *abs (EAR
LY})
¢ SQR OF TARDINESS
INFG (5,0, 7} =INFG (5,0, 7} +EARLY*EARLY
C SQRT MEAN TARD
cDIV
info(S,0,6)=10C0*SQRT (1. *INFO(5,0,7}/
MAX (1,1.7INFO(4,0,14))}
€ SQRT COND MEAN TARD
cBIvV
infoi5,0,5) =1000*5QRT{1.*INFO(5,0, 7}/
MAX {1,1.*INFO(5,0,12)}}
C % OF TARDY JOBS
cDIV
INFO{6,0,12}=10007100_*INFO{5,0,11)/
MAX {1,INFC{4,0,14))
ELSE
IF (EARLY.GT.G) THEN
CC EARLY - TOT, EARLINESS
INFC(6,0,7)=INFO(6,0,7) +EARLY
C N# OF EARLY
INFO(6,0,11) =INFO{6,0,11)+1
C MEAN EARLINESS
cpIv )
INFO (6,0,10}=1000*INFO{6,0,7)/
MAX (1, INFO(4,0,14))
¢ CONDITIONAL MEAN EARLINESS
oIV
INFO (6,0,9)=1000*INFO(6,0,7)/
MAX {1, INFO(6,0,11)) . -
C TOT COST OF EARLINESS

INFO{6,0,B)=INFO(6,0,8) +{INFO(IN, 28,0} *EARLY}
ENDIF

ENDIF

¢ LOAD

INFO(7,0,14)=10000.*info(4,0,14)/

(MAX {1, INFO{0,1,0}))

C NQ (NO EXIT)

ELSE
C NEXT M/C TO MOVE

NEXT=INFO (IN, 25, INFO(IN,24,0}}
¢ PREPARED TO MACHINE {CURRENT MACHINE}
IN1=IN
CCCCCCCCIF {INFO (8,0, 9) .EQ.14) CALLNXTMOV (NEXT,
IN1}
INFO({IN,8,0) =NEXT
IF (IN.EQ.0} CALLERROR (104}
INFO (IN, 8, NEXT} =1
C PUT IT IN M/CS' BUFFER
INFO{0,23, NEXT} =INFO (0, 23, NEXT) +1
INFC (INFO (0, 23, NEXT), 23, NEXT) =INFO {0, 17, MAC}
INFO{INFO(0, 23, NEXT) , 24, NEXT) =INFO{0,1,0)
C PROCESSING TIMES OF ALL JOBS IN QUEUE23.

INFO(16,17, NEXT) =INFO (16,17, NEXT) +INFO (INFO (O
,17,NEXT) , 26, INFO{
2 INFO(0,17,MAC),24,0})
ENDIF
€ M/C SITUATION (IDLE)
INFQ {0,0,MAC) =0
C REMOVE JOB FROM M/C

INEG (0,17, MAC) =0
INFGO{9,17,MAC) =0
INFO(6,17,MAC) =0

MAC=0

INFO(1,0,6) =0

111 RETURN

END

C up to here include at the top

CBROUT: (FILL) DEAL WITH FDSSD TECHNIQUE
RESERVATION
INCLUDEY ,F,FILES/COM’
JOBCLD=INFO {0, 339,0)
INFQ{0,39,0)=0
¢ INSERT JOBS WHICH HAVE NO DOUBLE OVERLAP
DO 1 J=1+Jjobold,JOBS
IS=INFO{J,Q,0)
IF({IS.NE.B}GOTOL
€ START AGCCORDING TO ROQUTINE
MMM=0
LM=0
DO 200 MMM=1, INFO(J,25,0}
C THIS MACHINE
M=INFO(J, 25, MMM}
call gap{m}
C LAST MACRINE _
IF (MMM, GT.1} LM=INFG{J, 25, MMM-1}
¢ TO FPIND POSSIBLE STARTING TIME
IPASS=0
201 CONTINUE
1F (MMM, EQ.1)THEN
IDUE=INFO(J,3,0)
IST=IDUE-INFO(J,12, 0} -INFO{0,37,0}
IST1=MAX ({IST,INFO(0,1,0}}.
ELSE
¢ MAKE SURE IT START AFTER FINISHING THE
PREVIOUS CPERATICN
IST1=INFO(J,36, LM} +INFO(J, 12, LM}
ENDIF
1f(info{0,1,0).1t,6000)gotc202
cecee include’ .F.F’
202 QK=0
C IF0 IF OK FILLIN -
NCT=1
kmu=iscl
IF (INFO{IST1,40,M).EQ.Q)CALL
INSERTI (Kmm, M, J, OK, NOT, LM)
IF (OK.EQ.1)GOTC205
¢ IF1l SEE EARLIER UP TC NOW IF MACHINE IS FIRST
OPERATION}
IF{INFO{IST1,40,M} .NE.O . AND .MMM EQ,1} THEN
DO 123 II=IST1, INFO{0,1,0},-1
NOT=3
IF (INFO(II,40,M}.EQ.0)CALL
INSERT1 (II,M,J,0K,NCT, IM)
IF{OK.EQ.1}GOTO205
123 CONTINUE
ENDIF
C IF2 SEE NEAREST PLACE IF MACHINE IS NOT THE
FIRST OPERATION Forward
IF (INFO(ISTL1, 40,M) .NE.O . AND.MMM.GT. 1) THEN
DO 10 1I1=IST1,INFO(0,42,M)+1
NOT=2
IF{INFO(II, 40,M).EQ.0}CALL
INSERT1{II,M,J,0K, NOT, LM}
IF{OK.EQ.1)GOTO205
10 CONTINUE
ENDIF
IF{1PASS.EQ.1)GOTO203
IPASS=1
C REMOVE FIRST GAP AND ADD IT TO THE SECOND
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CNE.
CC IF (OK.NE.1)CALL GATHER (M, IST1, COK, 1M, 1s}
cC IF(DCK.EQ.1234)G60T0202
203 NOT=4
IST2=IST1
© IF JOB NOT INSERTED YET THEN FITIT ANYWHERE
222 IF {(INFO(IST2,40,M).NE.0)GOTO2
CALL INSERT1(IS5T2,M,J, 0K, NOT, LM}
IF {OK.EQ.1}GOT0205
2 IST2=I5T2+1
GOTO222
205 CONTINUE
200 CONTINUE
1f{info(0,1,0) .1t .6000)gotol
cccee include” .FUF'
1 CONTINUE
RETURN
END

CBROUT: FROM INSERT
INCLUDE' .F.FILES/COM’
C CHECX ALONG PROCESSING TIME=FORWORD=
QK=0
ICUT=0
FIRST=Q
MANY=0
agaln=0
7 KKF=0
KKB=0
NOTIN=0
FIT=0
DO 3 KF=IST1, (ISTL+INFQ{J, 12,M}}
IF (INFO(KF, 40, M) .RE. Q) KKF=KF
IF {KKF.GT.0}GOTOS
3 CONTINUE
S IF{KKF,.GT.C)THEN
€ FORWORD 15 BUSY== TRY BACKWORD =
DO 4 KB=KKF-1, (KKF-INFO(J,12,M)}),-1
IF (INFC{KB, 40, M) .NF.0) KKB=KB
IF (KKB.GT,0)GOTOG
4 CONTIKUE
§ ENDIF
€ 1.1 INSERT JOB NO PROBLEM,

IF (KKF.EQ.0}CALL FILLIN({M,6 IST1,J,CK}

IF (OK.EQ.1)GOTO111
GAPP ~KKF-KKB
TR=INFO{J,12,M} - {KKF-I5T1}
PERCNTG= {INFO({J, 12,M} -GAPP) /GAPP
TRopt=100*TR/info{],12,m)
TRmpt=100*TR/1info{},36,m)

C INSERT JOB EARLIER.

IF {again.ge.3)gotod321

1234 IF (KKF,GT.0.AND,.KKB.EQ.O)then

IF (M.EQ.INFO(J,25,1} )THEN
if{info(0,1,0).1t.6000)goto2

?2 IST1=KKF-INFO (J,12,M}

CALL FILLIN(M,IST1,J,OK}

1f{info(0,1,0) .1t.6000)gotol

cc print*,’3’,3,’at machine=",m, ‘after
istl=kkf-info{j,12,m)*
ce
write(6,*) (info(id,40,m), Jd=1infc(0,1,0},1st1+
infe(0,1,0})

1 FIT=1

else

1f (kkf-
info(j,IZ.m).1e.1nfo(j,36,lm)+info(j,12,lm))t
hen

istl=kkf-info(3,12,m)

fic=1

endif

endif

ENDIF

L1f(ok.eq-1)gotolll

IF(FIT.EQ.1)CALL FILLIN{M,IST1,J, 0K}
if¢fit.eq.0bcall reserv (§,m,kkf,agaln)
IF (OK.EQ.1)GOTO111
1f({agaln.lt.3)goto?

4321 FIT=0

ISHORT=C

NOMORE=D

NOTIK=0

IF (KKF.GT.C.AND.KKB.GT.0) then

1f(NOT.aq.4)then

C MOVE JOB BAKWARD OR FORWARD THEN INSERT JOB.
IF{INFO{0,43,M) .GT.C) THEN

L1=KKB

L2=KKF

LS=L1+INFO(J, 12,M)

DO 123 KI=1,INFO(D,43,M)

1F (NOMORE .GT.C)} GOT01 24

IF (INFO(KI, 43,M}.GT.KKB) THEN

NOMORe=1

L3=INFO(KI, 43,M)

LA=L3+INFO(L3,42, M)

ENDIF

IF {INFQ{XI, 43,M},LT.KKB) THEN
LL3=INFO(KI,43,M} . . P .
LL4=INFO{LL3, 42,M} +LL3

ISHORT=2

ENDIF

123 CONTINUE

124 IOUT=0
IF(NOMORE.EQ.O.AND.ISHORT.EQ.0.0R.

g (H.NE.INFC(J,ZS,I).AND.ishort.EQ.O)

)y IOUT=333

IF{IOUT.EQ.333)GOT0321

MOVEB=0 ot -
MOVEF=0

ICALLB=C

ICALLF=C
IF(ISHORT.EQ.Z.AND.M.EQ.INFO(J,25,1)}THEN
¢ MOVE BACKWARD

ICALLB=11

MOVEB=MIN (LL4-LL3, L5-L2}
¢ RETURN BLOCK LL4,L1 BACKWARD ABOUT MOVER AT
MACHINE M

IF {MOVEB.GE,L5~L2} ICALLB=12

ENDIF

IF (ICALLB.EQ.12)GQT0125

IF (NOMORE.EQ.1,AND.MOVEB. LT, (L5-1L2))THEN
C MOVE FORWARD C VAR

IF ({L4-L3).GE. {L5-L2) ~MOVEB.AND.

[ (LS-LZ)-HOVEB.LE.info(0,37,0)}gOtOSZI
CALL MOVEF=L5-L2-MQOVEB
CALL ICALLF=11l
CALL ELSE

MMB=KKF-KKB+MOVEB

CALL GATHER1(L2,L3,MMB,1,M)
FIRST=1+FIRST
CALL ENDIF

521 ENDIF

125 continue
IF{ICALLB.EQ.11.0r.lcallb.eq.12)CALL
GATHER] (LL4, L1, MOVEB,1 M)
CCCoCceoee 1T (ICALLF.EQ.11)CALL
GATHER1 (L3, L2, MOVEF,~1,M)
IF{ICALLF,EQ.11.0R.ICALLB.EQ.12}CALL
FILLIN (M, KKB-MOVEB, J, OK)

IF {OK.NE,1)NOTIN=1

endif

ELSE

IOUT=333
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321 ENDIF

endl !

MANY=1 +MANY

IF (MANY.GE.2) IOUT=333

IF (IOUT.EQ.333)GOT0O333
IF{NOTIN.EQ.1.AND.FIRST.LT.2)GOTO7
GOTO111

333 L3=INFO{0,42,M)

CALL FILLIN(M,L3,J,0K}

111 RETURN

END

subreutine reserv{j,m,kkf,again)
INCLUDE’ .F.FILES/COM”

end=0

again=l+again

gotolll

do 1 I=kxf,infoi{0,42,m)

1f (end.eq.929)gotel

ji=infoi{l,40,m}

if(jj.qgr.Cithen

1f({info(33,25,1) .eq.m}then

do 2 kb-kkf-l,kkf-info(erlZ,m),-l
if{lnfo{kb,40,m}.ne.0) kkb=kb

1f {kkb.gt.0) gote3d
2 contlnue
3 if(kkb.eq.C}call mvib(3j, kxf, i, m end)
if{kxb.gt.0)then

mm=kk £ -kkb

{1f{info (0,43, m}.gt.1)then R
nomor=0

do 4 kx=1,1nfo{0,43,m)

if {nomer.eq.0)then
{f{info(jj,12,m).le.info(kk,42,m})then
kkf=lnfolkk, 43, m)+info{}3,12,m}
call mvib(3j, kkf,i,m,end)

Nomor=1

andif

endif

4 contlnue

endlif

endif

endif

endif
1 continue
111 return

end

subroutine mvib (i, kkf,i,m, end}
INCLUDE’ .F.FILES/COM"
Ist=kkf-info{jj,12,m}
call remove{ji,i,m}

call fillin{m, tst,3],ck)
end=9%99

return

end

subroutine remove{jj,i,m)
INCLUDE’ .F,FILES/COM"

do 1 k=1,1+info{33,12,m)
info (k,40,m} =0
1 continue

return

end

CBROUT: (GATHER&INSERT1}MOVE BLOCK
FORWARD (ISTEP~-1) /BACKWARD {1) START FROM
POINT IFROM T¢ POINT ITO => EQUAL MOVE AT
MACHINE M

INCLUDE’ .F.FILES/COM"
ccceeccee print+,” Gatherl at machine=’,m,

234

info(C¢,1,0)

cceceoeeee
write(s,*)(info(jd,40,m},jd-info(ﬂ,l,O),ist1+
infoi{0,1,0})}

DO 2 N=TFROM, ITD, ISTEP

IF (INFO({N,4C,M) .GT.0) THEN

INFO (INFO(N,40,M),36,M) =
INFO(INFO(N.QO,H},SS,M}—ISTEP“MOVE
INFO[INFO (N, 40, M} , 356,01 =
INFO(INFO(N,40,M),36,0)—ISTEP’MOVE
INFO(INFQ (N, 40,M), 38,0} =
INFO(INFO(N,#O,H),38,0)—IST£?*MOVE

ENDIF

INFO(N-HOVE,QD,H)-INFO(N,40,M)
INFO{N, 40 ,M}=0

2 CONTINRE

ccccecce print*, 'GATHERL end at machine=",m,
infa{0,1,0}

ccececeede
writete,')(infotjd,ﬂo,mj,jdcinfo(O,l,O),istl+
info (¢,1,0)}

111 RETURN

CBROUT: FROM INSERT~REMOVE FIRST GAP & RDD IT
TO NEXT ONE WVARO, 26,0

INCLUDE’ ,F.FILES/COM’

CALL GAP (M}
IF(INFO(O,dS,M).EQ.D)GOTOlll
C REMOVE FIRST GAP
L1=INFO{1,43,M}
L2=L1+INFO{Ll,42,M}
f2é=info {0, 26,0}

IF {INFO (L1, 42,M} .LT . F26.and.
@ Ll.le.info{0,1,0)+£26 ) THEN
IF (INFO{D,43,M) .GT.1) THEN
L3=INFO(2,43,M)

ELSE

L3=INFO{0,42,M)

ENDIF

MCOVE»min{info(0,37,0} *INFO(0,26,0), nfo(ll, 42
(m})

CALL GATHER1 (L2,L3,MOVE,1,M)

CALL GAP (M)

QOK=1234

ENDIF

111 RETURN

END
c_

CBROUT: FROM INSERT1, IT PUTS A JOB IN A PLACE
AND RELATED INFO.
INCLUDE’ .F.FILES/COM"
C TIME SCALE
IF{1ST.GT.0)INFO[IST, 40,M)=J
cCC print*,”jecb’,J,’start at’,ist,’cn m/c’,m
¢ STARTING MACHINNIG
INFO (J, 36,M)=MAX (0, IST)
¢ IF FIRST CPERATION '
IF {M.EQ.INFO(J,25,1)} THEN
C ENTRY TIME
INFO(J,36,0)=MAX (0, INFO(J, 36, M)~
info{0,36,0}}
C ARRIVAL TIME
INFO(J, 38, 0) =MAX (0, INFO(J, 36,0} -
info (Q,38,0))
IF(INFG(J,3,0).LT.IST+INFO(J,12,0C)) THEN
INFO(C,41,0)=INFC(0,41,0)+1
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{nfo(3,0,11}=info{l, 41,0
INFO(INFC(0,41,0),41,0)=J
INFO{J,C,0}=3
ENDIF
IF(IST.LT.(INFO(J,l,G)—INFO[J,IZ,O)}}THEN
INFO(0,42,0}=INFO{0,42,0)+1
info{3,0,10}~info(0,42,0)
INFO{INFO(0,42,0},42,0)=J
INFO(J,0,0)=4
ENDIF
ENDIF
C TG SET ON TIME SCALE -1 -1 -1 =1
DO 1 I=IST+1,IST+INFO{J,12,M}-1
£CCC gotonl234d
¢CCC12345 printe,'FFFEY,* 37,3, 1nfo{3,12,m)
CcCcce include’ .F.F/
ccece
print','oldj’,infoti,io,m),info(info(i,QG,m),
12,0)
cCeel2344 if(info(l,40,m) . ne.0)gotol2345
INFO({I,40,M}=-1*JF
1 CONTINUE
MFUT=INFO (0, 42,M)
MPST=INFO (0, 41,M)

IF (MFUT.LT.IST+INFO(J,12,M) ) INFO (0, 4Z,M) =IST+
INFO(J,12,M)
TF (MPST.GT.IST}INFO(Q, 41, M) =IST
OK=1
CALL GAP (M}
RETURN ) B

CBROUT:FROM INSERTL AND GATHER. TO DETERMINE:
WHERE GAPS STARTS=>~,43,M &GAP LONG=>~, 42 M&
TOTAL GAPS LONG=>(Q,40,M

INCLUDE’ ,F.FILES/COM’

I=0

ITOTGE=0

ITOTGPS=0

1¢=0

DO 1 I=INFO(0,1,0),INFO(0,42,M)

IF (INFG(I, 40,M}.EQ.0) THEN

IF (ITOTGP.EQ.C) THEN

IC=IC+]1

INFO (0,43, M) =IC
¢ WHERE THE GAP I$§ STARTED

INFO(IC, 43,M)=1

ENDIF

ITOTGPS=ITOTGPS+1

ITOTGP =ITOTGP +1

ELSE

IF {ITOTGP.GT.0) THEN
¢ HOW LONG IS THE GAP WHICH STARTS AT TIME
1C,43,M

INFO{INFO (IC, 43,M), 42, M} =L TOTGP

ITCTGP=0

ENDIF

ENDIF

1 CONTINUE

INFO {0, 40, M) =ITOTGPS

RETURN

INCLUDE’ ,F.FILES/COM’

open (102, file="DF’,status="old’)
102 format {15}

goto 122

235

110 print*,’err’
122 read(102,102,end=110) 1afo (0,46,0)
read (102,102, end=110} info {0, 47,0}
read (102,102, end=110) irfo{0, 36,0}
read (102,102, end=110) info {0, 37,0}
read(102,102,end=110) info(0,38,0)
read ({102,102, end=110} info (7,0, 6}
read{102,102,end=110} info (8,0, 10}
read {102,102, end=110)} info{7,0:,2)
read{102,102,end=110) info(l, 0,9
read{102,102,end=110) info(?,0,8)
read{102,102,end~110} info(?,0,9)
read (102,102, end=110) infeo{7,0,7)
close (102)
C make it =0 tf you like to see the menu
¢ return it if open deleted info(0,46,0)=3000
INFO(1,0,1)=4
MACHS=INFO(1,0,1)
C 0= SLack according{EXE.DD)
according(orig.pD} 3,15,0
C return Lf no open 102
info (0, 43,0})=0
¢ return if no open 102
¢ return Lf no open 102
¢ return {f no open 102
C ALLOWED DELAY OR EARLINES
INFO{0,40,0)~1
C €1 MIN ARR{LEAD TIME }
INFOQ(0,31,0}=0
C C3 MIN ENTRY({LERD TIME )
INFO(0, 33,0)=0
¢ C2 MIN STRT M,
INFC{0, 32,0)=0
C IN INNFFO SUBROUTINE OUTPUT SLICE OR
DISCRETE
INFO(D, 23,0} =10
C RATE OF RECEIVING= ONE JOB EVERY 5 MIN {60/
12=5} QR 12 JOBS PER HOUR
INFO(2,0,2) =12
INFO(Z,O,4)-.5+[60./INFO(2,0,2))
C DYNAMIC
info{2,%,3)=C
INFO{2,0,10)=-1
INFQ(2,0,6)==-1
INFO(2,0,11}=-1
INFO(2,0,12)=-1
INFO(2,0,13}=~1
¢ ALLOWED MAINQ LENGTH
C return with no open 102
INFO(7,0,6})=60
C EARLY COST/UNIT COF TIME
INFO(1,0,14)=1
¢ ONE DAY= MMM HR
INFO(1,0,11)=1
C ALLOWED TIME BEFORE DUE
INFO{1,0,12)=0
INFO(B,0,1)=0
INFO(B, 0, 2) =1
INFQ{8,C, 4)=C
INFC{9,0,5) =0
INFC{8,0,6) -6
INFQ{8,0,7)=0
INFO{8,0,8)=0
¢ TAKE CARE OF CUSTOMERS,
ARRIVAL THEN =1€
INFO{8,0,9) =8
C TECHNIQUE
C return with no open 102
INFO{8,0,10}=17
C LOCAL WIP {QUEUE LENGTH AT M/C}
¢ return with no open 102
INFO (7,0, 2)=50
C return with no open 102
INFO{1,0,91=2500
C ARRANGE MAINQS ACCORDING TO EITHER FRFS(1)
OR RESV ({36}

J,38,0 1= Slack
info(0,47,0)=4
INFO (0, 36,0} =0
INFO(0,38,0)=0

INFO{0,37,01=0
(SEE INSERT} %

BUT IF CONTROLLED
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C return with no 102

INFQ(7,0,8) =36

¢ retuyrn wlth ne
INFO{7,0, %) =36
INFO{9,0,12) =20

¢ SARQ NUMBER IN QUEUELS

C return with no open 102 INFO(T7,0Q,7) =60

C TC SEE QUEUES FREQUENTLY AFTER ARRIVAL.
INFQ(12,0,12}=0
INFO(7,0,3) =MAX {60, MACHS*INFO (7,0, 6))

C GLOBAL WIP({IN THE SHOP)
INFO(7,0,1)=MAX {200, MACHS~INF2(7,0,2)}
RETURN

ocpen

open 1

Con

INCLUDE ‘.F,FILES/COM’
COMMON /NOT /MMM

MMM =1

NO1=0

NO2=0

NO3=0

NOS=@

CALYL REDSTR (KLM}

2 CALL MINPQ

IF {INRFO({0D,1, ) .GE.INFO({2,0,3}) THEN
INFO(2,0,3>-INFD(2,0,3}+INFO{2,0,1)

CALL MENU

CALL QUEUE

ENDIF

CALL NXTMAC
¢ WHEN NEXT ACTION & WHERE NEXT ACTION WHEN &
WHERE
c___..
CALL NXTACT

IF{INFO{12,0,12) ,EQ.28)CALL MENU

C SET PASSED TIMES
IF (INFO(2,0,8}.EQ.0)GCTOS
CALL TIMPAS {ISMAL)
C CHECK TIME IF IT IS READY FOR NEXT ACTION
[
S CALL NXTDQ (JUMP)

IF {INFO{0,3,90) .EQ.1)CALL GQUEUE
CC rem
IF{INFC{C,1,0).GE,500.AND.INFO(0,1,0} .LT,INFO
{1,0,9)
CC rem B ,AND._NO1.EQ.C} THEN
CC rem NOl=l
CC rem CALL FINAL{LLL}
CC rem ENDIF
CC rem
IF{INFO{Q,1,0}.GE,.1D00C_AND.INFO{0,1,0}.LT.INF
o(i,0,9
CC rem @ .AND.NO2.EQ.O0)} THER
CC rem NO2=1
CC rem CALLFINAL{LLL}
CC rem ENDIF
CC REM
IF{INFO(0,1,0).6E.4000, AND.INFO(0,1,0} .LT.INF
0{1,90,9)
CC REM R ,AND.NQ3.EQ.0) THEN
CC REM NO3=1
CC REM CALLFINAL{LLL)
CC REM ENDIF

IF (INFO{0,1,0).GE.INFO{1,0,9) .AND.NOS.EQ.0} TH
EN

NOS=]1

CALLFINAL{LLL)

ENDIF

236

GOTO2
112 RETURN

CBROUT: FORM SARQ (SHOP ARRIVAL QUEUE). [FROM
NXTDQ)

INCLUDE *.F.FILES/COM’
COMMON/P/PPASSA, PPASSE, PPASSM
NU=INFO(0,15,1)

CALIMOVE (NU, 15)

INTO=0
2 DO 1 Jw],JOBS
IGl=0

IF(INFO(J,0,0).EO.S.OR,INFO(J,0,0).EQ.J.OR.IN
FO(J,0,0}).EQ.4)IGl=1
IFP(IG1.NE.1)GOTOL

IF (INFO{1,16,ABS {INFO{J, 25,1)})}.EQ.0.AND INFO
{0,15,1} .EQ.0)GOTO124
1F(INFO{C,15,1}.GE,INFO(7,0,7).0R.

@ INFG(7,0,4).GE.INFO(7,0,3})GOTOS

124
IF(INFO(I,16,ABS(INFO(J,25,1})).EQ.0.0R.INFO(
0,15,1) .EQ.0) THEN

IPASS~=0

IF((INFO(B,O,IO).EQ.lT.OR.INFO(S,O,9).EQ.G).A
ND,

e

(info(3, 38,0} ,le.info{10,17, infoc (], 25,1}) +INF
©(0,1,0))) IPASS=17

IF {{INFO(8,0,10) .EQ.17.0R, INFO(8,0,9}.EQ.6).A
ND.INFO{J,0,0).

8
EQ.3.AND.INFO(0,16,ABS (INFO{J,25,1))).LE,INFO
(7,0,6)) IPRSE=17

IF (INFC{8,C,10) .NE.17,AND.INFO(J, 29,0} ,LE. INF
G(0,1,0))IPASS=29

1F {INFO(8,0,10) ,EQ.17.AND. INFO (1,16, ABS (INFO
3,25,1)1} .EQ.0)

@ IPASS=17

8010

IF (IG.EQ.999 .0R, IPASS.EQ.17.0R,IPASS.EQ.29.0R
LINFO(D,15,1).EQ

e .0,
OR.INFO(1,16,ABS (INFO{J, 25,1)}}.EQ.C) THEN
INFO(J,14,1)=INFO{0,1,0)
INFO(J, 14, 7y =INFO(0,1,0)
€ ARRIVAL TIME TC SARQ
INFO(J,16,0)=INFO(0,1,0)
INFO(0,15,1)=INFO(0,15,1}+1
INFO(0Q,15,7)=INFO (0,15, T} +1
C TEMP

INFO(INFO (0,15,1},15, 1} =INFC{J, 1,0}
€ ALL

INFO (INFO (0,15, 7},15, 7} =INFO(J, 1, 0)
€ TOTAL N# OF ARRIVAL
INFO(S,0,14)=INFO(5,0,14}+1
C CHANGE STATE OF THE JOB

INFOQ(J, 0,0} =1

INTO=1

ENDIF

ENDIF

1 CONTINUE

5 IF(INFO{12,0,12).EQ.15)CALLQUEUE
PPASSA=PPASSA+]

RETURN

END



CBROUT TAKE JOBS FROM SARQ&PUT IT IN SEPARATED
QUEUES ACCORDING FIRST MC (NEWMNQ}

INCLUDE ‘.F.FILES/COM’
C NUMBER OF JOBS IN SARQ
NSARQ=INFO (0, 15,1)
DG 1 JOB=1,NSARQ
¢ JOB NUMBER IN SARQ
JSARQ=INFO (JOB, 15,1}
¢ FIRSTPROCES ON MACHINE JATM.
JATM=INFO (JSARQ, 25, 1)
¢ TO SET POINTER TO NEXT PROCESS
IF (INFO{JSARG, 24,0) .EQ.0) INFO(JSARY, 24,0) =1
C CURRENT MACHINE
INFO [JSARQ, 8, 0) «JATM
IF (JATM.LE.0) GOTCL
¢ COUNTER MAIN
INFO{0,JJ, JATM) =INFO (0, JJ, JATM} +1
JMAINQ=INFO(C, JJ, JATM)
C PUT IN MAINQ
INFO(7,0,4)=INFO(7,0,4}+1
INFO (JMAINQ, JJ, JATM) =INFO{JOB, 15, 1)
INFO(JOB,15,1) =0
INFO{0,15,1)=INFO(0,15,1)-1
1 CONTINUE
CALLMOVE (NSARQ, 15)
111 RETURN
END

¢BROUT QUEUES ACCORDING FIRST MC, QUEUE UPSIDE
DOWN. NEW ARRIVAL (NXTDO}

INCLUDE ‘.F.FILES/COM’

COMMON /P/PPASSA, PPASSE, PPASSM

200 ITCTAL=O

INFC{0, 34,0} =0

CALL MAING {34)

IQUEL6=0

DO 1 JATM=1,MACHS

¢ccccee printe, "AlE7, jatm, "~
',(lnfo(k,ls,jatm),k-l,info(o,lﬁ,jatm)]
cecccee print+,’A34’, Jatm, '~
‘,(info(k,34,jatm),k-l,info(0,34,jatm))
£ PUT 16 IN TAIL COF 34

CALL UPDOWN(1€)

ccececce print*, K16/, jatm, "~
',(info(k,la,jatm),k-l,info(o,lﬁ.jatm))
cecccece print*, fK34', jatm, -
',(infotk,34,jatm:,k-l,info(0,34,jatm))

IF(INFD(O,IG,JATM).GT.IQUElG)IQUElE-INFO(O,lB
« JATM}
DO 2 K=1,INFO({0,16, JATM}

INFO{INFO (O, 34, JATM} +K, 34, JATM) =INFO(K, 16, JAT
M)
2 CONTINUE

INFO(O,34,5ATM)=INFO(D,34,JATM)+INFO(O,16,JAT
M)

ccoceocee print+,l16”, jatm, "=
',(1nfo(k,16,jatm},k=l,info(O,lS,jatm))
ccoceoee print*, f134r, jatm, "~

¢, {info (x,34, jatm), k=1, info {0,34, Jatm))
C PUT 34 IN 16

DO 3 Ki1=0,1lnfo (0,34, Jatm}

INFC (K1, 16, JATM) =INFO (K1, 34, JATM)
ccceeoce
print+, info{kl, 34, jatm) ,info{kl, 16, Jatm)
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INFO(¥X1,34, JATM} =0

3 CONTINUE

ccecccce printe, f*M16”, jatm,’ =
',(info(k,lﬁ,jatm),k-l.info(a,ls,jatm)}
ceccecce print*, M347, jatm, "~
',{lnfo(k,S&,jatm),k-l,info(O,J#,jatm)]
1 CONTINUE

CALL UPDOWN (18)

INFO(7?,0,10)=IQUELSE

PPASSM=1

111 RETURN

CBROUT (LDM1?) TOC LOAD A JOB ON MACHINE.
INCLUDE® .F,FILES/COM"
IN=INFO (0,17, JATM)
MI=INFO{0,1,0}
INFO{0,5, JATM} =0
C TIME WHEN MACHINING START
IF(INFO(IN,ZQ,G).LT.ZIINFO(IN,ls,G!-HI
INFO{IN,11, JATM) =MI
C START TIME OF PROCESS
INFO {6, 17, JATM) =M1
¢ IDLENESS
INFO(U,ll,JATH)-INFO(O,il,JATM)+[MI-
INFO(15,17,JATM) }
C PUT PROCESSING TIME

INFO{9,17, JATM) =INFO (IN, 26, ABS {INFO(IN, 24, 0))
)
C EXPECTED FINISHING TIME
INFO(S, 17, JATM) =MI+INFO (9,17, JATH)
¢ MACHINQ
INFO(O,15,3)=INFO(0,15,3) +1
INFO(0,15,9) =INFO (0,15, 9} +1
INFO{INFO{0,15,9},15, 9) =JATM
INFO (INFO (0,15,3),15,31=IN
INFG{INFG (G,15,3),14,3) =MI
¢ PLACE OF JOB
IF (IK.EQ.0) CALLERROR{101)
INFO{IN, B, JATM} =2
€ REMAINING TIME
INFO (10,17, JATM} =INFO (9,17, JATM}
C MACHQ
INFG{Q, 18, JATM) =INFG (0, 18, JATM) +1
INFO (INFO (0,18, JATM}, 18, JATM} =IN
C START TIME
INFO (INFO (0,18, JATM), 19, JATM) =MI
RETURN

CBROUT:TAKE JOB FROM MAINQ TO MINPQ AT MC
JATM (JOB WILL BE AT 4TH PLACE) (MINPQ!}
INCLUBE .F.FILES/COM’

200 IF(INFO(O,IG,JATM).EQ.O)CALLERROR(lO&

IF(INFO(INFO(O,IS,JATM},16,JATM).EQ.OJCALLERR
OR{1C7)
IF(INFO{O,IG,JATM).EQ.D)CALLERROR(IUG)

IF(IN?O(INFO(O,IE,JATM},lﬁ,JATM).EQ.O)CALLERR
OR (107}

INFO(Q,lT,JATM}=INFO(INFO(0,16,JATHI,16,JATH}
INFO(INFO (0,16, JATM), 16, JATM) =0

C COUNTER AT 16

INFO (0,16, JATM} =INFO (0, 16, JATM) =1

¢ TIME OF ENTRY TO SHOP



APPENDIX

INFO(INFO(4,17,JATM] ,17,0) =INFO(0,1,0)
INFC(7,0,5)=~INFO{7,0,5}+1
INFO(7,C,4) =INFO{7,0,4) -1
C THIS JOB IS ENTRED NOW TC THE SHOP.
INFO{INFO{4,17,JATM),0,0}=2
C COUNTER AT 17
INFO{B, 17, JATM) =INFO (8,17, JATM} +1
C WHERE IS THE JOB X=B (1 MEANS IN QUEUE}
IF (INFO(4,17,JATM) .£Q,0) CALLERROR (102}
IF {INFO{12,0,12) ,EQ.40)
WRITE (6, 2} INFO (4,17, JATM) , JATM
2 FORMAT (“IF =0 THEN SOME THING WRONG
=, 13,%,°M/C",12)
INFO(INFC(4,17, JATM), 8, JATM) =1
¢ QUEUE LENGTH (TIME) FOR THOSE BATCH CAME FROM
MAINQ ONLY

INFG (7,17, JATM) =INFO {7, 17, JATM) +INFO (INFO (4,1
7, JATM} , 12, JATM}
€ START QUEUEING TIME
INFO (14,17, JATM) =INFO(0,1,0)
€ MACHGOQ
INFO (0,15, 2} =INFO(0,15,2)+1
INFO(0,15,8} =INFO(D,15,8)+1
INFO (INFO{0,15,2),1%,2) =INFG (4,17, JATM)
INFO(INFO{0,15,8),15,8) =JATM
INFO (INFO{0,15,2),14,2)=INFO(0,1,0}
C PROCESSING TIME OF NEXT MACHINES INCREASED
DO 1 1-1,INFO(ABS (INFO (4,17, JATM}}, 25,0}

INFO(17,17,RBS [INFO (RBS (INFO(4,17,JATM}), 25,1
Ny=

RINFO({17,17, INFO(INFO{4,17, JATM}, 25,1} }+INFO(
INFO (4,17, JATM), 26,1)

1 CONTINUE

111 RETURN

END

CBROUT TAKE FROM ALL MACHINES’
TO MINBG, (MINPQ)

INCLUDE *.F.FILES/COM”

INFO (4,17, JATM) ~INFO {1, 23, JATM)

CQUTPFUT BUFFER

INFO(7,17, JATM} =INFO (7,17, JATM) +INFO{INFO{4,1
7, JATM), 26, INFO (INFO
a{4,17, JATM} , 24, 0))
INFG (8,17, JATM) =INFO (B, 17, JATM} +1
INFC (1,23, JATM) =0
C TIME
INFO (14,17, JATM) =INFO {1, 24, JATM)
INFO{1,24, JATM) =0
CALLMOVE (JATM, 23}
INFO{0,23, JATM) =INFO (0, 23, JATM) -1
INFO{16, 17, JATM} =INFO (16,17, JATM) -
INFO{INFO (4,17, JATM), 26, TNFO(
@INFO{4,17,JATM},24,0})
RETURN

INCLUDE *.F.FILES/COM'
CBROUT:FIND MC WHICH HAS SMALLEST REM PROC
T.(10,17,MAC} MCS (0,17,I2) {WIP)

IF (MACHS ,EQ,1)MAC=1

IF {(MACHS.EQ.1)GOTO111

I8=MACHS

MAC=MACHS+1

5 MAC=MAC-1
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iF (MAC.EQ.0Q)MAC=9939

IF (MAC.EQ.999}G0OTOL12
IF(INFO(O,lT,MACJ.EQ.O}GOTOS
IF(INFO(lD,l?,HAC)_LE.OJGOTOlll

1 IPASSED=0

Ig=I8-1

IF(INFO{0,17,1I8}.GT.0) THEN

IF (INFO{10,17,18) ,LT.INFO(10,17,MAC}) THEN
MAC=I8

IPASSED=1

ENDIF

ENDIF

IF(I8.LE.1) GOTO111
IF(IPASSED.EQ.I.OR.IB.GT.l)GOTOl
C NEXT MACHINE TO B RELEASED IS
MAC=INFO (1,0,86)

c__
111 INFG({1,0, 6)=MAC

¢ NEXT REALESING TIME AT MAC MACHINE I5
INFO (2,0, 6}

(2,0, 6)=MaX {0, INFO (10,17, MAC})

IF {INFO(0,17,MARC) .EQ.0) INFG(2,0,6)=-1
112 RETURN

END

INFQ

C BROUT: TO SET NEXT ACTION:RECEIVING A NEW
ORDER, ARRIVAL TO STORE, ENTRY TO SHOP,
RELEASE FROM MACHINE, REPATR A MACHINE,
INCLUDE' .F.FILES/COM"

COMMON /P/PPASSA, PPASSE,PPASSM
INFO(0,7,0)=INFO(D,7,0] 41
CXX RECEIVE

IF (INFO(8,0,2).EQ.0)GOTO2

IF (INFO(1,0,9) .GT.C.AND, INFO(1,0,%) .LE.INFO(0
,1,0))G0TO2

INFO{2,0, 8} =INFC(2,0,5)

INFO{(1,0,8}=5

INFO(2,0,9} =8
CXX SARDQ ARRIVAL
2 IF{INFO{0,15,1}.GE.INFO(7,0, 7} }GCTO2344
1F (INFO{7,0,4) .GE.INFO{7,0, 3) ) GOT0O2344
IF{INFO{5,0,14).GE,JOBS)GOTO2344

IF {(PPASSA.GT.0)GOTO2344

ITT=99999

Do 1 I=1,J0BS

IF (INFC{I,0,0) .EQ.8.OR.INFO(I, 0,0} ,EQ.3.0R.IN
FO(1,0,0) .EQ.4) THEN

IF{(INFO(7,0,4) . LT, INFO{7,0,3)}) .AND.INFO(0,15

LLLEQ.O)ITY=]
IF{INFO{8,0,10}.EQ.17) THEN
KK=MAX {0, INFO{I,3B,01)

ELSE
KK=MAX {0, INFO (I, 29,0}))
ENDIF

IF (KK,LT,ITT) ITT=MAX (Q, KK)
ENDIF

1 CONTINUE
INFC{2,0,12)=MAX[]1,ITT)

1000 CALLACTION (12,4}

C MAIN ARRIVAL (STORE)

2344 IF(PPASSM.GT.0)GOTO1235
1f{info(7,0,4).ge.info (7,0, 3} 1gotol23s
KF=0
IF(INFO(0,15,1).LT.1)GOTO1235
Do 5 IM=1,INFO({0,15,1}

IF¢(
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INFO(I,16,ABS(INFO(IH,25,1))).EQ.C.AND.INFO(O
.16,

a
ABS{INFO(INFO(IH,IS,l),25,1))).LT.INFO{T,O,&
} INFO(2,0,13}=0

S CONTINUE

IF (KF.EQ.1)CALLACTION (13, 2)

Cxx RELEASE
123% CALLACTION (6,16)
RETURN

CBROUT (NXTACT)SET VALUES OF 2,0, 9(IT COULD BE
MORE THAN ONE EVENT AT ONCE)
CBROUT 2,0,8(TIME NEED TO HAPEIN)
1,6,B(WHICHS,6,11,10,12}
INCLUDE’ ,F.FILES/COM"
IF [INFO (2,0, IWHERE) .GE.C ) THEN

&

IF(INFO(2,0,IWHERE).EQ.INFO(Z,O,S})INFO(2,0,9
y =INFQ (2,0, 9) +IWHAT

IF (INFO (2,0, IWNHERE} .LT.INFO(2, 0,8} ) THEN
INFO(1,0,B8)=IWHERE
INFO{2,0,8)=INFG {2, 0, IWHERE)
INFO{2,0,9)=IWHAT

ENDIF

ENDIF

RETURN

END

CBROUT (WIP)CALLCORRCSPONDING
SUBROUTINE:RCPAIR, RELEASE,ENTRY,ARRIVAL(S &
M)
C AND RECEIVING. ALSO TO DETERMINE NEXT JOBS
TO ARRIVE { HOW MANY)

INCLUDE’ .F.FILES/COM'
¢ RELEASE

IF(INFO(2,0,9).GE.16} THEN

CALLRELEAS

CALLMINPQ

INFO{2,0, 9} =INFC(2,0,9}-16

ENDIF
C RECEIVE
KAKA=D
IF{INFC{8,0,2) .EQ.0.CR,

g {INFG{1,0,9).6T,0.AND, INFO{1,0,9) .LE.INFO(O,
1,0)}))GOTOL1
IF {INFO(2,0,9) .GE.B.OR.JOBS.EQ.0) THEN
CALLREDCNT
CALLSARQ
CALLNEWMNQ
C NOTE NEXT TIME TO RECEIVE A NUMBER CF JOBS
INFO{2,0,5)=info {0,0,0)
909 FORMAT (IS}
KAKA=1
INFO(2,0,9)=INFO(2,0,3})~B
ENDIF
C SARC ARRIVAL AND PREPARE TO ENTER SHCP
11 KCRO=C
IF (INFD{2,0,9}.GE.4) THEN
CALLSARQ
CALLNEWMNQ
KOKO=1
INFO(2,0,12)=-1
INFO(2,0,9)=INFG(2,0,9)-4
ENDIF
C MAIN ARRIVAL
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XIKO=0
IF{INFO(2,0,9}.GE.2) THEN

IF (KOKOQ.EQ. 0) CALLSARQ

CALLNEWMNQ

INFQ{2,0,13)=-1

TRFO{2,0,9)=INFO(2,0,9}-2

KIKO=1

ENDIF

info{2,0,14)=10000,*info(3,0,14)/
maxi{i, info (0,1,0))
INFO(7,0,14)=10000,*info{4,0,14)/

[MAX {1,INFO(0,1,0) })

CALL STDV
C SHOW RELEASE MESSAGE

£32=1info{3,0,2)/1000.
£312=1nfo{3,0,12}/1000.

f43=info(4,0,3) /1000.

f42=info(4,0,2) /1000,

f52=Lnfo (S5, 0,2} /1000,

f714=info(7,0,14}/100.

f62=info{6,0,2) /1000,

f214=info{2,0,14}/100.

£53=1info(5,0,3)/1000.

f63=infa(6,0,3) /1000,

Call
WRITE(?ZA,IOB)JDBS,INFO(4,0,14),INFO(0,1,0),I
NFO(3,0,1},£32,£312,

Call
Einfo(4,0,1),f42,f43,f214,f114,f52,f62,f53,f6
3

CCCeCCCeCcee

WRITE (§,109) info(0,1,0
0(3,0,1),£32,
CCECCCCCCee @info(4,0,1),£42,£214,£714

109 FORMAT{

arTr,I14,7 R*,I4," X7, 14,7 AT,I7,° M’ ,F5.1,"
Fr,16," M,

@r5.1,' R.rt’,F4.1,7 X.rt-,F4.1,* AL’ ,F4.1,°
FLF*,F4.1, -

@’ Rcv',F4.1,°

), JOBS, INFO (4,0, 14), INF

Cmp* ,F4.1)

if(KtimE.eq.IO.and.info(D,1,0}.it.1+lastT)the
n

stop

else

ktime=ktime+l

LastT=infe (0,1, 0)

endlf

RETURN

END

SUBROUTINE
LDMO1 (M, JOO, LKO, NXMO, LQO, IQU0, IPO, 10, ID, IDU, I
DuU0, R5VO)

CBROUTSET
SLACK{LKD} , NXMO, NXTQUE (IQUQ} ,PROCT (IP0) &FIND
MIN DDATE IDU,AT JOB({ID})
INCLUDE' .F.FILES/COM’
IF{JQ0.GT.0} THEN
¢ DELIVERY
IDUO=INFO (JQO0,3,0}
ccecc printx, 1JQ0*, iq0, "
{~250) 7, info {Jq0,25,0),
cceee ginfo{iqo, 25, info(lg0, 25,0))

INFO{JQO,39,0)-max((INFO(JQO,JG,abS(INFO(JQO,
25, INFO{JQO0, 25,0)}}}

[

+INFO(JQ0, 12, abs (INFO(JQ0, 25, INFO(JQO, 25,0} })
Y.

a

{info (JQO, 36,abs {info{JQ0, 25,1} )} +info{JQ0,12
BORN

RSVO=INFO{JQO,36, INFC(JQO,25,
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INFO(JQO, 25,0} ) ) +
@ INFC{JQO,12, INFO(JQO, 25, INFG(JQ0,25,0) )
}
if(info{0,45,0).eq.0)gota?
1 LKO=INFO{JQC,15,0)-INFO{JQ0,14,0)
gotold
2 LKO= (INFO(JQO, 39,0} -info(0,1,0)) -
INFO(JQO0,14,0)
'3 IF({I1DU.GT.IDUC.OR.IDU,.EQ.O) THEN
ID=I0
IDU=IDUR
ENDIF
NXMO=INFO (JQO, 25, {INFO{JQ0, 24,0} +1))
IQUO=-1
TF {NXMO.GT.D) IQUO=INFO{8,17, NXMD)
IF(NXHO.GT.D)LQD=INFO(7,IT,NXMO)
IPO=INFO(JQ0,12, M}
ENDIF
111 RETURN

END

SUBROUTINE LDMC2

e

{I,00,10, 1B, 1P0, 1PN, IQ, IQU, ILQ, LE, LOC, IQUO, NX
TO, IQL, IQUL}

C TO FIND MIN PROC.T JOB, MIN QUEUE LENGTH NEXT
MC,
IF(IP.GT.IPO.OR,IP.EQ. =1} IP=120
IF(IP.GT.IPO.OR.IPN,.EQ.~1) IPN=I
IF {(NXTO.EQ.0) THEN
00=I
I10-1I
ENDIF
¢ SEE QUEUES OF NEXT MACHINE THAT JOBS IN
CURRENT QUEUE ARE GOING TO.
IF (NXTO.GT.0} THEN
C SHORTEST NUMBER OF JOBS
IF (IQUL.LT.IQUO.CR,IQUL.EQ,99993) IQUL=IQUO
IF {IQUL,LT.IQUO.OR.IQL.EQ,-1)IQL=1
C SHORTEST IN TIME
IF (LQ.LT.LQO.0OR, LO.EQ. 93999) LO=LOO
IF (LQ.LT.LQO.OR.ILQ.EQ.=1) ILG=1
C LONGEST NUMBER OF JOBS
IF {10U.GT.IQUO,OR. IQU,.EQ.-1) IQU=IQUD
IF{IQU.GT.IQUO.OR.IQ. EQ.~1}IQ=I
ENDIF
111 RETURN
END

C FROM MINPQ
INCLUDE’ .F.FILES/COM'
200 M=JATM

IF (INFO(Q,17,M) .EQ.Q.AND, INFO{8,17,M) .EQ.1) GO

TOl

IF(INFO(B,0,10) .EQ.17.QR.INFO(8,0,9).EQ.6)THE
N
JQS=0

1f(info(8,0,10).eq.17.0r.info{8,0,9).eq.6)CAL
LLDMO (INFO{1,17, M)

a
,INFO(2,17,H),INFO(B,I?,M),INFO(4,1?,M),JQS,K
GOTO, MOVE, M, 17)

IF (KGOTQ.ER.1)GOTOL

IF (KGOTO.EQ. 5)GOTODS

IF {MOVE.EQ.0}GCTOL

LLL=INFO(1,17,M}
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INFC{1,17,M)=INFOQ (MOVE, 17, M)
INFO{MOVE,17,M) =LLL

ENDIF
1 IF{INFO(1,17,JATM) .EQ.0)CALLERROR{103)
INFO (0,17, JATM} =INFO (1, 17, JATM}

INFO (1,17, JATM} =0

INFO{11,17, JATM) =0

CALLLDING {JATM)

GOTO111

S WRITE(6,*)  SOMETHING WRONG: NUMBER CF JOBS
IN QUEUE I5 O'
111 RETURN

END

SUBROUTINE
LDHO(JQI,JQZ,JQ3,JQ4,JQS,KGDTO,HOVE,M,IQU17)

O -

¢ FROM LDM160 AND LDM1?

INCLUDE ".F.FILES/COM’

IGOTO=0

LK2=0

LE3=D

LK4=0

LKS=0

MOVE=Q

1f{info{0,45,0}).eq.0}goto2
LK1=IKRFO(JQ1,15,0)-INFO{JQl,14, D}
goto3

2 LKl={INFO(JQL,39,0)-info(0,1,0)})~
INFO({JQ1,14,0}
C DELIVERY

3 IDUEl=INFQ({JC1, 3,0}

IDUE=IDUE]

ib=1

IF (JQ1.GT.0} NXTMC1=INFO{JQ1, 25, INFO(JQ1, 24,0}
+1}

IQUEL=-1

LQ1=99999
IF(NXTMACl.GT.D)IQUElﬁINFO(B,lT,NXTHCl)
IF (NXTMAC1.GT.0)LG1=INFQ {7, 17, NXTMC1)
IP1=INFC{JQL,12,M)

IF(IQU17.EQ.16) GCTO16
17 IGOTO=INFO(B,17,M)
IF{INFO({D,17,M} _EQ.0) IGOTO=IGOTO+1
GOTO 1B

16 1GCTO=6

IF(JQ5.EQ.Q} IGOTO=5

IF{JQ4.EQ.0} IGOTO=4

IF{JQ3.E£0.0) IGOTO=3

IF {JQ2.E0Q.0) 1GOTO=2

IF{JQ1,EQ.0)IGOTO=1
18 GOTO{5,1,20,30,40,50),IGOTO
50

.CALLLDMO1 (M, JQ5, LKS, NXTMCS, LQS, IQUES, IPS, 5,ID

, IDUE, IDUES, RESVS)

40

CALLLDMO1 {M, JQ4, LK4,NXTMC4, 134, IQUES, IP4, 4, 1D
, IDUE, IDUE4, RESV4}

30
CALLLDMO1 (M, JO3, LK3, NXTMC3, 103, IQUE3, IP3,3,ID
, IDUE, IDUE3, RESV3}

20
CALLLDMO1 (M, JG2,LK2, NXTMC2, LQ2, TQUE2,IP2,2,1D
; IDUE, IDUEZ, RESV2)

IOUT=0

IT=0

IQ=-1

IpP=-1

LQ=99999

ILg=-1

IPN=-1

IQUE=-1

IQUL=99999
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MOVEL=0
MOVE2=0
MOVE3=0
MOVE4=0
MOVES=(

MOVE23=0
MOVE4S5=0

IF{ (JQ2.GT.0.AND.LK1,LT.IP2}.AND.

] .
(JQ3.EQ.0.OR. {JQ3.GT.0.AN

e
(JQ4.EQ.D.QR, (JO4.GT.0.AND. LK1, LT.IP4)}) .AND,

[ (JQS.EQ.0.0R.(JQS.GT.O.AND.LKl.LT.IPS)] )
MOVEl=l

IF {JQ2.GT.0.AND,LK1.GE.IP2}) MOVE2=-2

IF (JQ3.GT.0.AND. {

B {{LKl.GE.TP3) _AND. (LK2.GE.TP1+1P3}) .OR.

@ {(LK1.GE.IP3+IP2}.AND, (LK2.GE.IP3)) )
MOVE3=3
C4-1-2-3-5 or 4-1-3-2-5 or 4-2-1-3-5 4-3-1-2-
5 or 4-2-3-1-% or 4-3-2-1-5

IF {JQ4.GT.0.AND. {

L
LK1.GE.IP4.AND. { (LK2,GE.IP4+IP1.AND.LK3,GE.IP
4+IP1+I22).0R.

8 (LE3.GE.IP4+IP1_AND,LX2.GE.IP4+IP1+IP3)}

} -OR,

B .

(LK1,GE.IP4+IP2.AND.LK3 ,GE.IP4+IP2+IP1.AND. LK
2.GE.IpP4) .0R,

4
{LK2.GE.IP4+IP3+1P1 AND.LK1.GE.IP4+IP3 AND.IK
3.GE.IP4) .OR.

&{ LK1.GE.IP4+IP2+IP3.AND.
{[{LK2.GE.IP4.AND.LK3 ,GE.IP2+IP4} .0OR.

8 (LK2.GE.IP4+IP3.AND.LK3.GE.IP4)} } )
MOVE4 =4

MM1=0
C5-3~4-2-1/5-4-3-2-1/5-2-4~3-1/5-4~2-3-1/5-3=~
2-4-1/5-2-3-4=1/5-3-4-1-2/5-4-3-1-2
C5-1-4-3-2/5-4-1=3-2/5-3-1-4-2/5-1-3-4-2/5-1~
4-2-3/5-4-1-2-3/5-2-4-1-3/5~-4-1-1-3
C5~1=-2-4-3/5-2-1-4-3/5-3=1-2-4/5-1-3-2-4/5-2~
1-3-4/5-1=-2-3~4/5-3-2-1-4/5-2-3-1-4

IF {JQ5.GT.0.AND. {
{LK1,GE.IP2+IP3+IP4+IP5.AND,

O.LK1,LT.IP3}) .AND.

)

)

Q@ {LK2.GE.IP3+IP4+IPS.AND. ((LK3.GE.IP4+IP5,AND
.LK4.GE.IP5) .OR,
@ {LK4.GE,IP3+IP5.AND,LK3.GE.IPFS)} }.OR.
@ (LK3.GE,IP2+IP4+IP5.AND. {{LK2.GE.IP4+IPS . AND
.LK4.GE.IPS).0R.
@ (LK4.GE,IP2+IP5.AND.LKZ.GE.IP3}) }.OR.
@ (LK4.GE,IP2+IP3+IP5.AND, ((LK2,GE.IP3+IP5, AND
.LK3.GE,.IP5}.0R.,
@ (LK3,.GE,IP2+IP5.AND.LKZ2.GE.IP3))
R{LK2.GE.IP1+IP3+IP4+IP5 _AND.

} J.OR,

R (LK1.GE, IP3+IP4+IPS.AND. ({LK3.GE.TP4+IP5,AND
.LK4.GE.IF3).0R.

# (LK4.GE.IP3+IP3.AND.LK3.GE,IP5)) ).OR.
2 (LK3.GE.IP1+IP4+IP5,AND. ((LK1.GE.IP4+IP5.AND
.LK4.GE.TP3).0R,

@ (LK4,GE.IP1+IP5.AND,LK1,GE,IP5}) }.OR.
2 (LKA.GE.IP1+IP3+IP5,.AND, {{LK1.GE.IP3+IP5,.AND
.LK3,GE,IP5).0R,

@ (LK3.GE.IP1+IP5,AND.LK1.GE
P MM1=-1

IF {(JQ5.GT.0,AND, {
(LK3.GE.TP2+4IPL+I1P4+IP5 . AND,
@ (LK2.GE.IP1+IP4+IP3.AND,
[(LKl,.GE,IP4+IP5,.AND,.LK4.GE.IP5}.0R.

JIBSYH) ) ) )
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@ (LK4.GE.TP1+I2%.AND.LKL,GE.IP3)) ).CR.
@ (LK1.GE.IP2+IP4+TPS.AND.
((LK2.CE.IP4+IPS.AND.LK4.GE,IF5) .OR,

@ (LK4.GE.IP2+IP5,AND.LK2.GE,IB5)} }.OR.

@ {LK4.GE.IP2+IP1+IP5 AND.
t(LK?.GE.IP1+IPS.AND.LK1.GE.IPS).OR.

@ (LK1.GE.IP2+IP5,.AND.LK2.GE.IP5}) ) }.OR,
# (LX4.GE,IP2+IP3+1PI+IPS.AND.

8 (LK2.GE.IP3+IP1+IP5.AND,
{(1LK3.GE.IP1+IPS.AND.LK1,GE.IPS) .CR.

@ {LK1.GE.TP3+IP5.AND.LK3.GE.IPS)) }.OR,
#(LK3.GE,IP2+IR1+IES.AND.

{{LK2.GE.IP1+IPS .AND.LK1.GE.IP5} .CR.

@ (LK1.GE.IP2+IP5,AND,LK2.GE.IP5}} }.OR.

@ (LK1.GE.IP2+I23+IF5,AND,
((LK2.GE.1P3+IP5.AND.LK3.GE.IB5) .OR.

8 (LK3.GE.IP2+I25,AND.LK2.GE.IPS)) } }.OR.
MM1.EQ.1] JMOVES=5

IF (MOVEL .EQ. O.AND.MOVE2.EC.0,AND . MOVE3.EQ.0.A
ND.

8 MOVE4.EQ.0,AND.MOVES,EQ.D)MOVEL=1

IF (MOVE1.EQ.1)GOTOL

1F(IGOTO.LE.2)GOTOL

CALLLDMC2

@{1,0UT1,I0UT, IP, 1P}, IPN, IQ, IQUE, ILQ,1Q,LO1, I
QUE1,NXTMC1, IQL, IQUL)
1F {IGOTO.GE.3.AND.MOVE2,EQ, 2} CALLLDMO2

(2, OUT2,10UT, 1P, TP2, IPN, IQ, IQUE, ILQ, 10, 1Q2, T
QUE2,NXTMC2, IQL, IQUL)
IF {IGOTO.CE, 4 ,AND.MOVE3 . EQ. 3} CALLLDMO 2

@{3,0UT3,I0UT,IP,IP3, IPN,IQ, IQUE, ILQ, 1O, LO3, I
QUE3, NXTMC3, IQL, IQUL)
IF {IGOTO.GE.5.AND ,MOVE4 .EQ. 4} CALLLDMO2

@ (4,0U7T4,I0UT,IP,IP4, IPN,IQ, IQUE, I1Q, LQ, 104, I
QUE4, NXTMC4, TQL, IQUL)
IF (IGOTO.GE.6.AND ,MOVES .EQ. 5) CALLLDMD2

@ (5,0U0TS, I0UT, IP, IP5,IPN, 1Q, IQUE, TLQ, LG, 1Q5, I
QUES, NXTMCS, I1QL, IQUL}
MOVE=O
C TWO IN QUEUE
IF{IQUE.LE,3,AND.IQUE.GE. 0} MOVEK=IQ
C IF THERE is A JOB TC BE QUT
IF{ICUT.GT.0) IT=ICUT
C AND NEXT MACHINE HAS MORE THAN 3 JOBS
IF{IQUE.GT.3.AND.IT.GT,O) MOVEK=IT
¢ IF THERE IS NOT QUT JOBS THEN SEE THE
SHCRTEST JOB
IF{IQUE.GT.3.AND,.IT.EQ.O0}MOVEK=IPN
IF {MOVEZ2.GT.Q.AND.MOVE3,GT, 0} THEN
ccec IF {LK2.LE.LX3)THEN
ccc MOVEZ3=2
cce LEK23=LK2
cce ELSE
cec MOVE23=3
cec LK23=LK3
cce ENDIF
IF(LQ3I-INFO(JQ3,12,M} .LT.LQ2-INFO({JQ2,12, M}
} THEN
MOVE23=3
LQ23=103
LK23=LK3
JQ23=JQ3
ELSE
MOVEZ23=2
1023=102
LK23=1LK2
JQ23=J0Q2
ENDIF
ELSE
IF(MOVE2.GT,0)THEN
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MOVE23=2
LQ23~LQ2
LK23=LK2
JQ23=JQ2
ELSEIF (MOVE3,GT.0) THEN
MOVE23=3
LQz3=LG3
LK23=LK3
JQ23=J03
ENDIF
ENDIF
TF (MCVE4.GT.0.AND,MCVES.GT.0) THEN
TF (LK4.LE.LK5) THEN
MOVE45=4
LK45=LK4
ELSE
MOVE45=5
LK45=LKS
ENDIF
IF (LQ5=-INFO(JQS5,12,M) . LT.LG4-
INFO{JQ4,12,M)) THEN
MOVE45=5
LQ45=LQ5
LK45=LK5
JQ45=JQ5%
ELSE
MCVE §5=4
LQ45=104
LK45=LK4
JQ45=JQ4
ENDIF
ELSE
IF (MOVE4.6T,Q) THEN
MOVE45=4
LQ45=104
LK45=LK4
JQ45=J04
ELSEIF (MCVES5.GT,0) THEN
MOVE45=5
LO45=LO5
LK45=LK3
JQ45=JQ5%
ENDIF
ENDIF
IF {MOVE23.6T.0.AND MOVE45,GT.0} THEN
IF {LQ23-INFO{JQ23,12 M) ,LT.LQ45-
INFO(JQ45,12,M} } THEN
MOVE=moveall
ELSE
MOVE=MOVE4S
ENDIF
ELSE
1f (movez3.gt.0)move=move23
1f{movedS.gt.0}lmevesmoveds
ENDIF
GOTOl111
1 MOVE=1
KGOTO~1
GOTO111
5 KGOTO=5
1i1 RETURN
ERD

INCLUDE' ,F.FILES/COM’
CBROUT IS CALLD FROM MINPQ. IT IS USED IN DSD,
L~0Q
LL=0
200 CALLUPDOWN(16)
1 IF(INFO{O,16,M).GE.2}CALLLDM1&0 (M, D)
2 IF(INFO({0,16,M) ,GT, 6} CALLLDM160 (M, 5}
300 IF{INFO(D,16,M).GT.11)CALLLDM160{M, 10}
500 IF [INFO(D,16,M).GT.16)CALLLDM1E0 (M, 15)
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600 IF (INFG(0,16,M),GT.21} CALLLEML60 (M, 20
700 IF (INFO!0,16,M).GT.26) CALLLDML S0 (M, 25
800 IF (INFC{G,16,M).GT.31)CALLLDMIGO (M,30}
990 IF {INFO(0,16,M).GT.36) CALLLDM160 (M,35}
510 IF (INFO(0,16,M).GT.41) CALLLOM] 60 {M,40)
520 IF (INFO(D,16,M).GT.46) CALLLDM160 (M, 45}
530 IF(INFO(0,16,M).GT.51) CALLLDM160 (M,50)
540 IF({INFO(D,16,M).GT.56) CALLLDM16C (M, 55)
550 If (INFO(D,16,M).GT.61)CALLLDH16C (M, 60)

B 31 I=1,INFC(Q,16,M)

IF (I.LE.5.AND.INFO(I,16,M) .GT.0) LuL+INFO{INFOQ
(1,16,M,12,0

IF{I.LE.10.AND,INFO{I,16,M} ,GT.0)L2=L2+INFO(I
NFO{I,16,M),12,0)

IF(I.LE,15.AND.INFG(T,16,M} .GT.Q}L3=L3+INFO(I
NFO{I,16,4),12,0)

IF {I.LE, 20 .AND,INFO(I,16,M).GT.0) Ld=L4+INFO(I
NFO(I,16,M),12,0)

IF(I.LE.25.AND.INFO{I,16,M) .GT.C}LE=LS+INFO{I
NFO(TI,16,M),12,0)

IF{I.LE,.30,AND.INFO(T, 16,M}.GT.0)LE=LE+INFO(I
NFO{I,16,M),12,0)

IF{1.LE,35.AND.INFC{I,16,M) .GT.0}L7=LT+INFO(I
NFO{I,16,M),12,0) ’

IF{I.LE.40,AND.INFQ(I,16,M) .GT.0)L8=LE+INFO(I
NFO{I,16,M),12,0)

IF(I.LE.QB.AND.INFO(I,16,M).GT;O)LQ-L9+INFO(I
NFO{I,16,M),12,0}

IF(I.LE.50.AND.INFO{I,16,M) .GT.C}La=La+INFC{I
NFO(I,16,M},12,0}

IF(I.LE.55.AND,.INFO{I, 16,M) .GT.0) Lb=1b+INFC{I
NFO(I,16,M},32,0)

IF{I.LE.60.AND,INFO{I,16,M}.GT.0)Le=Le+INFO(I
NFO{I,16,M},12,Q)

3 CONTINUE

IF (INFO(0,16,M).GT.60) THEN

If (INFO(INFO(60,16,M),36,0) .GE.LC+INFO (INFO(6
1,16,M),12,M) ) THEN

X3=INFC (60, 16,M}

INFQ{60,16,M) =INFO (61,16, M)

INFC{61,16,M)=K3

CALLLDM160 (M, 55}

ENDIF

ENDIF

1F (INFC{0,16,M} .GT.55) THEN

IF(INFO{INFO(55,16,M),36,0) .GE,Lb+INFO{INFO (3

6,16,M},12,M) ) THEN
K3I=INFO{55,16,M) .
INFO (55,16, M) =INFO(56,16,M)

INFO (56,16, M) =K3

CALLLDM160 (M, 50}

ENDIF

ENDIF

IF (INFO{Q,16,M} .GT.50) THEN

IF {INFO{INFO(50,16,M),36,0) .GE.La+INFO (INFO{3
1,16,M),12,M)) THEN

K3=INFO {50, 16, M)
INFO(50,16,M)~INFO(51,16,M)
INFO{51,16, M) =K3
CALLLDM160 (M, 43)
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ENDIF
ENDIF
IF (INFO{0,16,M).GT.45) THEN

IF {INFO (INFO (45,16,M} ,36,0) .GE.L9+INFO(INFO (4
6,16,M) ,12,M) ) THEN

R3=INFO (45,16, M}

INFO (45, 16, M} =INFO (46, 16,M)

INFO (46, 16, M} =K3

CALLLDM1 60 {M, 40}

ENDIF

ENDIF

TF (INFO (0, 16, M} . GT.40) THEN

IF (INFO (INFO(40,16,M}),36,0) .GE. LE+INFO(INFO (4
1,16,M),12,M})THEN

K3=INFO{40,16,M)

INFC(40,16,M) =INFO({41,16,M)

INFC{41,16,M)=K3

CALLLDM160 {¥, 35}

ENDIF

ENDIF

IF {INFO{D,16,M) .GT.35) THEN

IF {INFO (INFQ(25,16,M),36,0) .GE.L7+INFO (INFG (23
6,16,M),12,M})THEN

K3=INFO{35,16,M)

INFC{35,16,M)=INFO{36,16,M)

INFC{36,16,M)=K3

CALLLDMI1 60 (M, 30)

ENDIF

ENDIF

IF {IKFO(0,16,M).GT.30) THEN

1F (INFC {INFO(30,16,M},36,0) .GE, LE+INFQ (INFO (3
1,16,M),12,M) ) THEN

K3=INFO{30,16,M)

INFO (30, 16, M) =INFO (31, 16,M)

INFO (31, 16,M) =K3

CALLLDML 60 (M, 25)

ENDIF

ENDIF

1F (INFO{0,16,M) .GT.25) THEN

IF (INFC {INFO(25,16,M),36,0) ,GE.L5+INFO (INFO (2
6,16,M),12,M) ) THEN

K3=INFO (25,16, M)

INFO (25,16, M) =INFG (26, 16,M)

INFO (26,16, M) =K3

CALLIDM16¢ (M, 20}

ENDIF

ENDIF

IF (INFO (D, 16, M} .GT, 20} THEN

IF (INFO (INFO{20,16,M},36,0} .GE.L4+INFO(INFO (2
1,16,M),12,M) ) THEN

K3=INFO (20,16, M)

INFO (20,16, M) =INFO{21,16,M)

INFO (21,16, M) =K3

CALLLDM16C (M, 15)

ENDIF

ENDIF

IF (INFO(D,16,M}.GT.15) THEN

IF{INFC (INFO{15,16,M},36,0) .GE.L3+INFO (INFO (1
6,16,M),12,M) ) THEN

K3=INFO(15,16,M)

INFO (15,16, M) =INFC(16,16,M)

INFO (16,16, M) =K3

CALLLDM1 60 (M, 10}

ENDIF

ENDIF

IF (INFO(0,16,M).GT.10) THEN

IF(INFO(INFO(10,16,M),36,0) .GE.L2+INFO{INFO{1
1,16,M),12,M)) THEN
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RL=INFO (10,16, M}
INFO(10,16,M)=INFC(11,16,M)
INFO(11,16, M)} =KL
CALLLDM160 (M, 5}

ENDIF

ENDIF

400 IF {INFQ{0,16,M}.GT.5) THEN

IF {INFO(INFO (5,16,M},36,0) .GE.L+INFO{INFC(6, 1
6,M},12,M)) THEN
KLL=INFQ (5, 16,M)
INFO{5,16,M)=INFC (6,16,M)
INFO(6,16,M)=KLL
CALLLOM160 (M, 0}

ENDIF

ENDIF

222 CALLUPDOWN (16}

111 RETURN

END

CBROUT FROM LDM16IS USED IN DSD,
INCLUDE’ .F.FILES/COM’

MOVE=0

KGOTO=0

JE=INFO (K+1,16,M)

J2=INFO (K+2,16,M)

J3=INFC (K+3,15,M)

J4=TNFOC (K+4,16,M)

JS=INFOC (K+5,16,M)
IF(INFO{12,0,12).EQ.16) CALLQUEUE
CALLLDMO {J1,J2, 73,74, J5, KGOTO,MOVE, M, 16)
MOVE=MOVE +K

IF (KGOTO.EQ.1.0R.KGOTO.EQ.5)GOTOL
LLL=INFO (K+1,16,M)
INFC{K+1,16,M) =INFO {MOVE, 16, M}
INFO (MOVE, 16, M) =LLL

1 CONTINUE

RETURN

END

¢ BROUT: COMPARE Q23 AND Q16 ANCHOGSE ONE TO
FORWARD TO MINPQ (WIP & NXTDO)

INCLUDE ‘.F.FILES/COM’
COMMON/P/PEASSA, PPASSE, PPASSM

NOMORE=0

200 JATM=0

IQUE16=0

CALLUEDOWN {16)

DO 1 JATM=MACHS,1,-1

IF (INFO{8,0,8) .EQ.1}MSUB=JATM

IF(INFO (8, 0,10) .EQ.17,0R.INFO(8,0, 9} .EQ.6) CAL
LLDM16 {JATM)

51 N16=INFG (0,16, JATM)

J16=INFO (N16, 16, JATM)

J23=INFO (1, 23, JATM}

CALIMOVE (JATM,17)

¢ LOCAL BUFFUR

1F (INFO{4,17,JATM) ,GT.C.CR. (J23.EQ.0.AND.J16,
£Q.0})GOTO6

1Go=0
C SEE PRIORITY
15
IF (INFO{8,0,10).EQ.17,0R.INFO (B, G, 9) .EQ. 6)GOT
ol7
3 IF{J23.GT.0.AND.J16.GT.0 AND.,

a



APPENDIX

(INFQ (J23,10,MSUB} .LE.INFO(J16,10,M50B}})GOTO
;3 IF (J23.GT.0.AND.J16.GT.0.AND.
(gNFO(J23,10,MSU3).GT.INFO(JISJID,HSUB)})GOTO
iT IF (J23.EQ.0} GOTOS0

IF (J16,EQ.0) GOTCH

IF (INFO(J23,36, JATM} .GT.INFO{J16, 36, JATM) .AND

& INFO{J23,36,JATM) .GT.INFO{0,1,0) }geted
if¢info(jle6,36, Jatm).lt.infe(0,1,0) .and.J23.G
T.J16)GOTOS .
GOTO4

50 IF(J16.EQ.D)GOTCE

GOTOS

C LOCAL BUFFUR

4

IF(INFO{4,17, JATM}.EQ.0.AND,J23.GT,0) CALLPRET
OQ { JATM}

GOTO6

5 IF{INFO(0,0,JATM}.NE.Q)GOTOL
C LOCAL BUFFUR

if{info(B,0,10}).eq.17.0or.info(B,0,9}.eq.6)the
n

1f{(info{J16,36,0).le.info(0,1,0)+info (10,17,
jatm) .and. .

A (INFO(4,17,JATM} _EQ.D.AND.J16.GT.0)}.0or.

@ info{info{0,47,0},17,jatm).eq.0)CALL
MQTOQ {JATM)

Else

IF (INFO(4,17,JATM) ,EQ.0.AND,J16,.GT.0}CALL
MQTOQ (JATM)

endif

6 IF(INFO(B,0,10).NE,12)CALL
ARANGE (17, MACHS, INFO (8, 0,8),10)

CALL MOVE (JATM,17)

IF{INFO{0,17, JATM).EQ.0.AND.INFO(1, 17, JATM} .G
T.0)CALLLDM17 {JATM)

CALL MOVE (JATM,17)

NOMORE=NOMORE+1
C LOCAL BUFFUR

IF (INFO{4,17, JATM) .EQ. D .AND . NOMORE.1E .4} GOTO5
1

IF(INFC{0,16, JATM) .GT.IQUEL16} IQUE16=INFO (0, 16
. JATM}
1 CONTINUE

CALL UPDCOWN (16}

PPASSE=PPASSE+]

INFO{7,0,10) =IQUEL6

info(2,0,11)=~1
111 RETURN

END
c

SUBROUTINE STDV

INCLUDE® .F.FILES/COM"
C SD=SQRT (TOT ((X=XM}* {X=-XM)} /N}
ATOT=0

XM2TOT=0

AC2TOT=0

AMZ2TOT=0

foel2tot=0

fmztot=0

NN=Q

LA=0

nnnn=0

kkkk=0

AAC=0
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AAM=0

ffm=0

ffc=0

XXM=0

DO 1 I=1,J0BS

IF({INFO(I,15,0).LT.0)THEN
A=ABS {INFO(I,15,0))

LA=LA+L
ATOT=ATOT+A
ENDIF

1

info(6,0,14) =LA
info(3,0,1) =ATOT
AM=ATOT/max{l,infec{3,0,14))
CDIV

CONTINUE

¥M=ATOT/max (1,infc{4,0,14)}
INFO(4,0,5)=1000"XM
cDIV
fe=1.*info(4,0,1) /max (1,1nfo0{3,0,13})
cDIvV
fm=1.*infc(4,0,1)/max(1l,lnfo{4,0,14)}
CoIV
£32=ATOT/max (1, tnfo{3,0,14))
Linfo(3,0,2)=1000%£32
CDIV
AC=ATOT/mak (1,1infec(6,0,14)}
INFO(6,0,5}=1000*AC
DG 2 TI=-1,J0BS
1f{info(ii,15,0).gt.0)then
KKKK=KKKK+info{il, 15,0)
NNNN=NNNN+1
endif

if(lnfo{ii,15,0).1t.0,and.infc(ii,0,0).eq.11)
then

f=abs (lnfo(11,15,0))
ffe=F~fc

ffm=f-fm

ffm2=ffm*£fm

ffe2=ffcrffe
fm2tot=fm2tot+ffm2
fe2tot=fcitot+ffc2

endif
IF(INFO(ITI,15,0).LT,0)THEN
A=ABS (INFO{II,15,0}}

AAC=A-AC
AAM =R —AM
XXM=R=XM
ARC2=RAC*AAC
XXM2=XXM*" XXM
ARMZ=AAM* ARM
AC2TOT=AC2TOT+AARC2Z
XM2TOT=XM2TOT+XXM2
AM2TOT=AM2TOT+AAMZ
ENDIF
2 CONTINUE

info(3,0,4)=kkkk
info{6,0,13)=nnnn
f35=1,*info(3,0,4}/max (1, info(6,0,13)}
info(3,0,5)=1000*£35
Veof=fc2tot/max(l, info(3,0,13)}
T VM=XM2TOT/
max{l,info{4,0,14))
Vim=FM2TOT/max {1, infc(4,0,14})
VCas=AC2TOT/max{l, info{6,0,14))
Vam=AM2TOT/max {1, lnfo(3,0,14))
5DM=SQRT (VM)
SDca=SQRT (VCa)

SCIm=SQRT (V£Im)

SDCE=~SQRT (Vi)

SDam=SQRT (Vam}
INFO(3,0,3}=1000+5DM
INFO(5,0,3)=1000*5Dca
info{4,0,3)=1000*SDfm
info{6,0,3)=1000*SDcf
info(3,0,12)=1000*5Dam
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F42=1,<INFO(4,0,1) /MAX (1,INFO(4,0,14})

INFO{4,0,2)=£42+1000

FS52=1.*info(3,0,1)/ (MAX{l, INFC{6,0,14}})

info(5,0,2)=£52+1000

fig=1.*into(3,0,1) /max{l,info(3,0,13}}

info{3,0,6)=1000*£36

£62=1,*lnfo(4,0,1) /max{l,info(3,0,13)}

info {6,0,2)=1000+f6€2

PFlate=l,*info{3,0,13)*100/
maxi{l,infc(4,0,14}))

Phlate=l.*info (6,0,14)*100/
max{l,1nfo{3,0,14})

info{4,0,11}=PAlate*1000

info(4,0,10)=PFlate*1000

RMS=info (4,0,8) /1000,

RMSC=info{4,0,7}/1000.

£214=infc{2,0,14})/100.

£114=info{7,0,14}/100.

f54=1info (5,0,4)/1000.

f64=1info (6,0,4)/1000,

f612=infe(6,0,12} /1000,

£49=1info (4,0,9)/1000,

f80={info (0,8,0)/100,

if(info{0,1,0).gt.info(1,0,9)+1C0)stop

1f¢(info(0,1,0) .gt.2494 and_info(0,1,0).1£.25
0€} .OR,

[d

(info{0,1,0).9%.9%4 ,and.info(0,1,9}.1t.1008&).
OR,

R {infe(0,1,0).gt.info(1,0,9-
7.and.info(0,1,0).1t.

R info(l,0,9}+7))then
write(200,701)info(8,0,10},

ginfo (0,1,0),inf0{3,0,1),1nfo{4,0,1},1info (3,0
14},

ainfo(6,0,14) ,infe{4,0,14},1Info0(3,0,13) ,PFlat
e,PAlate, £32,£52,

@F42, £62,£49, £214,£714,info{2,0,4),1nfo (0,14,
0),info(4,0,4}),£80

cce

f612, RM5, RMSC, info(3,0,4),1info(4,0,4}),£54,£64
, £33

700 Format {‘*RL‘,1x,

8 * TMme’,1lx,’ Trds.R’,1lx,’ Trds.X’,lx,"
Revr, "4, "L.R',1x, *eXt’

g, #’,'L.%X",1x,’ LxX%',lx," LrR%‘, 1x,’ T/
R*,1x,* T/LR',1x,' E/X

B ,1x," F/XL’,1x, Avrg’,1x,’ R.ru!, r=1,"
X.re’, 1, "T.Erly’ . x,

@ ‘RM.wrk’,x,'¥X.erly’, cp%’}
ccc  DD%',1x," RMS',1x,’
CRMS*Erl,Re’,1x,"Erl.Xc’,1x,” M.EX',1x,"
CM.E’ ,1x,* M.ER")

701 Format (I2,* °,I5,1x,I7,1x,I7,° *,14,'
*LIq,r v, 14,0 Y, I4,1x,24 .
@ FS5.2,” “3,4(F5.1,1x),F5.2," *,2(F5.2,"
*),16,%,16,%,16,%x,F5.2

CCC LFé.1,°%
“,F5.1,1x,F5.1,"*",16,1x%,16,1x,3(F5.2,2x))
endif

RETURN
END
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2. THE PROGRAMME OF DATA

GENERATOR

character*5 1x1,ix2,1x3,1x4
LOGICAL X1,x2,x3,x%4

LOGICAL GOSDZF

EXTERNAL GOSDZF

EXTERNAL GOS5SCBF

INTEGER GO5SDYF

EXTERNAL GOSDYFE

open{999, file="sysl’, status='scratch’}
open {868, file="5ys2’,status=’scratch’)

open (99990, file="SEED" ,status="0ld"}

123 WRITE (6,*) ‘TYPE SEED number:’
Read{99990,321)kk

321 format{I4)

NOUT1=KK+1000

Nout 2=KK+2000

CALL GOSCBF (KK)

DO 20 I = 1,2000

+ Processing times

mkl = GOSDYF(1,15)

mk2z « GOSDYF (1,15}

mkd = GOSDYF (1,15}

mkd4 = GOSDYF (1,15}
* Routine 0-1

X1 = GO5DZF (0.5D0)

X2 = GOS5SDZF(C.5D0)

X3 = GCSDIF(0.5D0)

X4 = GOSDZF{0.500)

* Number of jobs to be recelved next

Nm = GOSDYF{1l,5)

* After how many minutes to receive the Nm jobs

Nwhen=GOS5SDYF {1, 29}
write ({Nout2, 901) Nm, Nwhen
901 format (15, x,15}
Nout=1
rewind (999)
write (999, 90000} x1,x2, x3,x4
rewind (999)
read(999,9999)1x1,1ix2,4x3,1x4
1K1=0
1k2=0
1k3=0
1k4=0
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1E(iXl,eq.” T')1ikl=l
{1F(iX2.eq.” T7)ik2=2
i€(iX3.eq.” T"}1k3=3
1f{iX4.eq.’ T’)ikd=4

3=5

1f{ikl.eq.0.and,ik2.eq.0.and.1k3,eq. 0. and. k4

.eq. 0} 1=GO5DYF (1,4)
goto(l,2,3,4,5},}
1 ikl=1

t=t+l

print*,t

gotod

2 ik2=2

t=t+l

print+,t

gotos

3 1k2=3

t=t+l

print*,t

gotod

4 ik2=4

tut+l

print+,c

S ipl=ikl=mkl
1p2=ik2*mk2/2
1p3=1k3*mk3/3

1p4=ik4+*mk4/4

* TW wight~ ICST ceost- ITOT total processing

time- IDD Due Date
iw=gQSdyf(1,9)
icst=g05dy£f{1,9)
itot=ipl+ip2+ip3+ip4
idd=1itot+itot«g05dyf (1,9}

kk2=0

kk3=0

kkd=0
kp2=0

kp3d=0

kpd=0
rewind {888)
1f(ikl.gr.0)write (888, *}ikl, ipl
1f{ik2.qt.0)write (888, *)ik2,1ip2
1f(ik3.gt.0)write (888, *)1k3,1p3
1f{ikd._gt.0)write (B8B83, *} 1k4, 1p4
rewind (888)

read (688, *) kkl, kpl

read (888, *, end=124}kkZ, kp2
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read (888, *, end=124) kk3,kp3

read (888, *, end=124) kk4,kp4

124WRITE {NOUT1,99999)1+1004, idd, iw,lcst,
@ kkl,kk2,kk3,kk4, kpl,kp2, kp3, kpd

20 co.ntinue

gotolld

9599 format {4A2)

99999 FORMAT (x,x,I4,x,I3,x,11,x,-
12, 1%, 442, x) . 4{* .'},4{13,%x})

90000¢ FORMAT (4L2)

END
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fig 26
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