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Abstract

With a wide range of potential applications, the machine type communication (MTC) is gain-
ing a tremendous interest among mobile network operators, system designers, MTC specialist
companies, and research institutes. The idea of having electronic devices and systems auto-
matically connected to each other without human intervention is one of the most significant
objectives for future wireless communications. Low data rate transmission and the requirement
for low energy consumption are two typical characteristicsfor MTC applications. In terms of
supporting low cots MTC devices, industrial standards willbe more efficient if designers can
re-use many features of existing radio access technologies. This will yield a cost effective solu-
tion to support MTC in future communication systems. This thesis investigates efficient MTC
waveform and receiver designs for superior signal transmission quality with low operational
costs.

In terms of the downlink receiver design, this thesis proposes a novel virtual carrier (VC) re-
ceiver system for MTC receivers, which aims to reduce the maximum bandwidth to improve
the data processing efficiency and cost-efficiency by using analogue filters to extract only sub-
carriers of interest. For the VC receiver systems, we thus reduce the sampling rate in order
to reduce the number of subsequent processing operations, which significantly reduces the
analogue-to-digital converter (ADC) cost and power consumption while providing high sig-
nal to interference noise ratio (SINR) and low bit to error rate (BER) to support low data rate
MTC devices. Our theoretical equations account for the interference effect of aliasing on the
sub-carrier location, and this helps the system designer toevaluate what kind of filters and
receiver sampling rate can be used to balance the energy costand detection performance.

In terms of the uplink waveform design, considering the enhanced number of MTC devices
in the future communication systems, i.e. the fifth generation (5G) communications, the same
tight synchronisation as used in today appears not to be cost-effective or even possible. Syn-
chronisation signals, which aim to provide a perfect time orfrequency synchronisation in the
current fourth generation (4G) communication systems (known as the long-term evolution,
LTE), is much more costly for low data rate MTC transmissions. The system bandwidth will be
significantly reduced if a base station tries to synchroniseall received signals among hundreds
or thousands MTC devices in one transmission time period. Interms of relaxing the synchro-
nisation requirements, this thesis compares and analyses the side-lobe reduction performance
for several candidate multi-carrier waveforms to avoid these problems. We also propose the
infinite impulse response universal filtered multi-carrier(UFMC) system and the overlap and
add UFMC system, which significantly reduce the processing complexity compared with the
state of the art UFMC techniques. This thesis derives closed-form expressions for the inter-
ference caused by time offsets between adjacent unsynchronised MTC users. Our analytical
equations can be used in both simple and complex time-offsettransmission scenarios, and en-
able the system designer to evaluate the SINR, the theoretical Shannon capacity and the BER
performance.
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Chapter 1
Introduction

This thesis addresses the machine type communication (MTC)systems considering cost-efficiency

in both downlink and uplink channels. Our main aim is to achieve a good signal quality for

MTC applications and at the same time reduce the operation costs to enable low cost MTC

devices. In this introductory chapter, Section 1.1 introduces the motivation of the thesis. Sec-

tion 1.2 summarises the main objectives and key contributions of the research. Section 1.3

provides the outline of the remaining chapters of the thesis.

1.1 Motivation

Wireless communication technologies have been improved rapidly, especially in the last decade.

Systems have evolved from the first generation (1G) communication networks based on the ana-

logue telecommunications radio system developed in 1980s,to current fourth generation (4G)

networks, known as the long-term evolution (LTE). LTE has the advantage of high spectrum

efficiency, which allows it to provide high data rate transmission. It implements the orthogo-

nal frequency-division multiple access (OFDMA) scheme in the downlink, which is a physical

channel link used for transmitting signals from a base station (BS) to a user equipment (UE).

LTE uses the single carrier frequency division multiple access (SC-FDMA) scheme in the up-

link, which is used for transmitting signals from the UEs to the BS. Given the worldwide growth

in the number of the UEs and in high data rate services, they increase the contribution of in-

formation technology to the overall energy consumption of the world [1]. Among, spectral

efficiency and energy efficiency could be the main performance metrics for designing green

radio networks [2]. The study of the “green” and low cost communication systems has become

a significant issue for researchers. Moreover, with the previous focus to achieve high data rate

transmission techniques, low cost and low data rate machinetype communication (MTC) or

machine to machine (M2M) communication systems have becamea new frontier for wireless

research [3].

In terms of the population, there are 7 billion people and80% of them have been linked through
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Figure 1.1: Expected Number of Connected MTC Devices to the Internet [6].

the mobile network [4]. With the move towards the internet ofthings (IoT) [5], the idea of hav-

ing machines communicate with machines automatically withminimal human intervention has

been mentioned in terms of improving human life. The ultimate objective of MTC is to con-

struct comprehensive connections among all the machines distributed over extensive coverage

area. A recent study [6] shows that the number of machines or devices in the IoT increases sig-

nificantly, i.e. there were only about 4.8 billion machines connected to internet in 2009, but the

expected growth in the projected number of MTC devices will reach a total of approximately

50 billion by the year 2020, as shown in Figure 1.1. Wireless communications in the near future

is thus shifting from the existing human type communication(HTC) mode to the MTC mode.

In order to satisfy HTC high data rate requirements, i.e. using the mobile networks for web

surfing, playing on-line games and even watching high definition videos, high spectrum effi-

ciency systems based on the orthogonal frequency-divisionmultiplexing (OFDM) techniques

are been widely using in the current LTE systems. Unlike current HTC, MTC normally requires

small data packets for automated data transmissions and interacting between MTC devices and

IoT application centres [7]. MTC devices are designed to measure and collect data, i.e. body

temperature, vehicular traffic information, and transmit them to the networks using the smart

sensors. Moreover, many sensors have a small form factor, which directly limits the available

battery space. In order to maximise the battery life, MTC should be cost-efficient and energy-

efficient.
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Due to the different features, modifying the existing radioaccess technologies (i.e. LTE) to

enable support for both high data rate HTC and cost-efficientlow data rate MTC becomes one

of the key issues for researches. This requirement has been highlighted in the third-generation

partnership project (3GPP) specification [8].

First, in terms of the MTC downlink channel, in LTE Release 12[9], several concepts that may

provide significant cost savings for supporting the low datarate MTC devices were presented,

such as reducing the LTE maximum bandwidth, the peak rate, the transmit power, and the re-

duction of supported downlink transmission modes [8]. LTE normally can provide a maximum

bandwidth of 20 MHz to the UEs, which can yield data rates up to100.8 Mbps if using a single

antenna. MTC usually only requires a narrow bandwidth carrier to transmit occasional data

packets. If an MTC device receives at a low data rate (which can be operated within 1 MHz) on

a LTE 20 MHz bandwidth carrier, a large number of sub-carriers do not need to be processed.

Moreover, Reference [8] reported that the reduction of the maximum bandwidth from 20 MHz

to 1.4 MHz can save about 37.2% of the overall operation costs, such as the costs of analogue-

to-digital converter (ADC) and fast Fourier transform (FFT). Thus, it will be more efficient to

reduce the maximum bandwidth to a narrower bandwidth, i.e. 1.4 MHz, 3 MHz or 5 MHz, for

MTC device and also support the HTC modes with the high data rate transmissions, i.e. 15

MHz.

Second, in terms of the MTC uplink channel, the thesis is motived to relax the signal synchro-

nisation requirements. In detail, OFDM, as the core technique, is widely used in today 4G LTE

networks. In OFDM systems, every orthogonal sub-carrier shape is a rectangular window in

the time domain and hence a sinc-shaped sub-carrier in the frequency domain. If the orthogo-

nality is destroyed by time or frequency offsets, the overall OFDM system performance will be

reduced significantly [10]. In order to protect its orthogonality, LTE provides several control

channels in a cellular system with the function of conveyingphysical layer messages, such as

the physical uplink control channel (PUCCH) [11]. With increasing the number of MTC de-

vices, one of the key purposes for the 5th generation wireless systems (5G) [12] is that devices

will be able to connect to multiple access points. The same synchronisation techniques used

in LTE may not suitable for “massive” MTC for two reasons: 1) The overhead of the synchro-

nisation signals will not be cost-efficient for low data rateand low bandwidth MTC devices.

2) In the case of huge numbers of MTC devices, which might experience dynamic changes in

distance and cause variable time-offsets, it will thus morecomplex if not impossible for a BS
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to synchronise the received signals for all the users.

1.2 Objectives and Contributions

1.2.1 Objectives

The aim of this thesis is to modify OFDM systems in order to achieve cost-efficient MTC and

at the same time provide a good signal detection performancein both downlink and uplink

channels. More specifically, the thesis has the following two main objectives:

• In the MTC downlink channel, design analogue filters to reduce the maximum LTE band-

width and extract only sub-carriers of interest, which are used for carrying low data rate

MTC messages. This enables a reduction of the sampling rate at the MTC receiver in

order to reduce the operation costs.

• In the MTC uplink channel, reduce the OFDM side-lobe levels in order to improve the

robustness against intercarrier interference (ICI) caused by asynchronous wireless com-

munications. This can relax the synchronisation requirements in order to provide more

efficient MTC.

1.2.2 Key Contributions

The main contributions of this thesis are summarised as follows:

• Propose a reduced sampling rate virtual carrier (VC) receiver system for the MTC down-

link channel. It significantly improves the bandwidth efficiency compared with the cur-

rent LTE carrier aggregation (CA) technique. By reducing the sampling rate at the VC

receiver, the ADC power consumption is lower and the computational complexity has

been reduced significantly by reducing the number of operations in the FFT. Moreover,

the VC system provides high signal-to-interference-noiseratio (SINR) and low bit error

rate (BER) close to a full sample rate OFDM receiver for the sub-carriers of interest.

• Derive a closed-form expression for SINR which accounts forthe effect of aliasing on

the sub-carrier location for the reduced sampling rate VC system. Our SINR analysis

includes the effect of the filter cut-off frequency, the receiver ADC sampling rate and
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the sampling reduction ratio. The BER can also be evaluated in closed-form to show the

trade-off between system parameter choices and detection performance. This helps the

system designer to evaluate what kind of filters and receiversampling rate can be used

to balance the energy cost and detection performance. This thesis also derives a closed-

form expression for the effect of intersymbol interference(ISI) caused by asynchronism

in sampling for the VC receiver.

• Simulation evaluation the sidelobe reduction performancefor 5 existing candidate multi-

carrier waveforms designed for the 5G uplink channel, whichare cyclic prefix (CP)

OFDM, zero-padding (ZP-OFDM), weighted overlap and add (WOLA-OFDM), poly-

nomial cancellation coded (PCC-OFDM) and universal filtered multi-carrier (UFMC).

This thesis provides a detailed comparison including different filter designs, power spec-

tral density (PSD), SINR, BER, overlap effects, computational complexity and peak-to-

average power ratio (PAPR). We provide the first study of the time offset performance for

UFMC with the analogue infinite impulse response (IIR) filters (IIR-UFMC) and propose

the overlap and add UFMC (OA-UFMC) system in terms of reducing the computational

complexity compared with UFMC.

• Derive closed-form expressions for the different types of interference caused by the in-

teger time offset. Our closed-form expressions can be easily derived for the SINR, the

Shannon capacity and the BER and can be used in both simple andcomplex time-offset

transmission scenarios. This works will help in evaluatingthe performance of 5G uplink

systems.

1.3 Thesis Outline

The remainder of the thesis is organised as follows:

Chapter 2

This chapter presents a basic background for this thesis, itprovides an overview of MTC and

highlights the key challenges. Then, the state of the art of OFDM systems is presented, includ-

ing the a brief overview of OFDM, the transmission model and performance analysis. In terms

of aliasing effects, this chapter provides a review of the Shannon sampling theorem. Basic filter

designs and OFDM waveform behaviours are introduced at the end of this chapter.
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Chapter 3

This chapter proposes the VC receiver systems using a mathematical model and analyses the

LTE downlink efficiency and energy saving performance. A basic synchronisation processing

methods is provided. Then, this chapter mathematically analyses the aliased interference and

users it for SINR equations, which considers the additive white Gaussian noise (AWGN) chan-

nel, Rayleigh multipath channels and the intersymbol interference caused by the long channel

impulse responses.

Chapter 4

This chapter concentrates on the practical simulations of time offset effects in the 5G up-

link system and presents a detailed waveform side-lobe reduction performance comparison

between CP/ZP-OFDM, WOLA-OFDM, PCC-OFDM, UFMC as well as proposing the IIR-

UFMC method. This chapter compares the performance in termsof side-lobe behaviour, SINR

vs BER results, computational complexity and also considers a large time-offset scenario with

very dispersive multipath channels.

Chapter 5

This chapter describes the OA-UFMC systems and computes itscomputational complexity for

comparison with UFMC systems. It then provides a closed-from expression for the ICI for both

the OFDM, PCC-OFDM and UFMC systems and extends it to the SINRand BER theoretical

equations. Finally, numerical results are provided with the conclusion of IIR-UFMC has a

similar SINR, Shannon capacity and BER performance compared with UFMC, but it achieves

a much lower complexity.

Chapter 6

This chapter concludes the whole thesis and introduces several future research directions.
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Chapter 2
Background

In this chapter, a basic background for this thesis is provided. We will start to introduce the

machine type communications (MTC) with the basic developments, architectures and main

challenges. In terms of supporting cost-efficient MTC, there are two aspects: In the MTC

downlink channel, the maximum bandwidth should be reduced.In the uplink, reducing the

OFDM side-lobe levels can relax the synchronisation requirements. Moreover, OFDM is a core

technology for the LTE downlink and might be used for the 5th generation wireless system (5G)

uplink. Then, this chapter will provide a detailed background for standard OFDM systems and

also analyses the basic performance. An introduction to theShannon sampling theorem will

then be provided in terms of the aliasing effects during sampling reduction processing. In this

thesis, we use filters to reduce the maximum bandwidth to achieve low cost transmission for

the downlink, and we also use the narrow band filters to reducethe OFDM side-lobe levels

to protect against the ICI caused by the time-offsets in the uplink. Filter designs are widely

used in the thesis. Thus, a basic review of finite impulse response (FIR) filters and infinite

impulse response (IIR) filters will be provided in the following sections. Finally, the OFDM

side-lobe behaviour performance for the multi-user transmission will be provided at the end of

this chapter.

2.1 Overview of the MTC Systems

In this section, a brief overview on the machine type communication (MTC) systems will be

presented, including the MTC developments, architecturesand challenges.

2.1.1 MTC Developments

Wireless communication technologies have been rapidly developing in the recent years, and

mobile communications has become a basic tool for the modernsociety [13]. It has progressed

from the first generation of cellular systems (1G), based on the analogue telecommunications
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standards in the 1980s, through to the current fourth generation (4G) networks based on the

long-term evolution (LTE) standards [14]. With the increasing demand for signal bandwidth

to support data applications, orthogonal frequency-division multiplexing (OFDM) was unani-

mously adopted for 4G [15]. Today’s wireless communicationtechnologies focus on support-

ing high data transmission services, for instance, LTE aimsto provide up to 100 Mbps (in the

downlink) and 50 Mbps (in the uplink) speed for a 20MHz carrier bandwidth allocation [16].

Despite the focus to achieve high data transmission techniques, there is a new communication

model with very different requirements, which is known as machine type communications.

There will soon be 50 billion machines alongside the 7 billion people in the world, and about

80% of the population has been connected by using the mobile network worldwide [4] [17].

The idea of having devices connected to each other, operating in an autonomous manner, and

without human intervention has become one of the most significant objectives in the future

[18]. The third-generation partnership project (3GPP) mentioned that communication networks

will shift from the existing human to human (H2H) communication mode to the machine to

machine (M2M) communication mode. M2M will be experience exponential growth in the

next generation of communication networks due to the demandfor automated systems such as

the smart grid and the smart home [17].

M2M communication, which is referred to as machine type communication (MTC) in the 3GPP

terminology [18], supports automated data transmissions and enables interactions between de-

vices and applications through the cellular networks or internet that is called Internet of Things

(IoT) [7]. Interactions include data measurement, collection and transmission between me-

chanical or electronic devices with applications in three main aspects: 1) remotely controlled

systems, i.e. utilities, building automation, security and manufacturing, 2) smart systems, i.e.

smart meters, smart grids, smart cars and smart traffic control, 3) medical systems, i.e. smart

medical sensors and e-health [10].

2.1.2 MTC Architecture

Currently, there is still not a global standard to ensure thesuccess of MTC due to the various

applications that may be used in the future [19]. With all thedifferent MTC standards activities

for in various scenarios, to establish an unique and global MTC standard seemingly might be

difficult. Today, many organisations, such as the 3GPP, institute of electrical and electronics

engineers (IEEE), and European telecommunications standards institute (ETSI) have activated
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Figure 2.1: An Example of an MTC Architecture.

in the MTC standard development [19], [20], [21].

An example of a feasible MTC network architecture is shown inFigure 2.1, based on the stan-

dard proposed by ETSI [22]. MTC devices and application centres will be connected through

the wireless networks. In this architecture, MTC devices may connect to the base station in two

different ways: one alternative is to directly connect to the base station, e.g., a smart vehicular

sensor is placed on a car in order to collect the traffic data such as speed or distances between

vehicles then transmits it to a traffic centre through the base station. The second alternative is

that MTC devices transmit data using short range links to an MTC gateway, then the gateway

forwards all received messages from different MTC devices to the base station to save oper-

ation costs, i.e. the smart home scenario. Smart meters, heating, or other home applications

transmits the data to a gateway using the short range technologies such as WiFi (Bluetooth or

ZigBee). Then, the gateway forwards the messages to the basestation, which transmits them to

the service platforms.
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2.1.3 Key Challenges of MTC

There are several previous papers present the major challenges in facilitating MTC over the

existing and future cellular infrastructures [6], [8], [21], [23] and [24], we now summarise the

major challenges as below:

First, the operation costs should be limited. Many sensors,such as the medical sensors, are lim-

ited by their resources including power, sensing, transmission and computation. The demand

for small sensors leads to the small size of batteries, whichhave tight constraints on power con-

servation [25]. How to save the operation cost in terms of extending the battery life becomes

one of the most significant challenges in MTC.

Second, modifying the existing radio access technologies.There are many companies now fo-

cusing on an efficient MTC system by developing a new access wireless technology for MTC.

The 3GPP specification [8] highlights that it will be more efficient for designers to be able to

use the existing radio access technology, such as OFDM, which is widely used in LTE. In LTE

Release 12 [8], several concepts that may provide significant cost savings were presented, such

as reduction of maximum bandwidth, reduction of peak rate, reduction of transmit power, and

reduction of supported downlink transmission modes. In detail, normally the maximum band-

width for the user equipments (UEs) is 20 MHz. In MTC, many MTCdevices only require

low data rates, which can be operated in low bandwidth channels. Therefore, one potential

technique is to reduce the maximum bandwidth (e.g., to 1.4 MHz, 3 MHz or 5 MHz) and

meanwhile, the system can also support H2H modes with higherbandwidth carriers, i.e. 15

MHz. Reference [8] showed that if the maximum bandwidth is reduced to 1.4 MHz, the over-

all relative cost savings is about 37.2%, such as the costs ofthe analogue-to-digital converter

(ADC), the digital-to-analogue converter (DAC), the fast Fourier transform (FFT), the inverse

fast Fourier transform (IFFT), the post-FFT data buffering, the receiver processing block, de-

coding and synchronisation blocks. In terms of the reduction of peak rate, several techniques

can be used, such as the reduction of maximum transport blocksizes and restricting the maxi-

mum modulation order.

Third, relax the synchronisation requirements. Currently, many researchers study the 5th gener-

ation wireless systems (5G). One of the main applications for 5G is to support massive numbers

of MTC devices accessing to the network [24]. In LTE, controlchannels in a cellular system

with the functions of conveying physical layer messages to support data transmissions, such
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as the physical uplink control channel (PUCCH), require access to the UL shared channel. In

OFDM systems, which are used in the current LTE system, each signal sub-carrier is shaped

using a rectangular window in the time domain which is a sinc-shaped sub-carrier in the fre-

quency domain [10]. In order to protect the orthogonality ofthe uplink, LTE uses the control

signals for perfect time and frequency synchronisation. MTC may not use the control signals

due to two reasons: Firstly, as mentioned above, MTC normally transmits only few bytes of

information or requires a guarantee of low latency e.g., real time vehicular traffic informations.

Thus, the overhead of multiple symbols for transmitting control signals will be not efficient.

Secondly, one key aspect in 5G is designed to support the multi-user MTC devices. The dy-

namic changes in distance between the MTC devices might require a flexible synchronised

processing. Therefore, the tight synchronisation techniques used in LTE might not be efficient

and even possible in the future [26].

Fourth, there are some other type of challenges, such as the dynamic resource allocation pro-

tocol and MTC transmission physical layer security, introduced in [23], [27] and [28]. The

behaviour of MTC devices might be coordinated according to state of the network. Especially,

when the network is overloaded by the excessive access attempts caused by the large number of

MTC devices access to the network may be blocked for a short time. Reference [29] addressed

the energy efficiency optimisation problems consisting of amacro-cell and multiple pico-cells,

which could be used for the massive low data rate MTC systems.Transmit beamforming de-

sign and power allocation policies to optimise the system’senergy efficiency or cost efficiency.

Reference [23] proposed that MTC data transmission should be guaranteed with both reliabil-

ity and security, i.e. protect against physical layer attacks or configuration attacks (such as a

malicious software update).

This thesis mainly focuses on addressing MTC data transmission issues as described above

in the first three challenges. In the next sections, we will briefly introduce the basic OFDM

transmission model and the filter designs used in this thesis.

2.2 OFDM Systems

The multi-carrier technology, orthogonal frequency-division multiplexing (OFDM) [30], has

been widely studied and used, e.g., today’s LTE designs based on OFDM. It has several ad-

vantages, such as high spectral efficiency (orthogonal multi-carrier access), robust against the
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intersymbol interference (ISI) and fading caused by the multipath propagations (using the cyclic

prefix), and the high data rate transmission (higher modulation schemes, e.g., 64QAM).

2.2.1 Brief Overview of the OFDM Systems

2.2.1.1 Orthogonal Sub-carriers

In OFDM systems, sub-carriers are orthogonal and mapped into different frequencies, e.g., the

sub-carrier spacing in LTE is∆f = 15 kHz [8]. An example of the orthogonal sub-carriers in

the frequency domain is shown in Figure 2.2. Each sub-carrier carries one modulated symbol

Sub-carrier Spacing ∆f

Figure 2.2: An Example of OFDM Sub-carriers.

through varying the phase or amplitude (such as in the 4QAM scheme, each symbol contains 2

bits message, e.g., the complex signal 1+j). With the advantages of FFT/IFFT, the very com-

plex process of modulating (and demodulating) of a large number of sub-carriers can be easily

carried out by using the IFFT and FFT algorithms, which computes the Fourier transformation

very efficiently, and provides a simple way of ensuring the carrier signals produced are orthog-

onal. AnN -point IFFT convertsN complex data samples, which presents a baseband signal

in the frequency domain, into the equivalent time domain signal with the same number ofN in

samples. At the OFDM receiver, using sameN -point FFT converts the received time domain

samples into the frequency domain.

2.2.1.2 Spectral Efficiency

In OFDM, several modulation schemes are used based on the spectral efficiency and data rate,

such as 2PSK (or BPSK), 4PSK (or QPSK), 8PSK, 16QAM and 64QAM.High order modula-

12
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tion schemes increase the spectral efficiency but also require high signal-to-noise ratio (SNR).

The spectral efficiency is given by [31]:

η =
RsymHent

BPB
, (2.1)

whereRsym is the symbol rate i.e. the number of symbols per second,Hent is the entropy

measured in the number of bits per symbol, andBPB in Hz is the bandwidth of the passband

signal. The value ofη is expressed in bits/sec/Hz, which measures the bit rate that can be

transmitted in 1 Hz bandwidth. In practice, the spectral efficiency can be simply defined as:

η = log2(Nsym), (2.2)

whereNsym is the number of symbols per OFDM modulation scheme (or the order of the

modulation scheme). For 16QAM as an example, the spectral efficiency can be computed as

η = log2(16) = 4 bits/sec/Hz. The 16QAM modulation constellation is shown in Figure 2.3,

each constellation point can represent 4 bits of data, with two bits on the I axis and two on the

Q axis.

-3 -2 -1 0 1 2 3
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1

2

3
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1101

1100

1001

10000100

01010001

0010

0011 0111 1111 1011

0000
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1110 1010

1 bits

different

Figure 2.3: 16QAM Constellation.
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2.2.1.3 OFDM Peak-to-Average Power Ratio

One of the drawbacks for OFDM is the high peak-to-average power ratio (PAPR) [32]. As

mentioned above, the IFFT processing results in the sum of all frequency domain signal sam-

ples. In this case, the time domain signals of OFDM starts looks like samples from a Gaussian

distribution when increasing the number of sub-carriers, which directly causes high PAPR [33].

The PAPR is defined as:

PAPRdB = 10log
(max[|x(t)|2]

E[|x(t)|2]
)
, (2.3)

wherex(t) is the transmitted OFDM symbol in the time domain andE[·] represents the ex-

pectation operation. High PAPR requires a power amplifier whose gain is linear over a wide

dynamic range. The large amplitude variation increases in-band noise and increases the bit

error rate (BER), especially for a non-linear power amplifier [34].

2.2.1.4 OFDMA in LTE

3GPP employs the orthogonal frequency division multiple access (OFDMA) technology, which

utilises OFDM as its key modulation technique, for the LTE downlink radio transmission [35].

Due to the use of relatively narrowband sub-carriers in combination with a cyclic prefix (CP)

as a guard interval, copying the finalLCP samples into the front of the symbol, OFDMA trans-

mission is inherently robust to time dispersion in a multipath channel.

There are many reasons for OFDMA to be a successful waveform in the LTE downlink, such

as the multipath handling capability, scalability of operation in different bandwidths, the abil-

ity to handle different data rates, and the ability to operate efficiently with multiple antenna

techniques [35] and [36]. In OFDMA networks, multiple usersshare the total bandwidth to

exploit multiuser diversity and improve the system capacity with dynamic resource allocation

strategies [2]. In OFDMA systems, the available spectrum can be split into several smaller sub-

channels, where each sub-channel is designed for various services as required. This flexibility

for managing the sub-carriers helps LTE to use channel dependent scheduling in both the time

and frequency domain, e.g., schedulers which decide which users are allowed to transit on what

frequency resources, and what data rate to use [37].
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2.2.2 OFDM Transmission Model

The OFDM system block diagram is shown in Figure 2.4. As mentioned in Section 2.2.1.2,

in order to transmit binary data into the time domain efficiently, firstly, the mapping operator

converts the binary data vector into a complex digital constellation, such as the PSK or QAM

modulation schemes. Here we take the 16QAM with Gray coding [38] as an example, see in

Figure 2.3, which is widely used to facilitate error correction in digital communications [39].

The Gray code provides the same Hamming distance for any two adjacent symbols in which

two successive values differ in only one bit.

h
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N - IFFT
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Cyclic Prefix

Extension

Multipath
 ChannelWhite Gaussian Noise g(t) 

Cyclic Prefix
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Serial

N - FFT   
 &
Equalisation

Serial
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Parallel

Binary

Data
Demodulator

Transmitter
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Figure 2.4: OFDM System Block Diagram.

Assume that the number of sub-carriers for data transmission isN , which refers toN complex

modulated symbols. The baseband signal on thenth sub-carrier in the frequency domain is

defined asX(n), wheren ∈ [0, N − 1]. The baseband OFDM signal at the output of the

N -point IFFT after adding the CP in the time domain can be expressed as:

x(t) =
1√
N

N−1∑

n=0

X(n) · ej2πnt/N , t ∈ [0, L − 1], L = N + LCP, (2.4)

whereX is the N -point FFT of x, andLCP is the length of CP in samples. The CP as a

guard interval protects against the ISI caused by the multipath propagation delays, and only

works whenLCP > LH, whereLH is the number of multipath channel taps. An example of a

multipath channel is shown in Figure 2.5.

Multipath fading occurs to varying extents in many wirelesscommunication systems, when the

radio energy arrives at the receiver by more than one path [31]. Multipath propagation delays
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Figure 2.5: Effect of the Multipath Delays on the OFDM Symbol with CP.

may occur due to various reflections, e.g., from the ground, tropospheric layers or buildings.

The multipath fading phenomena can be characterised into two types, as large-scale fading and

small-scale fading [40]. The large-scale fading represents the signal power attenuation or path

loss at the receiver after travelling over large areas, e.g., hills, buildings or other obstacles [40].

The small-scale fading, known as the Rayleigh fading, refers to the dramatic changes in signal

amplitude and phase that can result due to small changes in distance. Rayleigh fading is widely

used to simulate the wireless multipath fading channels when there is no direct ray component,

which is often classified as the worst case fading type. The probability density function (pdf)

of the Rayleigh distribution is given by [40]:

̺(ram) =
ram

σ2
r

e
−

r
2
am

2σ2
r , (ram > 0) (2.5)

whereram is the envelope amplitude of the received signal, andσ2
r is the pre-detection mean

power of the multipath signal. Thus, we can compute the mean amplitude as:

E(Ram) =

∫ +∞

−∞

ram̺(ram)dram =

∫ +∞

0

r2
am
2

e
−

r
2
am

2σ2
r dram (2.6)

=

∫ +∞

0
−ramd((e

−
r
2
am

2σ2
r )) = −ram(e

−
r
2
am

2σ2
r )

︸ ︷︷ ︸

=0

+

∫ +∞

0
e
−

r
2
am

2σ2
r dram

︸ ︷︷ ︸

Similar to Gaussian

=
√

2πσr

∫ +∞

0

1√
2πσr

e
−

r
2
am

2σ2
r dram = σr

√

π/2.

16



Background

The Rayleigh multipath channel can be expressed as:

h(t) =

LH−1
∑

lH=0

htlHδ(t − lHTs), (2.7)

where each channel tapht,lH follows the Rayleigh distribution,Ts is the sample period, and

δ(t) is the Dirac delta function. For the additive white Gaussiannoise (AWGN) channel with-

out multipath,LH = 1, htl = 1. Then, we assume the transmitted signal over the Rayleigh

multipath channel and the receiver AWGN noise can be defined as y(t):

y(t) = x(t) ⊗ h(t) + g(t), (2.8)

where⊗ denotes the convolution operation andg(t) represents AWGN with power spectral

densityN0/2. The received signal firstly passes a matched filter and is sampled as the same

transmitted frequencyfs. After removing the CP and applying the FFT, the frequency domain

signal can be expressed as:

Y (n) = X(n) · H(n) + G(n), (2.9)

whereH(n) is the FFT of the vector [h0t, h1t,..., hLH−1t] and G is the FFT of the noise se-

quenceg in the frequency domain. In order to decode the received messages, several channel

equalisation methods, e.g., zero forcing equalisation [41] can be used to estimate the transmit-

ted data as:

X̂(n) =
Y (n)

H(n)
= X(n) +

G(n)

H(n)
. (2.10)

2.2.3 Analysis of the Performance of the OFDM System

2.2.3.1 BER

In the AWGN channel, with a white noise power spectral density N0 at the receiver input, the

total noise power isPnoise = N0/2Ts, so that over one symbol intervalTs the noise energy can

be expressed by [42]:

En = σ2 = PnoiseTs = N0/2. (2.11)
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The energy per bit to noise power spectral density ratioEb/N0 can be expressed as:

Eb/N0 =
Es

N0 · Nb
=

Es

2σ2 · Nb
, (2.12)

whereEb is the average energy per bit,Es is the average energy per symbol andNb is the

number of bits per symbol.

Thus we can represent theσ2 as:

σ2 =
Es

2NbEb/N0
(2.13)

=
Es

2Nb

(
Eb

N0

)
−1

,

The theoretical BER equation for any type of the modulationsin the AWGN channel is given

by [43]:

Pb =
Ã

2Nb
erfc

(
√

Nbd2
o

4Es
· Eb

N0

)

, (2.14)

whereÃ the average number of the nearest neighbour symbols in the constellation anddo is the

minimum distance between two symbols. Now, the theoreticalBER equations for the comment

modulations, (e.g., BPSK, 4PSK, 8PSK, 16QAM and 64QAM) can be expressed separately as

described below.

BPSK and 4PSK

Each transmitted symbol in BPSK is located at1 + 0j or −1 + 0j, as shown in Figure 2.6(a),

thus

ÃBPSK =
1 + 1

2
= 1, EsBPSK =

12 + 02 + (−1)2 + 02

2
= 1, doBPSK = 22 = 4,

then we can write the BER equation for BPSK as:

PBPSK =
Ã

2Nb
erfc

(
√

Nbd2
o

4Es
· Eb

N0

)

(2.15)

=
1

2
erfc

(√

Eb

N0

)

.
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Figure 2.6: OFDM Constellation Schemes, a) BPSK, b) 4PSK, c) 8PSK and d) 64QAM.

Similar with BPSK, the average number of the nearest neighbour symbols for 4PSK, as shown

in Figure 2.6(b), increases tõA4PSK = 2 and the number of bits per symbol also increases to

Nb4PSK = 2, thus the BER equation for 4PSK is same as the BPSK:

P4PSK =
1

2
erfc

(√

Eb

N0

)

. (2.16)

8PSK

In terms of computing thedo for 8PSK, as shown in Figure 2.6(c), we use the Cosine Rule, and

thed2
o8PSK can be computed as:

d2
o8PSK = 12 + 12 − 2 · 1 · 1 cos(π/4) (2.17)

= 2 −
√

2.

19



Background

The BER for 8PSK can be expressed as:

P8PSK =
2

2 · 3erfc

(
√

3(2 −
√

2)

4
· Eb

N0

)

(2.18)

=
1

3
erfc

(
√

6 − 3
√

2

4
· Eb

N0

)

.

Note that, thed2
o8PSK for the 8PSK also can compute asd2

o8PSK = 4 sin2(π/8).

16QAM and 64QAM

In 16QAM, each transmitted sub-carrier or constellation symbol reports 4 data bits, as shown

in Figure 2.3. We count the average number of the nearest neighbour symbols for 16QAM as:

Ã16QAM = 4(1 · 2 + 1 · 4 + 2 · 3)/16 = 3, (2.19)

symbols. And we computed the average energy per symbol isEs16QAM = 10, anddo = 4. For

64QAM, as shown in Figure 2.6(d), thẽA64QAM can be easily computed as:

Ã64QAM =
4(9 · 4 + 6 · 3 + 1 · 2)

64
= 3.5, (2.20)

and the energy per symbol for the 64QAM is computed asEs64QAM = 42. Thus we can present

the BER equation for 16QAM and 64QAM as:

P16QAM ≈ 3

8
erfc

(
2

5
· Eb

N0

)

(2.21)

P64QAM ≈ 7

24
erfc

(
1

7
· Eb

N0

)

. (2.22)

In terms of the Rayleigh fading channel, previous papers [44], [45] have provided the BER

equations as:

P4PSK =
1

2

(

1 −
√

Eb/N0

1 + Eb/N0

)

, (2.23)

P16QAM =
1

2

(

1− 3

4

√

4 · Eb/N0

5/2 + 4 · Eb/N0
− 1

2

√

4 · Eb/N0

5/18 + 4 · Eb/N0
+

1

4

√

4 · Eb/N0

1/10 + 4 · Eb/N0

)

.

(2.24)
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Figure 2.7: BER Performance of the Basic OFDM System for the AWGN and Rayleigh Multi-
path Fading Channels,N = 1024, LH = 20, LCP = 256.

Assume that, the number of the transmitted sub-carriers isN = 1024, and the modulation

schemes used for this transmission are including 4PSK, 8PSK, 16QAM and 64QAM. The cor-

responding spectral efficiency isη = 2, 3, 4 or 6 bits/sec/Hz. The BER performance of the stan-

dard OFDM system over the AWGN and Rayleigh multipath fadingchannels is shown in Fig-

ure 2.7. The analytical values are computed using the equations as we mentioned above, which

are closely match with the simulations. According to the IEEE 802 wireless system’s protocols

[46], it is normally required that the minimum receiver input power measured at the antenna

port at which the BER is calculated does not exceed the specific value ofBER < 10−3. This

means there is only one bit error over the received 1000 bit messages. In terms of the AWGN

channel results as showing in Figure 2.7, with increasing the order of modulation schemes, the

spectral efficiency increases with the cost of increasingEb/N0. To achieve a BER of10−3,

4PSK needs aboutEb/N0 = 6.7 dB, 8PSK needs about 10 dB, 16QAM needs about 10.5 dB,

and the 64QAM scheme costs about 14.8 dB. Compared with 16QAM, 8PSK only saves about

0.5 dB Eb/N0 at the cost of losing 1 bits/sec/Hz spectral efficiency. Therefore, in the LTE

systems, only 4PSK, 16QAM and 64QAM have been considered forthe data transmissions.
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Compared with the AWGN channel, there is a significant BER degradation for the Rayleigh

multipath fading channel. We assume the channel information or the channel impulse response

(h(t)) is known and that zero forcing equalisation as in equation (2.10) is used. 4PSK costs

aboutEb/N0 = 23.95 dB for achieving the BER of10−3, which is about 17.25 dB higher than

the AWGN channel. In terms of the 16QAM, which needs to cost about 16 dB higher than the

AWGN channel.

2.2.3.2 FFT Computational Complexity

A FFT algorithm computes the discrete Fourier transform (DFT) of a sequence, or its inverse.

In general, for the radix-2 FFT algorithm, the number of complex multiplications isN
2 log2(N)

and the number of complex additions isN log2(N) [47]. In aN -point FFT butterfly diagram

[47], the total number of the FFT stages islog2(N) and as well asN/2 complex multiplications

andN complex additions for each stage. In the wireless communication systems, normally use

the number of complex multiplications to present the computational complexity, which can be

expressed as:

ΓOFDM =
N

2
· log2(N). (2.25)

The computational complexity performance with increasingthe number of FFTN is shown

in Figure 2.8. The complexity is almost a linear function ofN . The computational complexity

directly relates to power consumption and raises implementation issues in practice [48]. Thus,

reducing the number of points in FFT can significantly reducethe computational cost and im-

prove the battery life, which is the one of the main purposes for designing the low cost MTC

communication devices.

2.3 Shannon Capacity and Sampling Theorem

2.3.1 Shannon Capacity

The Shannon-Hartley equation relates the maximum capacity(transmission bit rate) that can

be achieved over a given channel with SNR and bandwidth. Reference [31] introduces the

maximum capacity of the AWGN channel is:

C = BW log2

(

1 +
Psignal

Pnoise

)

(bit/sec), (2.26)
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Figure 2.8: Computational Complexity Performance withN .

whereC is the maximum capacity of a given channel bandwidthBW (Hz) in bits/sec, and it

is also called the Shannon’s capacity limit for the given channel. ThePsignal

Pnoise
is also known as

the signal to noise ratio (SNR),Psignal is the transmitted signal power in (W) andPnoise is the

noise power in (W). Therefore, with increasing bandwidthBW, the SNR can be decreased to

compensate [31]. Now we assume theEb presents the average signal energy per bit (J/bits),

andN0 presents the noise power spectral density. Then the signal power in one symbolPsignal

can be represented as:

Psignal = EbC (J/bits · bits/sec = J · sec = W · sec/sec = W), (2.27)

and the noise power can be represented as:

Pnoise = N0BW (W/Hz · Hz = W). (2.28)

Then the SNR can be rewritten as:

SNR =
Psignal

Pnoise
=

Eb

N0
· C

BW
. (2.29)
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According to Reference [42], let the spectral efficiency equals the ratio C
BW

, which is the band-

width efficiency of the systemη = C
BW

. Then, the Shannon capacity can be rewritten in the

equivalent from as:

C

BW
= log2

(

1 +
Eb

N0
· C

BW

)

(2.30)

η = log2

(

1 +
Eb

N0
· η
)

. (bit/sec/Hz).

The equivalent Equation (2.30) can be rewritten as:

Eb

N0
=

2η − 1

η
. (2.31)

The performance of the Shannon limit is shown in Figure 2.9. As the spectral efficiencyη → 0,

we can compute the minimum value of the bit to noise ratioEb/N0 as:

Eb

N0

∣
∣
∣
∣
BW→∞

= lim
η→0

2η − 1

η
= lim

η→0

(2η − 1)′

η′
(2.32)

= lim
η→0

2η ln(2) − 0

1

= ln(2) = 0.6931 = −1.5917 (dB)

This means that for any digital communication systems, the bit to noise ratio should higher than

Eb/N0 > 0.6931 or equivalently to−1.5917 dB.

2.3.2 Sampling Theorem

Reference [31] introduces the Shannon sampling theorem, which requires that the minimum

sampling rate is specified as the twice of the bandwidth of theanalogue signalfs > 2BW,

which is also called the Nyquist sampling rate. In order to understand the sampling theorem,

Reference [42] introduces the sampling processing which isto multiply the analogue time do-

main signalxan(t) and the switch signalδTs(t), which is an impulse train of periodTs to cause

the electronic switch to close and open instantaneously. Time domain multiplication can be

expressed as:

xs(t) = xan(t)δTs(t) (2.33)
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Figure 2.9: Spectral Efficiencyη Performance with Bit to Noise RatioEb/N0.

Thus, the Fourier transform of the sampled signal can be computed as the convolution oper-

ation in the frequency domain. A example of the Fourier transform of the sampled signal in

the frequency domain is shown in Figure 2.10(a). For this example, we assume the Fourier

transform of the analogue signal is triangular in shape as shown in Figure 2.10(b). The Fourier

transform of the analogue signalXan is convolved with the impulse at the1/Ts = fs, then with

the impulses at the sampling frequency, i.e. at2fs, 3fs to produce the complementary compo-

nents [49], as shown in Figure 2.10 (c). The sampling processing is repeated for all impulses

from the positive to negative frequencies to produce all thecomplementary components [49].

From Figure 2.10, as long as the sampling frequency isfs > 2BW, there is no overlap between

the original component and the complementary components. The original component can be

recovered without any distortion by designing a low-pass filter with a ideal cut-off frequency

of fcf = BW, which preserves the baseband signal and blocks all other side-band components.

25



Background

(a)

(c)

(b)

Figure 2.10: Sampling of Analogue Signals: (a) Sampled Signal in the Frequency Domain, (b)
Analogue Signal in the Frequency Domain, (c) Impulse Train in the Frequency
Domain.

2.3.3 Aliasing Effects in Down-sampling

We now study the aliasing effects when reducing the samplingrate (or down-sampling process-

ing). Now, we define the sampling reduction ratioγ is:

γ =
fs

fds
, (2.34)

wherefs is the initial sampling rate andfds is the down-sampled frequency. As in [49], the

aliasing effects ofγ = 2 and γ = 4 are shown in Figure 2.11. The sampled signal is the

same as we assumed as above with the triangular shape, which is shown in Figure 2.11(a). If

we set the sampling reduction ratioγ = 2, then the reduced sampling rate can be expressed

asfds = 1/2 fs. The aliasing terms, which is presented as the dashed curves, are overlapped

with the original signal. Reducing the sampling rate by two thus moves the aliased frequency

domain side-bands to half the frequency of their previous position [49].

An example of down-sampled by 4 is shown in Figure 2.11 (c): there are 3 alias terms which
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(a)

(b)

(c)

Figure 2.11: Sampling of Analogue Signals: (a) Original Signal in the Frequency Domain,
(b) Down-sampled by 2 in the Frequency Domain, (c) Down-sampled by 4 in the
Frequency Domain.

are located at the frequencies1/4fs, 2/4fs, 3/4fs, and overlapped with the original signal.

Therefore, in general, if we set the sampling reduction ratio asγ, there areγ copies of the

original signal centred at frequencies0, fs/γ, 2fs/γ, ..., (γ − 1)fs/γ.

Reference [49] mentioned there is a requirement to apply filtering to remove the unwanted

signal components. Therefore, the same as the baseband signal, we can remove or reduce the

aliasing effects through filter designs. Reducing the aliasing effects by applying filters is shown

in Figure 2.12. For example, if we want reduce the sampling rate byγ = 2, then we can set the

cut-off frequency isfcf = BW

2 , which will reduce the bandwidth of the original signal. After

sampling at the frequencyfds = 1/2fs, the aliased components then fill in the parts of the

spectrum, which were previously suppressed by the filter.
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Figure 2.12: Reducing Sampling Rate by Applying Band-limiting Filters.

2.4 Filter Design

As mentioned above, filtering is usually formulated as a typeof process that covers and selects

certain components out of the maximum bandwidth. Moreover,in our VC receiver systems, we

design filters to reduce the bandwidth then reduce the sampling rate to reduce the costs. In the

5G uplink massive MTC scenario, filters can also be used to reduce the OFDM side-lobe levels

in terms of relaxing the synchronisation requirements. Thus, this section briefly introduces two

types of filters, digital and analogue filters.

2.4.1 Finite Impulse Response

The finite impulse response (FIR) filters described here are non-recursive, making them uncon-

ditionally stable and achieving a linear phase characteristic. Compared with the infinite impulse

response (IIR) filters, in terms of a similar passband magnitude specification, FIR filters will

have longer impulse responses and therefore require a higher complexity to implement [49].

For a FIR filter, we define there areLF non-zero values of the impulse response, so the filter

output can be expressed as:

yF(t) =

LF−1
∑

lF=0

blF x(t − lF), (2.35)

wherex(t) is the input signal, andyF(t) is the output. Now, we take thez-transform of equation
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(2.35):

YF(z) =

LF−1∑

lF=0

blF X(z) z−lF (2.36)

= X(z)

LF−1∑

lF=0

blF z−lF ,

where the z-transform of the impulse response is:

BF(z) =

LF−1
∑

lF=0

blF z−lF . (2.37)

The equivalent equation (2.36) can be written as:

HF =
YF(z)

X(z)
=

LF−1
∑

lF=0

blF z−lF . (2.38)

Therefore, the pole-zero configuration in thez-plane is then described as:

HF =
b0 z0 + b1 z−1 + · · · + bLF−1 z−(LF−1)

1
(2.39)

=
b0 zLF−1 + b1 zLF−2 + · · · + bLF−1 z0

zLF−1
.

Thus, for a general FIR filter with orderLF, there areLF − 1 zeros andLF − 1 poles, which

are at the origin in thez-plane and are beyond the unit circle respectively. A physical structure

of the FIR filter is shown in Figure 2.13. The valuex(t − lF) in these terms are commonly

referred to as the filter taps, this represent the convolution of the time domain input signalx(t)

with the filter impulse responseb(t).

In signal processing, to achieve an ideal filter, the impulseresponse should be as long as possi-

ble. In practice, we truncate an infinite time-domain impulse response to a finite set of values

[49]. Truncating the impulse response introduces undesirable ripples and overshoots in the fre-

quency response. This effect is known as the Gibbs phenomenon. Time domain truncation is

achieved by multiplying a rectangular window functionw(t) [50]. In the frequency domain,

conversely, this truncation is achieved by the convolutionoperation.
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Figure 2.13: Finite Impulse Response Filter Structure.

2.4.2 Basic Methods of FIR Filter Design

This subsection introduces two basic methods of FIR filter design including the frequency-

sampling method and the windowing method. According to [50], an ideal FIR filter frequency

response and the infinite impulse response can be expressed using the Fourier Series as:

Bd(e
jω) =

∞∑

n=−∞

bd(n)e−jnω, (2.40)

bd(n) =
1

2π

∫ π

−π
Bd(ejω)(ejnω)dω. (2.41)

Thus, the coefficients of an ideal FIR filter can be found from the Fourier Series coefficients

of the desired frequency response. However, it is not possible to implement the corresponding

low-pass filter design from two reasons: first, the number of coefficients is infinite. Second,

the impulse response is a non-causal system, i.e.bd(n) exists betweenn = −π andn = 0.

In terms of the frequency-sampling method [50], the truncated impulse responseb(n) can be

obtained directly from the DFT of the desired frequency response as:

B(k) = Bd(ejω)|ω= 2π

LF
k =

LF−1∑

n=0

b(n)e
−j 2π

LF
nk

, k ∈ [0, LF − 1], (2.42)

b(n) =
1

LF

LF−1
∑

k=0

B(k)e
j 2π

LF
nk

, n ∈ [0, LF − 1], (2.43)
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where the FIR filter order is equal to(LF − 1). Now, we assume the number of filter taps is 33

and the cut-off frequency is(π/2), B(ejω) is then specified over one period by the equation:

∣
∣B(ejω)

∣
∣ =







1, |ω| < π/2,

0, otherwise.
(2.44)

In this case, the ideal FIR filter impulse response (from the Fourier Series) can be computed as:

bd(n) =
1

2π

∫ π/2

−π/2
(ejnω)dω =

1

2
· sin(nπ/2)

nπ/2
, n ∈ (−∞,+∞), (2.45)

the truncated filter impulse response (from the IDFT) can be computed as:

b(n) =
1

33

32∑

k=0

B(k)e
j 2π

LF
nk

, n ∈ [0, 32]. (2.46)

Now, we consider a more complex filter parameter setting, i.e. in the passband the magnitude

of the frequency response must approximate unity within an error of ±δPB, whereδPB is the

passband ripple. Thus, the filter coefficients can be approximated as:

(1 − δPB) ≤
∣
∣B(ejω)

∣
∣ ≤ (1 + δPB), |ω| ≤ ωPB, (2.47)

whereωPB is the cut-off frequency of the passband. In terms of the stopband, the magnitude

response must approximate zero with an error less thanδSB, i.e.

∣
∣B(ejω)

∣
∣ ≤ δSB, ωPB ≤ |ω| ≤ ωSB, (2.48)

whereωSB is the cut-off frequency of the stopband. Furthermore, the passband ripple in dB

APB and the stopband attenuation in dBAS can be computed as:

APB =20 log10(1 + δPB), (2.49)

AS =20 log10(δSB). (2.50)

According to [50], becausebd will generally be infinite in length, it is necessary to generate an

FIR approximate toBd(ejω). In terms of the window design method, the filter is designed by
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Window Type Weight Equation

Rectangular w(n) = 1
Hamming w(n) = 0.54 − 0.46 cos( 2πn

LF−1)

Hanning w(n) = 0.5 − 0.5 cos( 2πn
LF−1)

Blackman w(n) = 0.42 − 0.5 cos( 2πn
LF−1) + 0.08 cos( 4πn

LF−1)

Table 2.1: COMMON WINDOWS.

windowing the unit sample response as:

b(n) = bd(n) · w(n), 0 ≤ n ≤ LF − 1, (2.51)

wherew(n) is a finite-length window, which is equal to zero outside the interval(0, LF − 1).

Several common windows are listed in Table 2.1 [49] and [50].

2.4.3 Generate Filters Using Matlab Toolbox

In this thesis, we use the Matlab function “sptool”, which is a signal processing toolbox using

the graphical user interface to design filters with different windows or edit filters with the filter

designer (includes a Pole/Zero editor). To open the toolbox, type the “sptool” in the Matlab

command widow then press the “New” button under the Signals of “mtlb[vector] ”, Filters

of “FIRbp[design]” and Spectra of “mtlbse[auto]” to create a new filter. A visualisation fil-

ter design toolbox is shown in Figure 2.14, which allows to design and edit filters of various

lengths and types, with standard (i.e. low-pass, band-pass, high-pass or bandstop) configura-

tions. Select different filter orders, frequency and magnitude specifications can specific the

filter’s length, cut-off frequency and magnitude in order tosupport different systems. We can

view the characteristics a designed filter with its magnitude response, phase response, group

delay, pole-zero plot, impulse response and step response.To activate the Filter Viewer, select

the plot type from the Analysis menu or from the toolbar as shown in Figure 2.14. Finally, to

export the coefficients of the designed filter, press the “Export ” button under the File menu.

The frequency response performance of filters with the Hamming, Blackman, Rectangular and

Gaussian windows are shown in Figure 2.15. The rectangular window presents the worst per-

formance in both the passband rippleAPB and the stop attenuationAS, which is about -25 dB.

The maximum sidelobe level of the Hamming window is about 53 dB, which is about 11 dB
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Figure 2.14: “ sptool” with Matlab for Filter Designs.

lower than the Gaussian window and 22 dB lower than the Blackman window. In terms of the

ripped frequency roll-off performance, the rectangular window and the Hamming window are

better than the Gaussian and Blackman windows.

2.4.4 Infinite Impulse Response

Infinite impulse response (IIR) filters are known as feedbackrecursive systems, which can gen-

erate infinitely long impulse responses to a finite input [49]. In practice the impulse response of

the IIR filter usually approaches to zero and can be neglectedpast a certain point. In analogue

systems, IIR filters are generally designed and composed with resistors, capacitors, and induc-

tors. In the digital signal processing systems, the discrete time delay filters based on a tapped

delay line and without the feedback are the digital FIR filters.

To illustrate the various sources of error arising from the discretisation process in the implemen-

tation of a digital filter, consider for simplicity, a first-order digital filter is shown in Figure 2.16.

The filter output can be expressed as:

yF[n] = byF[n − 1] + x[n], (2.52)

whereyF[n] andx[n] are the output and input variables. The corresponding transfer function is
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Figure 2.15: FIR Filter Frequency Response,LF = 31, fcf = 0.18.

Figure 2.16: A First-order Infinite Impulse Response Filter Structure.

given by [49]:

HF(z) =
1

1 − bz−1
. (2.53)

In comparison with FIR filters, which provide a comparable quality of signal processing and

design flexibility, IIR filters require lower filter orders interms of the computational complexity

[50]. In principle, a fundamental disadvantage of IIR filters is that they usually have non-

linear phase responses. However, we can reduce the non-linear phase effects through a suitable

selection of the passband. There are several common types ofanalogue filters, such as the

Butterworth [49], which has a maximally flat passband in filters with the same order. Chebyshev

filters have a ripped frequency roll-off performance and areequiripple (more ripples) in the
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Figure 2.17: IIR Time Domain Impulse Response, (a) Butterworth, (b) Chebyshev I (c) Cheby-
shev II (d) Elliptic.

passband (for Chebyshev type I) or equiripple in the stop attenuation (for Chebyshev type II).

Elliptic filters are equiripple in both the passband and the stop attenuation [50].

In terms of the analogue filter design, the usual technique isto specify a prototype low-pass

filter, which can produce an equivalent high-pass, band-pass, or band-stop filter. The analogue

IIR filter is then converted into the approximated digital filter using a relevant transformation

method. In terms of the IIR filter designs, several basic methods can be found in Reference

[51]. In terms of simplifying, we use the Matlab function “sptool” to design IIR filters in

the thesis. The approximated impulse response for IIR filteris shown in Figure 2.17. Here

we set the normalised cut-off frequency for all filters isfcf = 0.2, the filter order is 4, the

passband ripple for the Chebyshev I and Elliptic filters isAPB = 1 dB. The stop attenuation

for the Chebyshev II and Elliptic filters= 40 dB. It is clearly showing that the approximated

impulse response approaches to zero. The Butterworth filterhas the shortest impulse response

length for the same filter order. The frequency response is shown in Figure 2.18. Compared

with the Butterworth and Chebyshev I filters, both the Chebyshev II and Elliptic filters provide

faster frequency roll-off but with a higher side-lobe attenuation 40 dB. The Butterworth filter

provides a flat magnitude in the passband. Thus, understanding the different characteristics
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can help to design IIR filters with different system requirements on the passband ripple, stop

attenuation and the frequency roll-off performance.

2.5 Side-lobe Behaviour for the Multi-user MTC Systems

As mentioned in Section 2.1.3, with significant growth in thenumber of MTC devices, one key

challenge is how to relax the synchronisation requirementsin terms of the massive low data rate

devices in the future communication systems (i.e. 5G). As mentioned above, the orthogonal

sinc-shaped sub-carriers technique provides high spectrum efficiency and also high side-lobe

levels, which comprises sinc pulses as shown in Figure 2.19.If we transmit 13 sub-carriers,

the highest side-lobe attenuation is about−10 dB, which causes significant interference to the

adjacent sub-carriers if the received signal is not synchronised perfectly in time or frequency.

Moreover, there is a “flat” frequency roll-off at the band-edge and it is about−20 dB attenuation

to the adjacent users, i.e. the1th user and the3th user. The OFDM system is thus significantly

sensitive to timing and frequency errors.

There are several methods to reduce the side-lobe levels in terms of relaxing the needs of time

and frequency synchronisation. We can inset number of zero sub-carriers as a frequency guard
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Figure 2.19: Standard OFDM System Side-lobe levels, 13 sub-carriers.

interval [52] technique between each adjacent users. However, increasing the number of zero

sub-carriers will reduce the spectrum efficiency significantly. Moreover, we can also design

filters, i.e. using the narrowband filter bank techniques [53] or use frequency coding techniques,

i.e. frequency polynomial cancellation coding (PCC) [54] to reduce the out of band radiations.

This thesis will provide a detailed comparison and analysisin Chapters 4 and 5.

2.6 Conclusion

First, this chapter introduced the basic background of the MTC, and highlighted the key issues:

the operation costs should be limited in terms of the batterylife, modifying the existing radio

access technologies (e.g. the OFDM used in the LTE) in order to be more efficient. In terms

of the MTC uplink scenario, the tight synchronisation techniques used in the current wireless

communication systems, e.g. the LTE, would be removed for supporting the MTC devices with

the dynamic changes in distance. Second, this chapter provided a brief overview of the standard

OFDM systems, includes the orthogonal sub-carrier systems, spectral efficiency, PAPR prob-

lems and the OFDMA systems, which are used in the LTE downlinkchannel. The state of the

art for basic OFDM system data transmissions has been provided in detail. This chapter also
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analysed the basic BER and FFT computational complexity performance using mathematical

equations. Third, in terms of reducing the maximum LTE downlink bandwidth and the receiver

sampling rate for reducing the ADC costs, this chapter provided a basic view of the Shannon

theorem and introduced the aliasing effects, which is caused by the sampling reduction oper-

ations. Fourth, a brief review of the filter designs was given. FIR filters with the advantages

of the non-recursive, stable and the linear phase with the cost of high complexity are widely

used in digital signal processing. In order to reduce the computational complexity in low cost

receivers, this chapter provided a basic IIR filter designs,which will be mainly used in the

thesis. Finally, a brief review of OFDM side-lobe behaviourwas provided, which can cause

significant interference to the adjacent sub-carriers whenthere is imperfect time or frequency

synchronisation.

This thesis will provide a novel virtual carrier system, which is designed to reduce the LTE

bandwidth for the MTC downlink channel, and mathematicallyanalyse its performance in

Chapter 3. In terms of the MTC uplink asynchronous scenario,the OFDM side-lobe levels

should be limited. Several candidate waveforms, includingthe performance evaluations will be

presented in Chapter 4. In Chapter 5, we will provide a closed-form expression for the interfer-

ence caused by the time-offset scenario. Chapter 5 will alsopropose the OA-UFMC systems in

terms of reducing the computational complexity for the FIR filters, which is used in the UFMC

systems.
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Chapter 3
Virtual Carrier System for the MTC

Downlink Based on OFDMA

In this chapter, we propose a novel receiver system, the virtual carrier (VC) system, which

aims to improve the orthogonal frequency-division multiple access (OFDMA) downlink band-

width efficiency and cost-efficiency, using analogue filtersto extract only sub-carriers of inter-

est. MTC emerged as a cutting edge technology for next-generation communications, and are

undergoing rapid development and inspiring numerous applications, such as smart city, smart

sensor and smart house. Modifying existing OFDMA communication systems, such as the LTE

system, to successfully support low data rate MTC devices has become an important issue. In

LTE Release 12 and beyond, the reduction of maximum bandwidth, the reduction of transmis-

sion power and the reduction of downlink transmission modelshould be studied for supporting

low data rate MTC. Our VC system will reduce the sampling rateat the MTC ADC leading

to improvements in ADC power consumption and the computational complexity. The results

indicate that the VC system can provide significant high SINRperformance without significant

BER degradation.

The rest of this chapter is organised as follows: Section 3.1introduces the background and

motivation of this chapter. Section 3.2 introduces the state of the art. We discuss the VC

receiver system model and derive the performance analysis in Sections 3.3 and 3.4, respectively.

The LTE bandwidth efficiency and analytical results comparing with different SINR and BER

performance are shown in Section 3.5 and Section 3.6 concludes the chapter.

3.1 Introduction

As mentioned in Chapter 2, with the growth of automated systems such as e-health, the smart

grid, smart homes and smart cites, MTC services will experience an exponential growth in the

next generation of mobile communication systems [55]. MTC is one of the most promising so-

lutions for revolutionising future intelligent wireless applications [17]. The major idea of MTC
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system is allowing MTC terminal devices or components to be interconnected, networked, and

controlled remotely [56], with the advantages of low-cost,scalable and reliable technologies.

Projections for the growth in MTC devices range up to 50 billion in the next decades, and with

the expectation of over 2 billion devices will be directly attached to the cellular network by this

time [4].

Wireless communication technologies have been rapidly developing in recent years. The cur-

rent 4G-LTE networks [14], provide high spectrum efficiencyby combining advanced multi-

antenna techniques and they implement the OFDMA scheme in the downlink (DL) from the

base station to the mobile terminals. However, this scheme cannot meet the aim of making

MTC devices lower cost and more energy and bandwidth efficient. For instance, in terms of

supporting synchronisation, LTE uses a subset of carriers to transmit downlink control infor-

mation in the physical downlink control channel (PDCCH) [57]. With increasing the number

of PDCCH, the sub-carrier efficiency will decrease.

Unlike H2H communications, which normally involves voice/video calls, messages and web

surfing, the objective of MTC is to improve the performance ofsystem automation in which the

terminal devices and systems can exchange and share data [58]. Therefore, low data rates, low

cost, low energy consumption and minimal human intervention are key features for realising

efficient MTC.

Currently, many MTC applications are implemented by using the general packet radio service

(GPRS) infrastructure and specific services such as the low cost short message services [59].

However, GPRS also has several limitations which will not satisfy the future MTC requirements

of network operators, particularly relating to energy efficiency and scalability. For instance,

in order to achieve an advanced intelligent system, the number of access technologies in the

network will be increased when using the legacy GPRS system,which will not meet the aim of

future network efficiency. Assuming only GPRS traffic, the spectral efficiency of a GPRS cell

is not more than 150 kb/s/cell/MHz [60], which is significantly lower than for 4G LTE systems

(4.08 Mb/s/cell/MHz).

OFDMA, also referred to as multiuser-OFDM, is being implemented as the multiple access

method for the high data rate transmissions in LTE. OFDMA is an extension of OFDM [61],

allowing different users to transmit simultaneously on thedifferent sub-carriers per OFDM

symbol. In an OFDMA system, the available spectrum is divided into orthogonal sub-carriers,
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which are grouped into sub-channels. OFDMA works as a multi-access technique by allocating

users to different groups of orthogonal sub-channels. Due to the different users’ demands,

OFDMA can separate its bandwidth into distinct sub-channels [62].

How to reduce the cost of LTE in order to support many MTC low cost devices which max-

imising the battery life is a major issue for standardisation beyond Release 12 of LTE. The

bandwidth reduction and the operation cost reduction are the two general aspects addressed by

[8]. The LTE downlink channel can provide up to 20 MHz bandwidth. However, MTC usually

only requires low data rate transmissions, for instance, anMTC terminal device may only be

allocated only 1 MHz out of the 20 MHz LTE downlink channel. Inthis case, most of the

sub-carriers are not relevant to the MTC device. We thus focus how reduced sampling rates

in MTC receiver devices can improve their energy efficiency without compromising decoding

performance.

There are several recent published references on supporting the MTC. Reference [63] quantified

the limits of the random access channel (RACH) of LTE in termsof access delay and energy

consumption in order to determine if the random access (RA) scheme used by the standard

is suitable for the MTC traffic. Moreover, [64] proposed an overlay mechanism that allows

MTC traffic to share the RACH resource with H2H traffic withoutthe need for more complex

separation schemes. In [65], a narrowband LTE-M system was proposed for the low cost MTC

with modifying the existing 1.25 MHz LTE bandwidth into 180 kHz. A hybrid framework for

the dynamic spectrum management of the MTC networks was proposed in [66], which trusted

non-3GPP access points to perform sub-Nyquist sampling. Reference [67] proposed the use of

opportunistic MTC encountering events among users to provide additional location indicators

for localisation systems based on the particle filter fusiontechnique and presented a prototype

system using off-the-shelf smart-phones bundled with ZigBee interfaces. Several other papers,

which focus on the resource allocation schemes for MTC are [68], [69], [70] and [5].

To the best of our knowledge, there are no previous studies onreducing the LTE bandwidth in

order to support low data rate MTC. Reference [71] only proposes a possible solution: insert

a MTC low data rate message into the LTE downlink channel and design a VC to contain the

message. This VC can be separately scheduled to support low bandwidth MTC devices and

the remaining sub-carriers are designed to support high data rate services as normal. However,

reference [71] did not describe a detailed system structurenor how to extract the low data rate

virtual carrier messages at the receiver.
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We now summarise the main contributions of this chapter: Firstly, we propose a novel re-

duced sample rate VC receiver system. Compared with the current LTE carrier aggregation

technique, it significantly improves the bandwidth efficiency. Secondly, the VC system signif-

icantly reduces the ADC cost and computational complexity while providing high SINR and

BER performance to support low data rate MTC devices. Thirdly, we derive a closed-form

expression for SINR which includes the additional interference caused by aliasing effects. Our

previous study [72] shows that aliasing effects caused by the filter and the lower sampling rate

ADC can reduce the VC system performance. Our SINR analysis includes the effect of the filter

cut-off frequency, the receiver ADC sampling rate and the sampling reduction ratio. The BER

can also be evaluated in closed from to show the trade-off between system parameter choices

and detection performance. Finally, we derive a closed-form expression for the effect of inter

symbol interference (ISI) caused by asynchronism. We also consider several cases, including:

very dispersive multipath channel effects on ISI and inter carrier interference (ICI) plus the

additional interference caused by sample timing errors.

3.2 OFDM System: State of the Art

This section briefly introduces the standard OFDM transceiver model and provides three op-

tions to reduce the maximum bandwidth of OFDMA for the low cost MTC devices.

3.2.1 Standard OFDM Transceiver System

As a guard interval, CP eliminates the ISI from the previous symbol in cellular systems such

as LTE and WiMAX [61]. We assume the length of CP in samples is defined asLCP , and

the message bits are to be transmitted using OFDM modulationwith N sub-carriers. We as-

sumeX(n) denotes modulation symbol to be transmitted on thenth sub-carrier. The baseband

OFDM block at the output of theN -point IFFT can be expressed as:

x(t) =
1√
N

N−1∑

n=0

X(n) · ej2πnt/N , n ∈ [0, N − 1] (3.1)
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whereX(n) is the FFT ofx. The signalx(t) is up-converted to radio frequency, transmitted

and propagates through the Rayleigh multipath channel as:

h(t) =

LH−1
∑

l=0

htlδ(t − lTs), (3.2)

each channel taphtl follows the Rayleigh distribution,Ts is the sample period, andδ(t) is

the Dirac delta function. (For the AWGN channel without multipath,LH = 1, htl = 1). The

received signal over the Rayleigh multipath channel and AWGN channel can be defined asy(t):

y(t) = x(t) ⊗ h(t) + g(t), (3.3)

where⊗ denotes the convolution operation andg(t) represents AWGN with power spectral

densityN0/2 is assumed. For a standard OFDM receiver, the received signal is match filtered

and sampled at frequencyfs. After removing the CP and applying the FFT, the frequency

domain signal can be expressed as:

Y (n) = X(n) · H(n) + G(n), (3.4)

whereH(n) is the FFT of the vector [h0t, h1t,...,hLH−1t] andG is the FFT of the noise sequence

g in the frequency domain. Finally, to decode the transmittedmessages, zero forcing (ZF)

equalisation [41] can be used to estimate the transmitted data.

3.2.2 Options to Reduce OFDMA Bandwidth

Reference [71] generally lists three possible options to reduce the maximum bandwidth of

OFDMA systems such as LTE, including separate carrier (SC),carrier aggregation (CA), and

virtual carrier (VC).

First, SC separates a high bandwidth carrier into several narrower band carriers to support

low bandwidth MTC devices. For instance, a 20 MHz bandwidth carrier can be split into

several 1.4 MHz and 3 MHz carriers. Low bandwidth MTC devicesthen transmit and receive

messages on each separate carrier and all narrow bandwidth MTC devices then share the same

OFDMA channel. However, the SC option will no longer supportfull bandwidth 20 MHz data

transmissions and data capacity will be limited by the maximum bandwidth carrier.
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Second, the carrier aggregation technique [73] is one of thekey features for LTE-Advanced. It

allows a user equipment (UE) to receive data on multiple carriers simultaneously. One 20 MHz

band can be formed by component carriers of bandwidth 1.4 MHz, 3 MHz, and 15 MHz. The

low bandwidths support MTC, and the high bandwidth carriers, such as 15 MHz, can support

high data rate transmissions. However, CA does not improve the bandwidth efficiency, as each

sub-band still needs several carriers to support synchronisation of the downlink channel.

Third, the transmitter insets a virtual carrier to carry theMTC messages into a 20 MHz down-

link OFDMA channel to support low cost devices. High data rate devices can still use the

remaining carriers.

Section 3.5 will show that compared with SC and CA, by using a virtual carrier mapped into

a 20 MHz band the transmitter obtains the highest bandwidth efficiency at the meanwhile the

receiver ADC power cost reduces linearly with reduced sampling rate. In the following sections,

this chapter will study the VC receiver system in detail.

3.3 The Virtual Carrier System

This section introduces the proposed VC receiver system then analyses the LTE downlink effi-

ciency and the ADC energy cost performance. We assume that the filter information has been

transmitted through the PDCCH channel to each terminal devices.

3.3.1 Sub-sampling Receiver for VC Option

The VC receiver system model is shown in Figure 3.1. We assumethat a standard OFDMA

receiver received a set of messages over a 20 MHz channel bandwidth, the signal will pass

through a 20 MHz analogue circuit filter and then be passed to an ADC with sampling rate of

30.72 MHz as in LTE. Unlike the traditional OFDMA receiver, the major feature of the VC

receiver system is integrating both low data rate MTC messages and high data rate wideband

messages in one downlink channel. MTC receivers reduce the ADC processing cost by reducing

the maximum bandwidth to capture only the MTC sub-carriers of interest and filter out other

sub-carriers. Therefore, a VC receiver implements one or more narrow band IIR filters to

extract the transmitted MTC signals from the received OFDMAsignal. It operates the ADC at a

much lower sample rate to reduce the power consumption and the number of subsequent digital
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Extract Virtual Sub-carriers for MTC Devices
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20MHz Filter 
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DSP Processing

Standard LTE Receiver

20MHz OFDM Symbols

VC Receiver

Figure 3.1: System Model of the Standard LTE Receiver and VC Receiver.

signal processing computations to decode the signal. The scenario where an MTC receiver has

received a 20 MHz bandwidth LTE signal but only a few sub-carriers (e.g. 70 carriers) are

used for this terminal device as in Figure 3.1(b). A standard20 MHz LTE bandwidth maps to

a FFT size of 2048 with a sampling rate of 30.72 MHz. Therefore, the useful sub-carrier ratio

for the MTC device can be calculated as the number of VC sub-carriers (70) divided by the

total number of sub-carriers (2048), which is approximately 1/32 in this case. Thus, a 0.625

MHz low pass filter (LPF) can be designed to extract the relevant sub-carriers from the 20 MHz

bandwidth signal. A correspondingly lower sampling rate ADC is used at the LPF output; in

this case, we can choose a 0.96 MHz sampling frequency ADC instead of 30.72 MHz.

3.3.2 Mathematical Model of the VC Receiver

The VC receiver block diagram is shown in Figure 3.2. The major function of the VC receiver

system is to demodulate only the sub-carriers of interest. Therefore, the major difference of

the VC receiver compared to a standard OFDM receiver is that the received signals are passed
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Figure 3.2: Block Diagram of the VC Receiver System.

to a narrowband IIR filter which separates the virtual carriers from the rest of the OFDM sub-

carriers, then samples those carriers using a much lower sample frequency ADC. In order to

determine the SINR performance, the narrowband IIR filter can be approximately expressed as

an finite impulse response (FIR) filter with the impulse response written asb(t) with length of

LF. Denote the composite effect of the multipath channel and the IIR filter bywcn(t):

wcn(t) ≈ h(t) ⊗ b(t) =

Lcom−1∑

z=0

wcn(z)δ(t − zTs), (3.5)

where,Lcom is the length of the combined channel and filter impulse response. In the rest of

paper, every combined filter is approximated as being FIR. The received signal after an IIR

filter can be designed asrLPF:

rLPF(t) =
(
x(t) ⊗ h(t) + g(t)

)
⊗ b(t) = x(t) ⊗ wcn(t) + g′(t) + iA(t) + qqua(t). (3.6)

The scalariA(t) is the aliasing noise (due to the effect of the narrow band filter and the reduced

sample rate processing) andqqua(t) is the quantisation noise. For a realistic system, the effect of

uniform quantisation can often be modelled by an additive noise term due to quantisation noise,

which is uncorrelated with the input signal and has zero meanand a variance ofq2/12, where

q is the quantisation step size [74]. In order to simplify the analysis results, this chapter will

assume that the aliasing effect dominates over the quantisation noise. Transformingwcn into

the frequency domain yields the following expression for the frequency response of sub-carrier

n:

Wcn(n) =

Lcom−1∑

t=o

wcn(t) · e−j2πnt/N . (3.7)
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In terms of reducing the ADC cost and the number of subsequentdigital signal processing

computations, the VC receiver system employs a much lower sampling ratefvc rather than the

standard sampling ratefs, thus the sampling reduction ratioγ can be defined as:

γ =
fs

fvc
. (3.8)

With the effect of the analogue IIR filter and reduced sampling rate ADC, the number of op-

erating sub-carriers has been reduced toK = N/γ, which means the VC receiver FFT size

is reduced toN/γ. Assuming thatLCP is longer thanLcom, and the signal is sampled with

the correct timing, the received MTC signal in the frequencydomain after removing CP can be

denoted as:

R(k) = β · X(k) · Wcn(k) + β · G(k) + IA(k) (k = 0, 1, ..., N/γ − 1). (3.9)

WhereIA is the aliasing term and the termβ is the scaling mismatch factor between the trans-

mitter and the receiver and reflects the different sample rates and FFT sizes at these two devices.

Given that this scaling mismatch factor affects both the signal and the noise equally, then we

can neglect it and assumeβ = 1 without loss of generality. After zero forcing equalisation, we

can decode the MTC signal in the frequency domainX̂(k) as:

X̂(k) =
R(k)

Wcn(k)
. (3.10)

3.3.3 LTE Downlink Efficiency

The LTE downlink bandwidth directly relates to the overall transmission efficiency of the sys-

tem as this determines the proportion of data sub-carriers in a radio frame. In the LTE down-

link channel, in terms of providing good signal synchronisation performance, it uses several

synchronisation channels such as the primary synchronisation channel (PSCH), the secondary

synchronisation channel (SSCH) and the PDCCH channel. However, those synchronisation

channels will share lots of sub-carriers. In order to estimate the LTE downlink channel band-

width efficiency, the percentage capacity of the LTE FDD (frequency division duplex) downlink

channel is computed as:

CBW =
NA

NT
· 100%, (3.11)
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where we assume that a 10 ms radio frame is divided into 20 equal size slots of 0.5 ms [16]. A

subframe consists 2 consecutive slots, therefore one 10 ms radio frame contains 10 subframes.

CBW is the capacity of one 10 ms LTE FDD radio frame,NA is the number of available sub-

carriers andNT is the number of total occupied sub-carriers in one frame, which can be com-

puted from reference [75]. The standard LTE downlink channel bandwidth is 1.4 MHz, 3 MHz,

5 MHz, 10 MHz, 15 MHz or 20 MHz.

3.3.4 Synchronisation for the VC System

10ms Radio Frame

#0 #1 #2 #3 #4 #5 #6 #7 #8 #9

subframe

0 1 2 3 4 5 6 0 1 2 3 4 5 6

Slot 0 Slot 1

Figure 3.3: Virtual Carrier Synchronisation Signals.

As mentioned above, cell synchronisation is the very first step when an MTC device wishes to

connect to a cell. A cyclic prefix is appended as guard time foreach OFDM symbol to enable

against time delay spread. One downlink slot consists of 6 or7 OFDM symbols as shown in

Figure 3.3, depending on whether extended or normal cyclic prefix is configured, respectively.

The extended cyclic prefix is able to cover larger cell sizes with higher delay spread of the radio

channel, but reduces the number of available symbols [16]. The first step of cell search in LTE

is based on specific synchronisation signals. LTE uses a hierarchical cell-search scheme, which

includes the primary and the secondary synchronisation signals. They are designed to carry
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the physical layer identity and the physical layer cell identity. The synchronisation signals are

transmitted twice per 10 ms on predefined slots, which locatein the last OFDM symbol of first

time slot of the first subframe as shown in Figure 3.3. This enables users to be synchronised

at the subframe level. In the next step, the terminal finds thesecondary synchronisation signal

(SSS) which determines the physical layer cell identity group number. In order to decode

the VC message, a VC control signal (VCCS) should be includedin the VC carrier as shown

in Figure 3.3. The VCCS includes the VC carrier locations, filter parameters and sampling

reduction ratio. When the VCCS has been decoded, the MTC terminal devices can easily

decode the received signals intended for it. The VCCS can be also mapped into the VC carrier

to assist the MTC receiver in maintaining accurate symbol timing. The VC system decoding

processing is shown in Table 3.1.

Virtual Carrier Receiver System Synchronisation
Step 1: Search for the PSS and the SSS
Step 2: Decode the VCCS to identify VC carrier location
Step 3: Compute the number of operating sub-carriersK and sampling reduction ratioγ
Step 4: Set filter parameters and receiver sampling ratefvc

Step 5: Decode received MTC messages from the specified VC location

Table 3.1: VC Synchronisation Processing Steps.

3.3.5 Energy Saving For The VC Receiver

The basic motivation for VC is that the ADC power dissipationis a linear function of the

sampling rate. A previous study [76] derived the power dissipation of an ADC asPADC,

PADC = 48kBTTemp · 22V · fs, (3.12)

wherekB is Boltzmanns constant,TTemp is temperature,fs is the sampling frequency andV is

the SNR-bits, which is given by [76]:

V =
SNR[dB] − 1.76

6.02
. (3.13)

The ADC power dissipation presents a linear reduction by reducing the sampling frequency.

In terms of the FFT computational complexity, compared withthe standard OFDM system, the

VC receiver also reduces the number of subsequent digital signal processing computations. The
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computational complexity [77] for the standard OFDM receiver can be defined asΓOFDM:

ΓOFDM =
N

2
· log2(N). (3.14)

In terms of the VC receiver system, the FFT size decreases toN/γ. Therefore, the computa-

tional complexity for the VC receiver system can be defined as:

ΓVC =
N/γ

2
· log2(N/γ). (3.15)

3.4 Performance Analysis

In this chapter, we focus on three distinct channel scenarios to evaluate system performance

and will not consider the effect of time or frequency offset,thus, we make the assumption of a

perfect sampling timing. In this chapter,E[·] represents the expectation operation,⊗ represents

the convolution operation and(·)∗ represents the complex conjugate operation.

3.4.1 Aliasing Analysis

First, we analyse the effect of filter aliasing iniA(t) in a simple scenario. We assume that

the received MTC messageyF(t) is not corrupted by background noise or multipath channel

effects. The received signal can be expressed as:

yF(t) = x(t) ⊗ b(t). (3.16)

With the assumptions of perfect sampling timing, a samplingreduction rate ofγ andLCP > LF,

we can write down an expression for the FFT output ofyF(t), after the CP is removed. The

m-th frequency bin can be denoted as [49]:

yF(m) =
N−1∑

n=0

X(n) · B(n) · e−j2πnm/K (3.17)

=

K−1∑

k=0

(
γ−1
∑

a=0

X(aK + k) · B(aK + k)

)

· e−j2πkm/K ,

whereB(n) is theN -point FFT ofb(t). Therefore, the receivedk-th sub-carrier signal after
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reducing the sampling rate in the frequency domain can be written as:

RF(k) =

γ−1
∑

a=0

X(aK + k) · B(aK + k), k ∈ [0,K − 1] (3.18)

whereK = N
γ . After reducing the sampling rate at the receiver, there areγ copies of the

original OFDM signal centred at frequencies 0,fs/γ, 2fs/γ, ..., (γ − 1)fs/γ. The 0 frequency

term is the desired spectrum of the transmitted signalx(t) while the remaining frequencies

represent undesired aliased components. Thus, equation (3.18) can be re-written as:

RF(k) = X(k) · B(k) +

γ−1
∑

a=1

X(aK + k) · B(aK + k), (3.19)

the aliasing term can be expressed as:

IA(k) =

γ−1
∑

a=1

X(aK + k) · B(aK + k), (3.20)

and it represents all the aliased interference present in the received signal. The SINR equation

for the received signal is computed asρ:

ρ(k) =
E[S(k)2]

E[NI(k)2]
, (3.21)

whereE[·] denotes statistical expectation,S(k)2 is the received signal power over at the output

of the IIR filter, andNI(k)2 is the interference power arising from the (γ − 1) aliased terms.

Thus, the interference power for no channel effect caseNIF can be written as:

E[NIF(k)2] = E

[

|RF(k) − X(k) · B(k)|2
]

=

γ−1
∑

a=1

E
[
X(aK + k)2

]
· |B(aK + k)|2 . (3.22)

Thus, the theoretical SINR value at the output of the VC receiver without channel effects can

be derived as:

ρF(k) =
E
[
X(k)2

]
· |B(k)|2

∑γ−1
a=1 E [X(aK + k)2] · |B(aK + k)|2

. (3.23)
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3.4.2 AWGN Channel Effect SINR Analysis

Assume now the transmitted MTC signals go through an AWGN channel where the noise has

mean zero and a noise standard deviation ofσ =
√

fsN0/2. Similar to equations (3.19), the

received MTC messages from the AWGN channel in the frequencydomain can be expressed

as:

RA(k) = X(k) · B(k) +

γ−1
∑

a=1

X(aK + k) · B(aK + k) + G(k). (3.24)

Thus, the closed-form expression for SINR of VC receiver atk sub-carrier at the AWGN chan-

nel can be derived as:

ρA(k) =
E
[
X(k)2

]
· |B(k)|2

σ2 +
∑γ−1

a=1 E [X(aK + k)2] · |B(aK + k)|2
. (3.25)

3.4.3 Multipath Channel SINR Analysis

This section is devoted to address the effect of multipath channels by analysing the combined

impulse responsewcn of both the multipath Rayleigh channel and the analogue filter in equation

(3.5). We consider two cases when the length of combined response (Lcom) is both longer and

shorter than the CP length (LCP) in samples.

3.4.3.1 CP Longer Than Combined Response

Assume that a MTC receiver has received the signals over a Rayleigh multipath channel and an

IIR filter has been applied at the receiver. We assumeLCP is longer thanLcom and the received

signal is sampled with the correct timing. The received signal can be expressed as:

yLo(m) =

N−1∑

n=0

X(n) · Wcn(n) · e−j2πnm/K + g(m)

=
K−1∑

k=0

(
γ−1
∑

a=0

X(aK + k) · Wcn(aK + k)

)

· e−j2πkm/K + g(m). (3.26)

Thek-th received sub-carrier in the frequency domain can be derived as:

RLo(k) = X(k) · Wcn(k) +

γ−1
∑

a=1

X(aK + k) · Wcn(aK + k) + G(k). (3.27)
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Thus, the average SINR value of the VC receiver over the Rayleigh fading multipath channel

can be expressed as:

ρLo(k) =
E
[
X(k)2

]
· E[|Wcn(k)|2]

σ2 +
∑γ−1

a=1 E [X(aK + k)2] · E[|Wcn(aK + k)|2]
. (3.28)

3.4.3.2 CP Much Shorter Than Combined Response

The major function of the cyclic prefix is that it removes the intersymbol ISI and ICI. In order to

address the impact of the case when CP is shorter than the channel response in the VC receiver

system, we need to compute both the ISI and ICI noise terms. According to a previous study

[78], the ISI and ICI cause interference at the tail of the impulse response. Based on [78], the

ISI noise for the VC receiver, in the case that theLCP is shorter than the length (Lcom) of

combined channel and filter impulse response, can be expressed as:

PISI(k) = σ2
Lcom−1∑

c=LCP+1

|Uc(k)|2 , (3.29)

whereUc(k) is defined as:

Uc(k) =

Lcom−1∑

c=LCP+1

wcn(c)e−j2πck/N . (3.30)

Note that the expression forUc(k) is actually for the FFT of the tail of the combined impulse

response. In terms of ICI, [78] shows that the ISI and ICI havethe same power spectral density.

Therefore, the noise level of ICI is equal to that of the ISI. Thus, the interference power for the

VC receiver system can be derived as:

E[NSo(k)2] = σ2+

γ−1
∑

a=1

E
[
X(aK + k)2

]
·E[|Wcn(aK+k)|2]+2σ2

Lcom−1∑

c=LCP+1

|Uc(k)|2 . (3.31)

Therefore, the expression of the average SINR for the case where the CP is much shorter than

combined response can be written as:

ρSo(k) =
E
[
X(k)2

]
· E[|Wcn(k)|2]

σ2 +
∑γ−1

a=1 E [X(aK + k)2] · E[|Wcn(aK + k)|2] + 2σ2
∑Lcom−1

c=LCP+1 |Uc(k)|2
.

(3.32)
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3.4.4 Asynchronous ISI Analysis

In the previous sections, we assumed the received signals are perfectly synchronised and sam-

pled at the correct timing. This sub-section will analyse the ISI effects caused by asynchronism.

Here we defineτErr as the timing error in samples, which we assume is positive. Thus, inter-

ference to the first OFDM symbolx1(t) is caused by the firstτErr samples from the second

OFDM symbolx2(t). Then, we can write the interference term as:

iErr =

τErr−1∑

t=0

x2(t) ⊗ b(t). (3.33)

Thus, the interference term on thekth sub-carrier can be rewritten using the Fourier transform

as:

iErr(k) =

N−1∑

k=0

τErr−1∑

n=0

X2(n)B(n)e−j2πnk/N , (3.34)

whereX2(n) is thenth FFT output forx2(t). Then the ISI noise for timing error denoted as

NIErr, for the VC receiver with sampling reduction ratio ofγ can be derived as:

E
[
NIErr(k)2

]
=

γ−1
∑

a=0

τErr−1∑

n=0

E
[
X2(aK + k)2

]
· E[|B(aK + k)|2]. (3.35)

Note that equation (3.35) represents an extra timing error interference term which can be added

to the denominator for our SINR equations to compute the theoretical SINR values when a

specified timing error is present.

3.4.5 BER Analysis

In terms of comparing the VC receiver BER performance with the standard OFDM receiver

system, this chapter will use the three BER basic LTE standard modulation schemes, including

4PSK, 16QAM and 64QAM for both the AWGN channel and the Rayleigh fading multipath

channel.
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3.4.5.1 BER Analysis For the AWGN Channel

The ratio of energy per bit (Eb) to the spectral noise density (N0) is defined as:

Eb/N0 =
ρ

Nb
, (3.36)

whereNb is the number of bits per sample. The theoretical BER value ofthe standard OFDM

receiver is computed as [44]:

PQPSK =
1

2
· erfc

(√

Eb

N0

)

, (3.37)

P16QAM ≈ 3

8
· erfc

(√

2

5
· Eb

N0

)

, (3.38)

P64QAM ≈ 7

24
· erfc

(√

1

7
· Eb

N0

)

, (3.39)

whereerfc(.) denotes the complementary error function.

3.4.5.2 Standard OFDM BER Analysis Under the Rayleigh Multipath Channel

The theoretical BER value of normal OFDM system over the Rayleigh multipath channel is

computed as [44] [45]:

PQPSK =
1

2

(

1 −
√

Eb/N0

1 + Eb/N0

)

, (3.40)

P16QAM =
1

2

(

1− 3

4

√

4 · Eb/N0

5/2 + 4 · Eb/N0
− 1

2

√

4 · Eb/N0

5/18 + 4 · Eb/N0
+

1

4

√

4 · Eb/N0

1/10 + 4 · Eb/N0

)

.

(3.41)

For the 64QAM modulation, the BER expression is [79]:

P64QAM =

28∑

i=1

ωiIir(υ
1
i , υ

2
i , γ, r, ̺), (3.42)

whereγ is the average SNR per symbol and coefficientsωi, υ1
i , υ2

i and̺ are listed in a table in

[79] andIir is the integral representation:

Iir(z) =
1

π

(π/2)∫

−(π/2)

e−z·sinφdφ. (3.43)
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Simulation Parameters
Bandwidth N Transmittedfs LCP IIR Filter Order Type of Filter Attenuation
20 MHz 2048 30.72 MHz 144 4 Butterworth 3 dB

Equivalent FIR Filter Order
γ 1/2 1/4 1/8 1/16 1/32 1/64
LF 24 35 67 132 208 332

Table 3.2: Common Simulation Parameters.

Now we can compute the theoretical BER value by taking the SINR closed form expressionρ

for the VC system into the BER equations as above.

3.5 Numerical Results

This section will firstly evaluate the bandwidth efficiency performance and the energy saving

performance by using the VC receiver system rather than a full bandwidth OFDM receiver.

Then theoretical and simulation results for the SINR and BERperformance will be described.

According to the LTE downlink specification [16], the thesisconsiders LTE downlink band-

width of 20 MHz with sampling rate of 30.72 MHz, which is matching the FFT size of 2048.

The length of CP is chosen as the LTE CP short standard of 144 samples. Common parameters

for simulations are listed in Table 3.2.

3.5.1 LTE Downlink Efficiency Performance

An additional physical control format indicator channel carries on specific resource elements in

the first OFDM symbol of each subframe, which is used to indicate the number of OFDM sym-

bols used for the PDCCH, i.e. 1, 2 or 3 symbols are possible in the LTE downlink specification

[16], depending on the number of users in a cell and signalling formats conveyed on PDCCH.

The number of PDCCH is also dependent on the bandwidth, e.g. for a 1.4 MHz bandwidth

the minimum number of PDCCH symbols is always 2 according to the LTE specification [16].

The result for the LTE downlink capacity for one 10 ms LTE radio frame with the number of

PDCCH transmissions is shown in Figure 3.4. The LTE bandwidth efficiency is computed as

Equation (3.11) and it is obvious that whether one or two PDCCH symbols is used, the percent-

age capacity of 20 MHz bandwidth is much higher than other options, and the least efficient

is the 1.4 MHz bandwidth carrier. We can conclude that compared with the SC and CA meth-

56



Virtual Carrier System for the MTC Downlink Based on OFDMA

LTE Downlink Channel Bandwidth MHz

0 5 10 15 20

C
a

p
a

ci
ty

 (
%

)

74

76

78

80

82

84

86

1 PDCCH For Each Bandwidth

2 PDCCH For Each Bandwidth

Figure 3.4: LTE Downlink Capacity Vs. Channel Bandwidth.

Sampling FFT Normalised FFT Computational
Rate (fs) Size (N ) ADC Power (W) Complexity (Ops)

30.72 MHz 2048 1 11264
15.36 MHz 1024 1/2 5120
7.68 MHz 512 1/4 2304
3.84 MHz 256 1/8 1024
1.92 MHz 128 1/16 448
0.96 MHz 64 1/32 192

Table 3.3: Energy Saving Performance of the VC System for the 20 MHz LTE Channel From
Equations (3.14) and (3.15).

ods, using a virtual carrier mapped into a 20 MHz LTE band can improve bandwidth efficiency

significantly.

3.5.2 Energy Saving Performance for the VC Receiver

Compared with the 20 MHz LTE standard receiver, the ADC dissipation performance and the

computational complexity of the FFT block for the virtual carrier receiver system is shown in

Table 3.3. In order to compare the cost-efficiency, we definedthe energy cost of processing the

full 20 MHz bandwidth to be normalised to 1. By reducing the sampling rate of a MTC receiver,

the ADC power dissipation and the computational complexityare reduced significantly. If

57



Virtual Carrier System for the MTC Downlink Based on OFDMA

Sub-Carrier Index

20 40 60 80 100 120

S
IN

R
 (

d
B

)

0

5

10

15

20

25

30

35

40

Butterworth

Chebyshev I

Chebyshev II

Elliptic

Figure 3.5: SINR Performance over Different IIR Filters, AWGN channel 30 dB,N = 2048,
LCP = 144, γ = 8, 16-QAM.

a MTC terminal device only needs to decode 64 sub-carriers, by using a low pass filter and

sampling rate at 0.96 MHz, it only costs 1/32 of the ADC operations compared with decoding

the whole 20 MHz band and the FFT computation is reduced from 11264 operations to 192.

3.5.3 SINR Performance

The SINR performance of the VC receiver system over the AWGN channel with four types of

IIR analogue filter (Butterworth, Chebyshev I, Chebyshev IIand Elliptic filters [51]) withγ = 8

is shown in Figure 3.5. The passband ripple for Chebyshev I isset to 1 dB and the stopband

attenuation for Chebyshev II is set to 40 dB. In the case of theElliptic filter, the passband ripple

and the stopband attenuation are set to 1 dB and 40 dB in order to provide fair comparison.

We plot the SINR value for the first 128 sub-carriers in Figure3.5 and it shows that the sub-

carriers near the cut-off frequency band present significant SINR loss. It also shows that both

the Butterworth and the Chebyshev I filters achieve higher SINR performance in the passband

compared with Chebyshev II and Elliptic filters. However, the Chebyshev I filter has a worse

phase response because of group delay variations at the bandedges. Therefore, in order to
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Figure 3.6: SINR Performance for Different Sampling Rate,g(t) = 0, h(t) = 0, N = 2048,
LCP = 144, 16-QAM.

achieve a high SINR performance in the pass band frequency, this chapter will focus on the

Butterworth IIR filter in the remaining simulations.

The SINR performance for different sampling reduction ratios is shown in Figure 3.6 with the

assumption of a 16-QAM modulation scheme and no background noise, and there is perfect

time synchronisation. Whenγ is 64,LF is much larger thanLCP. Thus we computed the ISI

and ICI noise power using equation (3.31) forγ = 64 to obtain the theoretical value of the SINR

which is computed from equation (3.23). The theoretical results show a perfect match with the

simulations. If the MTC receiver samples at 0.48 MHz (about 1/64 of transmitted sampling rate,

the IIR cut-off frequency is set to 0.3125 MHz in order to match with the sampling reduction

ratio), the SINR value of the first 65% of all sub-carriers is still above 20 dB. It also indicates

that the VC receiver system is able to decode the transmittedlow data rate MTC messages

mapped into a normal LTE band, even if we reduced the samplingrate by 64 times. The basic

reason for the SINR performance withγ = 32 andγ = 64 being much poorer than other cases

is the non-integer sampling reduction of the CP.

The SINR degradation performance of the VC receiver system without timing error over the
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Figure 3.7: SINR Performance over the AWGN channel, Butterworth, QPSK,N = 2048,
LCP = 144, γ = 8.

60



Virtual Carrier System for the MTC Downlink Based on OFDMA

Samples

0 5 10 15 20 25 30 35 40 45

A
m

p
li

tu
d

e

0

0.1

0.2

0.3

0.4

(a) 

Samples

0 5 10 15 20 25 30 35 40 45

A
m

p
li

tu
d

e

0

0.5

1

(b) 

Samples

0 5 10 15 20 25 30 35 40 45

A
m

p
li

tu
d

e

0

0.1

0.2

0.3

0.4

(c) 

Figure 3.8: Overall Receiver Impulse Response: (a) Channel Impulse Response, (b) Receiver
Filter Impulse Response, (c) Combined Impulse Response.

AWGN channel is shown in Figure 3.7(a). The transmitted SNR is set to 20 dB, 10 dB and

5 dB. The theoretical SINR value is computed using (3.25) andit is closely matched with

simulations. The AWGN channel does not significantly affectthe SINR performance of the

VC receiver. If the input SNR is 20 dB, the SINR degradation becomes apparent at sub-carrier

number 80, where there is about 2 dB SINR loss. By reducing thetransmitted SNR, the SINR

degradation in the VC receiver mores closer to half the cut-off frequency. In terms of the first

60-70 sub-carriers, the VC receiver system presents high SINR performance.

The SINR performance versus timing errorτErr is shown in Figure 3.7(b). The ISI of timing

error is computed using (3.35), and added to the denominatorof (3.25) to compute the theoret-

ical SINR, which perfectly matches the simulations. WhenτErr is larger than 9 samples, the

SINR performance is significantly reduced.

One example of a combinedh(t) andb(t) impulse response is shown in Fig. 3.8, and it clearly

shows that the receiver filterb(t) increases the delay spread of the channel filterh(t). There-
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fore, when the CP length in samples is shorter than the combined impulsewcn, ISI and ICI

interference will be introduced.

The SINR degradation performance over the Rayleigh multipath channel is shown in Figure 3.9.

Assuming the VC receiver has received the signal over aLH = 20 tap Rayleigh fading channel,

the length of CP is longer than the combined impulse responseand the ADC sampling follows

perfect timing, the SINR performance is shown in Figure 3.9(a). The theoretical value of the

SINR is computed using equation (3.28), and similar to the AWGN channel case, the Rayleigh

fading channel does not significantly affect the average SINR in the passband. Now we increase

the length of channel to 300 taps, i.e. the “long channel”. Thus, the CP is not long enough

to prevent ISI and ICI interference as shown in Figure 3.9(b), where the theoretical value is

computed using equation (3.32). It is obvious that there is asignificant SINR degradation in the

passband due to the ISI and ICI. For a received signal with 20 dB SNR over a 300 tap multipath

channel, the average SINR of the down-sampled signal is reduced to 13 dB in the passband.

Therefore, the performance of the VC receiver can be limitedby increases in the number of

channel tapsLH.

3.5.4 BER Performance

In terms of testing the BER performance of the VC receiver system, we assume the transmitted

MTC messages are mapped in to the first 90 sub-carriers over a 20 MHz LTE channel. Accord-

ing to Figure 3.7(a), the SINR values of sub-carriers 1-90 would not be affected significantly

by using sampling reduction ratio ofγ = 8. Therefore, in this section, we will examine the

BER performance of sub-carriers from 1 to 90.

The BER performance of the VC receiver over the AWGN channel is shown in Figure 3.10,

we compared the theoretical value of the normal OFDM system derived from equation (3.37)

- (3.39) and the simulated value of the VC system. It is obvious that the VC receiver system

can achieve the same BER performance compared with the traditional LTE receiver even when

reducing the receiver ADC sampling rate.

The BER performance of the Rayleigh fading channel is shown in Figure 3.11. The BER

performance of the VC receiver system is closely matched with the normal OFDM receiver

performance obtained from equation (3.40) - (3.42). There are slightly higher BER values

for Eb/N0 between 25 dB to 30 dB. The reason for that is the VC receiver system causes a

62



Virtual Carrier System for the MTC Downlink Based on OFDMA

Sub-Carrier Index

20 40 60 80 100 120

S
IN

R
 (

d
B

)

0

5

10

15

20

25

30

Simulated SINR

Theoretical SINR

(a) SINR for 20 Taps Multipath Channel

Sub-Carrier Index

20 40 60 80 100 120

S
IN

R
 (

d
B

)

0

2

4

6

8

10

12

14

16

18

20

Simulated SINR

Theoretical SINR
SNR=20dB

SNR=10dB

(b) SINR for 300 Taps Multipath Channel
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Figure 3.10: BER Performance of the Virtual Carrier System over the AWGN Channel,N =
2048, LCP = 144, γ = 8.

small SINR degradation around sub-carrier 90, especially for high input SNR. However, the

VC receiver system still can perfectly decode the transmitted low data rate MTC messages

without significant BER degradation by using only 1/8 of the ADC power and reducing the

computational complexity from 11264 operations to 1024.

A measure of the delay spread depicted in the channel power delay profile is useful since the ISI

which causes higher BER. The delay profile is the expected power per unit of time received with

a certain excess delay. In order to measure the BER performance of the VC receiver affected

by both ISI and ICI, this chapter now considers a very dispersive channel. Thus we increase

the multipath Rayleigh fading channel taps to 200, 300 and 500 with LCP = 144 and the result

is shown in Figure 3.12. It is obtained by averaging a large set of impulse responses. The

theoretical BER value is computed by substituting the SINR value from equation (3.32) into

equation (3.41), which closely matches with simulations. It clearly indicates that by increasing

the length channel impulse response in samples, the BER degradation will increase significantly

due to the presence of ICI and ISI. Compared with 200 taps, theBER performance significantly

degrades with increasing the number of channel taps to 300 or500. When the channel taps

increased to 500, the gap between the OFDM system and the VC system becomes small. This

means the CP is no longer able to protect the received signal against ICI and ISI. Compared
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Figure 3.11: BER Performance of the Virtual Carrier System over the Rayleigh fading Chan-
nel, Channel Taps=20.

with the standard OFDM receiver, the VC receiver is more sensitive to the number of channel

tapsLH. Therefore, the VC receiver system might not be suitable forsome very poor channel

conditions, so future studies might focus on how to reduce the ISI and ICI effects while at the

same time reducing the cost of the receiver.

3.6 Conclusion

In this chapter, a practical virtual carrier receiver system is proposed that uses a narrow band

analogue filter and a much lower sampling rate ADC in order to extract the low data rate MTC

signals while significantly reducing the ADC power consumption and the computational com-

plexity. In order to modify the existing LTE communication systems to support low data rate

MTC devices, the VC receiver can significantly improve the LTE bandwidth efficiency and

cost-efficiency. At the same time, it provides high SINR and BER performance close to a full

sample rate OFDM receiver for the sub-carriers of interest.Secondly, this chapter has derived

the theoretical analysis of the VC receiver performance, which perfectly match with simula-

tions. The theoretical equations account for the effect of aliasing spread on the sub-carrier

location, and this helps to the system designer to evaluate what kind of filters and receiver
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sampling rate can be used to balance the energy cost and detection performance. This chapter

highlights that the VC receiver system could be a suitable solution to support the MTC based

on the LTE standard.

In Chapter 4, we will provide the analysis and performance ofthe 5G Uplink waveform design

to address the ICI caused by asynchronous. The purpose is to relax the synchronism require-

ments can significantly improve operational capabilities,bandwidth efficiency and even battery

lifetime for the low data rate MTC devices. The performance of several candidate waveforms

will be presented in the next chapter.
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Chapter 4
Compare and Contrast the

Performance of Several Multi-user
Waveform Designs For the

Asynchronous MTC

The MTC (or IoT) extends the internet as we know it today by attaching a multitude of sen-

sors/actors (e.g. smart meters) with access to the wirelessnetwork. The cost on the wireless

transmission is a critical issue, as the devices are not necessarily connected to the electrical

supply, e.g., in the case of sensor devices. In Chapter 3, we concentrated on the virtual carrier

receiver system, which aimed to reduce the maximum bandwidth and the ADC sampling rate

of LTE to reduce the processing cost for the MTC downlink.

In this chapter, we are concentrating on the uplink channel for supporting the massive MTC

devices carrying the data via wireless. One key aspect of user-centric processing in the fifth

generation (5G) communications is for devices to be connected to multiple access points typi-

cally. The dynamic changes in distance between the devices and all access points are required a

flexible synchronised processing. So a similarly tight synchronisation as used in LTE, appears

not to be cost-effective or even possible for a multi-user system in 5G. Relaxing the synchroni-

sation requirements by reducing the OFDM side-lobes is one solution for the 5G uplink. This

chapter analyses the sidelobe reduction performance for 6 candidate multi-carrier waveforms,

which are CP-OFDM, zero-padding (ZP-OFDM), weighted overlap and add (WOLA-OFDM),

polynomial cancellation coded (PCC-OFDM), universal filtered multi-carrier (UFMC) and in-

finite impulse response (IIR-UFMC). We are initially attracted to IIR-UFMC in terms of its

models computational complexity. Our results indicate that both PCC and UFMC can provide

better frequency roll-off than CP/ZP-OFDM and WOLA. PCC is more easier to implement and

performs strongly against ICI with cost of losing spectral efficiency and a PAPR. UFMC is more

robust to very dispersive multipath channels but with cost of increasing computational com-

plexity. Compared with FIR-UFMC, IIR-UFMC achieves less ICI cancellation performance in

terms of BER, but it is still better than CP-OFDM.
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The chapter is organised as follows: Section 4.1 introducesthe background and motivation

of this chapter. Section 4.2 specifies the system model of the6 candidate waveforms. The

filter design for UFMC and WOLA is shown in Section 4.3. The waveform sidelobe reduction

performance and the simulation numerical results are shownin Section 4.4 and Section 4.5.

Section 4.6 concludes the chapter.

4.1 Introduction

A mix of high and low data rates for multiple users is the main aim of the fifth generation

(5G) of the wireless communications systems. A previous study [80] highlighted one of the

fundamental functions for 5G will be to support for IoT, which is synonymous with MTC and

exponential growth in MTC traffic is expected in the near future. One of the major challenges

for future MTC is the scalability problem when many MTC systems are using the air interface.

As mentioned in Chapter 3, the current 4G wireless network isbased on the OFDM wave-

form, which is well understood and documented in many papers, e.g. in [81]. In OFDMA,

each user is allocated a subset of sub-carriers, to present the ICI, the users signal much be syn-

chronised at the receiver’s input [53]. However, there are several challenging problems for the

application of OFDMA cellular systems supporting the massive MTC in the 5G uplink. First,

the orthogonality is based on strict synchronisation between each sub-carriers, and as soon as

the orthogonality is lost by multi-cell or multiple access transmission or through time-offsets

between transmitters, interference between sub-carrierscan become significant in OFDM [80].

Second, one of the significant purposes of 5G is able to support efficiently multiple traffic types.

It should be able to deal both high and low volume data requirements and with synchronous or

asynchronous transmissions [82]. Third, one key aspect of user-centric processing is for devices

to be connected to multiple access points typically. The dynamic changes in distance between

the devices and all access points require flexible synchronised processing. The tight synchro-

nisation, as required in LTE, appears not to be cost-effective or even possible for a multi-user

system in the future [83].

MTC devices will not use synchronous signal transmission. They often send only a few bytes,

which makes the overhead for synchronisation is too high. Instead in the 5G systems, MTC

traffic is to be removed from standard uplink traffic to minimise the signalling overhead [84].

By doing this, relaxing the synchronism requirements can significantly improve the operational
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capabilities, bandwidth efficiency and even battery lifetime for the low data rate MTC devices

[85]. There are several approaches to deal with asynchronous and non-orthogonal transmis-

sions, where the reduced side-lobe levels of the waveform seek to minimise ISI and ICI.

First, the zero padding (ZP-OFDM) is designed for the highlydispersive channels, an OFDM

receiver is more efficient for capturing multipath energy than an equivalent single-carrier system

using the same total bandwidth [86]. ZP has been recently mentioned as an alternative to the

CP in 5G transmissions [87].

Second, the 5GNOW project [80] has defined a new intermediateframe structure to support

both high and low synchronisation requirements, which is called the unified frame layout. This

aims to handle the very heterogeneous services and devices communicating over a 5G wireless

access frame structure. In order to deal with the ISI and ICI,which are caused by the time

and frequency offsets, several techniques can be used to reduce the OFDM side-lobes, e.g.

filter bank multi-carrier (FBMC) [53], with a prototype filter designed for a superior frequency

selectivity. FBMC systems achieve signal separation through filtering in terms of the perfect

carrier synchronisation. Due to the very narrow sub-carrier filters needed in FBMC, the filter

length could be very long. Therefore, 5GNOW studies an alternative version, universal filtered

multi-carrier (UFMC) [80], which designs filters for each sub-band with a very narrow band.

Compared with the sub-carrier filter, the sub-band filter reduces the processing cost by reducing

the impulse response length.

Third, the weighted overlap and add (WOLA-OFDM) is a filteredCP-OFDM waveform pro-

posed in [88], which is a similar process compared with UFMC.The differences is overlapping

several samples together between the nearby time domain filtered signals to reduce the trans-

mitted signal length.

Fourth, the polynomial cancellation coded (PCC-OFDM) [89]is a coding technique for OFDM

in which the data to be transmitted is mapped onto weighted groups of sub-carriers. PCC-

OFDM has been shown to be much less sensitive than OFDM to frequency offset and Doppler

spread. However, one of the drawbacks of PCC-OFDM is the spectral efficiency is at best

approximately half of that for OFDM as each data symbol is mapped to at last two sub-carriers.

A previous study [90] has shown that the PAPR for PCC-OFDM is much higher than OFDM,

and proposed that the symmetric cancellation coding (SCC) to reduce the PAPR compared

with PCC-OFDM. However, the BER performance over a multipath fading channel of SCC
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[90] is significantly poorer than PCC, especially when the carrier frequency offset (CFO) is

large. Secondly, SCC does not improve the frequency roll-off in order to reduce the time offset

effects, unlike PCC.

To the best of our knowledge, there is no paper providing a detail analysis and comparison on

the OFDM side-lobe reduction performance between the waveforms as mentioned above and

there is no previous paper implementing the IIR filter for UFMC. We summaries the main con-

tributions of this chapter: Firstly, we provide the first study of the time offset performance for

UFMC with the analogue IIR filters (IIR-UFMC). Secondly, we provide a detailed compari-

son between CP/ZP-OFDM, WOLA-OFDM, PCC-OFDM, UFMC and IIR-UFMC, including

different filter designs, PSD, SINR, BER, overlapping effects, computational complexity and

PAPR.

4.2 System Model of the Uplink Waveform

This section briefly introduces 6 candidate waveforms for the system performance comparison,

including CP-OFDM, ZP-OFDM, PCC-OFDM, WOLA-OFDM, UFMC andIIR-UFMC. A

multi-user uplink transmission model is shown in Figure 4.1, where each user transmits using

K sub-carriers over a bandwidth withN -point FFT in the frequency domain. The total number

of users is defined asU , andu is the user index. In order to simplify, we start to analyse the

each single user transmission model. Moreover, in order to provide a fair comparison, we set

the transmitted sample length for all candidate waveforms equal toL in the time domain.

Frequency Domain 

Uplink Bandwidth Total of N Sub-carriers

Zeros

Available K  Sub-carriers for User 1

N-IFFT

...
XU (n) x

U (t)

...

Time Domain 

y (t)Zeros

Available K  Sub-carriers for User 2

N-IFFT

...
Zeros

Available K  Sub-carriers for User U

N-IFFT

Figure 4.1: Multi-user Uplink Transmission Model.
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4.2.1 CP-OFDM

Assume that,X(n) denotes modulation symbol to be transmitted on thenth sub-carrier. The

baseband CP-OFDM data signal after theN -point IFFT and adding the CP with length ofLCP

can be expressed as:

x(t) =
1√
N

N−1∑

n=0

X(n) · ej2πnt/N , t ∈ [0, L − 1], (4.1)

whereX is theN -point FFT ofx. Then the received signal over the Rayleigh multipath channel

h with the length ofLH and AWGN noiseg(t) can be defined as:

y(t) = x(t) ⊗ h(t) + g(t), (4.2)

where⊗ denotes the convolution operation and a power spectral density N0/2 is assumed for

the noise samplesg(t).

4.2.2 ZP-OFDM

ZP-OFDM uses the zero-padding to guard instead of the cyclicprefix in the time domain. It

has recently been proposed as an appealing alternative to the traditional CP-OFDM to ensure

symbol recovery regardless of the channel zero locations [86]. The advantage of adding a ZP

is that the transmitter requires less power back-off at the analogue amplifier. In Reference [91],

both CP-OFDM and ZP-OFDM are studied to delineate their relative merits in wireless systems

where channel knowledge is not available at the transmitterand it is found that in terms of the

power amplifier induced clipping effects, ZP introduces slightly more non-linear distortions

and needs increased power back off compared with CP. Therefore, in terms of the power saving

performance, this thesis considers ZP as a potential waveform design for the time and frequency

synchronisations.

This chapter consider its ICI cancellation performance dueto the time offsets. We set the length

of ZP equals toLCP. We now define the length of zeros samples isLZP and LZP

2 zero samples

guard in the front and end of each OFDM symbol.
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4.2.3 WOLA-OFDM

The principle of WOLA-OFDM [88] is that passing the basebandtime domain CP-OFDM

symbol through the narrow band FIR filter is replaced by a pulse with soft edges at both sides,

which results in much sharper side-lope decay in frequency domain. The soft edges at the

beginning and end of the filter response effectively gives a better contained prototype filter in

frequency domain. Overlap two transmitted filtered symbolsto justify the transmitted symbol

length as shown in Figure 4.2. Two adjacent symbols (Symbol 1and 2) are overlapped together

in the time domain. Here we define the length of the overlappedsamples isLOL, the processing

of windows function is similar with UFMC, we will introduce it later.

 x
u
(t) 

IFFT Output

Symbol 1

 x
u
(t) 

IFFT Output

Symbol 2

Symbol 1 Symbol 2

Window Function

Add CP

Window Function

Overlap

Add CP

Figure 4.2: WOLA Transmission Model.

4.2.4 PCC-OFDM

PCC is a coding technique for OFDM in which the data to be transmitted is mapped onto

weighted groups of sub-carriers. Reference [89] has shown PCC-OFDM to be much less sensi-

tive than OFDM to frequency offset and Doppler spread. The block diagram of a PCC-OFDM

system is shown in Figure 4.3 (a), the baseband low data rate signal A0...AN/2−1 will pass

through a PCC-OFDM modulator. In this case, pairs of sub-carriers have a relative weighting

of +1, −1, and the input IFFT signal thus can be organised asA0,−A0..., AN/2−1,−AN/2−1.
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After theN -point IFFT, the time domain samplesa(t) can be expressed as:

a(t) =
1√
N

N−1∑

n=0

A(n) · ej2πnt/N . (4.3)

The received signal over the Rayleigh multipath fading channel is then expressed as:

rPCC(t) = a(t) ⊗ h(t) + g(t). (4.4)

At the receiver, the data is recovered from the FFT outputsRPCC(0)...RPCC(N − 1). The

mapping of data onto pairs of sub-carriers indicate that theICI caused by one sub-carrier is

substantially cancelled by the ICI caused by the other sub-carrier in the pair. Therefore, in the

receiver, pairs of sub-carriers are combined by applying the weighting and then summing:

Y PCC(n) =
RPCC(2n) − RPCC(2n + 1)

2
(n = 0, 1, 2, ..., N/2 − 1). (4.5)

One of the disadvantages of PCC-OFDM is the spectral efficiency is approximately half of

that for OFDM as each data symbol is mapped to two carriers. For MTC, many MTC devices

require only low data rate transmission. Therefore, in terms of reducing ICI effects, PCC-

OFDM is another option for supporting the low data rate MTC devices in the 5G networks.

4.2.5 UFMC

The block diagram of UFMC is shown in Figure 4.3 (b). Unlike OFDM, the principle of UFMC

is grouping a number of sub-carriers into a sub-band (each sub-band transmitted for each user).

Here we define the bandpass filter impulse response asb(t) with the length ofLF. Then, the

time domain UFMC signal at the output of the filter can be expressed ass(t):

s(t) =
1√
N

N−1∑

n=0

X(n)ej2πnt/N ⊗ b(t), t ∈ [0, L − 1], L = N + LF − 1 = N + LCP (4.6)

Note that each sub-band filter is designed as a bandpass filter, and then we design each filter’s

centre frequency to match with each sub-band’s (or user) centre frequency. The received signal

will be passed though a2N -point FFT to convert the time domain signal into the frequency

domain. Then, we retain only even sub-carriers which correspond to a data carrier [83]. UFMC

does not use a cyclic prefix (but still is able to further improve on intersymbol-interference
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protection).

4.2.6 IIR-UFMC

One of the drawbacks of UFMC is increasing the computationalcomplexity significantly by

applying digital FIR filters to achieve a faster frequency roll-off than required in CP-OFDM.

The computational complexity is directly related to power consumption and raises practical

implementation issues [48], which do not match with the desire to achieve energy efficient 5G

terminals. Thus, we propose the UFMC with the analogue prototype IIR filter banks. The

IIR-UFMC processing is shown in Table 4.1.

IIR-UFMC Transmission Steps
Step 1: The baseband signalX(n) passes through theN -point IFFT into the time domain
Step 2: Time domain signal passes through a narrow band IIR filter,sIIR

Step 3: Truncate the length of the IIR filter output toL, sIIR(t), t ∈ [0, L − 1],
Step 4: Transmit through the wireless channel

Table 4.1: IIR-UFMC Processing Steps.
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4.2.7 System Model for Time offset

As mentioned above, the future 5G system for the MTC should allow to transmit with the

relaxed synchronisation conditions regarding time misalignments. Therefore, we assume the

received MTC signal is asynchronous and it suffers from time-offsets. The system model for

time offset is shown in Figure 4.4. Previous UFMC papers are often based on long OFDM

symbol transmission, where the FFT size is chosen as 1024 [26], [80] and [92]. In this chapter,

we concentrate on the performance of a short OFDM symbol which is affected by a significant

time offset due to asynchronous transmission of different MTC users. Here we assume the

uplink bandwidth is 1.25 MHz and the sub-carrier spacing is 15 kHz, where the FFT size is 128

and it supports up to 7 users. Each user’s transmission occupies 15 sub-carriers in the frequency

domain, and the users are spaced by one blank sub-carrier. Inthis chapter, the number of

transmitting users is set toU = 3 or U = 5. The scalarτ is the relative delay between two

adjacent users as shown in Figure 4.4. The 2nd time OFDM symbol of user 2 is affected by

four relative parts, two of them from the same time period andtwo of them from the adjacent

time period, as shown in Figure 4.4.
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4.3 Filter Design

In order to achieve a low side-lobe attenuation without significant attenuation of the carrier in

the pass-band, we consider several filter designs. The ratioγro between the number of sub-

carriers per userK and the total number of available sub-carriersN can be defined as:

γro =
K

N
=

15

128
= 0.1172. (4.7)

The normalised cut-off frequencyfcf should be bigger thanγro, especially for the IIR filters.

Unlike FIR filters, their phase characteristic is not linearwhich can cause a problem to the

systems which need phase linearity [93]. For this reason, wedesign the cut-off frequency to

be wider than the sub-band bandwidth to achieve an almost linear phase in the passband. Note

that each sub-band filter is designed as a band pass FIR filter in FIR-UFMC and WOLA, whose

centre frequency matches with each sub-band’s centre frequency. The filter impulse response

after operating FFT in the frequency domain can be expressedas:

B(jω) =

∫
∞

−∞

b(t) e−jωt dt. (4.8)

If we shift the centre frequency toω0, the filter impulse response forω0 can then be written as:

b(t)ejω0t =

∫
∞

−∞

b(t)ejω0te−jωt dt =

∫
∞

−∞

b(t)e−j(ω−ω0)t dt

︸ ︷︷ ︸

B(j(ω−ω0))

. (4.9)

4.3.1 FIR Filter Design

Since the choice of the cost function is unlimited, many designs are possible. For the sake

of simplicity, we limit our discussion to the use of the common window functions that are

often used to design FIR digital filters. Previous UFMC papers focus on the Dolph-Chebyshev

filter. However, as mentioned in Chapter 2, the Hamming and the Blackman windows are the

other well-known approaches to reduce the side-lobe structure [94]. The Hamming window is

optimised to minimise the maximum side-lobe, giving it a height of about one-fifth that of the

Hann window. The Blackman window is similar to Hamming and Hann windows with resulting

spectrum has a wide peak.

In this subsection, we design FIR filters using the Matlab “fir1 ” equation and consider three
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cut-off frequencies for the UFMC filter asfcf = 0.15, 0.18 and 0.2, where the sub-band was

normalised toγro = 0.1172. The length of the filter is set toLF = 31 samples. In order to

provide a fair comparison, the length of the CP in OFDM and PCC-OFDM is set toLCP =

30 samples to ensure they have a same transmission OFDM sample length. The side-lobe

attenuationASL is chosen as 40 dB and 64 dB.

The FIR Dolph-Chebyshev filter magnitude response is shown in Figure 4.5(a). If we set the

fixed LF = 31, with increasingfcf , the stopband attenuation reduces. Meanwhile, the stop-

band will move further away from the pass-band. Here we consider two conditions, an accurate

passband and fast roll-off. In terms of the accurate passband, three combinations offcf =

0.18 with ASL = 40 dB, fcf = 0.2 with ASL = 40 or 64 dB present slightly better than

others. Among these three combinations,fcf = 0.18 with ASL = 40 dB presents the best

frequency roll-off performance. Evenfcf = 0.18 with ASL = 64 dB can achieve a much low

attenuation, due to its poor frequency roll-off and poor accurate bandwidth performance, this

chapter consider the Dolph-Chebyshev window withfcf = 0.18 andASL = 40 dB.

The performance of FIR Hamming and Blackman filter magnituderesponse is shown in Fig-

ure 4.5(b). Same as above, we consider both the accurate passband and fast roll-off perfor-

mance. Thus, both Blackman windows withfcf = 0.15, fcf = 0.18, and Hamming window

with fcf = 0.15 are not the suitable filter designs. In terms of the frequencyroll-off per-

formance, Hamming with withfcf = 0.15 presents the best performance compared with the

remaining designs. The aim of the narrow band filter is to achieve a very narrow passband at

the meanwhile fast frequency roll-off and low stopband attenuation. We will then examine their

side-lobe reduction performance in the next sections.

4.3.2 IIR Filter Design

This sub-section focus the Chebyshev Type I (or ChebyshevI)IIR analogue prototype filter

with order of 4, 8, and 12. In terms of the smooth passband, we set the passband ripple to

APB = 0.15 dB. According to the FIR filter design, we set the normalised cut-off frequency

equalsfcf = 0.18, which is much wider thanγro = 0.1172 in terms of the almost linear phase

in the passband as shown in Figure 4.6(a). It clearly shows that the non-linear phase change

starts from about 0.17 of the normalised frequency bandwidth, which can obtain there is an

approximate linear phase within user’s bandwidth.
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The performance of ChebyshevI Filter magnitude frequency response is shown in Figure 4.6(b).

With increasing the filter order, the passband ripple becomes more smooth and the transmission

width reduces, which achieves faster frequency roll-off. Although IIR filter with the order of 12

presents the best performance in both passband ripple and stopband attenuation. There are two

reasons this chapter consider the order of 4. First, the highorder filter requires high operation

costs, which does not meet with the main purposes of the low costs MTC devices. Digital filters

design works fairly well and has been generally accepted. When we come to the design of a IIR

prototype filter, the lowest filter order should be strictly imposed [95], which can maximumly

reduce the operation costs, especially for MTC. Second, in terms of the fair comparison and

limit the transmitted sample length, we truncated all IIR filter output equals to onlyL samples.

With increasing the filter order, the first truncatedL samples will provide a less accurate signal

representation.

4.4 Sidelobe Reduction Performance on PSD

This section simulates the power spectral distance for the different candidate waveforms likely

to be used 5G communications. As mentioned above, OFDMA designed to used in the network

downlink of a base station, where all of the sub-carriers aretransmitted from the same base

station and it can be easily synchronised and experiences the same Doppler frequency shift

before reaching each receiver. However, synchronisation is not trivial in the uplink where a

number of MTC devices are transmitting separately from different physical locations. In this

section, the sidelobe reduction performance of different waveforms is compared.

4.4.1 OFDM Sidelobe PSD

The side-lobe behaviour performance of the OFDM system withU = 7 users is shown in

Figure 4.7(a). Here we assume, each user has 15 sub-carriersover the 1.25 MHz channel

with the FFT of 128, i.e. the 1st OFDM symbol shares sub-carriers from 9 to 23, the 2nd

symbol shares sub-carriers from 25 to 39 and etc. There is oneblank sub-carrier between

each user. OFDM spectrum has high sidelobe levels resulted from the rectangular pulse in

time domain. This causes ICI and performance degradation, and the orthogonality between

sub-carriers collapses. The OFDM wide side-lobe significantly affects sub-carriers nearby,

especially for the adjacent users, e.g. the 4th user interferes to the 3nd and 5th users. Its side-
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lobe attenuation in the roll-off region crosses from -11 dB to -25 dB for the 3nd and 5th users,

which are placed at the adjacent sub-bands. Moreover, its side-lobe attenuation for the 2nd and

6th user bands continuously reduces from 25 dB to 30 dB, whichstill can cause significant

interference.

4.4.2 Sidelobe Reduction of the Candidate Waveforms

The PSD performance of CP-OFDM, ZP-OFDM, UFMC and PCC-OFDM for the 4th user

is shown in Figure 4.7(b). First, compared with CP-OFDM, there is only little difference for

adding zero samples in the time domain. Thus, in the next sections, we will not consider further

the ZP-OFDM as an candidate waveform due to its poor sidelobebehaviour. Second, both

UFMC and PCC-OFDM can reduce the side-lobe level significantly compared with CP-OFDM.

Moreover, PCC-OFDM provides a better ICI protection due to its very rapid side-lobe roll-off.

Considering the roll-off width, sub-carriers from 50 to 55 or 73 to 78, PCC significantly reduces

the side-lobe attenuation from -30 dB to -50 dB, UFMC reducesthe side-lobe attenuation from

-17 dB to -30 dB and slightly than OFDM, which is -14 dB to 20 dB in this band. However,

considering the end of the roll-off region, the side-lobe attenuation of UFMC downs to -50 dB

at the 46th or 81th sub-carrier, which is much superior to OFDM in this case. We thus conclude

that even UFMC cannot provide a similar fast frequency roll-off performance with PCC, it is

still significantly fast than OFDM, especially at the band-edge.

The PSD performance of different windows is shown in Figure 4.8(a). Here we compare the

Dolph-Chebyshev window withASL = 40 dB andASL = 64 dB, the Hamming and Black-

man windows, and the WOLA-OFDM. First, in terms of the Dolph-Chebyshev window, the

side-lobe reduction performance of 40 dB is superior to 64 dB, same as our previous FIR filter

magnitude response results as in Figure 4.5(a), i.e. the 49th sub-carrier, the side-lobe atten-

uation has reduced about 3 dB. Second, the Hamming window achieves a similar side-lobe

reduction performance with the Dolph-Chebyshev window ofASL = 40 dB, both of them

provide fast frequency roll-off performance and they are slightly better thanASL = 64 dB or

the Blackman window. In the next simulations, this chapter will focus on the Hamming filter.

Moreover, compared with UFMC, WOLA-OFDM presents inferiorperformance on the side-

lobe reduction, especially in the adjacent bands. Thus, we can conclude that the WOLA-OFDM

should not be considered for supporting the massive MTC devices in the 5G with the poor time

synchronisation.
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The PSD performance of UFMC with the analogue prototypes IIRfilter is shown in Fig-

ure 4.8(b). In terms of the fair comparison, we truncate all IIR filter outputs equal toL. The

normalised cut-off frequency is set tofcf = 0.18 as before. We assume the available sub-

carriers for transmission is from 57 to 71, which is exact 15 sub-carriers andγro = 0.1172.

Figure 4.8(b) clearly shows that IIR filters with order of 8 and 12 provide slightly superior fre-

quency roll-off performance at the centre of adjacent sub-carriers, i.e. from sub-carrier 48 to

57, compared with the FIR and IIR filter with order of 4. However, with increasing the filter or-

der, the truncatedL samples will provide a less accurate signal representation, i.e. sub-carriers

locate at 1 to 48. Moreover, as mentioned in Chapter 3, with increasing the filter order, the

operation cost increases too. Therefore, this chapter willconsider the ChebyshevI IIR filter

with order of 4 in the next simulations.
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4.5 Numerical Results

As we discussed in Section 4.4, firstly, ZP-OFDM has the similar sidelobe behaviour com-

pared with CP-OFDM. Secondly, WOLA-OFDM is the inferior performance on the side-lobe

reduction, moreover, it has the same high computational complexity operations compared with

UFMC. Thus, both ZP and WOLA-OFDM waveforms are not been further considered in this

chapter. Both UFMC and PCC-OFDM systems have a superior side-lobe reduction perfor-

mance, which protects against the ICI caused by the multi-user time offsets. In this section, we

thus consider OFDM, UFMC and PCC-OFDM as the candidate waveforms for the 5G asyn-

chronous channel.

In terms of the fair comparison,LF is set to 31 samples andLCP is set to 30 samples to ensure

they have a same transmission length. The transmitted signal powerEb for OFDM, UFMC and

PCC-OFDM are the same. For the OFDM and UFMC systems, BPSK andQPSK will be used.

Because the spectral efficiency of PCC-OFDM is half of the OFDM system, the corresponding

constellation schemes for PCC-OFDM are chosen as QPSK or 16-QAM. The total number of

MTC users is set to 3 or 5. As in Section 4.3, the sub-carrier ratio γro = 0.1172, the normalised

cut-off frequenciesfcf is set to 0.18 and the side-lobe attenuationASL is set to 40 dB in the

next simulations.

4.5.1 SINR Performance of the Time-offset Model

The SINR performance over the AWGN channel with a SNR of 15 dB is shown in Figure 4.9.

Same as before, the 1st user transmits sub-carriers 9 to 23, the 2nd user is 25 to 30 and the

3nd user is 41 to 55. First, when the time offsetτ is 10 samples, there is no significant SINR

degradation for both the UFMC and PCC-OFDM systems. For the OFDM system, the SINR of

user 1 is almost the same as the transmitted SNR. However, theSINR initial front sub-carriers

of the 2nd user and the 3nd user are significantly reduced by ICI. Second, now we let the time

offsetsτ is larger thanLCP, i.e. τ = 40 samples, there is a significant SINR degradation

for both the OFDM and UFMC systems, especially for the sub-carriers located at the adjacent

bands. Moreover, compared with OFDM, UFMC slightly improves the SINR performance

(about 2 dB higher SINR) but still inferior to PCC. Third whenwe setτ = 70 samples, there

is no significant difference among OFDM, UFMC and PCC-OFDM compared with the case

of τ = 40 samples. PCC-OFDM still provides the highest SINR performance for sub-carriers
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Figure 4.9: SINR Performance with AWGN (SNR = 15 dB), UFMC with Hamming Filter.

located in both the middle transmission band and the adjacent bands. The nearby sub-carriers of

both OFDM and UFMC are significantly affected by ICI. We thus can conclude that in terms of

the SINR performance, PCC provides the best ICI cancellation performance, UFMC is inferior

but still slightly superior to OFDM. In order to measure a significant poor time offset scenario,

in the the next simulations, we will considerτ = 70 samples time offsets.

The SINR performance of the UFMC Chebyshev window with different filter settings over the

τ = 70 samples time offset is shown in Figure 4.10. Here we compare 6combinations same

as before, which arefcf = 0.15, 0.18 and 0.2, and amongASL = 40 or 60 dB. Same as our

FIR frequency response results was shown in Figure 4.5(a), when we set the normalised cut-off

frequency tofcf = 0.15, even the SINR performance at the middle range of the user’s trans-

mission bands is slightly higher than other combinations, the signal energy at the filter’s band

edge will be significantly attenuated due to the very narrow pass-band. Both the combinations

of fcf = 0.18 & ASL = 40 dB andfcf = 0.2 & ASL = 64 dB present slightly superior SINR

performance compared with others. Moreover, considering the passband SINR performance,

fcf = 0.18 & ASL = 40 dB is slightly better thanfcf = 0.2 & ASL = 64 dB. This result is

same as before, we thus can conclude that for the FIR Dolph-Chebyshev window designs, the
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Figure 4.10: Filter’s Cut-off Frequency Effects: AWGN 15 dB, Chebyshev,τ = 70.

combination offcf = 0.18 & ASL = 40 dB provides the best performance in terms of high

SINR in the passband and small SINR degradation in the band-edge.

Now, in terms of saving the transmission cost, we reduce the transmitted signal length by over-

lapping Lol samples from the adjacent two UFMC symbols. The SINR degradation perfor-

mance for overlapping the nearby two transmitted UFMC symbols over a 20 taps Rayleigh

multipath channel is shown in Figure 4.11. Where the overlapfactor is computed as the num-

ber of overlapped samplesLol divided by the number of baseband sub-carrier lengthN as

below:

αol =
Lol

N
. (4.10)

Here we measure 4 cases, which areτ = 0, 20, 50 or 70 samples time offset. In terms ofτ = 0,

the SINR significantly degrades fromαol = 0.4. For τ = 20, the SINR smoothly reduces

betweenαol = 0.1 andαol = 0.5 and significantly degrades afterαol > 0.5. For the case of

τ = 50 or 70 samples time offset, between0 < αol < 0.4 the SINR reduces from 30 dB to 21

dB and then significantly reduces whenαol > 0.5. From Figure 4.10, we thus conclude that the

overlapping technique can be generally used in MTC and through adjusting the overlap factor

αol to satisfy the decoding requirements.
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4.5.2 BER Performance of OFDM, UFMC and PCC-OFDM

The BER performance for the AWGN channel is shown in Figure 4.12. The results are plotted

for Eb/N0 and every multiple access scheme has the same transmitted signal power. Again

LCP is set to 30 samples,LF is set to 31 samples, andτ is 70 samples. The Hamming filter

with fcf = 0.18 is used for UFMC. The results are similar with the SINR curves, for low data

rate requirements, QPSK PCC-OFDM presents the best performance in terms of BER. When

the BER is10−3, PCC-OFDM saves about 0.7 dBEb/N0 compared with UFMC and is about

1.5 dB better than OFDM. However, it will incur the poorestEb/N0 efficiency when increasing

the data rate via the use of 16-QAM modulation as compared to QPSK for OFDM and UFMC.

Compared with FIR-UFMC, IIR-UFMC presents less ICI cancellation performance, it increases

0.3 dBEb/N0 when the BER is10−3, however, it still better than CP-OFDM.

Now, we assume the number of the overall transmitted users isU = 5 as shown in Figure 4.13.

For UFMC and OFDM, the ICI of the 1st user and the 5th user is slightly small than the

3nd user. This closely matches with our SINR results, where the sub-carriers allocated at the

middle of the frequency band will be significantly interfered by adjacent users. As the number

of interfering users increases, the ICI will also be increased. However, for PCC-OFDM, there
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Figure 4.14: BER: Rayleigh Multipath Channel Length= 10, 70,τ = 10, Hammingfcf =
0.18, LCP = 47, LF = 48, Spectral Efficiency = 2 bit/s/Hz.

is still no significant BER degradation even we increase the number of interfering users. In

terms of the 3nd user BER performance, PCC-OFDM saves about 2dB Eb/N0 compared with

UFMC and saves about 1.7 dBEb/N0 compared with CP-OFDM at the BER of10−4.

The BER performance forτ = 10 samples over the Rayleigh multipath channel is shown in

Figure 4.14, whereLCP is 47 samples andLF is 48 samples. The channel tap lengths are set

to 10 and 70 samples and the modulation scheme for OFDM and UFMC is BPSK while for

PCC-OFDM it is QPSK. The Hamming filter is used for the UFMC system withfcf normalised

to 0.18. When the number of channel taps is smaller thanLF andLCP, both UFMC and PCC-

OFDM can present better BER performance than OFDM. When the number of channel taps is

70 (much longer thanLCP), UFMC presents the best performance in terms of BER.

The BER performance forτ = 70 samples over the Rayleigh multipath channel is shown in

Figure 4.15. It clearly shows that when the number of taps is smaller thanLCP or LF, PCC-

OFDM presents the best performance in terms of BER. When the number of taps is longer than

LCP, PCC-OFDM is no longer robust to the ISI effect. UFMC presents a slightly better BER

performance when the number of channel taps is 70. Compared with UFMC, PCC-OFDM is

92



Compare and Contrast the Performance of Several Multi-userWaveform Designs For the
Asynchronous MTC

E
b
/N

0
 (dB)

0 5 10 15 20 25 30 35

B
E

R

10
-4

10
-3

10
-2

10
-1

OFDM, L
H

 = 10

OFDM, L
H

 = 70

UFMC, L
H

 = 10

UFMC, L
H

 = 70

PCC, L
H

 = 10

PCC, L
H

 = 70

L
H

 = 10

L
H

 = 70
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more sensitive to the multipath channel effects.

According to Figure 4.14 and Figure 4.15, we thus conclude that PCC-OFDM provides the

best performance to reduce the interference affected by large time-offsets (or very poor time

synchronisation scenario) but it suffered by the large number of multipath channel propagation

delay. In terms of the UFMC, even it has slightly less performance of time offsets compared

with PCC, but it still much better than OFDM. Moreover, UFMC is more robust to very disper-

sive multipath channels compared with the PCC-OFDM and CP-OFDM.

4.5.3 Computational Complexity and PAPR

Waveform Transmitter Complexity (Ops.) Receiver Complexity (Ops.)
CP-OFDM 448 448

PCC-OFDM 448 448
UFMC/WOLA-OFDM,LF = 31 4416 1024
UFMC/WOLA-OFDM,LF = 48 6592 1024

Table 4.2: Computational Complexity Comparisons,N=128.
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The computational complexity performance is shown in Table4.2. It clearly shows that the

transmitter IFFT computational complexity of UFMC (for transmission the main cost is the

filter convolution operations and for the receiver it is the 2N point FFT) is significantly higher

than OFDM and PCC-OFDM (3968 operations more than OFDM and PCC-OFDM). When the

filter length is increased, the IFFT computational complexity will be increased significantly.

The PAPR performance is shown in Figure 4.16. Both UFMC and PCC-OFDM increase the

PAPR compared with OFDM. The PAPR of PCC-OFDM is about 2.1 dB higher than OFDM

and 1.7 dB higher than UFMC at a complementary cumulative distribution function (CCDF)

value of10−2. The results is similar with [90], the reason could be that the complementary

cumulative distribution function of PAPR is derived for PCCwith Gaussian approximation and

is shown to have a prolonged tail. Its characteristic as a matched windowing scheme as shown

in Figure 4.7(b). Thus, for PCC-OFDM, the sidelobe reduction comes at the cost of a slightly

higher PAPR. This will require a higher power amplifier for the same signal coverage, assuming

that the PAPR leads an increased amplifier back-off.
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4.6 Conclusion

In this chapter, a detailed waveform side-lobe reduction performance comparison between

CP/ZP-OFDM, WOLA-OFDM, PCC-OFDM, UFMC and IIR-UFMC was presented. This

chapter concentrated on the practical analysis of the time offset estimation in the 5G uplink sys-

tem. Our results shown that: first, compared with CP-OFDM, there is no significant side-lobe

reduction on ZP-OFDM in terms of PSD. Second, WOLA-OFDM presented the same compu-

tational complexity performance but with inferior side-lobe reduction performance. Third, PCC

is easier to implement and can strongly mitigate against ICIat the cost of halving the spectral

efficiency and incurring higher PAPR. In the AWGN channel with a BER of10−3 and a time

offset of 70 samples, theEb/N0 of PCC-OFDM was about 0.7 dB better than UFMC and 1.5

dB better than OFDM. Fourth, UFMC slightly improved the performance in very dispersive

multipath channel scenarios. However, it significantly increased the computational complexity

due to the transmit filter banks and the2N point FFT that is required at the receiver. Fifth,

compared with FIR, IIR-UFMC presented the slightly superior performance in terms of BER

and removes the need for the convolution operation (lower operating cost than FIR), but still is

much better than OFDM.

Thus, we can conclude that both ZP-OFDM and WOLA might not be asuccessful waveform

design for 5G. Both UFMC and PCC-OFDM achieve better frequency roll-off than OFDM

in terms of supporting low data rate asynchronous 5G MTC. Compared with PCC, UFMC

slightly improves the performance in very dispersive multipath channel scenarios with higher

computational complexity. PCC can be used when channel conditions are good and the data

requirement is low. UFMC can be used more widely in supporting 5G MTC.

In Chapter 5, we will mathematically analyse the interference caused by the integer time offset

and derive the closed-form expressions for the SINR, the Shannon capacity and the BER based

on the waveforms we analysed in Chapter 4. We will also propose the overlap and add UFMC

(OA-UFMC) system which reduces the computational complexity of the IFFT.
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Chapter 5

Interference and Complexity Analysis
for the Time Offset In 5G Uplink

In Chapter 3, We concentrated on the VC receiver system to reduce the maximum bandwidth in

the downlink. In Chapter 4, we compared different candidatewaveforms to reduce the OFDM

side-lobe levels in terms of relaxing the synchronism requirements. A key result in Chapter

4 has shown that UFMC presented a better performance in termsof ICI and ISI with the cost

of significantly increasing the computational complexity.In this chapter, we extend the study

to significantly reduce the operation complexity for UFMC and mathematically analyse the

interference, which is caused by the integer time offsets.

This chapter provides a closed form expression for the interference arising in such a case for

both OFDM, PCC-OFDM, UFMC and IIR-UFMC. We also derive theoretical analysis for the

SINR, capacity and BER. In order to reduce the complexity, this chapter proposes the overlap

and add UFMC (OA-UFMC) system. Our results show that both OA-UFMC and IIR-UFMC

reduce the complexity significantly compared with conventional UFMC and meanwhile, OA-

UFMC provides a similar waveforms. For IIR-UFMC, it achieves a similar performance in

terms of SINR, the Shannon capacity and BER, especially whenthere is a large time offset.

The chapter is organised as follows. Section 5.1 introducesthe motivation and contribution

of the chapter. Section 5.2 specifies the system models and proposes the OA-UFMC system.

Section 5.3 analyses the computational complexity. The closed form expression for ICI, ISI,

SINR and BER in an integer time offset system is analysed in Section 5.4. Section 5.5 shows

the numerical results, and Section 5.6 concludes the chapter.

5.1 Introduction

As mentioned in Chapter 4, each sub-carrier in an OFDM systemis shaped using a rectan-

gular window in time domain and leading to sinc-shaped sub-carriers in frequency domain.

97



Interference and Complexity Analysis for the Time Offset In5G Uplink

Consequently, the large side-lobes occur the ICI of the adjacent sub-carriers in the legacy

systems. OFDM suffers from high out-of-band radiation caused by side-lobes of the modu-

lated sub-carriers [96]. In 4G LTE, the time and frequency synchronisation and control sig-

nalling are linked to the cell [83] for supporting the OFDM systems, which are sensitive to the

time/frequency errors [97].

Chapter 4 showed that PCC-OFDM presented the best ICI cancellation performance due to its

very rapid sidelobe roll-off in the frequency at the cost of the halving spectral efficiency and

high PAPR. UFMC improved the performance in both large time-offset and very dispersive

multipath channel scenarios. However, UFMC increased the computational complexity signif-

icantly due to the transmit filter banks and the2N point FFT that is required at the receiver.

Considering the main drawback of high complexity for UFMC, this chapter now extends the

study to reduce its computational complexity and then analyse the ICI caused by time offsets.

There are few newest papers on UFMC: in Reference [98], a timing-offset-tolerant UFMC pas-

sive optical network (PON) was experimentally verified as a proof-of-concept for asynchronous

multi-services over fiber. They concluded that the effective bit rate of UFMC were improved

about 30% and UFMC could be a promising solution for multi-services transmission in the

most asynchronous cases.

In Reference [99], a fairly comparison between the UFMC, FBMC, and legacy LTE waveforms

was presented and a bit loading algorithm is proposed to copewith the non-uniform distribution

of the interference across the carriers in order to increasethe spectral efficiency.

In Reference [100], several approaches for the space-time coding for UFMC was presented,

such as the space time block codes (STBC), which was widely used in the multiple-input

multiple-output (MIMO) system. And other recent publishedreferences studied on the com-

parison between UFMC and FBMC as shown in [101], [102] and [103].

As above recent studies on the UFMC systems, to the best of ourknowledge, there is no study

on reducing the computational complexity for the UFMC and for closed-form expressions for

ICI and ISI in the UFMC time offset system.

We now summarise the main contributions of this chapter. First, we propose the overlap and

add UFMC (OA-UFMC) system which reduces the computational complexity of the IFFT, es-

pecially for a longer filter impulse response. Second, we derive closed-form expressions for
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the different types of interference caused by the integer time offset. Our closed-form expres-

sions can be easily derived for the SINR, the Shannon capacity and the BER. It can be used in

both simple and complex time-offset transmission scenarios. Third, we provide a detailed com-

parison and analysis including SINR, capacity, BER, and computational complexity. We also

measure the time offset performance when varying the numberof zero sub-carriers between

the adjacent users. Fourth, we propose and analyse for the first time on the ICI cancellation

performance for IIR-UFMC in both the analytical and simulation results.

5.2 System Model of OA-UFMC

In this chapter, we start with a simple uplink system. There are U users, which are allocated

to different frequency carriers and transmit simultaneously to a BS. There are a total ofN

sub-carriers, which are divided among theU users (or sub-bands). Each user has a total ofK

available sub-carriers. Here we defineLCP as the length of CP in samples. Then the BS will

sum all the received signals and process it to decode the message for allU users.

5.2.1 State of the Art

Assume thatXu(n) denotes that modulation symbol to be transmitted on thenth sub-carrier

by theuth user. The baseband OFDM data signal at the output of theN -point IFFT and after

adding the CP can be expressed as:

xu(t) =
1√
N

N−1∑

n=0

Xu(n) · ej2πnt/N , t ∈ [0, L − 1], L = N + LCP (5.1)

whereX is the FFT ofx. In order to simplify our analysis, we assume the length of chan-

nel taps for each user is same asLH. Then the received signal over the multipath channelh

(each channel taplH follows the quasi-static Rayleigh distribution) and the AWGN g(t) can be

defined as:

y(t) =

U∑

u=1

xu(t) ⊗ hu(t) + g(t), (5.2)

where⊗ denotes the convolution operation and a power spectral density σ = N0/2 is assumed

for the noise samplesg(t).

Unlike OFDM, the principle of UFMC is the grouping a number ofsub-carriers into a sub-band
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Figure 5.1: Block Diagram of the OA-UFMC System.

(each sub-band transmitted for each user). Here we define thebandpass filter impulse response

asbu(t) with the length ofLF. Then, the time domain UFMC signal for theuth user at the

output of the filter can be expressed assu(t):

su(t) =
1√
N

N−1∑

n=0

Xu(n)ej2πnt/N ⊗bu(t), t ∈ [0, L−1], L = N +LF−1 = N +LCP (5.3)

5.2.2 Overlap and Add UFMC (OA-UFMC) Model

As mentioned in Chapter 4, one of the major drawbacks of UFMC is that the computational

complexity is significantly increased by applying digital FIR filters to achieve a faster frequency

roll-off than required in CP-OFDM. The computational complexity is directly related to power

consumption and raises practical implementation issues [48], which do not match with the

desire to achieve energy efficient 5G terminals. Thus, we propose the OA-UFMC system by

applying the multiplication operation in frequency domainin place of time domain convolution.

The block diagram of OA-UFMC is shown in Figure 5.1, using theoverlap and add technique

[104] instead of the time domain convolution operation to reduce the computational complexity.

We increase the number of samples in the frequency domain by using a2N -point FFT then

multiply carrier by carrier with the frequency-domain filter coefficients. The OA-UFMC system

transmission processing as shown in Table 5.1.

Note that there is a good reason why we do not implement directly the product (Xu(n) ·Bu(n)),
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OA-UFMC Transmission Steps
Step 1: The baseband signalXu(n) passes through theN -point IFFT block,xu(t)
Step 2: AppendsN samples zeros on toxu to obtainxu(tOA), tOA ∈ [0, 2N − 1]

Step 3: Passesxu(tOA) through the2N -point FFT block,X̃u(m)

Step 4: MultiplicationS̃u(m) = X̃u(m) · B̃u(m)

Step 5: The baseband signalS̃u(m) then passes through the2N -point IFFT block

Table 5.1: OA-UFMC Transmission Processing Steps

whereBu(n) is theN -point FFT ofbu(t). This is because we need to ensure the transmitted

samples are exactly the same assu(t) with the length ofL. The signal after the2N -point FFT

block in the frequency domain can be expressed as:

X̃u(m) =
2N−1∑

m=0

xu(tOA)e−j2πtOAm/2N , tOA ∈ [0, 2N − 1] (5.4)

thus, frequency domain multiplication processing can be expressed as:

S̃u(m) = X̃u(m) · B̃u(m), m ∈ [0, L − 1] (5.5)

whereB̃u(m) is the firstL samples of the2N -point FFT ofbu(t). After transformingS̃u(m)

into the time domain through the2N -point IFFT, truncate the firstL samples to achieve the

same time domain sequence as:

s̃u(t) = su(t), t ∈ [0, L − 1]. (5.6)

5.2.3 EfficientN-FFT

In this sub-section, we study the Efficient FFT to implement aN -point FFT to generate an2N

point sequence samples in the frequency domain. The main processing of the efficient FFT is

shown in Table 5.2.

The time domain sequence between the convolution-UFMC, OA-UFMC and Efficient FFT is

shown in Figure 5.2. It clearly shows that the OA-UFMC can achieve the similar time domain

sequence as the time domain convolution operation. The efficient N -point FFT approach only

can achieve the similar time domain sequence for the middleN transmitted samples and lose

the accurate signal representation during the window tail range.
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Efficient FFT Steps
Step 1: The baseband signalXu(n) passes through theN -point IFFT block,xu(t)

Step 2: Frequency domain extra sequence samples asXE =
N−1∑

n=0
X(n)sinc(x)

Step 3: SetXTotal = [X(0),XE(0),X(1),XE(1), ...,X(N − 1),XE(N − 1)]
Step 4: MultiplicationSE

u (m) = XTotal(m) · B̃u(m)
Step 5: The baseband signalSE

u (m) passes through the2N -point IFFT block

Table 5.2: EfficientN -FFT Transmission Processing Steps
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Figure 5.2: Time Domain Signal Sequence Between the Convolution-UFMC,OA-UFMC, and
EfficientN -FFT

5.3 Computational Complexity Analysis

As mentioned in Chapter 4, the main computational complexity is dominated by the number

of multiplication operations that are performed. Thus, thecomputational complexity equations

for the UFMC (or WOLA) transmitter can be written asΓUFMC/WOLA:

ΓUFMC =
N

2
log2(N)

︸ ︷︷ ︸

N–point IFFT

+(N · LF), (5.7)

where the term of (N · LF ) determines the number of multiplications during the time domain
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convolution operation. The computational complexity for OA-UFMC transmitter can be written

asΓOA:

ΓOA =
N

2
log2(N)

︸ ︷︷ ︸

N–point IFFT

+ 2
2N

2
log2(2 · N)

︸ ︷︷ ︸

2N–point FFT + 2N–point IFFT

+L

=
N

2
log2(N) + 2N (1 + log2(N)) + N + LF − 1

=
5N

2
log2(N) + 3N + LF − 1. (5.8)

Compared with UFMC, OA-UFMC can reduce the computational complexity by:

ΓOA − ΓUFMC = (LF − 3)N − 2N log2(N) − LF + 1, (5.9)

operations, and the benefit increases when increasingLF.

This chapter also considers IIR filters, such as Chebyshev Type I [51], to determine the ICI

performance in terms of reducing the computational complexity caused by the time domain

convolution operation. IIR prototype filters with a few number of filter ordersLOr can achieve

a similar performance compared to FIR, i.e.LOr = 4, if we consider the IIR filter with the

Direct Form I, the overall filter coefficients (both feedforward and feedback) is (2LOr + 1).

Thus, in this case, the computational complexity for IIR-UFMC can be significantly reduced

as:

Γ IIR−UFMC =
N

2
log2(N)

︸ ︷︷ ︸

N–point IFFT

+ L · (2LOr + 1)
︸ ︷︷ ︸

L samples and IIR process

, LOr < LF. (5.10)

As mentioned in Chapter 2, the computational complexity forCP/ZP-OFDM and PCC-OFDM

be expressed as:

ΓCP/ZP/PCC−OFDM =
N

2
log2(N). (5.11)

5.4 Time Offset Interference Analysis

The time domain signals of UFMC and OA-UFMC are very similar as shown in (5.6). This

chapter considers CP-OFDM (CP-OFDM processing is very similar to PCC-OFDM as both of
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Figure 5.3: Time Offset Interference Model

them add a CP guard interval [105]) and UFMC for the interference analysis. In this section,

we use a simple time-offset model to analyse the interference caused by asynchronism and we

also consider the ISI effect by the Rayleigh multipath fading channel.

5.4.1 Time-offset Model

We assume that the received MTC signals from theU users are asynchronous and suffer from

time-offsets at the base station. The time-frequency representation for time offset is shown

in Figure 5.3. To simplify our analysis we starts by considering U = 3 users where each

user transmits 3 OFDM symbols. The scalarτ is the relative delay in timing samples between

adjacent users. In addition, we assume that the time offsetsbetween each pair of adjacent users

are the same. This chapter focuses on decoding the 2nd OFDM symbol for each user. Here we

definexu,i to note the time domain transmitted symbol for theith OFDM symbol of theuth

user, which is following the notation in Figure 5.3.
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5.4.2 ICI Analysis Caused by Time Offset

This subsection analyses the ICI interference for both the CP-OFDM and the UFMC system.

5.4.2.1 CP-OFDM (or PCC-OFDM) System ICI Analysis

The ICI interference for each user is caused by the OFDM side-lobes of the adjacent asyn-

chronous users. As shown in Figure 5.3(a), the interferenceterms for the 2nd symbol of user

2, x2,2(t), are separated into four parts: two of them arise from the adjacent time periods and

two of them arise from the same time period. First, the interference ofx2,2(t) from the adja-

cent time periods is dominated by the firstτ samples fromx1,3(t) and the tailτ samples from

x3,1(t) as shown in red in Figure 5.3(a). Thus, the time domain interference terms to the 2nd

user (u = 2), which are caused from the different time periods can be computed as:

iDiff
2 (t) =

τ−1∑

l=0

x1,3(t)δ(t − l) +

L−1∑

l=L−τ

x3,1(t)δ(t − l), t ∈ [0, L − 1], (5.12)

Second, the remaining samples ofx1,2(t) andx3,2(t) are nearly orthogonal withx2,2(t), which

are transmitted in the same time period. If there is no time offsets,x1,2(t), x2,2(t) andx3,2(t)

are orthogonal. Then, the dot product ofx1,2(t) andx2,2(t) can be expressed as:

L−1∑

l=0

x1,2(t)e
−j2πlt/N · x2,2(t)e

−j2πlt/N = 0, (5.13)

thus,

τ−1∑

l=0

x1,2(t)e
−j2πlt/N · x2,2(t)e

−j2πlt/N +
L−1∑

l=τ

x1,2(t)e
−j2πlt/N · x2,2(t)e

−j2πlt/N = 0,

(5.14)

and then,

L−1∑

l=τ

x1,2(t)e
−j2πlt/N · x2,2(t)e

−j2πlt/N =
τ−1∑

l=0

−x1,2(t)e
−j2πlt/N · x2,2(t)e

−j2πlt/N . (5.15)
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Now, similarly, the interference terms forx2,2(t), which are caused from the same time period

can be computed as:

iSame
2 (t) =

τ−1∑

l=0

−x1,2(t)δ(t − l) +

L−1∑

l=L−τ

−x3,2(t)δ(t − l). (5.16)

Finally, according to (5.12) and (5.16), we can write the total interference terms forx2,2(t) in

the time domain as:

iOFDM
2 (t) =

τ−1∑

l=0

x1,3(t)δ(t − l) +

L−1∑

l=L−τ

x3,1(t)δ(t − l) (5.17)

+

τ−1∑

l=0

−x1,2(t)δ(t − l) +

L−1∑

l=L−τ

−x3,2(t)δ(t − l).

After removing the CP, we can rewrite (5.17) as:

iOFDM
2 (n) =

τ−1∑

l=0

(
− x1,2(n) + x1,3(n)

)
δ(n − l) (5.18)

+
N−1∑

l=N−τ+LCP

(
− x3,2(n) + x3,1(n)

)
δ(n − l).

Similarly, the interference for the 2nd symbol of user 1,x1,2(t), after removing CP is:

iOFDM
1 (n) =

N−1∑

l=N−τ+LCP

(
− x2,2(n) + x2,1(n)

)
δ(n − l) (5.19)

+

N−1∑

l=N−2τ+LCP

(
− x3,2(n) + x3,1(n)

)
δ(n − l),

and for user 3,x3,2(t), is:

iOFDM
3 (n) =

2τ−1∑

l=0

(
−x1,2(n)+x1,3(n)

)
δ(n− l)+

τ−1∑

l=0

(
−x2,2(n)+x2,3(n)

)
δ(n− l). (5.20)

106



Interference and Complexity Analysis for the Time Offset In5G Uplink

Now, the time domain interference term on thekth sub-carrier can be rewritten using the Dis-

crete Fourier transform asIu(k):

IOFDM
1 (k) =

K−1∑

k=0

N−1∑

n=N−τ+LCP

(
− x2,2(n) + x2,1(n)

)
e−j2πnk/N (5.21)

+
K−1∑

k=0

N−1∑

n=N−2τ+LCP

(
− x3,2(n) + x3,1(n)

)
e−j2πnk/N ,

IOFDM
2 (k) =

K−1∑

k=0

τ−1∑

n=0

(
− x1,2(n) + x1,3(n)

)
e−j2πnk/N (5.22)

+

K−1∑

k=0

N−1∑

n=N−τ+LCP

(
− x3,2(n) + x3,1(n)

)
e−j2πnk/N ,

IOFDM
3 (k) =

K−1∑

k=0

2τ−1∑

n=0

(
− x1,2(n) + x1,3(n)

)
e−j2πnk/N (5.23)

+

K−1∑

k=0

τ−1∑

n=0

(
− x2,2(n) + x2,3(n)

)
e−j2πnk/N .

We can conclude that the CP only can reduce the interference in the front ofLCP sample time-

offsets as shown in (5.21), where (LCP − τ ) error samples have been considered. When the

interference is located in the finalτ samples, CP-OFDM would no longer to be robust to the ICI,

as shown in (5.22) and (5.23), e.g. asτ or 2τ error samples are considered as the interference.

5.4.2.2 UFMC / OA-UFMC System ICI Analysis

Unlike CP-OFDM, the side-lobe attenuation of UFMC is much smaller due to filtering. The

narrow band filter used at the transmitter can significantly reduce the interference caused by

the time-offset between the transmitting users. Similar to(5.17), we can write the interference

terms onuth user of UFMC asiUFMC
u (t):

iUFMC
2 (t) =

τ−1∑

l=0

(
− s1,2(t) + s1,3(t)

)
δ(t − l) +

L−1∑

l=L−τ

(
− s3,2(t) + s3,1(t)

)
δ(t − l), (5.24)
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thus, thekth sub-carrier can be rewritten using the Fourier transformas:

IUFMC
2 (k) =

K−1∑

k=0

τ−1∑

t=0

(
− s1,2(t) + s1,3(t)

)
e−j2πtk/N (5.25)

+

K−1∑

k=0

L−1∑

t=L−τ

(
− s3,2(t) + s3,1(t)

)
e−j2πtk/N .

Now, we defineLT is the transmitted signal tail length which is located at both the front and

the end of the UFMC samples, andLT = LF−1
2 . Then, the first term of (5.25) can be expanded

as:

K−1∑

k=0

τ−1∑

t=0

(
− s1,2(t) + s1,3(t)

)
e−j2πtk/N (5.26)

=

K−1∑

k=0





LT−1
∑

t=0

(
− s1,2(t) + s1,3(t)

)
+

τ−1∑

t=LT

(
− s1,2(t) + s1,3(t)

)



 e−j2πtk/N ,

and the second term of (5.25) can be rewritten as:

K−1∑

k=0

L−1∑

t=L−τ

(
− s3,2(t) + s3,1(t)

)
e−j2πtk/N (5.27)

=

K−1∑

k=0





L−LT−1∑

t=L−τ

(
− s3,2(t) + s3,1(t)

)
+

L−1∑

t=L−LT

(
− s3,2(t) + s3,1(t)

)



 e−j2πtk/N .

Note that, each filter is designed with the narrow bandwidth,such as Chebyshev or Hamming

[106], the magnitude ofbu(t) at the band-edge should be very small. After removing the tail

samples (window tails) which are located at (t ∈ [0, LT − 1], t ∈ [L − T, L − 1]) as shown in

Figure 5.3(b), the equation (5.25) can be summed from (5.26)and (5.27) then be approximated

as:

IUFMC
2 (k) ≈

K−1∑

k=0

τ−1∑

t=LT

(
− s1,2(t) + s1,3(t)

)
e−j2πtk/N (5.28)

+
K−1∑

k=0

L−LT−1∑

t=L−τ

(
− s3,2(t) + s3,1(t)

)
e−j2πtk/N .
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Similarly, the interference on thekth sub-carrier of the 1st user in the frequency domain can be

written as:

IUFMC
1 (k) =

K−1∑

k=0

L−1∑

t=L−τ

(
− s2,2(t) + s2,1(t)

)
e−j2πtk/N (5.29)

+

K−1∑

k=0

L−1∑

t=L−2τ

(
− s3,2(t) + s3,1(t)

)
e−j2πtk/N

=

K−1∑

k=0





L−LT−1∑

t=L−τ

(
− s2,2(t) + s2,1(t)

)
+

L−1∑

t=L−LT

(
− s2,2(t) + s2,1(t)

)



 e−j2πtk/N

+
K−1∑

k=0





L−LT−1
∑

t=L−2τ

(
− s3,2(t) + s3,1(t)

)
+

L−1∑

t=L−LT

(
− s3,2(t) + s3,1(t)

)



 e−j2πtk/N

≈
K−1∑

k=0

L−LT−1∑

t=L−τ

(
− s2,2(t) + s2,1(t)

)
e−j2πtk/N

+
K−1∑

k=0

L−LT−1∑

t=L−2τ

(
− s3,2(t) + s3,1(t)

)
e−j2πtk/N ,

and for the3th user can be written as:

IUFMC
3 (k) =

K−1∑

k=0

2τ−1∑

t=0

(
− s1,2(t) + s1,3(t)

)
e−j2πtk/N (5.30)

+
K−1∑

k=0

τ−1∑

t=0

(
− s2,2(t) + s2,3(t)

)
e−j2πtk/N

=
K−1∑

k=0





LT−1∑

t=0

(
− s1,2(t) + s1,3(t)

)
+

2τ−1∑

LT

(
− s1,2(t) + s1,3(t)

)



 e−j2πtk/N

+

K−1∑

k=0





LT−1
∑

t=0

(
− s2,2(t) + s2,3(t)

)
+

τ−1∑

LT

(
− s2,2(t) + s2,3(t)

)



 e−j2πtk/N

≈
K−1∑

k=0

2τ−1∑

t=LT

(
− s1,2(t) + s1,3(t)

)
e−j2πtk/N

+
K−1∑

k=0

τ−1∑

t=LT

(
− s2,2(t) + s2,3(t)

)
e−j2πtk/N .

The narrow band triangle filter reduces the power amplitude at the band-edge, which directly

reduces the ICI caused by the time offset overlapped samples. Note that, in terms of the mul-

tipath channel, this paper considers that the sum of the meanpower values for all channel taps
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is equal to 1. The interference terms for the multipath channel can be easily computed as using

xu,i(t)⊗hu(t) or su,i(t)⊗hu(t) instead ofxu,i(t) or su,i(t) in the above equations, which can

be used for the case of any of the multipath channels.

5.4.3 ISI Analysis Caused by Channel

This chapter also considers the analysis of ISI when the length of channel impulse response in

samplesLH is longer thanLCP or LF.

5.4.3.1 CP-OFDM System ISI Analysis

Reference [78] proved that when(LH > LCP), a part of one signal will then be ISI from the

previous symbol and the ISI causes interference at the tail of the channel impulse response that

are not covered by the CP. Thus, the residual ISI of theuth user on thekth sub-carrier after

removing the CP in the frequency domain can be expressed asZu(k) [78]:

ZOFDM
u (k) =

LH−1
∑

n=LCP

xu−1(n)

LH−1
∑

t=n

hu(t)e−j2π(t−n)k/N

=

LH−1∑

n=LCP

xu−1(n)ej2πnk/N
LH−1∑

t=n

hu(t)e−j2πtk/N , (5.31)

then the PSD of ISI for the CP-OFDM system can be determined asPISI:

POFDM
ISIu (k) = E

(
ZOFDM

u (k)ZOFDM∗

u (k)
)

= E
(
xu−1(n)x∗

u−1(n)
)
e−j2π(n−n)k/N

·
LH−1
∑

n=LCP

LH−1
∑

t=n

hu(t)e−j2πtk/N
LH−1
∑

n=LCP

LH−1
∑

t=n

h∗

u(t)e−j2πtk/N

= σ2
LH−1∑

n=LCP

∣
∣
∣
∣
∣

LH−1∑

t=n

hu(t)e−j2πtk/N

∣
∣
∣
∣
∣

2

. (5.32)
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5.4.3.2 UFMC System ISI Analysis

Following a similar analysis to the CP-OFDM system, the residual ISI of theuth user on the

kth sub-carrier for UFMC is:

ZUFMC
u (k) =

LH−1∑

n=LT

su−1(n)ej2πnk/N
LH−1∑

t=n

hu(t)e−j2πtk/N

=

LH−1∑

n=LT

xu−1(n)bu−1(n)ej2πnk/N
LH−1∑

t=n

hu(t)e−j2πtk/N . (5.33)

Thus, the PSD of ISI for the UFMC system can be determined as:

PUFMC
ISIu (k) = E

(
xu−1(n)x∗

u−1(n)
)
e−j2π(n−n)k/N

·
LH−1
∑

n=LT

LH−1
∑

t=n

bu(t)hu(t)e−j2πtk/N
LH−1
∑

n=LT

LH−1
∑

t=n

b∗u(t)h∗

u(t)e−j2πtk/N

= σ2
LH−1∑

n=LT

∣
∣
∣
∣
∣

LT−1∑

t=n

bu(t)hu(t)e−j2πtk/N

∣
∣
∣
∣
∣

2

. (5.34)

5.4.4 SINR Analysis and Capacity

The SINR of the received signal onkth sub-carrier can is defined asρu(k):

ρu(k) =
E[Xu(k)2]

σ2 + E[Iu(k)2] + PISIu(k)
, (5.35)

whereE[Xu(k)2] denotes the transmitted signal power. Inserting (5.21), (5.22), (5.23) and

(5.32) into (5.35), the closed-form expression of SINR for the uth user CP-OFDM can be

expressed as:

ρOFDM
u (k) =

E[Xu(k)2]

σ2 + E[(IOFDM
u (k))2] + σ2

LH−1∑

n=LCP

∣
∣
∣
∣
∣

LH−1∑

t=n
hu(t)e−j2πtk/N

∣
∣
∣
∣
∣

2 . (5.36)
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Inserting (5.29), (5.28), (5.30) and (5.34) into (5.35), the closed-form expression of SINR for

theuth user UFMC can be expressed as:

ρUFMC
u (k) =

E[Su(k)2]

σ2 + E[(IUFMC
u (k))2] + σ2

LH−1∑

n=LT

∣
∣
∣
∣
∣

LT−1∑

t=n
bu(t)hu(t)e−j2πtk/N

∣
∣
∣
∣
∣

2 . (5.37)

Now, we can compute an estimate of the Shannon capacityCu(k) for thekth sub-carrier of the

uth user based on our SINR equations as:

COFDM
u (k) = log2(1 + ρOFDM

u (k)), (5.38)

CUFMC
u (k) = log2(1 + ρUFMC

u (k)). (5.39)

5.4.5 BER Analysis

This section now considers the performance for a 4PSK modulation scheme. As in [45] and

[107], we can express the theoretical BER values for the time-offset model under the AWGN

channel as:

POFDM
4PSKu =

1

2
erfc

(√

ρOFDM
u /Nbs

)

, (5.40)

PUFMC
4PSKu =

1

2
erfc

(√

ρUFMC
u /Nbs

)

, (5.41)

whereerfc(·) represents the complementary error function,ρu is the average value of SINR and

Nbs is the number of bits per sample. For the Rayleigh multipath channel, according to [45]

and [107], the BER equations are given:

POFDM
4PSKu =

1

2
erfc

(

1 −
√

ρOFDM
u /Nbs

1 + ρOFDM
u /Nbs

)

, (5.42)

PUFMC
4PSKu =

1

2
erfc

(

1 −
√

ρUFMC
u /Nbs

1 + ρUFMC
u /Nbs

)

. (5.43)

5.5 Numerical Results

In this section, various simulations are conducted to confirm our theoretical analysis. The

common simulation parameters are listed in Table 5.3, Each user’s transmission occupies 13
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Simulation Parameters
Uplink No. of Sub-carriers Total CP Filter Channel Modulation

Bandwidth N -FFT K U LCP LF LH Scheme
1.25 MHz 128 13 3 or 7 30 31 10 or 70 4PSK

Filter Parameters
FIR Filter IIR Filter

Window Normalisedfcf Filter Type fcf Orders APB

Hamming 0.18 Chebyshev I 0.18 4, 8, 12 0.15 dB

Table 5.3: COMMON SIMULATION PARAMETERS

sub-carriers in the frequency domain, and the users are spaced by 2 blank sub-carriers. We

set the normalised cut-off frequency tofcf = 0.18, which is wider than the ratio between the

number of sub-carriers per userK and the total number of available sub-carriersN , γro =

13/128 = 0.1016. ASL is the side-lobe attenuation andAPB is the passband ripple. In the

BER simulations, we elected to measure the middle user’s performance, e.g. whenU = 3, we

measure the 2nd user and whenU = 7, we measure the4th user.

5.5.1 Computational Complexity Performance

The relative computational complexity performance is shown in Figure 5.4 using (5.7), (5.8)

and (5.11). Both CP-OFDM and PCC-OFDM require significantlyfewer operations than time

domain UFMC and OA-UFMC. WhenLF < 17 samples, time domain UFMC requires fewer

operations than OA-UFMC. AsLF increases, the number of operations for UFMC signifi-

cantly increases. In this case, OA-UFMC reduces the computational complexity significantly

for larger values ofLF. IIR-UFMC, with a filter order of 4, only slightly increases the com-

plexity compared with OFDM and PCC, but it significantly reduces the number of operations

compared with UFMC and OA-UFMC.

5.5.2 SINR and Capacity Performance

The SINR performance over the AWGN channel with a SNR of 30 dB is shown in Figure 5.5(a)

and we assumeτ is a 50 sample time offset, which is much longer thanLCP = 30 or LF = 31.

The theoretical SINR analysis values are computed from (5.36) and (5.37), which perfectly

match with the simulations. The 1st user occupies sub-carriers from 11 to 23, similarly 26 to
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Figure 5.4: Comparison of Computational Complexity, N=128

38 for the 2nd user and 41 to 52 for the 3rd user. Note in Figure 5.5(a) how the SINR perfor-

mance degrades due to interference between users 1&2 and also 2&3 except for PCC. From

the Figure 5.5(a), we notice that: first, compared with OFDM,UFMC and IIR-UFMC, PCC-

OFDM presents the best performance. Second, the nearby sub-carriers of both OFDM, UFMC,

and IIR-UFMC are significantly affected by ICI, especially for the second user. Third, both

UFMC and IIR-UFMC can perform slightly better than OFDM (about 3.5 dB higher SINR),

but they still have an inferior SINR to PCC-OFDM. There is no significant performance differ-

ence between UFMC and IIR-UFMC.

The impact of the number of blank sub-carriers in the frequency domain between each user is

shown in Figure 5.5(b). Increasing the number of blank sub-carriers at the user band-edge, the

SINR performance of both OFDM, UFMC and IIR-UFMC improves significantly at the cost

of reducing the available bandwidth for data transmission.Moreover, if the sub-user spacing

is 4 blank sub-carriers, UFMC achieves about 0.5 dB higher SINR than IIR-UFMC and about

2.6 dB higher SINR than OFDM. PCC still provide the best performance compared with the

other schemes. It can also be seen that the result from the analysis matches very well with the
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Figure 5.5: SINR Performance, 4PSK, AWGN (SNR =30 dB),N = 128, LCP = 30, LF = 31,
U = 3.
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simulations.

The capacity performance with the time offset factor (τ/L) is shown in Figure 5.6(a). The the-

oretical capacity values are computed from (5.38) and (5.39), and the results from our derived

expressions and the simulations match perfectly. It can be seen that firstly, PCC-OFDM pro-

vides the poorest capacity performance because of its reduced spectral efficiency, even though

it can achieve the highest SINR performance in Figure 5.5. Secondly, with increasingτ , the

capacity performance of UFMC, IIR-UFMC and OFDM significantly reduces due to the ICI.

However, whenτ = L = 158 samples, there is no significant capacity degradation as there

is no relative time-offsets between the adjacent users. Thirdly, if there is a small time offset,

i.e. τ = 5% of the transmitted symbol length, both UFMC and IIR-UFMC aremore robust

to ICI compared with OFDM. In detail, the capacity degradation for UFMC and IIR-UFMC

significantly reduces whenτ > 10% (or 15 samples) of the transmitted symbol length, which

is approximately the window tail lengthLT. The capacity degradation for OFDM starts with

when τ > 5% of the transmitted symbol length and then stays at a constantvalue of 6.3

bit/sec/Hz untilτ > 20% (or 30 samples), which is approximately the CP length. Fourthly,

if τ > 20% of the transmitted symbol length, both UFMC, IIR-UFMC and OFDM provide

an approximately constant capacity. Both UFMC and IIR-UFMCachieve 1 bit/sec/Hz higher

capacity than OFDM. Finally, there is no significant difference between UFMC and IIR-UFMC

whenτ > 20%.

WhenU = 3, UFMC can directly reduce the ICI caused by the adjacent sub-carriers attenuation

whether located in the front or in the end whenτ is very small. Unlike UFMC, OFDM only can

protect ICI caused by the 3rd user and cannot protect ICI caused by the 1st user, as we proved

in Figure 5.6(b). As we discussed before in Figure 5.3, in terms of the interference forx2,2(t),

when we removed the CP, theLCP sample time offset has been removed fromx3,1(t) and the

remaining samples fromx1,2(t), x1,3(t) andx3,2(t) still significantly interfere tox2,2(t). Thus,

the SINR of the 2nd user of OFDM presents low in front and high in end. Moreover, in terms

of the UFMC, the maximum relativeτ for s2,2(t) is only 10 samples, which is smaller thanLT.

For thes1,2(t) or s3,2(t), the maximum relative time offset becomesτ = 20 samples due to

the jump adjacent between users. However, if we increaseU e.g. toU = 7, the middle user of

UFMC u = 4 will present a more constant value. It will be affected not only by the adjacent

users, but also by the users in adjacent the frequency bands.

In terms of a more realistic case, the SINR performance for the random time offsets over the
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Figure 5.6: Capacity and SINR Performance,U = 3, N = 128, LCP = 30, LF = 31, U = 3.
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AWGN channel with 30 dB is shown in Figure 5.7. Now we assume that the time delayτ

is taking values over a random vector from 0 to 50 samples for adjacent users. Figure 5.7

shows that first, for the first user, UFMC can improve about 0.5dB higher SINR compared

with OFDM. The results is similar with Figure 5.6(b), the cyclic prefix of OFDM can protect

against the ICI caused by the 2nd user and 3rd user. Second, interms of the SINR performance

of the 2nd user, UFMC can improve about 3 dB SINR higher compared with OFDM. The CP

is no longer to protect against the interference caused by the 1st user. Similarly, for the 3rd user

of the OFDM system, the CP is hard to reduce the interference caused by both the 1st and 2nd

user. Third, the analytical results closely match with simulations.
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Figure 5.7: SINR Performance for the Random Time Offsets,τ ∈ [0, 50] samples, with AWGN
(SNR = 30 dB),U = 3, N = 128, LCP = 30, LF = 31, U = 3.

5.5.3 BER Performance

The approximate BER for the OFDM and UFMC systems employing 4PSK modulation (for

PCC-OFDM, 16-QAM is been simulated due to its reduced spectral efficiency) for AWGN and

Rayleigh fading channels are shown in Figure 5.8(a) and Figure 5.8(b). The time offset sce-

narios ofτ = 10 areτ = 50 are considered. The theoretical BER results are obtained using

the proposed equations as (5.40), (5.41), (5.42) and (5.43). Again, the agreement between the

118



Interference and Complexity Analysis for the Time Offset In5G Uplink

E
b
/N

0
 (dB)

0 5 10 15

B
E

R

10
-5

10
-4

10
-3

10
-2

10
-1

PCC, τ = 10, QPSK

PCC, τ = 50, QPSK

PCC, τ = 10, 16-QAM

PCC, τ = 50, 16-QAM

UFMC, τ = 10 (BPSK or QPSK)

UFMC, τ = 50 (BPSK or QPSK)

OFDM, τ = 10 (BPSK or QPSK)

OFDM, τ = 50 (BPSK or QPSK)

Analysis

(a) AWGN BER

E
b
/N

0
 (dB)

0 5 10 15 20 25 30

B
E

R

10
-4

10
-3

10
-2

10
-1

PCC, τ = 10, QPSK

PCC, τ = 50, QPSK

PCC, τ = 10, 16-QAM

PCC, τ = 50, 16-QAM

UFMC, τ = 10 (BPSK or QPSK)

UFMC, τ = 50 (BPSK or QPSK)

OFDM, τ = 10 (BPSK or QPSK)

OFDM, τ = 50 (BPSK or QPSK)

Analysis

(b) Rayleigh Fading BER, without ISI

Figure 5.8: Approximate BER Performance for AWGN and Rayleigh Fading Channels,LH =
10, U = 3.
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analytical and simulation results is clear. The BER resultsshow similar trends to the previous

SINR results. Firstly, there is no significant BER degradation for PCC even if there is a 50

samples time offset, which means PCC-OFDM can significantlymitigate against the ICI. How-

ever, if we consider the spectral efficiency isη = 2 bit/sec/Hz, PCC will no longer to provide

superior BER performance due to the requirement to use a higher order modulation scheme

i.e. 16QAM. Secondly, whenτ < LCP or LF − 1, there is no significant BER degradation for

UFMC, especially when the time offset is less than 15 samples. Even whenτ = 50, UFMC

saves about 1.1 dBEb/N0 compared with OFDM at a BER of10−4 in the AWGN channel.

Figure 5.8(b) shows that ifLH=10 andτ = 10, UFMC saves about 5 dBEb/N0 at the BER is

10−2.9. If the τ increases to 50 samples, the BER performance of both UFMC andOFDM will

degrade to the same curve.
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Figure 5.9: Approximate BER and ISI Performance the Rayleigh Fading Channels,LH = 70,
U = 3, LCP = 47 andLF = 48.

The approximate BER for the OFDM and UFMC systems in a Rayleigh fading channels with

LH = 70 channel taps is shown in Figure 5.9. The theoretical ISI interference is computed

using (5.32) and (5.34), and simulations closely match withthe analytical results. It can be seen

that UFMC is more robust to very dispersive multipath channels compared with CP-OFDM

especially whenτ is small, i.e. τ = 10 samples, UFMC provides the BER of10−2 at the

cost of 15 dBEb/N0. However, CP-OFDM hardly achieves it even increasing theEb/N0 to
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infinity. Figure 5.9 also shows that ifLH is much longer thanLCP, ISI becomes the dominant

interference for OFDM and the ICI caused by the time offset issomewhat smaller than ISI, i.e.

whenLH = 70 andLCP = 47, there is no significant differences betweenτ = 10 andτ = 50

for the OFDM systems.

Now we measure the BER performance of IIR-UFMC, as mentionedabove, we use the IIR

ChebyshevI filter with order of 4 andfcf = 0.18. Here, we increase the number of transmitting

users toU = 7 and measure the4th user performance. The approximate BER performance

over the AWGN channel withτ = 50 samples and the Rayleigh fading channel for UFMC with

the FIR and IIR filters are shown in Figure 5.10(a) and Figure 5.10(b). The analytical values

are computed similarly as before, which the interference isanalysed as the over-lapped sub-

carriers from the adjacent users. The results shows that theBER performance of IIR-UFMC is

slightly less than for the FIR. The reason is that we truncated the output length of IIR to equal

L in terms of a fair comparison. Compared with OFDM, the BER performance of IIR-UFMC

is significantly improved, especially for the Rayleigh multipath channel with the short impulse

response and smallτ . Again, the theoretical analysis closely matches with the Monte Carlo

simulations.

5.6 Conclusion

This chapter has provided a complete time offset interference analysis for both CP/PCC-OFDM

and UFMC systems and shown that firstly, PCC using a frequencyguard interval significantly

protect against the time offsets at the cost of reduced spectral efficiency. Secondly, UFMC pro-

vides a superior performance to OFDM (at the cost of high operational complexity) in terms

of SINR, capacity and BER, especially for the Rayleigh fading multipath channel. In particu-

lar, if the time offset is less than 10 samples, there is no significant degradation in both SINR

and BER for the UFMC system. Further we have proposed two methods to reduce the com-

putational complexity. OA-UFMC provides a much lower complexity than UFMC when the

filter impulse response is larger. For IIR-UFMC, the complexity is significantly reduced, while

it provides a similar SINR, capacity and BER performance compared with UFMC, especially

with a larger time offset.

In conclusion, even though PCC-OFDM and UFMC offered the most efficient computational

performance for protecting against ICI, IIR-UFMC is attractive as it provides superior BER
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Figure 5.10: Approximate BER Performance for FIR and IIR-UFMC,U = 7, LH = 10.
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performance to CP-OFDM. IIR-UFMC achieved lower computational complexity compared

with FIR-UFMC and without additional cost on spectral efficiency. We thus conclude that IIR-

UFMC might be a potential waveform design for the massive machine 5G MTC scenario to

support low data rate, low energy consumption and low latency transmissions.

In Chapter 6, we will summarise the key findings and contributions of this thesis. Then we will

list several limitations of the thesis and several possibleresearch areas for the future studies.
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Chapter 6
Conclusions and Future Work

This thesis has contributed to both the theoretical performance analysis and the practical designs

in order to achieve the cost-efficient communication systems for machine type communications

(MTC). In this concluding chapter, Section 6.1 will summarise the key contributions of the

thesis. Several limitations of the work and same possible suggestions for the future work will

be presented in Section 6.2.

6.1 Conclusions

This thesis has studied cost-efficient MTC transmitter and receiver design for low cost MTC

devices. In term of the downlink scenario, we investigated the virtual carrier (VC) receiver

system in order to reduce the maximum transmission bandwidth and the number of subsequent

processing operations for the low data rate MTC devices. In terms of the massive machine

type communications uplink scenario, we compared and contrasted several candidate waveform

designs for supporting asynchronous MTC devices. We also proposed the overlap and add

universal filtered multi-carrier (OA-UFMC) and infinite impulse response (IIR)-UFMC systems

in terms of reducing the high computational complexity for the UFMC transmitters. The key

findings of this thesis are summarised in the following sub-sections.

6.1.1 Evaluation of Virtual Carrier Receiver Systems for Downlink

We now summarise the evaluation of the overall system performance for the VC receiver from

three aspects as below :

• In terms of the bandwidth efficiency performance, our results clearly show that compared

with the LTE carrier aggregation technique, the VC receiversystem could provide more

than 10 % bandwidth capacity improvement. Because whether a1.4 MHz or 20 MHz

channel bandwidth has been used in LTE, the number of sub-carriers for synchronisation
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signals, reference signals and the physical downlink channel is very similar. We thus

extracted only sub-carriers of interest using the VC receiver, which could significantly

improve the bandwidth capacity.

• In terms of the energy consumption performance, we found that compared with the stan-

dard OFDM receiver, the VC receiver system significantly reduces the number of pro-

cessing operations by reducing the ADC sampling rate. If an MTC terminal device only

needs to decode 64 sub-carriers, the VC receiver would only consume 1/32 of the ADC

operation costs compared with decoding the whole 20 MHz band, moreover, the FFT

computation reduced from 11264 to only 192 operations.

• In terms of the aliasing interference protection performance, we found that a suitable

filter design can reduce the aliasing interference caused bythe sampling rate reduction

technique used in VC. In such a case of that if we only decode the first 90 sub-carriers out

of 2048, which are transmitted for the MTC devices, the VC receiver with the sampling

reduction ratio of 8 provided high SINR and BER performance close to a full sample rate

standard OFDM receiver.

Considering the VC receiver system has the advantages of thebandwidth capacity improve-

ment performance, low complexity and significant protection against aliasing interference per-

formance, we thus conclude that it could be a suitable receiver system design for supporting

low data rate MTC devices.

6.1.2 Evaluation of Waveform Designs for Uplink

This compared several waveform designs for the 5G uplink scenario and we list the overall

performance by a ranking table in Table 6.1. This thesis considered the performance of the

side-lobe behaviour, complexity, SINR, BER and spectral efficiency. We now summarise the

key findings as:

• ZP-OFDM and WOLA-OFDM systems do not provide suitable performance for the 5G

uplink waveform. In terms of ZP-OFDM, it provided the very similar side-lobe lev-

els compared with CP-OFDM (5th ranking in the table). WOLA-OFDM has the same

level of complexity and provided inferior side-lobe reduction performance compared

with UFMC.
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Side-lobe Computational SINR BER BER Spectral
Behaviour Complexity AWGN Multipath Efficiency

CP-OFDM 5th 1st 4th 4th 4th Same
ZP-OFDM 5th 1st - - - Same

WOLA-OFDM 4th 5th - - - Same
PCC-OFDM 1st 1st 1st 1st 3nd Half
FIR-UFMC 2nd 5th 2nd 2nd 1st Same
IIR-UFMC 3nd 4th 2nd 2nd 1st Same

Table 6.1: Thesis Relative Waveform Performance Summary

• Both PCC-OFDM and UFMC systems are more suitable compared with other state of

the art candidate waveform designs, but are still not perfect choices. More specifically,

PCC-OFDM achieves the best performance against ICI caused by timing offset errors

(1st ranking for SINR and BER in the AWGN channel) at the cost of at least halving

the spectral efficiency and also suffering from high PAPR. Low spectral efficiency is not

desirable for MTC devices and high PAPR increases the transmitter amplifier require-

ments, which does not meet the low cost requirements for MTC.UFMC improves the

performance for both ICI and ISI (1st ranking for BER in multipath channel) at the cost

of high computational complexity (5th ranking for the complexity), which is again not

desirable for low cost MTC devices.

• Both OA-UFMC and IIR-UFMC, as the our alternative implementations of UFMC, im-

prove the computational complexity performance. AlthoughOA-UFMC can significantly

reduce the number of complexity operations when the filter impulse response is very

long, it is still much higher than standard OFDM systems. ForIIR-UFMC, the complex-

ity is significantly reduced as it provides a similar SINR, capacity and BER performance

compared with UFMC, especially with a larger time offset.

Considering the overall performance of the IIR-UFMC system, it provides similar spectral effi-

ciency and better ICI protection performance compared withOFDM, moreover, it significantly

reduces the complexity operations compared with UFMC. We thus conclude that IIR-UFMC

might be a potential waveform for massive machine 5G communications scenarios providing

low data rates, low cost and low latency.
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6.1.3 Contributions on Theoretical Analysis

In this thesis, we derived the closed-form expressions for the aliased interference caused by

reducing the sampling rate at the VC receiver and also derived the closed-form expressions for

the ICI caused by asynchronous time offsets. First, our interference equations can be easily

used in SINR, BER and capacity equations, where the results were perfectly matched with

simulations. Second, our theoretical equations accountedfor the interference at each sub-carrier

location, which helps system designers to evaluate the parameter designs (i.e. cut-off frequency,

passband ripple, stopband attenuation, filter order and sampling rate) in order to balance the

energy cost and system detection performance.

We can thus conclude that this thesis has analytically and numerically studied the system trans-

mitter and receiver design for supporting the low data rate MTC devices in future commu-

nication systems. The VC receiver system, as the bandwidth reduction technique, could be

one option for the MTC downlink channel. Simultaneously, the IIR-UFMC approach is a new

potential waveform design, which could be used for the uplink channel.

6.2 Future Work

Due to the limited time and space, there are several limitations of this thesis. Thus, in the end of

this thesis, we introduce several potential research areasfor moving forward into future study.

6.2.1 Analyse the Set-up Costs of The VC System

In Chapter 3, we only provided an ideal synchronisation scheme for the VC system, which

aimed to enable users to be synchronised at the subframe level. The VC control signal (VCCS)

would map into the sub-carriers and provide the VC carrier locations, filter parameters and

sampling reduction ratio. However, this thesis did not study the required number of sub-carriers

needed for VCCS and its costs. Moreover, this thesis did not consider the analogue processing

required for the VC system. In terms of a more reliable and realistic performance analysis, we

might pay more attention to realistic algorithms for the VC synchronisation scheme and analyse

the IIR operation costs.
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6.2.2 Analyse the Quantisation Noise for the VC System

In Chapter 3, in terms of simplicity, we did not consider in detail the effects of the quantisation

noise. For a realistic system, the effect of uniform quantisation can often be modelled by

an additive noise term due to the ADC quantisation processing. In terms of a more accurate

result, it will be necessary to extend the analysis of relationship between the quantisation noise,

sampling rate and cut-off frequency.

6.2.3 Use a More Accurate Power Model

Power consumption is very critical for efficient deploymentof MTC, especially in case of mas-

sive MTC. In order to simplify our results, the thesis has notconsidered a realistic and more

accurate power consumption model for the MTC receiver and transmitter system designs, such

as the power consumption of the synchronisation activitiesand the decoding costs during. Ref-

erence [108] proposes a low-complexity method for symbol synchronisation based on the LTE

system. A thorough analysis is conducted for all possible sampling frequencies that reduce the

computational complexity of LTE cell search. Several papers focus on the power consumption

during the data transmission, e.g. the power amplifier costsand the relationship between mod-

elling accuracy and the number of samplings is mentioned in Reference [109] and a detailed

power consumption model of the MTC is listed in Reference [110]. Therefore, future stud-

ies could analyse the overall VC receiver and IIR-UFMC systems performance based on those

power models in order to provide a more accurate power savingevaluation.

6.2.4 Optimise the Bandwidth and the Number of Sub-carriersFor MTC

Future studies should focus on the optimisation between thenumber of sub-carriers and the

bandwidth based on the current LTE downlink or uplink channel. In the thesis, we assumed

a fixed number of sub-carriers for all the transmitted users,i.e. in Chapter 4 & 5, all MTC

devices transmit a fixed number of sub-carriers (such as 13 sub-carriers) through a 1.4 MHz

uplink bandwidth. However, this is not realistic for the data transmissions. Future studies could

focus on the optimisation between the bandwidth efficiency and the number of sub-carriers for

each user. A basic algorithm can be proposed as: first, detectthe required data rate and the

channel condition. Second, compute the number of sub-carriers in order to achieve a signal

quality requirement, i.e. the number of sub-carriers for the synchronisation, the number of sub-
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carriers for achieving the bit rate and the number of sub-carriers for the channel estimation, etc.

Third, assign individual channels to individual MTC devices.

6.2.5 Normalise a More Realistic Distribution for the Time Offset Model

Base Station User

Figure 6.1: Enhanced Time Offset Model for the Multi-users Transmission

In Chapter 4 and 5, we studied the interference, which arisesfor significant time offsets. In

detail, we assumed the transmitted signal length in samplesin the time domain isL = N +

LCP = 128 + 30 = 158 samples, then a large time offset between each user is set to beτ = 50

or 70 samples. Thus, we considered a fixed integer time-offset in samples and aimed to analyse

the worse case. However, it is not realistic.

An example of our potential enhanced time offset scenario isshown in Figure 6.1. The triangles

with different colours represent different users. First, for a simpler time offset scenario we may

assume that each user is stationary. The distancedu between theuth MTC terminal device and

the base station can be measured statistically. Thus we can normalise the distance distribution in

order to extend the normalised time offset distribution. Second, if considering a more complex

scenario, it might also be necessary to account for the velocity vs. Different type of MTC

devices could have variable velocity, which can cause more complex time offset interactions.

If this can be analysed, our interference analysis will be more useful for system design.
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Abstract: With increasing demand for machine-to-machine (M2M) communications, modifying existing orthogonal

frequency-division multiple access communication systems such as the long-term evolution (LTE) system to

successfully support low-data rate M2M devices has become an important issue. In LTE Release 12 and beyond, the

reduction of maximum bandwidth, the reduction of transmission power and the reduction of downlink transmission

model should be studied for supporting low-data rate M2M communications. This paper will address one solution

based on the virtual carrier (VC) concept, which aims to improve the bandwidth efficiency and cost-efficiency,

using analogue filters to extract only sub-carriers of interest. This will reduce the sampling rate at the M2M analogue-

to-digital converter (ADC) leading to improvements in ADC power consumption and the computational complexity. Our

results indicate that the VC system can provide significant high signal-to-interference-plus-noise ratio performance

without significant bit error rate degradation.

1 Introduction

Wireless communication technologies have been rapidly developing
in recent years, and mobile communication has become a basic tool
for modern society. The current fourth generation networks, as
known as the long-term evolution (LTE) standards [1], it provides
high spectrum efficiency by combining advanced multi-antenna
techniques and implements the orthogonal frequency-division
multiple access (OFDMA) scheme in the downlink (DL) from the
base station to the mobile terminals. In terms of supporting
synchronisation, LTE uses a subset of carriers to transmit DL
control information in the physical DL control channel (PDCCH)
[2]. With increasing the number of PDCCH, the sub-carrier
efficiency will decrease. Projections for the growth machine type
communication devices range up to 50 billion in the next few
decades, compared with the 2 billion devices which are directly
connected to the wireless communication network [3]. The
communication network will shift from the existing
human-to-human communication mode to the machine-to-machine
(M2M) communication mode.

1.1 Motivation and related work

With the growth of automated systems such as e-health, the smart
grid, smart homes and smart cites M2M communications will
experience exponential growth in the next generation of mobile
communication systems [4]. M2M communications is one of the
most promising solutions for revolutionising [5] future intelligent
wireless applications. The major idea of M2M communication
system is allowing M2M terminal devices or components to be
interconnected, networked and controlled remotely [6], with the
advantages of low-cost, scalable and reliable technologies.

One of the major challenges for supporting M2M communications
using LTE is how to reduce the processing cost to maximise the
battery life of M2M terminal devices. For instance, the LTE DL
channel can provide up to 20 MHz bandwidth. However, M2M
communications usually require low-data rate transmission, for
instance, an M2M terminal device may only be allocated 1 MHz
out of the 20 MHz LTE DL channel. In this case, most of the

sub-carriers are not relevant to the M2M device. Therefore, how to
reduce the energy and processing cost of LTE in order to support
M2M low-cost devices with increasing the bandwidth efficiency
will be a major issue for standardisation beyond Release 12 of
LTE [2]. This paper will study how reduced sampling rates in
M2M receiver devices can improve their energy efficiency without
losing performance.

To the best of our knowledge, there are no previous works which
studied reducing the LTE bandwidth in order to support low-data rate
M2M communications. Reference [7] only proposes a possible
solution: insert an M2M low-data rate message into the LTE DL
channel and design a virtual carrier (VC) to contain the message.
This VC can be separately scheduled to support low-bandwidth
M2M devices and the remaining sub-carriers are designed to
support high-data rate services as normal. However, [7] did neither
describe a detailed system structure nor how to extract the
low-data rate VC messages at the receiver.

1.2 Contributions

Considering the LTE DL capacity, we reduce the analogue-to-digital
converter (ADC) costs and computational complexity by reducing
the sampling rate. Our main contributions are as follows:

(i) Propose a novel reduced sample rate VC receiver system.
Compared with the current LTE carrier aggregation (CA)
technique, it significantly improves the bandwidth efficiency.
(ii) The VC system significantly reduces the ADC cost and
computational complexity while providing high signal-to-interference-
and-noise ratio (SINR) and low bit error rate (BER) performance to
support low-data rate M2M devices.
(iii) Drive a closed-form expression for SINR which includes the
additional interference caused by aliasing effects. Our previous
study [8] shows that aliasing effects caused by the filter and the
lower sampling rate ADC can reduce the VC system performance.
First, our SINR analysis includes the effect of the filter cut-off
frequency, the receiver ADC sampling rate and the sampling
reduction ratio. Second, the BER can also be evaluated in closed
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form to show the trade-off between system parameter choices and
detection performance.
(iv) Drive a closed-form expression for the effect of intersymbol
interference (ISI) caused by asynchronism. We also consider
several cases including: very dispersive multipath channel effects
on ISI and interchannel interference (ICI) plus the additional
interference caused by sample timing errors.

The rest of this paper is organised as follows: Section 2 introduces
the state of the art. We discuss the VC receiver system model and
derive the performance analysis in Sections 3 and 4, respectively.
The LTE bandwidth efficiency and analytical results comparing
with different SINR and BER performance are shown in Section 5
and Section 6 concludes this paper.

2 Orthogonal frequency-division multiplexing
(OFDM) system: state of the art

This section will provide a brief introduction of the standard OFDM
transmitter and receiver and introduce three options to support
reduced bandwidth transmissions in OFDMA for M2M devices.

2.1 Standard OFDM system

(i) Transmitter for OFDM: OFDM inherently provides good
protection against ISI due to the long symbol cyclic prefix (CP),
where the length of CP in samples is defined as LCP, and it is used
in cellular systems such as LTE and worldwide interoperability for
microwave access [9]. Assume that the message bits are to be
transmitted using OFDM modulation with N sub-carriers. Denote
the frequency domain symbols by Xm, m = 0, 1, …, N − 1. Then,
the baseband signal for an OFDM symbol can be expressed as

x(t) =
1

N

∑

N−1

m=0

X (m) · ej2pmt/N (m = 0, 1, . . . , N − 1), (1)

where X(m) is the fast Fourier transform (FFT) of x. The signal x(t) is
up-converted to radio frequency, transmitted and propagates through
the wireless channel.
(ii) Model for the standard OFDM receiver: The transmitted signals
will go through a wireless channel and the impulse response can be

modelled as

hi =
∑

J−1

j=0

hijd(t − jTs), (2)

where i is the time index, and each channel tap hij follows the
Rayleigh distribution, Ts is the sample period, and d(t) is the Dirac
delta function [For the additive white Gaussian noise (AWGN)
channel without multipath, J = 1, hij = 1.]. The received signal over
the Rayleigh multipath channel and AWGN channel can be
defined as y(t)

y(t) = x(t)⊗ hi + go(t), (3)

where ⊗ denotes the convolution operation and go(t) represents
AWGN with power spectral density N0/2 is assumed. For a
standard OFDM receiver as shown in Fig. 1a, the received signal
is match filtered and sampled at frequency fs. After removing the
CP and applying the FFT, the frequency domain signal can be
expressed as

Y (m) = X (m) ·H(m)+ Go(m), (4)

where H(m) is the FFT of the vector [hi0, hi1, …, hiJ−1] and Go is
the FFT of the noise sequence go in the frequency domain. Finally, to
decode the transmitted messages, zero forcing equalisation [10] can
be used to estimate the transmitted data.

2.2 Options to reduce OFDMA bandwidth for M2M
devices

To support low-data rate communications, the maximum bandwidth
of OFDMA systems such as LTE should be reduced. Reference [7]
lists three possible solutions including separate carrier (SC), CA and
VC:

(i) Separate carrier: The easiest way to reduce the maximum
bandwidth is to separate a high-bandwidth carrier into several
narrower band carriers to support low-bandwidth M2M devices.
For instance, a 20 MHz bandwidth carrier can be split into several
1.4 and 3 MHz carriers. Low-bandwidth M2M devices transmit
and receive messages on each SC and all narrow bandwidth M2M
devices share the same OFDMA channel. However, the SC option
will no longer support full bandwidth 20 MHz data transmissions
and data capacity will be limited by the maximum bandwidth carrier.
(ii) Carrier aggregation: One of the key features for
LTE-advanced is the CA technique [11]. It allows a user
equipment to receive data on multiple carriers simultaneously. To
support low-data rate M2M communication devices in LTE, one
20 MHz band can be formed by component carriers of bandwidths
1.4, 3 and 15 MHz. The low bandwidths support M2M
communications, and the high-bandwidth carriers such as 15 MHz
can support high-data rate transmissions. However, CA does not
improve the bandwidth efficiency, as each sub-band still needs
several carriers to support synchronisation of the DL channel.
(iii) VC: Here the transmitter insets a VC to carry the M2M
messages into a 20 MHz DL OFDMA channel to support low-cost
devices. High-data rate devices can still use the remaining carriers.

In Section 5, it will be shown that compared with SC and CA, by
using a VC mapped into a 20 MHz band the transmitter obtains the
highest bandwidth efficiency but the receiver ADC power cost
reduces linearly with reduced sampling rate. In the following
sections, this paper will study the VC receiver system in detail.Fig. 1 Standard OFDM receiver and VC system receiver
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3 Virtual carrier system

This section will introduce the proposed VC receiver system then
analyse the LTE DL efficiency and the ADC energy cost
performance. We assume that the filter information has been
transmitted through the PDCCH channel to each terminal devices.

3.1 Sub-sampling receiver for VC option

To improve OFDMA bandwidth efficiency, this paper studies a
novel receiver system supporting M2M communications. The
principle of the VC receiver is shown in Fig. 1b. With the
assumption that the standard OFDMA receiver received a set of
messages over a 20 MHz channel bandwidth, the signal will pass
through a 20 MHz analogue circuit filter and then be passed to an
ADC with a higher sampling rate, e.g. 30.72 MHz as in LTE.
Unlike the traditional OFDMA receiver, the major feature of the
VC receiver system is improving the bandwidth efficiency by
integrating both low-data rate M2M messages and high-data rate
wideband messages in one DL channel. M2M receivers can reduce
the ADC processing cost by reducing the receiver’s bandwidth to
capture only the M2M sub-carriers of interest and filter out other
sub-carriers. Therefore, a VC receiver implements one or more
narrowband infinite impulse response (IIR) filters to extract the
transmitted M2M signals from the received OFDMA signal. It
operates the ADC at a much lower sample rate to reduce the
power consumption and the number of subsequent digital signal
processing computations to decode the signal. The scenario where
an M2M receiver has received a 20 MHz bandwidth LTE signal
but only a few sub-carriers (e.g. 70 carriers) are used for this
terminal device is shown in Fig. 1b. A standard 20 MHz LTE
bandwidth maps to an FFT size of 2048 with a sampling rate of
30.72 MHz. Therefore, the useful sub-carrier rate RU for the M2M
device can be calculated as the number of VC sub-carriers (70)
divided by the total number of sub-carriers (2048), which is ∼1/32
in this case. Thus, a 0.625 MHz low-pass filter (LPF) can be
designed to extract the relevant sub-carriers from the 20 MHz
bandwidth signal. A correspondingly lower sampling rate ADC is
used at the LPF output; in this case, we can choose a 0.96 MHz
sampling frequency ADC instead of 30.72 MHz.

3.2 Mathematical model of the VC receiver

The VC receiver block diagram is shown in Fig. 2. The major
function of the VC receiver system is to demodulate only
sub-carriers of interest. Therefore, the major difference of the VC
receiver compared with a standard OFDM receiver is that the
received signals are passed to a narrowband IIR filter which
separates the VCs from the rest of the OFDM sub-carriers, then
samples those carriers using a much lower sample frequency
ADC. To determine the SINR performance, the narrowband IIR
filter can be approximately expressed as a finite impulse response
(FIR) filter with the impulse response written as bl with length of
LF. Denote the composite effect of the multipath channel and the

IIR filter by wcn(t)

wcn(t) ≃ hi ⊗ bl =
∑

Z−1

z=0

wcn(z)d(t − zTs), (5)

where Z is the length of the combined channel impulse response. In
the rest of this paper, every combined filter is approximated as being
FIR. The received signal after an IIR filter can be designed as rLPF

rLPF(t) = {x(t)⊗ hi + go(t)}⊗ bl

= x(t)⊗ wcn(t)+ g′o(t)+ iA(t)+ q(t). (6)

Equation (6) shows that the receiver filter bl may increase the delay
spread of the channel filter hi. The scalar iA(t) is the aliasing noise
(due to the effect of the narrowband filter and the reduced sample
rate processing) and q(t) is the quantisation noise. For a realistic
system, the effect of uniform quantisation can often be modelled
by an additive noise term due to quantisation noise, which is
uncorrelated with the input signal and has zero mean and a
variance of q2/12, where q is the quantisation step size [12]. To
simplify the analysis results, this paper will assume that the
aliasing effect dominates over the quantisation noise. Transforming
wcn into the frequency domain yields the following expression for
the frequency response of sub-carrier m

Wcn(m) =
∑

Z−1

n=o

wcn(n) · e
−j2pmn/N

. (7)

In terms of reducing the ADC cost and the number of subsequent
digital signal processing computations, the VC receiver system
employs a much lower sampling rate fvc rather than the standard
sampling rate fs, thus the sampling reduction ratio g can be defined as

g =
fs
fvc

. (8)

With the effect of the analogue IIR filter and reduced sampling
rate ADC, the number of operating sub-carriers has been reduced
to K = N/g, which means the VC receiver FFT size is reduced to
N/g. Assuming that the length of the CP in samples is longer than
combined channel and filter response, and the signal is sampled
with the correct timing, the received M2M signal in the frequency
domain after CP is removed can be denoted as

R(k) = b · X (k) ·Wcn(k)+ b · Go(k)+ IA(k)

(k = 0, 1, . . . , N/g− 1).
(9)

where IA is the aliasing term and the term β is the scaling mismatch
factor between the transmitter and the receiver and reflects the
different sample rates and FFT sizes at these two devices. Given
that this scaling mismatch factor affects both the signal and

Fig. 2 Block diagram of the VC receiver system

IET Commun., 2016, Vol. 10, Iss. 16, pp. 2061–2070

2063& The Institution of Engineering and Technology 2016

134



Original Publications

the noise equally, then we can neglect it and assume β = 1 without
loss of generality. The transmitted M2M signal in the frequency

domain X̂ (k) can be estimated using zero forcing equalisation as

X̂ (k) =
R(k)

Wcn(k)
. (10)

3.3 LTE DL efficiency

The LTE DL bandwidth directly relates to the overall transmission
efficiency of the system as this determines the proportion of data
sub-carriers in a radio frame. In the LTE DL channel, in terms of
providing good signal synchronisation performance, it uses several
synchronisation channels such as the primary synchronisation
channel, the secondary synchronisation channel and the PDCCH
channel. However, those SCHs will share lots of sub-carriers. To
estimate the LTE DL channel bandwidth efficiency, the percentage
capacity of the LTE frequency-division duplex DL channel is
computed as

C =
NA

NT

× 100%, (11)

where we assume that a 10 ms radio frame is divided into 20 equal
size slots of 0.5 ms [13]. A subframe consists two consecutive slots,
and therefore one 10 ms radio frame contains ten subframes. CSC is
the capacity of one 10 ms LTE FDD radio frame, NA is the number of
available sub-carriers and NT is the number of total occupied
sub-carriers in one frame, which can be computed from [14]. The
standard LTE DL channel bandwidth is 1.4, 3, 5, 10, 15 or 20 MHz.

3.4 Synchronisation for the VC system

As mentioned above, cell synchronisation is the very first step when
an M2M device wishes to connect to a cell. LTE users first find the
primary synchronisation signal (PSS) [2] which is located in the last
OFDM symbol of first time slot of the first subframe as shown in
Fig. 3. This enables users to be synchronised at the subframe
level. In the next step, the terminal finds the SS signal (SSS)
which determines the physical layer cell identity group number. To
decode the VC message, a VC control signal (VCCS) should be
included in the VC carrier as shown in Fig. 3. The VCCS includes
the VC carrier locations, filter parameters and sampling reduction
ratio. When the VCCS has been decoded, the M2M terminal
devices can easily decode the received signals intended for it. The
VCCS can be also mapped into the VC carrier to assist the M2M
receiver in maintaining accurate symbol timing. The VC system
decoding processing is as below.

Processing 1: VC synchronisation steps:

Step 1: Search for the PSS and the SSS.
Step 2: Decode the VCCS to identify VC carrier location.
Step 3: Set filter parameters and receiver sampling rate.
Step 4: Decode received M2M messages from the specified VC
location.

3.5 Energy saving for the VC receiver

The basic motivation for the VC system is the fact that for an ADC,
the power dissipation is a linear function of the sampling rate. A
previous study [15] derived the power dissipation of an ADC as Po

Po = 48kBTTemp · 2
2V

· fs, (12)

where kB is Boltzmann’s constant, TTemp is the temperature, fs is the
sampling frequency and V is the signal-to-noise ratio (SNR)-bits,
which is given by [15]

V =
SNR[dB]− 1.76

6.02
. (13)

Therefore, the ADC power dissipation presents a linear reduction by
reducing the sampling frequency.

In terms of the FFT computational complexity, compared with the
standard OFDM system, the VC receiver also reduces the number of
subsequent digital signal processing computations. The
computational complexity for the standard OFDM receiver COFDM

can be defined as [16]

COFDM =
N

2
log2 N , (14)

where N is the size of FFT for the original OFDM receiver. In terms
of the VC receiver system, the received M2M low-data rate messages
after filtering with a lower sampling rate ADC, the FFT size can be
decreased to N/g. Therefore, the computational complexity for the
VC receiver system can be defined as

CVC =
N/g

2
log2(N/g). (15)

4 Performance analysis

In terms of computing the overall SINR performance of the VC
receiver system, this paper will focus on three distinct channel
scenarios to evaluate system performance. This paper will not
consider the effect of time or frequency offset, thus, we make the
assumption of the perfect sampling timing.

4.1 No channel effect SINR analysis

First, we evaluate a simple scenario, in order to evaluate only
the effects of filter aliasing in iA(t), which is computed by the
analogue filter response and the reduced sampling rate ADC in the
VC receiver (see Fig. 2). We assume the received M2M message
yF(t) is not corrupted by background noise (Go = 0) or multipath
channel effects. The received signal can be expressed as

yF(t) = x(t)⊗ bi(t). (16)

With the assumptions of perfect sampling timing, a sampling
reduction rate of g and the case that the CP duration is longer than
filter impulse response bi(t), then we can write down an expression
for the FFT output of yF(t), after the CP is removed. The mthFig. 3 VC synchronisation signals
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frequency bin can be denoted as [17]

yF(m) =
∑

N−1

n=0

X (n) · B(n) · e−j2pnm/K

=
∑

K−1

k=0

∑

g−1

a=0

X (aK + k) · B(aK + k)

( )

· e−j2pkm/K , (17)

where B(n) is the nth bin of the Fourier transform of the filter impulse
response bi. Therefore, the received k sub-carrier signal after
reducing the sampling rate in the frequency domain can be written as

RF(k) =
∑

g−1

a=0

X (aK + k) · B(aK + k). (18)

After reducing the sampling rate at the receiver, there are g copies of
the original OFDM signal centred at frequencies 0,
fs/g, 2fs/g, . . . , (g− 1)fs/g. The 0 frequency term is the desired
spectrum of the transmitted signal x(t) while the remaining
frequencies represent undesired aliased components. Thus, (18)
can be re-written as

RF(k) = X (k) · B(k)+
∑

g−1

a=1

X (aK + k) · B(aK + k), (19)

The aliasing term can be expressed as

IA(k) =
∑

g−1

a=1

X (aK + k) · B(aK + k), (20)

and it represents all the aliased interference present in the received
signal.

The SINR value for the signal can be computed as

SINR(k) =
E[S(k)2]

E[NI(k)
2]
, (21)

where E[ · ] denotes statistical expectation, S(k)2 is the received
signal power over at the output of the IIR filter and NI(k)

2 is the
interference power arising from the (g − 1) aliased terms. Thus,
the interference power for no channel effect case NIF can be
written as

E[NIF(k)
2] = E RF(k)− X (k) · B(k)

∣

∣

∣

∣

2
[ ]

=
∑

g−1

a=1

E X (aK + k)2
[ ]

· B(aK + k)
∣

∣

∣

∣

2
. (22)

Thus, the theoretical SINR value at the output of the VC receiver
without channel effects can be derived as

SINRF(k) =
E X (k)2
[ ]

· |B(k)|2

∑g−1
a=1 E X (aK + k)2

[ ]

· |B(aK + k)|2
. (23)

4.2 AWGN channel effect SINR analysis

Assume now the transmitted M2M signals go through an AWGN
channel where the noise has mean zero and a noise standard
deviation of s =

�������

fsN0/2

√

. Similar to (4) and (19), the received
M2M messages from the AWGN channel in the frequency domain

can be expressed as

RA(k) = X (k) · B(k)+
∑

g−1

a=1

X (aK + k) · B(aK + k)+ Go(k). (24)

Thus, the theoretical SINR value of VC receiver at k sub-carrier for
the AWGN channel can be derived as

SINRA(k) =
E X (k)2
[ ]

· |B(k)|2

s2 +
∑g−1

a=1 E X (aK + k)2
[ ]

· |B(aK + k)|2
. (25)

4.3 Multipath channel SINR analysis

This section is devoted to address the effect of multipath channels by
analysing the combined impulse response wcn of both the multipath
Rayleigh channel and the analogue filter in (5). We consider two
cases when the length of combined response is both longer and
shorter than the CP length in samples:

(i) CP longer than combined response: Assume that an M2M
receiver has received the signals over a Rayleigh multipath
channel and an IIR filter has been applied at the receiver. The CP
length LCP is longer than the combined response and we assume
the received signal is sampled with the correct timing. According
to (7) and (17), the received signal in the frequency domain can be
expressed as

yLo(m) =
∑

N−1

n=0

X (n) ·Wcn(n) · e
−j2pnm/K

+ g(m)

=
∑

K−1

k=0

∑

g−1

a=0

X (aK + k) ·Wcn(aK + k)

( )

· e−j2pkm/K
+ g(m).

(26)

The kth received sub-carrier in the frequency domain can be
derived as

RLo(k) = X (k) ·Wcn(k)+
∑

g−1

a=1

X (aK + k) ·Wcn(aK + k)

+ Go(k). (27)

Thus, the average SINR value of the VC receiver over the Rayleigh
fading multipath channel can be expressed as

SINRLo(k) =
E X (k)2
[ ]

· E |Wcn(k)|
2

[ ]

s2 +
∑g−1

a=1 E X (aK + k)2
[ ]

· E |Wcn(aK + k)|2
[ ] .

(28)

(ii) CP much shorter than combined response: The major function
of the CP is that it removes the ISI and ICI. To address the impact
of the case when CP is shorter than the channel response in the
VC receiver system, we need to compute both the ISI and ICI
noise terms. According to a previous study [18], the ISI and ICI
cause interference at the tail of the impulse response. On the basis
of [18], the ISI noise for the VC receiver, in the case that the LCP
is shorter than the length (Z ) of combined channel and filter
impulse response, can be expressed as

NISI(k) = s2
∑

Z−1

c=LCP+1

Uc(k)
∣

∣

∣

∣

2
, (29)
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where Uc(k) is defined as

Uc(k) =
∑

Z−1

c=LCP+1

wcn(c) e
−j2pck/N

. (30)

Note that the expression forUc(k) is actually for the FFT of the tail of
the combined impulse response. In terms of ICI, Henkel et al. [18]
show that the ISI and ICI have the same power spectral density.
Therefore, the noise level of ICI is equal to that of the ISI. Thus,
the interference power for the VC receiver system can be derived as

E NSo(k)
2

[ ]

= s2
+

∑

g−1

a=1

E X (aK + k)2
[ ]

· E |Wcn(aK + k)|2
[ ]

+ 2s2
∑

Z−1

c=LCP+1

Uc(k)
∣

∣

∣

∣

2
. (31)

Therefore, the expression of the average SINR for the case where the
CP is much shorter than combined response can be written as
(see (32))

4.4 Asynchronous ISI analysis

In the previous sections, we assumed the received signals are
perfectly synchronised and sampled at the correct timing. This
section will analyse the ISI effects caused by asynchronism. Here
we define tErr as the timing error in samples, which we assume is
positive. Thus, interference to the first OFDM symbol x1(t) is
caused by the first tErr samples from the second OFDM symbol
x2(t). Then, we can write the interference term as

iErr =
∑

tErr−1

t=0

x2(t)⊗ b(t). (33)

Thus, the interference term on the kth sub-carrier can be re-written
using the Fourier transform as

iErr(k) =
∑

N−1

k=0

∑

tErr−1

n=0

X2(n)B(n) e
−j2pnk/N , (34)

where X2(n) is the nth FFT output for x2(t). Then the ISI noise for
timing error denoted as NIErr, for the VC receiver with sampling
reduction ratio of g can be derived as

E NIErr(k)
2

[ ]

=
∑

g−1

a=0

∑

tErr−1

n=0

E X2(aK + k)2
[ ]

· E |B(aK + k)|2
[ ]

. (35)

Note that (35) represents an extra timing error interference term
which can be added to the denominator for our SINR equations to
compute the theoretical SINR values when a specified timing error
is present.

4.5 BER analysis

In terms of comparing the VC receiver BER performance with the
standard OFDM receiver system, this paper will use the three BER
basic LTE standard modulation schemes including quadrature
phase shift keying (QPSK), 16-quadrature amplitude modulation
(QAM) and 64-QAM for both the AWGN channel and the
Rayleigh fading multipath channel:

(i) Standard OFDM BER analysis under the AWGN channel: The
theoretical BER value of the standard OFDM receiver is computed
as [19]

BERQPSK =
1

2
· erfc

���

Eb

No

√( )

, (36)

BER16-QAM ≃
3

8
· erfc

�������

2

5
·
Eb

No

√
( )

, (37)

BER64-QAM ≃
7

24
· erfc

�������

1

7
·
Eb

No

√( )

, (38)

where erfc(.) denotes the complementary error function. The
relationship between Eb/No and SINR can be presented as

Eb/No =
SINR

Nbs

, (39)

where Nbs is the number of bits per sample.
(ii) Standard OFDM BER analysis under the Rayleigh multipath
channel: The theoretical BER value of normal OFDM system over
the Rayleigh multipath channel is computed as [19, 20]

PQPSK =
1

2
1−

������������

Eb/No

1+ Eb/No

√( )

, (40)

(see (41))

For the 64-QAM modulation, the BER expression is

P64-QAM =
∑

28

i=1

viI(ai, bi, �g, r, r), (42)

where �g is the average SNR per symbol and coefficients ωi, ai, bi are
listed in a table in [21] and I is the integral representation

I(z) =
1

p

∫(p/2)

−(p/2)

e−z sinf df. (43)

5 Simulation results

This section will first evaluate the bandwidth efficiency performance
and the energy saving performance by using the VC receiver system
rather than a full bandwidth OFDM receiver. Then theoretical and

SINRSo(k) =
E X (k)2
[ ]

· E |Wcn(k)|
2

[ ]

s2 +
∑g−1

a=1 E X (aK + k)2
[ ]

· E |Wcn(aK + k)|2
[ ]

+ 2s2
∑Z−1

c=LCP+1 Uc(k)
∣

∣

∣

∣

2
. (32)

P16-QAM =
1

2
1−

3

4

������������������

4 · Eb/No

5/2+ 4 · Eb/No

√

−
1

2

�������������������

4 · Eb/No

5/18+ 4 · Eb/No

√

+
1

4

�������������������

4 · Eb/No

1/10+ 4 · Eb/No

√( )

. (41)
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simulation results for the SINR and BER performance will be
described. Common parameters for simulations are listed in Table 1.

5.1 LTE DL efficiency performance

The result for the LTE DL capacity for one 10 ms LTE radio frame
with the number of PDCCH transmissions is shown in Fig. 4. The
LTE bandwidth efficiency is computed as (11) and it is obvious
that whether one or two PDCCH symbols are used, the percentage
capacity of 20 MHz bandwidth is much higher than other options,
and the least efficient is the 1.4 MHz bandwidth carrier. We can
conclude that compared with the SP and CA methods, using a VC
mapped into a 20 MHz LTE band can improve bandwidth
efficiency significantly.

5.2 Energy saving performance for the VC receiver

Compared with the 20 MHz LTE standard receiver, the ADC
dissipation performance and the computational complexity of the
FFT block for the VC receiver system is shown in Table 2. To
compare the cost-efficiency, we defined the energy cost of
processing the full 20 MHz bandwidth to be normalised to 1. By
reducing the sampling rate of an M2M receiver, the ADC power
dissipation and the computational complexity are reduced
significantly. If an M2M terminal device only needs to decode 64

sub-carriers, by using an LPF and sampling rate at 0.96 MHz, it
only costs 1/32 of the ADC operations compared with decoding
the whole 20 MHz band and the FFT computation is reduced from
11,264 operations to 192.

5.3 SINR performance

The SINR performance of the VC receiver system over the AWGN
channel with four types of IIR analogue filter (Butterworth,
Chebyshev I, Chebyshev II and Elliptic filters [22]) with g = 8 is
shown in Fig. 5. The passband ripple for Chebyshev I is set to 1 dB
and the stopband ripple for Chebyshev II is set to 40 dB. In the
case of the Elliptic filter, the passband and stopband ripples are set
to 1 and 40 dB in order to provide fair comparison. We plot the
SINR value for the first 128 sub-carriers in Fig. 5 and it shows that
the sub-carriers near the cut-off frequency band present significant
SINR loss. It also shows that both the Butterworth and the
Chebyshev I filters achieve higher SINR performance in the

Table 1 Common simulation parameters

Simulation parameters

Bandwidth N Transmitted fs LCP IIR filter order Type of filter Attenuation

20 MHz 2048 30.72 MHz 144 4 Butterworth 3 dB
Approximate filter impulse response
g 1/2 1/4 1/8 1/16 1/32 1/64
LF 24 35 67 132 208 332

Fig. 4 LTE DL capacity against channel bandwidth

Table 2 Energy saving performance of the VC system for the 20 MHz
LTE channel from (14) and (15)

Sampling rate
(fs), MHz

FFT
size, N

Normalised ADC
power, W

FFT computational
complexity, Ops

30.72 2048 1 11,264
15.36 1024 1/2 5120
7.68 512 1/4 2304
3.84 256 1/8 1024
1.92 128 1/16 448
0.96 64 1/32 192

Fig. 5 SINR performance over different IIR filters, AWGN channel 30 dB,

N = 2048, LCP= 144, g= 8, 16-QAM

Fig. 6 SINR performance for different sampling rate, Go= 0, hi = 0,

N = 2048, LCP= 144, 16-QAM
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passband compared with Chebyshev II and Elliptic filters. However,
the Chebyshev I filter has a worst phase response because of group
delay variations at the band edges. Therefore, in order to achieve a
high SINR performances in the pass band frequency, this paper will
focus on the Butterworth IIR filter in the remaining simulations.

The SINR performance for different sampling reduction ratios is
shown in Fig. 6 with the assumption of a 16-QAM modulation
scheme and no background noise, and there is perfect time
synchronisation. When g is 64, LF is much larger than LCP. Thus,
we computed the ISI and ICI noise power using (31) for g = 64 to
obtain the theoretical value of the SINR which is computed from
(23). The theoretical results show a perfect match with the
simulations. If the M2M receiver samples at 0.48 MHz (about 1/64
of transmitted sampling rate, the IIR cut-off frequency is set to
0.3125 MHz in order to match with the sampling reduction ratio),
the SINR value of the first 65% of all sub-carriers is still above
20 dB. It also indicates that the VC receiver system is able to
decode the transmitted low-data rate M2M messages mapped into
a normal LTE band, even if we reduced the sampling rate by 64
times. The basic reason for the SINR performance with g = 32 and
64 being much poorer than other cases is the non-integer sampling
reduction of the CP.

The SINR degradation performance of the VC receiver system
without timing error over the AWGN channel is shown in Fig. 7a.
The transmitted SNR is set to 20, 10 and 5 dB. The theoretical
SINR value is computed using (25) and it is closely matched with
simulations. The AWGN channel does not significantly affect the
SINR performance of the VC receiver. If the input SNR is 20 dB,
the SINR degradation becomes apparent at sub-carrier number 80,
where there is about 2 dB SINR loss. By reducing the transmitted
SNR, the SINR degradation in the VC receiver moves closer to
half the cut-off frequency. In terms of the first 60–70 sub-carriers,
the VC receiver system presents high SINR performance. The
SINR performance against timing error tErr is shown in Fig. 7b.
The ISI of timing error is computed using (35), and added to the
denominator of (25) to compute the theoretical SINR, which
perfectly matches the simulations. When tErr is larger than nine
samples, the SINR performance is significantly reduced.

The SINR degradation performance over the Rayleigh multipath
channel is shown in Fig. 8. Assuming the VC receiver has received
the signal over a J = 20 tap Rayleigh fading channel, the length of
CP is longer than the combined impulse response and the ADC
sampling follows perfect timing, the SINR performance is shown in
Fig. 8a. The theoretical value of the SINR is computed using (28),

Fig. 8 SINR degradation caused by a Rayleigh fading channel, Butterworth, QPSK, N = 2048, LCP = 144, g= 8

a SINR for channel taps: 20

b SINR for channel taps: 300

Fig. 7 SINR performance over the AWGN channel, Butterworth, QPSK, N = 2048, LCP= 144, g= 8

a None timing error

b With timing error
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and similar to the AWGN channel case, the Rayleigh fading channel
does not significantly affect the average SINR in the passband. Now,
we increase the length of channel to 300 taps, i.e. the ‘long channel’.
Thus, the CP is not long enough to prevent ISI and ICI interferences as
shown in Fig. 8b, where the theoretical value is computed using (32).
It is obvious that there is a significant SINR degradation in the
passband due to the ISI and ICI. For a received signal with 20 dB
SNR over a 300 tap multipath channel, the average SINR of the
down-sampled signal is reduced to 13 dB in the passband.
Therefore, the performance of the VC receiver can be limited by
increases in the number of channel taps J.

5.4 BER performance

In terms of testing the BER performance of the VC receiver system,
we assume the transmitted M2M messages are mapped into the first
90 sub-carriers over a 20 MHz LTE channel. According to Fig. 7a,
the SINR values of sub-carriers 1–90 would not be affected
significantly by using sampling reduction ratio of g = 8. Therefore,
in this section, we will examine the BER performances of
sub-carriers from 1 to 90.

The BER performance of the VC receiver over the AWGN
channel is shown in Fig. 9a, we compared the theoretical value of
the normal OFDM system derived from (36) to (38) and the
simulated value of the VC system. It is obvious that the VC
receiver system can achieve the same BER performance compared

with the traditional LTE receiver even when reducing the receiver
ADC sampling rate. The BER performance of the Rayleigh fading
channel is shown in Fig. 9b. The BER performance of the VC
receiver system is closely matched with the normal OFDM
receiver performance obtained from (40) to (42). There are slightly
higher BER values for SNRs between 25 and 30 dB. The reason
for that is the VC receiver system causes a small SINR
degradation around sub-carrier 90, especially for high-input SNR.
However, the VC receiver system still can perfectly decode the
transmitted low-data rate M2M messages without significant BER
degradation by using only 1/8 of the ADC power and reducing the
computational complexity from 11,264 operations to 1024.

To measure the BER performance of the VC receiver affected by
both ISI and ICI, this paper increased the multipath Rayleigh fading
channel taps 200, 300 and 500 with LCP = 144 and the result is
shown in Fig. 10. The theoretical BER value is computed by
substituting the SINR value from (32) into (41), which closely
matches with simulations. It clearly indicates that by increasing
the number of channel taps, the BER degradation will increase
significantly due to the presence of ICI and ISI. When the
channel taps increased to 500, the gap between the OFDM
system and the VC system becomes small. This means the CP is
no longer to protect the received signal against ICI and ISI.
Compared with the standard OFDM receiver, the VC receiver is
more sensitive to the number of channel taps J. Therefore, the
VC receiver system might not be suitable for some very bad
channel conditions, so future studies might focus on how to
reduce the ISI and ICI effects while at the same time reducing
the cost of the receiver.

6 Conclusion

In this paper, a practical VC receiver system is proposed that uses a
narrowband analogue filter and a much lower sampling rate ADC in
order to extract the low-data rate M2M signals while significantly
reducing the ADC power consumption and the computational
complexity. To modify the existing LTE communication systems
to support low-data rate M2M devices, the VC receiver can
significantly improve the LTE bandwidth efficiency and
cost-efficiency. At the same time, it provides high SINR and BER
performance close to a full sample rate OFDM receiver for the
sub-carriers of interest. Second, this paper has derived the
theoretical analysis of the VC receiver performance, which
perfectly match with simulations. The theoretical equations
account for the effect of aliasing spread on the sub-carrier
location, and this helps to the system designer to evaluate what
kind of filters and receiver sampling rate can be used to balance
the energy cost and detection performance. This paper highlights

Fig. 9 BER performance of VC receiver system, Butterworth, N = 2048, LCP = 144, g= 8

a BER performance of the VC system over the AWGN channel

b BER performance of the VC system over the Rayleigh fading channel, channel taps = 20

Fig. 10 BER performance over a much longer Rayleigh flat fading

multipath channel, 16-QAM, g= 8, LCP= 144
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that the VC receiver system could be a suitable solution to support
the M2M communications based on the LTE standard.
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Closed-Form Expressions for ICI/ISI in Filtered

OFDM Systems for Asynchronous 5G Uplink
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Abstract

One of the major purposes for fifth generation (5G) communications waveform design is to relax

the synchronisation requirements for supportingefficient massive machine type communications (MTC).

Polynomial cancellation coded orthogonal frequency-division multiplexing (PCC-OFDM) and universal

filtered multi -carrier (UFMC) are designed to reducethe side-lobes of the orthogonal frequency division

multiplexing (OFDM) waveform to protect against intercarrier interference (ICI) in the 5G uplink. To

the best of our knowledge, there is no analysis of the effect of ICI for the UFMC system with time

offset transmissions that many arise in MTC scenarios. Furthermore, there is no study on reducing

the computational complexity of the UFMC system. This paper provides closed form expressions for

time offset interference in such a case for OFDM, PCC-OFDM and UFMC. This paper also presents

theoretical analysis for the signal-to-interference-plus-noise ratio (SINR), capacity and bit error ratio

(BER) performance. The results show that PCC-OFDM significantly protects against ICI at the cost

of halving the spectral efficiency. UFMC improves the ICI and ISI protection performance, especially

when the length of time offset is very small , at the cost of significantly increasing the computational

complexity. Finally, thispaper proposesthe overlap andaddUFMC (OA-UFMC) anda variant of UFMC

using infinite impulse response prototype filter banks (IIR-UFMC) to reduce the processing complexity.
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I . INTRODUCTION

Wireless communications researchers are developing a vision for beyond the long-term evo-

lution (LTE), or the fourth generation of wireless communication systems (4G), to enable the

roll -out of the fifth generation (5G) standard [1], which will support both human-centric and

machine type communications (MTC) [2]. In addition, 5G wirelesscommunication systems will

have to be able to deal with a very diverse variety of traffic types ranging from regular high-rate

traffic (e.g. mobile data downloading applications), sporadic low data rates (e.g. smart meters)

and urgent low latency transmissions (e.g. real time vehicle traffic information) [3].

Orthogonal frequency division multiplexing (OFDM) has been widely used in 4G [4]. How-

ever, there are several challenging problems in the application of OFDM cellular systems to

support a large number of MTC devices in the 5G uplink. First, in OFDM, the orthogonality is

based on strict synchronisation between each sub-carriers, and as soon as the orthogonality is

lost by multi -cell or multiple access transmission or through time-offsets between transmitters,

interferencebetween sub-carriers can become significant [5]. Second, one significant design goal

for 5G is to be able to support efficiently multiple traffic types. It should be able to deal both high

and low volume data transmission requirements and with synchronous or asynchronous com-

munications [3]. Third, one key aspect of user-centric processing is for devices to be connected

to multiple access points simultaneously [6]. The dynamic changes in distance between the

devices and all accesspoints require aflexible synchronised processing environment. Thus tight

synchronisation, as required in LTE, appears not to be cost-effective or even possible for a multi -

user 5G system for supporting thousandsof subscribers in one cell [6]. Relaxing the synchronism

requirements can significantly improve operational capabiliti es, bandwidth efficiency and even

battery li fetime particularly for supporting low data rate MTC devices [5].
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A. Motivation andRelated Work

In order to relax the synchronisation requirements, there are several approaches to deal with

asynchronous and non-orthogonal transmission, in order that the reduced side-lobe levels of the

waveform will minimise intersymbol interference (ISI) and intercarrier interference (ICI).

First, polynomial cancellationcoded orthogonal frequency-divisionmultiplexing(PCC-OFDM)

[7] is a frequency coding technique in which the data to be transmitted is mapped onto weighted

groups of sub-carriers. PCC-OFDM has been shown to be much less sensitive than OFDM to

frequency offset and Doppler spread but the spectral efficiency is at best approximately half of

that for OFDM as each data symbol is mapped to at least two sub-carriers [7].

Second, filter bank multi -carrier (FBMC) is designed with a prototype filter which improves

frequency selectivity. Separation of each sub-carrier through a filtering process also avoids the

need for any timing synchronisation between the users [8]. If a filter is designed for each sub-

carrier in FBMC, the filter impulse response length could be very long, which increases the

symbol duration. Practically, this significantly increases the computational complexity, which

mitigates against achieving a low cost 5G implementation.

Third, universal filtered multi -carrier (UFMC) [5], an alternative version of FBMC, groups a

number of sub-carriers into a sub-band and passes the sub-band signal thougha narrow sub-band

finite impulse response (FIR) filter. Compared with FBMC, the processing complexity of UFMC

is significantly reduced [9], but our previous paper [10] has shown that the complexity is still

much higher than OFDM.

Fourth, weighted overlap and add (WOLA)-OFDM is a filtered cyclic prefix (CP) CP-OFDM

waveform proposed for 3GPP in [11], which is a similar to UFMC. WOLA overlaps several

samples together between the nearby timedomain filtered signals to reducethe transmitted signal
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length. However, [11] has shown that WOLA has a inferior side-lobe reduction performance

compared to UFMC while requiring a similar level of complexity due to the filter banks.

B. Contributions

Previous studies have performed several comparison simulations to assess the achievable

UFMC side-lobe reduction performance [12]–[14]. However, there is no paper on reducing the

computational complexity for UFMC or for developing closed-form expressions for ICI and ISI

in aUFMC timeoffset system. Moreover, there isnot adetailed analysisand comparison between

CP-OFDM, PCC-OFDM and UFMC waveforms to measure the overall ti me-offset performance.

The main contributions in this paper can be summarised as follows:

1) We propose the overlap and add UFMC (OA-UFMC) system which reduces the computa-

tional complexity of the inverse fast Fourier transform (IFFT), especially for longer filter

impulse responses.

2) We derive closed-form expressions for the interference caused by time offsets between

adjacent unsynchronised MTC users. First, our closed-form expressions can be easily

used to compute the signal-to-interference-plus-noise ratio (SINR), the theoretical Shannon

capacity and the bit error ratio (BER). Second, our closed-form expressions can be used

in both additive white Gaussian noise and multipath transmission scenarios.

3) We provide a detailed comparison and analysis for different filter designs, considering

power spectral density (PSD), SINR, capacity, BER and computational complexity. We

also measure the time offset performance when varying the number of zero sub-carriers

between adjacent users.

4) We provide for the first time the ICI cancellation performancefor infinite impulse response

(IIR) prototype filter UFMC (IIR-UFMC) systems, using both analytical and simulation
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results.

The rest of this paper is organised as follows. Section II introduces the state of the art. Section

III proposes the OA-UFMC and IIR-UFMC system, and analyses the computational complexity.

In Section IV, a time offset model is provided and the interference is analysed. Section V

presents the numerical results and Section VI concludes the paper. In this paper, E[·] represents

the expectation operation, ⊗ represents the convolution operation and (·)∗ represents the complex

conjugate operation.

II . STATE OF THE ART

This section introduces the uplink scenario and the 3 basic candidate waveforms including

OFDM, PCC-OFDM and UFMC transmission models. We focus on the effect of poor time

synchronisation onthe ICI experienced in such systems.

A. Uplink Model

We start with a simple uplink system as shown in Fig. 1. There are U users, which are

allocated to different frequency carriers and they transmit simultaneously to a base station (BS).

There are a total of N sub-carriers, which are divided among U users in sub-bands. Each user

has a total of K available sub-carriers. Here we define LCP as the length of the cyclic prefix

(CP) in samples. Then the BS will receive the sum of all the transmitted signals and process it

to decode the messages for all U users.

B. OFDM Transmission Model

Assume that Xu(n) denotes that modulation symbol to be transmitted on the nth sub-carrier

by the uth user as shown in Fig. 1(a). The baseband OFDM data signal at the output of the
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Fig. 1. Multi -user Uplink Transmission Models for (a) OFDM, (b) PCC and (c) UFMC.

N-point IFFT and after adding the CP can be expressed as:

xu(t) =
1

√
N

N−1∑

n=0

Xu(n) · ej2πnt/N , t ∈ [1, L − 1], L = N + LCP (1)

whereX is the fast Fourier transform (FFT) of x. A wirelessRayleigh multipath channel impulse

response h with LH taps is defined as:

hu(t) =

LH−1∑

lH=0

hu,lH · δ(t − lHTs), (2)

where Ts is the sample period and δ(t) is the Dirac delta function and each channel tap lH

follows the quasi-static Rayleigh distribution. Note that to simpli fy our analysis, we assume the

number of channel taps LH for each user is same. Then the received signal over the multipath
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channel h in the presence of additive white Gaussian noise (AWGN), g(t), can be defined as:

y(t) =
U∑

u=1

xu(t) ⊗ hu(t) + g(t), (3)

where apower spectral density σ2 = N0/2 is assumed for the noise samples g(t).

C. PCC-OFDM Transmission Model

PCC is a frequency coding technique for OFDM in which the data to be transmitted is

mapped onto weighted groups of sub-carriers. Reference [7] has shown PCC-OFDM to be

much less sensitive than OFDM to frequency offset and Doppler spread. The block diagram

of a PCC-OFDM system is shown in Fig. 1(b), where the baseband symbols for the uth

user Au(0)...Au(N/2 − 1) will pass through a PCC-OFDM modulator. In this case, pairs of

sub-carriers have a relative weighting of +1, −1, and the input IFFT signal is organised as

Au(0),−Au(0)..., Au(N/2−1),−Au(N/2−1). After theN-point IFFT, the timedomain samples

for the uth user au(t) can be expressed as:

au(t) =
1

√
N

N−1∑

n=0

A(n) · ej2πnt/N . (4)

The received signal over the Rayleigh multipath fading channel is then expressed as:

rPCC(t) =

U∑

u=1

au(t) ⊗ hu(t) + g(t). (5)

At the receiver, thedata is recovered from theFFT outputsRPCC(0)...RPCC(N−1). Themapping

of data onto pairs of sub-carriers indicate that the ICI caused by one sub-carrier is substantially

cancelled by the ICI caused by the other sub-carrier in the pair. Therefore, in the receiver, pairs

of sub-carriers are combined by applying the weightings and then summing:

Y PCC(n) =
RPCC(2n) − RPCC(2n + 1)

2
, (n = 0, 1, 2, ..., N/2 − 1). (6)

December 2, 2016 DRAFT

148



Original Publications

IEEE TRANSACTIONS ON COMMUNICATIONS 8

OA-UFMC

 N-IFFT

...
 

x1(t)

y1(t)

2N-FFT

..

.

Y 

User #1

g

User #U

 2N-FFT
X
~

1(m)

~
B1(m)

Multiply  
 

2N-IFFT 

and Select

t Samples 

~
S1(m) ~

s1(t)

~
~

 X1(n)

The Frequency-Domain Filter Coefficients

~
s
U

(t)

h1

hU
...

Appends N samples zeros

Fig. 2. Block Diagram of the OA-UFMC System.

D. UFMC Transmission Model

The block diagram of standard UFMC [6] is shown in Fig. 1. Unlike OFDM, the principle

of UFMC is passing each sub-band signal through a narrow band filter. Here we define the

bandpass filter impulse response as bu(t) with the number of filter taps denoted as LF. Then,

the time domain UFMC signal at the output of the filter can be expressed as su(t):

su(t) =
1

√
N

N−1∑

n=0

Xu(n)ej2πnt/N ⊗ bu(t), t ∈ [0, L − 1], L = N + LF − 1 = N + LCP. (7)

Note that each sub-band filter is designed as a bandpassfilter, and then we design each filter’s

centre frequency to match the sub-band’s (or user’s) centre frequency. The received signal will

be passed thougha 2N-point FFT to convert the time domain signal into the frequency domain.

Then, we retain only even sub-carriers whose frequencies correspondto those of the transmitted

data carriers [6].

III . IMPROVEMENT OF THE COMPUTATIONAL COMPLEXITY: OA-UFMC, II R-UFMC

As mentioned above, one of the drawbacks of UFMC is that the computational complexity is

significantly increased by applying digital FIR filters to achieve a faster frequency roll -off than
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is required in CP-OFDM. Computational complexity is directly related to power consumption

and raises practical implementation issues [15], which do not match with the desire to achieve

energy efficient 5G MTC terminals. Thus, we propose the OA-UFMC system by applying the

multiplication operation in the frequency domain in placeof time domain convolution. We also

propose the IIR-UFMC which makes use of II R prototype filter banks. This section will now

analyse the computational complexity for those two methods and compare them with standard

UFMC, PCC and OFDM approaches.

A. Overlap andAdd UFMC (OA-UFMC) Model

The block diagram of OA-UFMC is shown in Fig. 2, using the overlap and add technique [16]

instead of the time domain convolution operation. We increase the number of samples in the

frequency domain by using a 2N-point FFT then multiply carrier-by-carrier with the frequency-

domain filter coefficients. The OA-UFMC system transmission processing is shown in Algorithm

1 with a 5 step process.

Algor ithm 1 OA-UFMC Transmission Steps
Step 1: The baseband signal Xu(n) passes throughthe N-point IFFT block, xu(t)

Step 2: Appends N samples zeros on to xu to obtain xu(t
OA), tOA ∈ [0, 2N − 1]

Step 3: Passes xu(t
OA) throughthe 2N-point FFT block, X̃u(m)

Step 4: Multiplication S̃u(m) = X̃u(m) · B̃u(m), m ∈ [0, L − 1]

Step 5: The baseband signal S̃u(m) then passes throughthe 2N-point IFFT block

Note that there is agoodreason why wedo not implement directly theproduct (Xu(n)·Bu(n)),

where Bu(n) is the N-point FFT of bu(t). This is because we need to ensure the transmitted

samples are exactly the same length as su(t) in equation (7) with a length of L samples. The
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signal after the 2N-point FFT block in the frequency domain can be expressed as:

X̃u(m) =
2N−1∑

m=0

xu(t
OA)e−j2πtOAm/2N , (8)

thus, frequency domain multiplication processing can be expressed as:

S̃u(m) = X̃u(m) · B̃u(m), m ∈ [0, L − 1] (9)

where B̃u(m) is the first L samples of the 2N-point FFT of bu(t). After transforming S̃u(m)

into the time domain through the 2N-point IFFT, we select the first L samples to achieve the

same time domain sequence as,

s̃u(t) = su(t), t ∈ [0, L − 1]. (10)

B. IIR-UFMC

In this paper, we use IIR prototype filters instead of the FIR to reduce the processing cost.

Note that, unlike linear phase FIR filters, the phase characteristic of the IIR filter is not linear

[17], which can cause a signal distortion. For this reason, we design the cut-off fr equency to

be wider than the sub-band bandwidth to achieve an almost linear phase in the passband. The

processing steps of II R-UFMC is shown in Algorithm 2.

Algor ithm 2 II R-UFMC Transmission Steps
Step 1: The baseband signal X(n) passes throughthe N-point IFFT into the time domain

Step 2: Time domain signal passes througha narrow band IIR filter

Step 3: Truncate the first L samples of the IIR filter output match su(t) in equation (7)

Step 4: Transmit throughthe wirelesschannel
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C. Computational Complexity Analysis

The main computational complexity is dominated by the number of multiplication operations

that are performed. Thus, the computational complexity equations for the UFMC transmitter can

be written as ΓUFMC:

ΓUFMC =
N

2
log2(N)

︸ ︷︷ ︸

N–point IFFT

+(N · LF), (11)

where the term of (N · LF ) determines the number of multiplications during the time domain

convolution operation. The computational complexity for the OA-UFMC transmitter can be

written as ΓOA:

ΓOA =
N

2
log2(N)

︸ ︷︷ ︸

N–point IFFT

+ 2
2N

2
log2(2 · N)

︸ ︷︷ ︸

2N–point FFT + 2N–point IFFT

+L

=
N

2
log2(N) + 2N (1 + log2(N)) + N + LF − 1

=
5N

2
log2(N) + 3N + LF − 1. (12)

Compared with UFMC, OA-UFMC can reduce the computational complexity by:

ΓOA − ΓUFMC = (LF − 3)N − 2N log2(N) − LF + 1, (13)

operations, and the benefit increases when increasing LF.

This paper also considers IIR filters, such as Chebyshev Type I [18], to determine the ICI

performance in terms of reducing the computational complexity caused by the time domain

convolution operation. IIR prototype filters with a low filter order LOr can achieve a similar

performance compared to FIR filter, i.e. LOr = 4. If we consider the IIR filter with the Direct

Form I [19], the overall filter coefficients (both feedforward and feedback) is (2LOr + 1). Thus,
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in this case, the computational complexity for IIR-UFMC can be significantly reduced as:

Γ IIR−UFMC =
N

2
log2(N)

︸ ︷︷ ︸

N–point IFFT

+ L · (2LOr + 1),
︸ ︷︷ ︸

L samples and IIR process

LOr < LF. (14)

Due to a similar processing required for both PCC-OFDM and CP-OFDM, the N-point IFFT

computational complexity can be expressed as:

ΓCP/PCC−OFDM =
N

2
log2(N). (15)

IV. TIME OFFSET INTERFERENCE ANALYSIS

The time domain signal of UFMC and OA-UFMC are very similar as shown in (10). This

paper considers CP-OFDM (CP-OFDM processing is very similar to PCC-OFDM as both of

them add a CP guard interval [7]) and UFMC for the interference analysis. In this section, we

use a simple time-offset model to analyse the interference caused by asynchronism and also

consider the ISI caused in the case that the channel impulse response LH is longer than the

cyclic prefix length LCP.

A. Time-offset Model

We assume that the received MTC signals from the U users are asynchronous and suffer from

time-offsets at the base station. The time-frequency representation for time offset is shown in

Fig. 3(a). To simpli fy our analysis we start by consideringU = 3 users where each user transmits

3 OFDM symbols. The scalar τ is the relative delay in timing samples between adjacent users.

In addition, we assume that the time offsets between each pair of adjacent users are the same.

This paper focuses on decoding the 2nd OFDM symbol for each user. Here we define #1, #2

and #3as the 1st, 2nd and 3th OFDM symbol following the notation in Fig. 3(a).
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 Symbol #1 Symbol #2 Symbol #3

τ
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Time

Frequency

Symbol #4

. . .
 Symbol #1

 Symbol #1

Symbol #2

Symbol #2

Symbol #3

Symbol #3

Symbol #4

. . .
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. . .
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CP-OFDM / PCC
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(t) 

UFMC / OA-UFMC 
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τ

τ-  LT  

 LT
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u+1

(t) 

Window Tails

Asynchronous 

     Received 

Interference for 

    Symbol  #2 

    of User 2

 s
u

(t) 

Symbol #0. . .

a)

b) 

Fig. 3. (a) Time-Frequency Representation of the Time Offset Interference Model, (b) Time Domain Waveforms for CP/PCC-

OFDM and UFMC.

B. ICI Analysis Caused by Time Offset

This subsectionanalyses the ICI interferencefor both theCP/PCC-OFDM and UFMC systems.

1) CP-OFDM (or PCC-OFDM) System ICI Analysis: The ICI interference for each user is

caused by the OFDM side-lobes of the adjacent asynchronous users. As shown in Fig. 3(a), the

interference terms for the 2nd symbol of user 2, x#2
2 (t), are separated into four parts: two of

them arise from the adjacent time periods and two of them arise from the same time period. First,

the interference of x#2
2 (t) from the adjacent time periods is dominated by the first τ samples

from x#3
1 (t) and the tail τ samples from x#1

3 (t) as shown in red in Fig. 3(a). Thus, the time

domain interference terms to the 2nd user (u = 2), which are caused from the different time
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periods can be computed as:

iDiff
2 (t) =

τ−1∑

l=0

x#3
1 (t)δ(t − l) +

L−1∑

l=L−τ

x#1
3 (t)δ(t − l), t ∈ [0, L − 1], (16)

where l is a sample index. Second, the remaining samples of x#2
1 (t) and x#2

3 (t) are nearly

orthogonal with x#2
2 (t), which are transmitted in the same time period. If there is no time

offsets, x#2
1 (t), x#2

2 (t) and x#2
3 (t) are orthogonal. Then, the dot product of x#2

1 (t) and x#2
2 (t)

can be expressed as:

L−1∑

l=0

x#2
1 (t)e−j2πlt/N · x#2

2 (t)e−j2πlt/N = 0, (17)

thus,

τ−1∑

l=0

x#2
1 (t)e−j2πlt/N · x#2

2 (t)e−j2πlt/N +

L−1∑

l=τ

x#2
1 (t)e−j2πlt/N · x#2

2 (t)e−j2πlt/N = 0, (18)

and then,

L−1∑

l=τ

x#2
1 (t)e−j2πlt/N · x#2

2 (t)e−j2πlt/N =

τ−1∑

l=0

−x#2
1 (t)e−j2πlt/N · x#2

2 (t)e−j2πlt/N . (19)

Now, similarly, the time domain interference terms for x#2
2 (t), which are caused from the same

time period can be computed as:

iSame
2 (t) =

τ−1∑

l=0

−x#2
1 (t)δ(t − l) +

L−1∑

l=L−τ

−x#2
3 (t)δ(t − l). (20)

Finally, according to (16) and (20), we can write the total interference terms for x#2
2 (t) in the

time domain as:

iOFDM
2 (t) =

τ−1∑

l=0

x#3
1 (t)δ(t − l)+

L−1∑

l=L−τ

x#1
3 (t)δ(t − l) +

τ−1∑

l=0

−x#2
1 (t)δ(t − l)+

L−1∑

l=L−τ

−x#2
3 (t)δ(t − l).

(21)

After removing the CP, we can rewrite (21) as:

iOFDM
2 (n) =

τ−1∑

l=0

(
− x#2

1 (n) + x#3
1 (n)

)
δ(n − l) +

N−1∑

l=N−τ+LCP

(
− x#2

3 (n) + x#1
3 (n)

)
δ(n − l).

(22)
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Similarly, the time domain interference for the 2ndsymbol of user 1, x#2
1 (t), after removing the

CP is:

iOFDM
1 (n) =

N−1∑

l=N−τ+LCP

(
−x#2

2 (n)+x#1
2 (n)

)
δ(n− l)+

N−1∑

l=N−2τ+LCP

(
−x#2

3 (n)+x#1
3 (n)

)
δ(n− l),

(23)

and for user 3, x#2
3 (t), is:

iOFDM
3 (n) =

2τ−1∑

l=0

(
− x#2

1 (n) + x#3
1 (n)

)
δ(n − l) +

τ−1∑

l=0

(
− x#2

2 (n) + x#3
2 (n)

)
δ(n − l). (24)

Now, the frequency domain interference for the uth user can be rewritten using the Discrete

Fourier transform as Iu:

IOFDM
1 =

K−1∑

k=0

N−1∑

n=N−τ+LCP

(
− x#2

2 (n) + x#1
2 (n)

)
e−j2πnk/N (25)

+

K−1∑

k=0

N−1∑

n=N−2τ+LCP

(
− x#2

3 (n) + x#1
3 (n)

)
e−j2πnk/N ,

IOFDM
2 =

K−1∑

k=0

τ−1∑

n=0

(
− x#2

1 (n) + x#3
1 (n)

)
e−j2πnk/N (26)

+

K−1∑

k=0

N−1∑

n=N−τ+LCP

(
− x#2

3 (n) + x#1
3 (n)

)
e−j2πnk/N ,

IOFDM
3 =

K−1∑

k=0

2τ−1∑

n=0

(
− x#2

1 (n) + x#3
1 (n)

)
e−j2πnk/N (27)

+

K−1∑

k=0

τ−1∑

n=0

(
− x#2

2 (n) + x#3
2 (n)

)
e−j2πnk/N .

We can conclude that the CP only can reduce the interference in the front of LCP sample

time-offsets as shown in (25), where (LCP − τ ) error samples have been considered. When the

interference is located in the final τ samples, CP-OFDM would no longer to be robust to the

ICI, as shown in (26) and (27), e.g. as τ or 2τ error samples are considered as the interference.
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2) UFMC / OA-UFMC System ICI Analysis: Unlike CP-OFDM, the side-lobe attenuation

of UFMC is much smaller due to the time domain filtering. The narrow band filter used at

the transmitter can significantly reduce the interference caused by the time-offset between the

transmitting users. Similar to (21), we can write the time domain interference terms to uth user

of UFMC as iUFMC
u (t):

iUFMC
2 (t) =

τ−1∑

l=0

(
− s#2

1 (t) + s#3
1 (t)

)
δ(t − l) +

L−1∑

l=L−τ

(
− s#2

3 (t) + s#1
3 (t)

)
δ(t − l), (28)

thus, the frequency domain interference can be rewritten using the Discrete Fourier transform

as:

IUFMC
2 =

K−1∑

k=0

τ−1∑

t=0

(
−s#2

1 (t)+s#3
1 (t)

)
e−j2πtk/N +

K−1∑

k=0

L−1∑

t=L−τ

(
−s#2

3 (t)+s#1
3 (t)

)
e−j2πtk/N . (29)

Now, we define LT is the transmitted signal tail l ength which is located at both the front and

the end of the UFMC samples, and LT = LF−1
2

. Then, the first term of (29) can be expanded

as:

K−1∑

k=0

τ−1∑

t=0

(
− s#2

1 (t) + s#3
1 (t)

)
e−j2πtk/N (30)

=
K−1∑

k=0

(
LT−1∑

t=0

(
− s#2

1 (t) + s#3
1 (t)

)
+

τ−1∑

t=LT

(
− s#2

1 (t) + s#3
1 (t)

)

)

e−j2πtk/N ,

and the second term of (29) can be rewritten as:

K−1∑

k=0

L−1∑

t=L−τ

(
− s#2

3 (t) + s#1
3 (t)

)
e−j2πtk/N (31)

=
K−1∑

k=0

(
L−LT−1∑

t=L−τ

(
− s#2

3 (t) + s#1
3 (t)

)
+

L−1∑

t=L−LT

(
− s#2

3 (t) + s#1
3 (t)

)

)

e−j2πtk/N .

Note that, each filter is designed with the narrow bandwidth, such as Chebyshev or Hamming

[20], the magnitude of bu(t) at the band-edge should be very small . After removing the tail

samples (window tails) which are located at (t ∈ [0, LT − 1], t ∈ [L − T, L − 1]) as shown in
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Fig. 3(b), the equation (29) can be summed from (30) and (31) then be approximated as:

IUFMC
2 ≈

K−1∑

k=0

τ−1∑

t=LT

(
− s#2

1 (t) + s#3
1 (t)

)
e−j2πtk/N +

K−1∑

k=0

L−LT−1∑

t=L−τ

(
− s#2

3 (t) + s#1
3 (t)

)
e−j2πtk/N .

(32)

Similarly, the interference of the 1st user in the frequency domain can be written as:

IUFMC
1 =

K−1∑

k=0

L−1∑

t=L−τ

(
− s#2

2 (t) + s#1
2 (t)

)
e−j2πtk/N +

K−1∑

k=0

L−1∑

t=L−2τ

(
− s#2

3 (t) + s#1
3 (t)

)
e−j2πtk/N

≈
K−1∑

k=0

L−LT−1∑

t=L−τ

(
− s#2

2 (t) + s#1
2 (t)

)
e−j2πtk/N +

K−1∑

k=0

L−LT−1∑

t=L−2τ

(
− s#2

3 (t) + s#1
3 (t)

)
e−j2πtk/N ,

(33)

and for the 3th user can be written as:

IUFMC
3 =

K−1∑

k=0

2τ−1∑

t=0

(
− s#2

1 (t) + s#3
1 (t)

)
e−j2πtk/N +

K−1∑

k=0

τ−1∑

t=0

(
− s#2

2 (t) + s#3
2 (t)

)
e−j2πtk/N

≈
K−1∑

k=0

2τ−1∑

t=LT

(
− s#2

1 (t) + s#3
1 (t)

)
e−j2πtk/N +

K−1∑

k=0

τ−1∑

t=LT

(
− s#2

2 (t) + s#3
2 (t)

)
e−j2πtk/N .

(34)

The narrow band triangle filter reduces the power amplitude at the band-edge, which directly

reduces the ICI caused by the timeoffset overlapped samples. Note that, in terms of themultipath

channel, this paper considers that the sum of the mean power values for all channel taps is

equal to 1. The interference terms for the multipath channel can be easily computed as using

x#
u (t) ⊗ hu(t) or s#

u (t) ⊗ hu(t) instead of x#
u (t) or s#

u (t) in the above equations, which can be

used for the case of any of the multipath channels.

C. ISI Analysis Caused by Channel

This paper also considers the analysis of ISI when the length of channel impulse response in

samples LH is longer than LCP or LF.
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1) CP-OFDM System ISI Analysis: Reference [21] proved that when (LH > LCP), a part of

one signal will t hen be the ISI from the previous symbol and this causes interference at the tail

of the channel impulse response that is not covered by the CP. Thus, the residual ISI of the uth

user on the kth sub-carrier after removing the CP in the frequency domain can be expressed as

Zu(k) [21]:

ZOFDM
u (k) =

LH−1∑

n=LCP

xu−1(n)

LH−1∑

t=n

hu(t)e
−j2π(t−n)k/N

=

LH−1∑

n=LCP

xu−1(n)ej2πnk/N

LH−1∑

t=n

hu(t)e
−j2πtk/N , (35)

then the PSD of ISI for the CP-OFDM system can be determined as PISI:

POFDM
ISIu (k) = E

(
ZOFDM

u (k)ZOFDM∗

u (k)
)

= E
(
xu−1(n)x∗

u−1(n)
)
e−j2π(n−n)k/N

·
LH−1∑

n=LCP

LH−1∑

t=n

hu(t)e
−j2πtk/N

LH−1∑

n=LCP

LH−1∑

t=n

h∗

u(t)e
−j2πtk/N

= σ2

LH−1∑

n=LCP

∣
∣
∣
∣
∣

LH−1∑

t=n

hu(t)e
−j2πtk/N

∣
∣
∣
∣
∣

2

. (36)

2) UFMC System ISI Analysis: Following a similar analysis to the CP-OFDM system, the

residual ISI of the uth user on the kth sub-carrier for UFMC is:

ZUFMC
u (k) =

LH−1∑

n=LT

su−1(n)ej2πnk/N

LH−1∑

t=n

hu(t)e
−j2πtk/N

=

LH−1∑

n=LT

xu−1(n)bu−1(n)ej2πnk/N

LH−1∑

t=n

hu(t)e
−j2πtk/N . (37)
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Thus, the PSD of ISI for the UFMC system can be determined as:

PUFMC
ISIu (k) = E

(
xu−1(n)x∗

u−1(n)
)
e−j2π(n−n)k/N

·
LH−1∑

n=LT

LH−1∑

t=n

bu(t)hu(t)e
−j2πtk/N

LH−1∑

n=LT

LH−1∑

t=n

b∗u(t)h
∗

u(t)e
−j2πtk/N

= σ2

LH−1∑

n=LT

∣
∣
∣
∣
∣

LT−1∑

t=n

bu(t)hu(t)e
−j2πtk/N

∣
∣
∣
∣
∣

2

. (38)

D. SINR Analysis and Capacity

The SINR of the received signal on kth sub-carrier can be defined as ρu(k):

ρu(k) =
E[Xu(k)2]

σ2 + E[Iu(k)2] + PISIu(k)
, (39)

where E[Xu(k)2] denotes the transmitted signal power. Inserting (25), (26), (27) and (36) into

(39), the closed-form expression of SINR for the uth user CP-OFDM can be expressed as:

ρOFDM
u (k) =

E[Xu(k)2]

σ2 + E[(IOFDM
u (k))2] + σ2

LH−1∑

n=LCP

∣
∣
∣
∣

LH−1∑

t=n

hu(t)e−j2πtk/N

∣
∣
∣
∣

2 . (40)

Inserting (32), (33), (34) and (38) into (39), the closed-form expression of SINR for the uth user

UFMC can be expressed as:

ρUFMC
u (k) =

E[Su(k)2]

σ2 + E[(IUFMC
u (k))2] + σ2

LH−1∑

n=LT

∣
∣
∣
∣

LT−1∑

t=n

bu(t)hu(t)e−j2πtk/N

∣
∣
∣
∣

2 . (41)

Now, we can compute an estimate of the Shannoncapacity Cu(k) for the kth sub-carrier of the

uth user based on our SINR equations as:

COFDM
u (k) = log2(1 + ρOFDM

u (k)), (42)

CUFMC
u (k) = log2(1 + ρUFMC

u (k)). (43)
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E. BER Analysis

This paper now considers the performance for a 4PSK modulation scheme. As in [22] and

[23], we can express the theoretical BER values for the time-offset model under the AWGN

channel as:

POFDM
4PSKu =

1

2
erfc

(√

ρOFDM
u /Nbs

)

, (44)

PUFMC
4PSKu =

1

2
erfc

(√

ρUFMC
u /Nbs

)

, (45)

where erfc(·) represents the complementary error function, ρu is the average value of SINR and

Nbs is the number of bits per sample. For the Rayleigh multipath channel, according to [22] and

[23], the BER equations are given:

POFDM
4PSKu =

1

2
erfc

(

1 −

√

ρOFDM
u /Nbs

1 + ρOFDM
u /Nbs

)

, (46)

PUFMC
4PSKu =

1

2
erfc

(

1 −

√

ρUFMC
u /Nbs

1 + ρUFMC
u /Nbs

)

. (47)

For the higher order modulation scheme required in PCC, i.e. 16-QAM is required for PCC in

terms of achieving spectral efficiency η = 2 bit/sec/Hz, the standard theoretical BER equations

can be foundin [22]. Inserting our SINR equations into the formulas given in [22] allows us to

compute the 16-QAM theoretical BER values.

V. NUMERICAL RESULTS

In this section, various simulations are conducted to confirm our theoretical analysis. The

common simulation parameters are listed in Table I. Each MTC user’s transmission occupies 13

sub-carriers in the frequency domain, and the users are spaced by 2 blank sub-carriers. We set the

normalised cut-off fr equency to fcf = 0.18, which is wider than the ratio between the number of

sub-carriers per user K and the total number of availablesub-carriersN , γro = 13/128 = 0.1016.
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TABLE I

COMM ON SIMULATION PARAMETERS

Simulation Parameters

Uplink No. of Sub-carriers Total CP Filter Channel Modulation

Bandwidth FFT (N ) per user (K) Users (U ) Length (LCP) Length (LF) Length (LH) Scheme

1.25 MHz 128 13 3 or 7 30 31 10 or 70 4PSK

Filter Parameters

FIR Filter IIR Filter

FIR Normalised cut-off Type of fcf Filter Passband Ripple

Window frequency (fcf ) Filter Order ( APB)

Hamming 0.18 Chebyshev Type I 0.18 4, 8, 12 0.15 dB

ASL is the side-lobe attenuation and APB is the passband ripple. In the BER simulations, we

elected to measure the middle user’s performance, e.g. when U = 3, we measure the 2nd user

and when U = 7, we measure the 4th user.

A. Computational Complexity Performance

The relative computational complexity is shown in Fig. 4 using (11), (12) and (15). Both

CP-OFDM and PCC-OFDM require significantly fewer operations than time domain UFMC

and OA-UFMC. When LF < 17 samples, the standard UFMC requires fewer operations than

OA-UFMC. As LF increases, the number of operations for UFMC significantly increases. In

this case, OA-UFMC reduces the computational complexity significantly for larger values of

LF. IIR-UFMC, with a filter order of 4, only slightly increases the complexity compared with

OFDM and PCC, but it significantly reduces the number of operations compared with UFMC.
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Fig. 4. Comparison of Computational Complexity, N = 128

B. PSD Performance

The PSD performance of CP-OFDM, PCC-OFDM and UFMC with different types of FIR fil-

ters is shown in Fig. 5(a). Firstly, both UFMC and PCC-OFDM significantly reducethe side-lobe

level compared to CP-OFDM. Among these, PCC-OFDM provides the best ICI protection due

to its very rapid side-lobe roll -off . Secondly, in terms of the Dolph-Chebyshev filter, compared

with ASL = 64 dB, the PSD performance of ASL =40 dB is better, as it achieves a slightly lower

side-lobe attenuation in the roll -off region. Both the Dolph-Chebyshev filter with ASL =40 dB

and the Hamming filter present better frequency roll -off performance than the Blackman filter.

Moreover, there are no significant differences between Dolph-Chebyshev and Hamming. Thus,

this paper will focus on the Hamming filter in the next simulations.

The PSD performance of II R-UFMC is shown in Fig. 5(b). In terms of a fair comparison,

we truncated the lengths of all IIR filtered signal outputs equal to L. The normalised cut-off

frequency is set to fcf = 0.18, which is much wider than γro = 0.1016 to achieve an almost
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Fig. 5. PSD Performance of the Side-lobe Reduction.

linear phase in passband. We assume the available sub-carriers for transmission is from 58 to

70, i.e. 13 sub-carriers. Fig. 5(b) clearly shows that IIR filters with order of 8 and 12 provide

slightly superior frequency roll -off performance at the centre of adjacent sub-carriers (from 48

to 58) to the FIR Hamming window and IIR with order of 4. However, when increasing the

filter order, the truncated L samples will no longer accurately represent the original signal and

also introduce increased computational cost. Therefore, this paper will consider the ChebyshevI

IIR filter with order 4 for the IIR-UFMC system in the next simulations.

C. SINR and Capacity Performance

The SINR performance over the AWGN channel with a signal to noise ratio (SNR) of 30

dB is shown in Fig. 6(a) and we assume τ is a 50 sample time offset, which is larger than

LCP = 30 or LF = 31. The theoretical SINR analysis values are computed from (40) and (41),

which perfectly match with the simulations. The 1st user occupies sub-carriers from 11 to 23,

sub-carriers 26 to 38 are for the 2nd user and 41 to 53 are for the 3nd user. Note in Fig. 6(a)

how the SINR performance degrades due to interference between users 1&2 and also 2&3 for
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Fig. 6. SINR Performance, AWGN (SNR =30 dB), N = 128, LCP = 30, LF = 31, LOr = 4, τ = 50, U = 3.

OFDM, UFMC and IIR-UFMC. From the Fig. 6(a), we notice that first, compared with OFDM,

UFMC and IIR-UFMC, PCC-OFDM presents the best performance. Second, the nearby sub-

carriers of both OFDM, UFMC, and IIR-UFMC are significantly affected by ICI, especially for

the second user. Third, both UFMC and IIR-UFMC can perform slightly better than OFDM

(about 3.5 dB higher SINR), but they still have an inferior SINR to PCC-OFDM. There is no

significant performance difference between UFMC and IIR-UFMC.

The impact of the number of zero sub-carriers in the frequency domain between each user

is shown in Fig. 6(b). Increasing the number of blank sub-carriers at the user band-edge, the

SINR performance of both OFDM, UFMC and IIR-UFMC improves significantly at the cost

of reducing the available bandwidth for data transmission. Moreover, if the sub-user spacing

is 4 blank sub-carriers, UFMC achieves about 0.5 dB higher SINR than IIR-UFMC and about

2.6 dB higher SINR than OFDM. PCC still provides the best performance compared with the

other schemes. It can also be seen that the result from the analysis matches very well with the

simulations.
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The capacity performancewith the time offset factor (τ/L) is shown in Fig. 7. The theoretical

capacity values are computed from (42) and (43), and the results from our derived expressions

and the simulations match perfectly. It can be seen that firstly, PCC-OFDM provides the poorest

capacity performance because of its reduced spectral efficiency, even thoughit can achieve the

highest SINR performance in Fig. 6. Secondly, with increasing τ , the capacity performance of

UFMC, IIR-UFMC andOFDM significantly reduces due to the ICI. However, when τ = L = 158

samples, there is no significant capacity degradation as there are no relative time-offsets between

the adjacent users. Thirdly, if there is a small ti me offset, i.e. τ = 5% of the transmitted symbol

length, both UFMC and IIR-UFMC are more robust to ICI compared with OFDM. In detail ,

the capacity degradation for UFMC and IIR-UFMC significantly reduces when τ > 10% (or

15 samples) of the transmitted symbol length, which is approximately the window tail l ength

LT. The capacity degradation for OFDM starts with when τ > 5% of the transmitted symbol
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Fig. 8. BER Performance for AWGN and Rayleigh Multipath Channel, U = 3, N = 128, LCP = 30, LF = 31, η = 1 or 2

bit/sec/Hz.

length and then stays at a constant value of 6.3 bit/sec/Hz until τ > 20% (or 30 samples),

which is approximately the CP length. Fourthly, if τ > 20% of the transmitted symbol length,

both UFMC, IIR-UFMC and OFDM provide an approximately constant capacity. Both UFMC

and IIR-UFMC achieve 1 bit/sec/Hz higher capacity than OFDM. Finally, there is no significant

difference between UFMC and IIR-UFMC when τ > 20%.

D. BER Performance

The average BER for the OFDM, UFMC and PCC systems for AWGN and Rayleigh fading

channels is shown in Fig. 8(a). The time offset scenarios of τ = 10 or τ = 50 samples are

considered. The theoretical BER results are obtained using the proposed equations as (44), (45),

(46) and (47). Again, the agreement between the analytical and simulation results is clear. The

BER results show similar trends to the previous SINR results. Firstly, there is no significant BER

degradation for PCC even if there is a 50 samples time offset, which means PCC-OFDM can

significantly mitigate against the ICI. However, if we consider the spectral efficiency is η = 2

December 2, 2016 DRAFT

167



Original Publications

IEEE TRANSACTIONS ON COMMUNICATIONS 27

bit/sec/Hz, PCC will no longer provide superior BER performancedue to the requirement to use

a higher order modulation scheme i.e. 16QAM. Secondly, when τ < LCP or LF − 1, there is no

significant BER degradation for UFMC, especially when the time offset is lessthan 15samples.

Even when τ = 50, UFMC saves about 1.1 dB Eb/N0 compared with OFDM at a BER of 10−4

in the AWGN channel. Fig. 8(a) also shows that if LH=10 and τ = 10, UFMC saves about 5

dB Eb/N0 at the BER is 10−2.9. If the τ increases to 50 samples, the BER performance of both

UFMC and OFDM will degrade to the same curve.

The approximate BER for the OFDM, UFMC and PCC systems in a Rayleigh fading channel

with LH = 70 channel taps is shown in Fig. 8(b). The theoretical ISI interference is computed

using (36) and (38), and simulations closely match with the analytical results. It can be seen

that UFMC is more robust to very dispersive multipath channels compared with CP-OFDM and

PCC-OFDM, especially when τ is small . Fig. 8(b) also shows that if LH is much longer than

LCP, ISI becomes the dominant interference for both OFDM and PCC-OFDM systems. In this

case, the ICI caused by the time offset is somewhat smaller than ISI.

Now we measure the BER performance of II R-UFMC, using the ChebyshevI filter with order

of 4 and fcf = 0.18. Here, we increase the number of transmitting users to U = 7 and measure

the 4th user’s performance. The competitive BER performance for UFMC with the FIR and

IIR filters is shown in Fig. 9. The analytical values are computed similarly as before, with the

interference analysed using the sub-carriers from the adjacent users. Fig. 9 shows that the BER

performance of II R-UFMC is slightly lessthan for the FIR. The reason is that we truncated the

output length of II R to equal L in terms to ensure afair comparison. Compared with OFDM, the

BER performanceof II R-UFMC is significantly improved, especially for the Rayleigh multipath

channel with the short impulse response LH = 10 taps and small τ = 10 samples. Again,

the theoretical analysis closely matches with the Monte Carlo simulations. Moreover, for PCC-
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OFDM, our previous paper [10] has shown that one of another drawback is the high peak-to-

average power ratio (PAPR), which increases the transmitter amplifier requirements and might

cause the power assumption issues for low data rate MTC devices.

VI. CONCLUSION

We have provided a complete time offset interference analysis for both CP/PCC-OFDM and

UFMC systemsandshown that firstly, PCCusinga frequency guard interval significantly protects

against co-channel interference from time offsets at the cost of reduced spectral efficiency.

Secondly, UFMC provides a superior performance to OFDM (at the cost of high operational

complexity) in terms of SINR, capacity and BER, especially for the Rayleigh fading multipath

channel. In particular, if the timeoffset is lessthan 10samples, there is no significant degradation

in both SINR and BER for the UFMC system. Further we have proposed two methods to reduce

the computational complexity. OA-UFMC provides a much lower complexity than UFMC when
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thefilter impulseresponse is larger. For IIR-UFMC, the complexity is significantly reduced, while

it provides a similar SINR, capacity and BER performance compared to UFMC, especially with

a larger time offset.

In conclusion, even thoughPCC-OFDM and UFMC offer the most efficient computational

performance for protecting against ICI, IIR-UFMC is attractive as it provides superior BER

performanceto CP-OFDM. IIR-UFMC achieved lower computational complexity compared with

FIR-UFMC and without any cost in spectral efficiency. We thus conclude that IIR-UFMC might

be apotential waveform design for the massive machine 5G MTC scenario to support low data

rate, low energy consumption and low latency transmissions.
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Abstract—Machine-to-Machine (M2M) communications nor-
mally require low data transmission rates and low cost devices.
Thus, how to modify existing cellular systems such as the Long
Term Evolution (LTE) system to successfully support low cost
M2M devices will become a major issue for industry. This
paper will address one solution based on the virtual carrier
system, which improves bandwidth efficiency and reduces the
power dissipation dramatically on the LTE downlink. Our results
indicate that the virtual carrier system provides a high Signal-
to-Interference-and-Noise Ratio (SINR) performance without
significant Bit Error Rate (BER) degradation.

I. INTRODUCTION

Wireless communication technologies have been rapidly im-

proved, especially in the last decade. Systems have progressed

from 1G, the analogue telecommunications standards radio

system in 1980s, through to current 4G networks (LTE) [1].

LTE takes advantage of high spectrum efficiency to provide

high data rate communication and reduced data latency. It

implements the orthogonal frequency division multiple ac-

cess (OFDMA) scheme in the downlink and single carrier

frequency division multiple access (SC-FDMA) in the up-

link. With the focus to achieve high data rate transmission

techniques, there is a blind spot which has received less

attention. About 80% of the population has been connected

by using a mobile network worldwide. However the develop-

ment of the cellular network market will face a bottleneck

in the next few years. There is predicted to be 50 billion

machines and only 6 billion people in the world [2]. Therefore,

communication networks will shift from the existing Human

to Human (H2H) communication mode to the Machine-to-

Machine (M2M) communication mode.

M2M will be experience exponential growth in the next

generation of communication networks due to the demand

for automated systems such as e-health, smart grid and smart

homes [3]. M2M systems cannot be simply defined as one

terminal device communicating with another device through a

network. It is a more advanced and highly intelligent network

system. For instance, a smart medical sensor is placed on a

patient in order to collect physical data, such as temperature,

blood pressure or heart rate. If these measurements change

significantly, the smart sensor will transmit the results to a

medical centre and request an automatic medical response [4].

Unlike H2H, M2M communication systems normally re-

quire low data rates, low cost and low energy consumption,

and minimal human intervention to be viable for sensors

and monitoring purposes. Currently, many M2M applications

are implemented by using the General Packet Radio Service

(GPRS) infrastructure. However, this will not satisfy the future

requirements of network operators, who aim to limit the main-

tenance cost by reducing the number of access technologies

in the network. LTE is replacing GPRS system at present [5]

and could provide a better platform for M2M applications

with higher spectrum efficiency and a wide range of signal

coverage and network operation functions. In addition, there

will be a large number of devices supporting LTE in the near

future. LTE provides high signal quality, and wide bandwidth,

which increases cost. However, M2M usually only requires a

narrow bandwidth carrier to transmit occasional data packets.

If an M2M device receives at a low data rate (for example

1MHz) on a LTE 20MHz bandwidth carrier, a large number

of sub-carriers do not need to be processed. How to reduce

the energy and processing cost of LTE for supporting M2M

communications with reduced bandwidth will be investigated

for standardisation beyond Release 12 of LTE [6].

In order to improve LTE bandwidth efficiency, [5] illustrates

a possible solution: the M2M messages can be transmitted on

a virtual carrier in the LTE downlink within the bandwidth

of the host carrier. This virtual carrier (VC) can be separately

scheduled to low bandwidth receivers. However [5] did not

consider in detail methods to decode the VC signal at the

receiver. This study will focus how to extract the virtual

carrier messages with better Signal-to-Interference-and-Noise

Ratio (SINR) performance. We study a practical VC system

receiver, which uses a reduced bandwidth analogue filter to

extract the virtual carriers of interest and a low sampling

rate analogue-to-digital converter (ADC) to decrease energy

cost and subsequent computation for an M2M receiver. We

highlight the key contributions of the paper as follows:

• Propose a novel reduced sample rate VC receiver system.

• Performance evaluation of the receiver in terms of the Bit

Error Rate (BER) and the reduction in complexity.

This paper is organised as follows: Section II presents the

system model for the VC system. The analytical SINR and
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BER performance simulation results are shown in Section III,

and Section IV concludes the paper.

II. SYSTEM MODEL OF THE VIRTUAL CARRIER RECEIVER

A. Principle of the VC System

The standard OFDM receiver is shown in Fig. 1. We assume

that if it received a set of messages over a 20MHz bandwidth

channel, it would pass a 20MHz filter and a ADC with a

sampling rate of 30.72MHz as in LTE. In order to reduce

the cost of the ADC processing, this paper studies a lower

sampling rate VC receiver which is shown in Fig. 1. Unlike the

standard OFDM receiver, the principle of the VC receiver is to

employ one or more narrow band Infinite Impulse Response

(IIR) analogue filters to extract the transmitted M2M signals

over a downlink channel. It operates the ADC at a much lower

sample rate to reduce the power consumption and the number

of subsequent digital signal processing computations.

Assume that an M2M receiver has received a 20 MHz

bandwidth LTE signal but only a few sub-carriers (for example

only 70 sub-carriers) are used for this M2M device, which

are mapped into the first baseband sub-carriers as shown in

Fig. 1. In order to save energy, it does not need to sample the

whole bandwidth signal. The standard 20MHz LTE bandwidth

contains up to 1201 occupied sub-carriers. We can calculate

that the useful sub-carriers rate RU is approximately 1/16,

i.e. the number of M2M sub-carriers divided by the total

number of sub-carriers. Then we can use a 1.25MHz low

pass filter (LPF) analogue filter to extract the relevant signals.

The original LTE sampling rate is 30.72MHz for a 20MHz

bandwidth channel, and RU is 1/16 , therefore, a 1.92MHz

sample rate ADC could be used in this case.

B. VC System Receiver Model

In the transmission block, the input M2M message is

mapped to the virtual carriers and combined with the remain-

ing data, which designed for standard LTE receivers. Then

the data is transmitted as in a normal OFDM system and

propagates through the wireless channel. The baseband signal

in an OFDM symbol can be expressed as

x(t) =
1

√
N

N−1∑

m=0

Xm · ej2πmt/N (m = 0, 1, ..., N − 1), (1)

where N is the number of sub-carriers, and Xm is the

baseband input signal. The wireless channel impulse response

is hi =
∑J−1

j=0 hijδ(t − jTs) each hij follows Rayleigh

distribution, Ts is the sample period and δ(t) is the Dirac

delta function. The transmitted signal over the channel can be

defined as y(t):

y(t) = x(t) ⊗ hi + no(t), (2)

where no(t) is the background Gaussian noise then the re-

ceived signal over a matched filter and remove cyclic prefix

(CP) in frequency domain can be expressed as:

Y (m) = X(m) · H(m) + No(m), (3)

where X , H and No are the x, hi and no in frequency domain.

The major function of the VC receiver is to decode only

sub-carriers of interest. Therefore, in the VC receiver block,

the received signal is passed to an IIR filter which separates

the virtual carriers from the rest of the OFDM sub-carriers.

In order to simulate the SINR and BER performances, this

IIR filter can be approximately expressed as an finite impulse

response (FIR) filter with impulse response of bl with length of

l, and B denotes filter impulse response in frequency domain.

Therefore, the received data passes an IIR low pass filter can

be designed as rLPF:

rLPF(t) = {x(t) ⊗ hi + no(t)} ⊗ bl

= x(t) ⊗ (hi ⊗ bl) + n′

o(t). (4)

The receiver noise is due to both thermal noise no and aliasing

effects from other sub-carriers. The effective channel at the

receiver comprises both the RF channel hi and the filter

impulse response bl is defined as wcn(t) = hi ⊗ bl. Thus

the equation (4) can be rewritten as:

rLPF(t) = x(t) ⊗ wcn(t) + n′

o(t). (5)

In order to save energy, we operate the filtered data at the

reduced sampling rate of fvc for the VC receiver, which is

less than the standard receiver sampling rate fs. Therefore,

the sampling reduction ratio γ can be defined as:

γ =
fs

fvc
. (6)

Assuming that the length of CP is longer than combined

channel and filter response, then the received signal of the

M2M receiver in the frequency domain can be denoted as

R(k):

R(k) = X̂(k) · Wcn(k)(k = 0, 1, ..., N/γ − 1), (7)

where X̂(k) and Wcn(k) are the Fourier transform of x(k)
and wcn(k). Due to the lower sample rate ADC, the number

of sub-carriers is reduced to N/γ, which means the FFT size
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TABLE I
ENERGY SAVING PERFORMANCE OF THE VC SYSTEM FOR THE 20MHZ

LTE CHANNEL FROM EQUATIONS (9) AND (10)

Sampling FFT Normalised FFT Computational
Rate (fs) Size (N ) ADC Power (W) Complexity (Ops)

30.72MHz 2048 1 11264

15MHz 1024 1/2 5120

7.68MHz 512 1/4 2304

3.84MHz 256 1/8 1024

1.92MHz 128 1/16 448

0.96MHz 64 1/32 192

in a VC receiver is reduced to N/γ. Then the transmitted

M2M signal X̂(k) can be estimated using zero forcing [7]

equalisation as:

X̂(k) =
R(k)

Wcn(k)
. (8)

C. Energy Saving For the VC System

The basic motivation for the VC system is the fact that for an

ADC, the power dissipation is a linear function of the sampling

rate. Previous study [8] analysed the power dissipation as P ,

P = 2V · fs, (9)

where, V is the number of bits per sample for the ADC, and

fs is the sampling rate. By using a lower sampling rate ADC,

the power dissipation can be reduced significantly for M2M

devices.

A second point of VC is to reduce the complexity of

FFT processing of the received signal. In terms of FFT

computational complexity, the VC system provides lower FFT

computation compared with the standard OFDM system. For a

20MHz LTE bandwidth, the FFT size is 2048. Therefore, the

computational complexity for the traditional OFDM receiver

COFDM is defined as [9]:

COFDM =
N

2
· log2N. (10)

For the VC system receiver, after filtering and operating a

lower sampling rate ADC, the size of the FFT is reduced to

(N/γ). Therefore, the computational complexity for the VC

system receiver can be computed as:

CVC =
N/γ

2
· log2(N/γ). (11)

The numerical results for energy saving performance is

shown in Table I. The standard 20MHz LTE FDD bandwidth

uses a sampling frequency of 30.72MHz, the number of FFT

size is 2048 and we defined the normalised ADC power

dissipation for the LTE receiver as 1. When reducing the sam-

pling rate at the VC receiver, the FFT size, power dissipation

and computational complexity are reduced significantly, e.g.

by using a 1.92MHz ADC instead of 30.72MHz, the FFT

size is 128, the ADC power cost reduced to 1/16 and the

computational complexity decreased to from 11264 to 448

operations.
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Fig. 2. SINR Performances over Different IIR Filters

III. SIMULATION RESULTS

We have demonstrated the energy saving performance of the

VC system receiver, therefore, it would important to evaluate

its SINR and BER performance after operating a much lower

sampling rate ADC. In this section, we present the SINR and

BER performance of a VC receiver by assuming that a M2M

receiver received the transmitted messages over a 20MHz LTE

bandwidth channel with FFT size of 2048. The cyclic prefix

(CP) length is 144 samples and the Q-PSK, 16-QAM and 64-

QAM as used in LTE. The order of all analogue IIR filters is

8 in order to provide fair comparison and we assume perfect

time and frequency synchronisations in this paper. The number

of channel taps J is set to 40 and the power for all Rayleigh

fading channel taps is the same (flat channel profile).

A. SINR Performance of VC

The SINR performance of the VC system receiver with 16-

QAM modulation through the 30dB Additive White Gaussian

Noise (AWGN) channel, under four typical low pass IIR

analogue filters (Butterworth, ChebyshevI, ChebyshevII and

Elliptic filters), is shown in Fig. 2. The channel bandwidth

is 20MHz, and the filter cut-off frequency is set to 2.5MHz

in order to allow a sampling rate of 3.84MHz. Therefore,

the sampling reduction ratio is 8 (30.72MHz/3.84MHz). For

ChebyshevI, the passband ripple is set to 1dB and the stopband

ripple of ChebyshevII is set to 40dB. For the Elliptic filter, the

passband ripple and stopband are also set to 1dB and 40dB.

Fig. 2 plots the first 128 sub-carriers and shows that sub-

carriers near the cut-off frequency band experience significant

SINR loss: for the Butterworth filter the SINR degradation

begins at sub-carrier 90. While the ChebyshevII and Elliptic

filters present better SINR performances. However, in the

pass-band, due to the filter aliasing effects, there is about

2dB SINR loss between sub-carrier 1 to sub-carrier 100 by

using ChebyshevII and Elliptic filters. Compared with the

Butterworth, the Chebyshev filter has an equal-ripple response

in the passband with better stop-band roll off but worse phase

response because of group delay variations at the band edges.

Therefore, in order to achieve a higher SINR performance

at the pass band frequency, this paper will focus on the

Butterworth IIR filter in the remaining simulations.
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The SINR performance for different sampling rate ADCs

with 16-QAM modulation and without added background

noise is shown in Fig. 3. We assume that the transmitted

signal uses a 20MHz LTE channel, the sampling frequency

is 30.72MHz and the perfect time synchronisation. In the VC

receiver, we use different sampling rate ADCs to test the SINR

degradation performance. The result shows that by reducing

the sampling rate at the VC receiver, the SINR of received

signal decreased significantly. If using a 0.48MHz ADC (about

1/64 of transmitted sampling frequency, and the IIR cut-off

frequency is set to 0.3125MHz in this case) in the VC receiver,

the SINR of sub-carriers, which are allocated in the front of

pass band frequency, is still above 20dB. This indicates the VC

receiver is able to decode the transmitted messages even if we

reduced the sampling rate by 64 times. However, the SINR

performances of sampling reduction rate at 1/32 and 1/64 are

much lower than others. The basic reason that causes this is

the non-integer sampling reduction of the CP. In this case, the

CP length is chosen as 144, when γ is 1/32 or 1/64, the CP

cannot be divided as an integer and it may cause inter-symbol

interference (ISI) and inter-carrier interference (ICI).

In Fig. 4, we investigate the impact of SINR degradations

by a low pass IIR filter (Butterworth) and a lower sampling

rate ADC over the Rayleigh fading channels with 16-QAM

modulation. The VC receiver sampling rate is 3.84MHz and

the half cut-off frequency is 1.25MHz, which matches sub-

carrier 128. The initial SNR values of the transmitted signal

are set to 20dB, 15dB, 10dB and 5dB. The received signal over

the Rayleigh multipath fading channel is shown in equation

(2). The SINR value is computed by using:

SINR(k) =
SRx(k)2

N2
I (k)

, (12)

where SRx(k) is the received signal in kth sub-carrier and

N2
I (k) only determines the interference noise power at kth

sub-carrier:

E[N2
I (k)] = E

[
|SRx(k) − αSTx(k)|2

]
, (13)

where S2
Tx is the power of transmitted signal. Dividing (12)

by the number of bits per symbol yields the Eb/No value.

This paper compares the SINR performance of the received

signal before and after the IIR analogue filter. The result shows

the IIR filter does not affect the SINR performance signifi-

cantly for the Rayleigh fading channel. After operating at a

sample rate of 3.84MHz, the SINR degradation only occurs at

near half cut-off frequency. If the SNR of transmitted signal at

20dB, the SINR degradation of received signal appears from

sub-carrier number 90. If reducing the SNR of transmitted

signal, the SINR degradation in the VC receiver mores closer

to half the cut-off frequency. However, in the pass band, the

VC system receiver provides good SINR performance, which

means a VC system receiver is able to decode the transmitted

messages reliably.

B. BER Performance of VC

The BER performance of the VC system uses Q-PSK, 16-

QAM and 64-QAM modulation schemes and the CP length

is 144 samples (LTE CP short standard). We assume that

the bandwidth of the transmitted signal is 20MHz and the

transmission sampling rate is 30.72MHz. The received signal

firstly passes a Butterworth low pass filter with 2.5MHz cut-

off frequency and the ADC sampling rate is 3.84MHz (1/8

of transmitted sampling frequency). According to the result

of Fig. 4, if the SNR of transmitted signal is 20dB, the SINR

performance of sub-carriers from 1 to 90 would not be affected

by setting the sampling reduction ratio γ at 8. Therefore, we

assume the VC receiver only decodes the messages located

from sub-carriers 1 to 90.

The BER performance of the VC system over the AWGN

channel is shown in Fig. 5, where the theoretical value of non-

VC system (traditional LTE receiver) is computed as [10]:

BERQPSK =
1

2
· erfc

(√

Eb

No

)

, (14)

BER16−QAM ≈
3

8
· erfc

(√

2

5
·
Eb

No

)

, (15)

BER64−QAM ≈
7

24
· erfc

(√

1

7
·
Eb

No

)

, (16)
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Fig. 5. BER Performance of the Virtual Carrier System over the AWGN
Channel

where erfc(.) denotes the complementary error function. It

is obvious that comparing with the traditional LTE receiver,

reducing the sampling rate at the VC receiver does not

significantly affect on the BER performance. The VC receiver

achieves almost the same BER performance on the AWGN

channel.

Fig.6 shows the BER performance of VC system over the

Rayleigh Fading channel and the theory value of the non-VC

systems is computed as [10] [11]:

PQPSK =
1

2

(

1 −

√

Eb/No

1 + Eb/No

)

, (17)

P16−QAM =
1

2

(

1 −
3

4

√

4 · Eb/No

5/2 + 4 · Eb/No

−
1

2

√

4 · Eb/No

5/18 + 4 · Eb/No
+

1

4

√

4 · Eb/No

1/10 + 4 · Eb/No

)

. (18)

For the 64-QAM modulation, the BER expression as:

P64−QAM =

28∑

i=1

ωiI(ai, bi, γ, r, ρ), (19)

where γ is the average SNR per symbol and coefficients ωi,

ai, bi are listed in [12] and I is the integral representation:

I(z) = 1
π

∫ (π/2)

−(π/2)
e−z·sinφdφ. The BER performance of the

VC system receiver over the Rayleigh fading channel again

matches that of the non-VC receiver. It means by using a

3.84MHz ADC at the VC receiver saves almost 7/8 of the

ADC power consumption and the computational complexity

reduces from 11264 to 1024 operations without significant

BER performance reduction. The VC system receiver can

achieve higher energy saving performance and almost ideal

SINR performance without significant BER degradation.

IV. CONCLUSION

In this paper, a practical Virtual Carrier system receiver that

uses a narrowband analogue filter and a much lower sampling

frequency ADC was presented. In order to modify the existing
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Fig. 6. BER Performance of the Virtual Carrier System over the Rayleigh
Fading Channel

LTE communication system to support a lower data rate

transmission M2M system, the bandwidth efficiency and the

energy saving performance should be considered. This paper

shows that the VC system receiver can significantly improve

the LTE downlink bandwidth efficiency and energy efficiency.

At the same time, it provides a high SINR performance which

means the BER degradation is negligible in the filter passband.

Therefore, the VC system receiver could be a suitable solution

to support the M2M system based on the LTE system.
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Abstract—Machine type communications (MTC) could play
a significant role in fifth generation (5G) wireless communi-
cations systems. In terms of reducing the side-lobes of or-
thogonal frequency-division multiplexing (OFDM) to support
large numbers of asynchronous MTC devices, several wave-
form designs could be used. This paper provides closed form
signal-to-interference-plus-noise ratio (SINR) and capacity results
for this asynchronous scenario. We compare three candidate
multi-carrier waveforms, which are OFDM, universal filtered
multi-carrier (UFMC) and polynomial cancellation coded (PCC-
OFDM). Our results indicate that both PCC and UFMC can
provide better frequency roll-off than OFDM. PCC is more
easier to implement and performs strongly against inter carrier
interference (ICI) with cost of losing spectral efficiency and
a higher peak-to-average power ratio (PAPR). UFMC is more
robust to very dispersive multipath channels but with cost of
increasing computational complexity.

I. INTRODUCTION

Bigger, faster and higher are the main aims of the fifth gen-

eration (5G) of wireless communications systems. A previous

study [1] highlighted one of the fundamental functions for

5G system will be support for the internet of things (IoT).

Iot is synonymous with machine type communications (MTC)

and exponential growth in MTC traffic is expected in the

near future. One of the major challenges for future MTC

is the scalability problem with massive machine to machine

(M2M) communications over the air interface. The current 4G

wireless network is based on the orthogonal frequency-division

multiplexing (OFDM) [2] waveform. In order to protect its

orthogonality, LTE uses synchronisation signals to avoid time

offsets [3]. For MTC communications, M2M devices will not

use synchronous signal transmission. They often send only

a few bytes, which makes the overhead for synchronisation

is too high. Instead in 5G systems, MTC traffic would be

removed from standard uplink traffic with drastically reduced

signalling overhead. By doing this, relaxing the synchronism

requirements can significantly improve operational capabili-

ties, bandwidth efficiency and even battery lifetime for low

data rate M2M devices.
The 5GNOW project [1] has defined a new intermediate

frame structure to support both high and low synchronisation

requirements, which is called the unified frame layout. This

aims to handle the very heterogeneous services and devices

communicating over a 5G wireless access frame structure.

In order to deal with the inter symbol interference (ISI) and

inter carrier interference (ICI) effects, which are caused by

time and frequency offsets, several techniques can be used

to reduce the OFDM side-lobes, e.g. filter bank multicarrier

(FBMC) [4], which uses prototype filters in each sub-carrier

with rectangular impulse responses. Due to the very narrow

sub-carrier filters needed in FBMC, the filter length could be

very long. Therefore, 5GNOW studies an alternative version,

universal filtered multi-carrier (UFMC) [1], which groups a

number of sub-carriers into a sub-band, and passes the signal

though a finite impulse response (FIR) filter. In terms of

reducing the OFDM side-lobes, polynomial cancellation coded

orthogonal frequency-division multiplexing (PCC-OFDM) [5]

is another possible solution. A previous study [6] has shown

that the peak-to-average power ratio (PAPR) for PCC-OFDM

is much higher than OFDM, and showed that the symmetric

cancellation coding (SCC) can reduce the PAPR compared

with PCC-OFDM. However, the bit error ratio (BER) per-

formance over a multipath fading channel of SCC [6] is

significantly poorer than PCC, especially when the carrier

frequency offset (CFO) is large. Secondly, SCC does not

improve the frequency roll-off in order to reduce the time

offset effects unlike PCC.

Previous studies did several comparisons between UFMC

and FBMC [1], however, there are no results comparing the

time offset performance between PCC-OFDM, UFMC and

OFDM. Our main contributions are as follows:

• Provide closed form results to compute the theoretical

value of the signal-to-interference-plus-noise ratio (SINR)

and capacity for time-offset transmission, which is per-

fectly match with Monte Carlo simulations.

• Provide a much detailed comparison between PCC-

OFDM and UFMC, including different filter designs,

power spectral density (PSD), SINR, upper band capacity,

BER, computational complexity and PAPR.

This paper is organised as follows: Section II introduces

the basic structure of UFMC and PCC-OFDM. Section III

provides a time-offset model and ICI analysis. Section IV will

compare PSD and side-lobe levels between OFDM, UFMC

and PCC-OFDM. The simulation results will be presented in

Section V and Section VI concludes the paper.

II. UPLINK WAVEFORM

This section will briefly introduce the three waveform types

for system performance comparison.
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A. OFDM

The baseband OFDM signal after constellation modulation

and inverse fast Fourier transform (IFFT) operation includes a

cyclic prefix (CP) to guard against ISI and ICI. Assume that

message bits are to be transmitted over N sub-carriers and

Xn denotes the modulation symbol to be transmitted in the

frequency domain. The baseband time domain signal for an

OFDM symbol can be expressed as:

xv =
1

√
N

N−1∑

n=0

Xn · ej2πnv/N (v = 0, 1, ..., N − 1), (1)

where X is the fast Fourier transform (FFT) of x and v is

the discrete time variable. Then the received signal over the

multipath channel h (each channel tap lH follows the quasi-

static Rayleigh distribution) and additive white Gaussian noise

(AWGN) gv can be defined as:

yv = xv ⊗ h + gv, (2)

where ⊗ denotes the convolution operation and a power

spectral density N0/2 is assumed for the noise samples gv.

After removing the CP in the receiver, the received signal for

sub-carrier n at the output of FFT in the frequency domain

can be expressed as:

Yn = Xn · Hn + Gn, (3)

where Hn is the FFT of h and Gn is the FFT of the noise

sequence gv in the frequency domain.

B. UFMC

The block diagram of UFMC is shown in Fig. 1. Unlike

OFDM, the principle of UFMC is grouping a number of sub-

carriers into a sub-band (each sub-band transmitted for each

user), which is passed to an N -point IFFT for conversion into

the time domain. The time domain signal for one user dv can

be expressed as:

dv =
1

√
N

N−1∑

k=0

Dk · ej2πkv/N , (4)

where Dk is the symbol on the kth sub-carrier, and K is the

total number of sub-carriers within one user. Then each user

will be convolved with a rectangular narrow windowed filter

with impulse response of b with length of LF. At the output

of the filter, the time domain signal sv can be expressed as:

sv = dv ⊗ b. (5)

The received signal over a Rayleigh multipath channel with

AWGN noise can be expressed as:

yv = sv ⊗ h + gv. (6)

Note that each sub-band filter is designed as a band pass FIR

filter, whose centre frequency matches with each sub-band’s

centre frequency. The received signal will be passed though

a 2N -point FFT to convert the time domain signal into the

frequency domain. Then, we retain only even sub-carriers [7]

which correspond to a data carrier.

Divide into
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Fig. 1. Block Diagram of UFMC and PCC-OFDM

C. PCC-OFDM

PCC is a coding technique for OFDM in which the data

to be transmitted is mapped onto weighted groups of sub-

carriers. Reference [5] has shown PCC-OFDM to be much

less sensitive than OFDM to frequency offset and Doppler

spread. The block diagram of a PCC-OFDM system is shown

in Fig. 1, the baseband signal A0...AN/2−1 will pass through

a PCC-OFDM modulator. In this case, pairs of sub-carriers

have a relative weighting of +1, -1, and the input IFFT signal

is organised as A0,−A0..., AN/2−1,−AN/2−1. After the N -

point IFFT, the time domain samples cv can be expressed as:

cv =
1

√
N

N−1∑

n=0

An · ej2πnv/N . (7)

The received signal over the Rayleigh multipath fading channel

is then expressed as:

rv = cv ⊗ h + gv. (8)

At the receiver, the data is recovered from the FFT outputs

R0...RN . The mapping of data onto pairs of sub-carriers

indicate that the ICI caused by one sub-carrier is substantially

cancelled by the ICI caused by the other sub-carrier in the pair.

Therefore, in the receiver, pairs of sub-carriers are combined

by applying the weighting and then summing:

Vn =
R2n − R2n+1

2
(n = 0, 1, 2, ..., N/2− 1). (9)

One of the disadvantages of PCC-OFDM is the spectral

efficiency is approximately half of that for OFDM as each data

symbol is mapped to two carriers. For MTC communications,

many M2M devices require only low data rate transmission.

Therefore, in terms of reducing ICI effects, PCC-OFDM is

another option for supporting M2M in 5G networks.

III. INTERFERENCE ANALYSIS

This section will introduce a time-offset transmission model

and analyse its ICI to compute SINR and Shannon capacity.
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A. System Model for Time offset

As mentioned above, the future 5G system for MTC com-

munications should allow to transmit with relaxed synchro-

nisation conditions regarding time misalignments. Therefore,

we assume the received M2M signal is asynchronous and is

suffered by time-offsets. The system model for time offset

is shown in Fig. 2. Previous UFMC papers are often based

on long OFDM symbol transmission, where the FFT size is

chosen as 1024 [1]. In this paper, we pay attention to the

performance of a short OFDM symbol which is affected by

a significant time offset due to asynchronous transmission of

different M2M users. Here we assume the uplink bandwidth

is 1.25MHz and the sub-carrier spacing in 15 kHz, where

the FFT size is 128 and supports up to 7 users. Each user’s

transmission occupies 14 sub-carriers in the frequency domain,

and the users are spaced by 2 blank sub-carriers. In this paper,

the number of transmitting users is set to 3 or 5. The scalar τ
is the relative delay between adjacent users.
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Symbol #1
S2

Symbol #2

S3

Symbol #3

S4

Symbol #1
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Fig. 2. Time Offset Model

B. ICI Analysis

This paper will consider every second symbol for each user,

in this case, the interference of symbols S2, S5, and S8 will

be computed as shown in Fig. 2. The symbol index number S
is the same with the Fig. 2. Here we define L as the length

of transmitted symbol in samples. Thus, for OFDM and PCC-

OFDM, L = N + LCP, where LCP is the length of CP in

samples. In order to provide a fair comparison, we choose the

length of OFDM, PCC-OFDM and UFMC in samples to be

the same. Thus, for UFMC, L = N + LF − 1 = N + LCP.

The interference ICI for each user is caused by the sidelobe

attenuation on the adjacent users when the received signals are

asynchronous. Thus, the interference of S5 is dominated by the

tail of τ samples from S7 and the first of τ samples from S3.

The remaining samples of S2 and S8 are relatively orthogonal.

In this case, the ICI also includes the miss orthogonality term

from S2 and S8. Then, we can write the interference terms

iterm5 for S5 as:

iterm5 =

τ−1∑

v=0

xv(S3) +

L−1∑

v=L−τ

xv(S7) (10)

+

τ−1∑

v=0

xv(S2) +

L−1∑

v=L−τ

xv(S8),

Similarly, the interference terms for symbol S2 can be ex-

pressed as:

iterm2 =

L−1∑

v=L−τ

xv(S4) +

L−1∑

v=L−2τ

xv(S7) (11)

+

L−1∑

v=L−τ

xv(S5) +

L−1∑

v=L−2τ

xv(S8).

and for symbol S8 can be expressed as:

iterm8 =

2τ−1∑

v=0

xv(S3) +

τ−1∑

v=0

xv(S6) (12)

+

2τ−1∑

v=0

xv(S2) +

τ−1∑

v=0

xv(S5).

Therefore, the interference term on the kth sub-carrier can be

rewritten using the Fourier transform as:

Iterm2(k) =

N−1∑

k=0

L−1∑

v=L−τ

(
xv(S4) + xv(S5)

)
e−j2πnk/N

+

N−1∑

k=0

L−1∑

v=L−2τ

(
xv(S7) + xv(S8)

)
e−j2πnk/N ,

(13)

Iterm5(k) =

N−1∑

k=0

τ−1∑

v=0

(
xv(S3) + xv(S2)

)
e−j2πnk/N

+

N−1∑

k=0

L−1∑

v=L−τ

(
xv(S7) + xv(S8)

)
e−j2πnk/N , (14)

Iterm8(k) =

N−1∑

k=0

2τ−1∑

v=0

(
xv(S3) + xv(S2)

)
e−j2πnk/N

+

N−1∑

k=0

τ−1∑

v=0

(
xv(S6) + xv(S5)

)
e−j2πnk/N . (15)

Note that, when 2τ is longer than N , the interference term is

mainly due to adjacent symbols (e.g. the interference of S2 is

mainly caused by S4 and S5). Then we can compute the SINR

ρ for the time-offset model as:

ρ(k) =
E

[
X(k)2

]

σ2 + E[|Iterm(k)|2]
, (16)

where E[·] denotes statistical expectation. Now, we can com-

pute an estimate of the capacity CCap(k) for sub-carrier k
basic on our SINR equations as:

CCap(k) = log2(1 + ρ(k)), (17)

note that the upper bound capacity of PCC-OFDM should be

half of CCap due to its half of spectral efficiency.

IV. OFDM SIDE-LOBE BEHAVIOUR: PSD

This section will focus on comparing the side-lobe be-

haviour for the three waveforms: OFDM, UFMC and PCC-

OFDM.
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Fig. 3. Side-Lobe Behavior of OFDM, UFMC Chebyshev fcf = 0.18,
ASL=64dB, UFMC Hamming fcf = 0.18, and PCC-OFDM, N = 128

A. PSD: OFDM, UFMC, PCC-OFDM

Previous studies of UFMC focus on the Dolph-Chebyshev

filter. However, the Hamming window is another most well-

known approaches to reduce the side-lobe structure [8]. In or-

der to compare their spectral behaviour, we set the normalised

cut-off frequency to fcf = 0.18 and the side-lobe attenuation

ASL set to 40dB. The spectral behaviour of OFDM, UFMC

(with Chebyshev and Hamming) and PCC-OFDM waveforms

is shown in Fig. 3. Both UFMC and PCC-OFDM can reduce

the side-lobe level significantly compared with OFDM and

there is no significant differences between the Chebyshev and

Hamming windows. Moreover, PCC-OFDM provides a better

ICI protection due to its very rapid side-lobe roll-off.

B. Filters Design For UFMC

In order to achieve a low side-lobe attenuation without

significant attenuation of the carrier in the pass-band, we

consider several filter designs. The ratio γ between the number

of sub-carriers per user NSub and the total number of available

sub-carriers N can be defined as:

γ =
NSub

N
=

14

128
= 0.1094. (18)

The normalised cut-off frequency should bigger than γ. Thus,
we can consider three normalised cut-off frequencies for the

UFMC filter as fcf1 = 0.15, fcf2 = 0.18 and fcf3 = 0.2.
The length of the filter LF is set as 32 samples and ASL is

chosen as 40dB and 64dB. The filters’ frequency responses

are shown in Fig. 4, with increasing fcf , the side-lobe level

will be reduced. Meanwhile, the stop-band will move further

away from the pass-band. In terms of achieving lower side-

lobes and narrow pass-band, the filter with fcf2 = 0.18 and

ASL= 40dB presents the best compromise design.

V. SIMULATION RESULTS

In terms of the fair comparison, we assume LF is set to

32 samples and LCP is set to 31 samples to ensure they have

a same transmission length in sample. The transmitted signal

power for OFDM, UFMC and PCC-OFDM are the same. For
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Fig. 4. Filter Frequency Responses, Chebyshev, LF=32

the OFDM and UFMC systems, BPSK and QPSK will be

used. Because the spectral efficiency of PCC-OFDM is half

of the OFDM system, the corresponding constellation schemes

for PCC-OFDM are chosen as QPSK or 16-QAM. The total

number of MTC users is set to 3 or 5. As in Sec IV. B, the sub-

carrier ratio γ = 0.1094, the normalised cut-off frequencies fcf

is set to 0.18 and the side-lobe attenuation ASL is set to 40dB

in the next simulations.

A. SINR and Upper Band Capacity

The SINR performance over the AWGN channel with a

signal to noise ratio (SNR) of 30dB is shown in Fig. 5, and

we assume τ is 50 samples time offset which is much longer

than LCP or LF. The theoretical values are computed from

equation (16), which perfectly match with the simulations.

Compared with OFDM and UFMC, PCC-OFDM presents the

best performance. The nearby sub-carriers of both OFDM and

UFMC are significantly affected by ICI. UFMC can perform

slightly better than OFDM (about 3.5dB higher SINR), but it

still has a poorer SINR than PCC-OFDM.

The capacity performance with AWGN of 30dB is shown in

Fig. 6 and the theoretical values CCap as described in equation

(17) provide accurate closed-form results. The capacity of both

OFDM and UFMC will be reduced when τ is longer than LCP

or LF, compared with OFDM, UFMC improves the capacity

about 1bit/sec/Hz when τ is larger than LF. The PCC system

provides the worst performance because of its reduced spectral

efficiency even it can achieve the highest SINR performance.

B. BER Performance of OFDM, UFMC and PCC-OFDM

The BER performance for the AWGN channel is shown in

Fig. 7. The results are plotted for Eb/No and every multiple

access scheme has the same transmitted signal power. Again

LCP is set to 31 samples, LF is set to 32 samples, and τ is

70 samples. The Hamming filter with fcf of 0.18 is used for

UFMC. The results are similar with the SINR curves, for low

data rate requirements, QPSK PCC-OFDM presents the best

performance in terms of BER. When the BER is 10−3, PCC-

OFDM saves about 0.7dB Eb/No compared with UFMC and

is about 1.5dB better than OFDM. However, it will present

the poorest Eb/No efficiency when increasing the data rate

via the use of 16-QAM modulation as compared to QPSK for

OFDM and UFMC.
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In order to study each user’s performance with large time

offsets, we increase the number of interfering users to 5 as

shown in Fig. 8. For UFMC and OFDM, the ICI of User No.1

and User No.5 is slightly less than User No.3. This closely

matches with our SINR results, where the sub-carriers allo-

cated at the middle of the frequency band will be significantly

interfered by adjacent users. As the number of interfering

users increases, the ICI will also be increased. However, for

PCC-OFDM, there is no significant BER degradation when

increasing the number of interfering users.

The BER performance for τ = 10 samples over the

Rayleigh multipath channel is shown in Fig. 9, where LCP is

47 samples and LF is 48 samples. The channel tap lengths

are set to 10 and 70 samples and the modulation scheme

for OFDM and UFMC is BPSK while for PCC-OFDM it is

QPSK. The Hamming filter is used for the UFMC system with

fcf normalised to 0.18. When the number of channel taps

is smaller than LF and LCP, both UFMC and PCC-OFDM

can present better BER performance than OFDM. When the

number of channel taps is 70 (much longer than LCP), UFMC

presents the best performance in terms of BER.

The BER performance for τ = 70 samples over the

Rayleigh multipath channel is shown in Fig. 10. It clearly

shows that when the number of taps is smaller than LCP or LF,

PCC-OFDM presents the best performance in terms of BER.

When the number of taps is longer than LCP, PCC-OFDM is

no longer robust to the ISI effect. UFMC presents a slightly

better BER performance when the number of channel taps is

70. Compared with UFMC, PCC-OFDM is more sensitive to

the multipath channel effects.

C. Computational Complexity and PAPR

The computational complexity performance is shown in Ta-

ble I. It clearly shows that the transmitter IFFT computational

complexity of UFMC (for transmission the main cost is the

filter convolution operations and for the receiver it is the

2N point FFT) is significantly higher than OFDM and PCC-

OFDM (4096 operations more than OFDM and PCC-OFDM).
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When the filter length is increased, the IFFT computational

complexity will be increased significantly.

The PAPR performance is shown in Fig. 11. Both UFMC

and PCC-OFDM increase the PAPR compared with OFDM.

The PAPR of PCC-OFDM is about 2.1 dB higher than OFDM

and 1.7dB higher than UFMC at a complementary cumulative

distribution function (CCDF) value of 10−2. Thus, for PCC-

OFDM, the sidelobe reduction comes at the cost of a slightly

higher PAPR. This will require a higher power amplifier for

the same signal coverage, assuming that the PAPR leads an

increased amplifier back-off.

VI. CONCLUSION

In conclusion, this paper provides a detailed comparison

between OFDM, UFMC and PCC. We highlight our key

findings as: both UFMC and PCC-OFDM can provide better

frequency roll-off than OFDM in terms of supporting low

data rate asynchronous 5G M2M communications. PCC is

easier to implement and can strongly against ICI with the

TABLE I
COMPUTATIONAL COMPLEXITY COMPARISONS

System: N=128 Transmitter (Ops) Receiver (Ops)

OFDM 448 448
PCC-OFDM 448 448

UFMC, LF = 32 4544 1024
UFMC, LF = 48 6592 1024
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Fig. 11. The PAPR of OFDM, UFMC and PCC, N = 128, Hamming
fcf=0.18, LF=32

cost of halving spectral efficiency and higher PAPR. In the

AWGN channel with a BER of 10−3 and a time offset of 70

samples, the Eb/No of PCC-OFDM is about 0.7dB better than

UFMC and 1.5dB better than OFDM. Compared with PCC,

UFMC can slightly improve the performance in very dispersive

multipath channel scenarios. However, it will significantly

increase the computational complexity due to the transmit

filter banks and the 2N point FFT that is required at the

receiver. Thus, we can conclude that PCC can be used when

channel conditions are good and the data requirement is low.

UFMC can be used more widely in supporting 5G M2M

communications.

REFERENCES

[1] G. Wunder et al, “5GNOW: non-orthogonal, asynchronous waveforms
for future mobile applications,” IEEE Commun. Mag., vol. 52, no. 2, pp.
97–105, February 2014.

[2] S. Wang and J. Thompson, “Signal processing implementation of virtual
carrier for supporting M2M systems based on LTE,” in IEEE VTC Spring,
May 2015, pp. 1–5.

[3] Z. Shen et al, “Overview of 3GPP LTE-Advanced carrier aggregation for
4G wireless communications,” IEEE Commun. Mag., vol. 50, no. 2, pp.
122–130, February 2012.

[4] B. Farhang-Boroujeny, “OFDM versus filter bank multicarrier,” IEEE
Signal Process. Mag., vol. 28, no. 3, pp. 92–112, May 2011.

[5] J. Armstrong, “Analysis of new and existing methods of reducing in-
tercarrier interference due to carrier frequency offset in OFDM,” IEEE
Trans. Commun., vol. 47, no. 3, pp. 365–369, Mar 1999.

[6] T. Hashimoto et al, “ICI mitigation schemes for uncoded OFDM over
channels with Doppler spreads and frequency offsets part II: Asymptotic
analysis,” in Journal of Communications, Sep 2012, pp. 686–700.

[7] X. Wang et al, “Universal filtered multi-carrier with leakage-based
filter optimization,” in European Wireless Conference, Proceedings of
European Wireless, May 2014, pp. 1–5.

[8] F. Harris, “On the use of windows for harmonic analysis with the discrete
Fourier transform,” Proc. IEEE, vol. 66, no. 1, pp. 51–83, Jan 1978.

228

182



Bibliography

[1] C. Han, T. Harrold, S. Armour, I. Krikidis, S. Videv, P. M.Grant, H. Haas, J. S. Thomp-

son, I. Ku, C.-X. Wang, T. A. Le, M. Nakhai, J. Zhang, and L. Hanzo, “Green radio:

radio techniques to enable energy-efficient wireless networks,” IEEE Commun. Mag.,

vol. 49, no. 6, pp. 46–54, 2011.

[2] J. Tang, D. K. C. So, E. Alsusa, and K. A. Hamdi, “Resource efficiency: A new paradigm

on energy efficiency and spectral efficiency tradeoff,”IEEE Trans. Wireless Commun.,

vol. 13, pp. 4656–4669, Aug 2014.

[3] G. Wu, S. Talwar, K. Johnsson, N. Himayat, and K. D. Johnson, “M2M: From mobile to

embedded internet,”IEEE Commun. Mag., vol. 49, pp. 36–43, April 2011.

[4] H. S. Dhillon, H. C. Huang, H. Viswanathan, and R. A. Valenzuela, “Power-efficient sys-

tem design for cellular-based machine-to-machine communications,”IEEE Trans. Wire-

less Commun., vol. 12, pp. 5740–5753, November 2013.

[5] Y. C. Pang, G. Y. Lin, and H. Y. Wei, “Context-aware dynamic resource allocation for

cellular M2M communications,”IEEE Internet of Things Journal, vol. 3, pp. 318–326,

June 2016.

[6] A. Ali, W. Hamouda, and M. Uysal, “Next generation M2M cellular networks: chal-

lenges and practical considerations,”IEEE Commun. Mag., vol. 53, pp. 18–24, Septem-

ber 2015.

[7] S. Severi, F. Sottile, G. Abreu, C. Pastrone, M. Spirito,and F. Berens, “M2M technolo-

gies: Enablers for a pervasive Internet of Things,” inNetworks and Communications

(EuCNC), 2014 European Conference on, pp. 1–5, June 2014.

[8] 3GPP Technical Report 36.888, Study on Provision of Low-Cost Machine-

Type Communications (MTC) User Equipments (UEs) Based on LTE, URL:

http://www.3gpp.org/dynareport/36888.htm.

[9] D. Astely, E. Dahlman, G. Fodor, S. Parkvall, and J. Sachs, “LTE release 12 and beyond

[accepted from open call],”IEEE Commun. Mag., vol. 51, pp. 154–160, July 2013.

183



Bibliography

[10] M. Wang, W. Yang, J. Zou, B. Ren, M. Hua, J. Zhang, and X. You, “Cellular machine-

type comm unications: physical challenges and solutions,”IEEE Wireless Communica-

tions, vol. 23, pp. 126–135, April 2016.

[11] I. L. J. da Silva, A. L. F. de Almeida, F. R. P. Cavalcanti,R. Baldemair, and S. Fala-

hati, “Improved data-aided channel estimation in LTE PUCCHusing a tensor modeling

approach,” in2010 IEEE International Conference on Communications (ICC), pp. 1–5,

May 2010.

[12] L. Dai, B. Wang, Y. Yuan, S. Han, C. l. I, and Z. Wang, “Non-orthogonal multiple access

for 5G: solutions, challenges, opportunities, and future research trends,”IEEE Commun.

Mag., vol. 53, pp. 74–81, September 2015.

[13] G. Wunderet al, “5GNOW: Challenging the LTE design paradigms of orthogonality

and synchronicity,” inVehicular Technology Conference (VTC Spring), 2013 IEEE 77th,

pp. 1–5, June 2013.

[14] M. F. L. Abdullah and A. Z. Yonis, “Performance of LTE Release 8 and Release 10 in

wireless communications,” inCyberSec. Conf., pp. 236–241, 2012.

[15] K. Doppler, M. Rinne, C. Wijting, C. B. Ribeiro, and K. Hugl, “Device-to-device com-

munication as an underlay to LTE-Advanced networks,”IEEE Commun. Mag., vol. 47,

pp. 42–49, Dec 2009.

[16] C. Gessner, A. Roessler, and M. Kottkamp, “UMTS long term evolution LTE technology

introduction,” 2012.

[17] R. Lu, X. Li, X. Liang, X. Shen, and X. Lin, “GRS: The green, reliability, and security

of emerging machine to machine communications,”IEEE Commun. Mag., vol. 49, no. 4,

pp. 28–35, 2011.

[18] A. Laya, L. Alonso, and J. Alonso-Zarate, “Is the randomaccess channel of lte and lte-

a suitable for m2m communications? a survey of alternatives,” IEEE Communications

Surveys Tutorials, vol. 16, pp. 4–16, First 2014.

[19] V. Gazis, “A survey of standards for machine to machine (M2M) and the internet of

things (IoT),” IEEE Communications Surveys Tutorials, vol. PP, no. 99, pp. 1–1, 2016.

[20] K. Chang, A. Soong, M. Tseng, and Z. Xiang, “Global wireless machine-to-machine

standardization,”IEEE Internet Computing, vol. 15, pp. 64–69, March 2011.

184



Bibliography

[21] T. Taleb and A. Kunz, “Machine type communications in 3GPP networks: potential,

challenges, and solutions,”IEEE Commun. Mag., vol. 50, pp. 178–184, March 2012.

[22] ETSI-TS, “102 690 v1.1.1, machine-to-machine communications (M2M); functional ar-

chitecture,” Octr 2011.

[23] L. Karim, A. Anpalagan, N. Nasser, J. N. Almhana, and I. Woungang, “An energy effi-

cient, fault tolerant and secure clustering scheme for m2m communication networks,” in

2013 IEEE Globecom Workshops (GC Wkshps), pp. 677–682, Dec 2013.

[24] J. G. Andrews, S. Buzzi, W. Choi, S. V. Hanly, A. Lozano, A. C. K. Soong, and J. C.

Zhang, “What will 5G be?,”IEEE J. Sel. Areas Commun., vol. 32, pp. 1065–1082, June

2014.

[25] Y. Zhang, R. Yu, S. Xie, W. Yao, Y. Xiao, and M. Guizani, “Home M2M networks:

Architectures, standards, and QoS improvement,”IEEE Commun. Mag., vol. 49, pp. 44–

52, April 2011.

[26] F. Schaich, T. Wild, and Y. Chen, “Waveform contenders for 5G - suitability for short

packet and low latency transmissions,” inIEEE Vehicular Technology Conference (VTC

Spring), pp. 1–5, May 2014.

[27] A. Bartoli, J. Hernandez-Serrano, M. Soriano, M. Dohler, A. Kountouris, and D. Barthel,

“Secure lossless aggregation over fading and shadowing channels for smart grid M2M

networks,”IEEE Transactions on Smart Grid, vol. 2, pp. 844–864, Dec 2011.

[28] K. Zheng, F. Hu, W. Wang, W. Xiang, and M. Dohler, “Radio resource allocation in

LTE-Advanced cellular networks with M2M communications,”IEEE Commun. Mag.,

vol. 50, pp. 184–192, July 2012.

[29] J. Tang, D. K. C. So, E. Alsusa, K. A. Hamdi, and A. Shojaeifard, “Resource alloca-

tion for energy efficiency optimization in heterogeneous networks,” IEEE J. Sel. Areas

Commun., vol. 33, pp. 2104–2117, Oct 2015.

[30] T. M. Schmidl and D. C. Cox, “Robust frequency and timingsynchronization for

OFDM,” IEEE Trans. Commun., vol. 45, pp. 1613–1621, Dec 1997.

[31] I. Glover and P. M. Grant,Digital Communications. Pearson Education, 2010.

185



Bibliography

[32] S. H. Muller and J. B. Huber, “OFDM with reduced peak-to-average power ratio by op-

timum combination of partial transmit sequences,”Electronics Letters, vol. 33, pp. 368–

369, Feb 1997.

[33] S. H. Han and J. H. Lee, “An overview of peak-to-average power ratio reduction tech-

niques for multicarrier transmission,”IEEE Wireless Communications, vol. 12, pp. 56–

65, April 2005.

[34] M. Rumney, “3GPP LTE: Introducing single-carrier FDMA,” Agilent Technologies

White Paper, 2008.

[35] S. Srikanth, P. A. M. Pandian, and X. Fernando, “Orthogonal frequency division multiple

access in WiMAX and LTE: a comparison,”IEEE Commun. Mag., vol. 50, pp. 153–161,

September 2012.

[36] M. Sternad, T. Svensson, T. Ottosson, A. Ahlen, A. Svensson, and A. Brunstrom, “To-

wards systems beyond 3g based on adaptive ofdma transmission,” Proc. IEEE, vol. 95,

pp. 2432–2455, Dec 2007.

[37] D. Astely, E. Dahlman, A. Furuskr, Y. Jading, M. Lindstrm, and S. Parkvall, “LTE: the

evolution of mobile broadband,”IEEE Commun. Mag., vol. 47, pp. 44–51, April 2009.

[38] J. Silverman, V. Vickers, and J. Sampson, “Statisticalestimates of then -bit Gray codes

by restricted random generation of permutations of 1 to2n,” IEEE Trans. Inf. Theory,

vol. 29, pp. 894–901, Nov 1983.

[39] L. Grover, “Weighted code approach to generate Gray code,” IEEE Potentials, vol. 34,

pp. 39–40, May 2015.

[40] B. Sklar, “Rayleigh fading channels in mobile digital communication systems. I. charac-

terization,” IEEE Commun. Mag., vol. 35, pp. 136–146, Sep 1997.

[41] E. Au, C. Wang, S. Sfar, R. Murch, W.-H. Mow, V. Lau, R. Cheng, and K. Letaief,

“Error probability for MIMO zero-forcing receiver with adaptive power allocation in the

presence of imperfect channel state information,”IEEE Trans. Wireless Commun., vol. 6,

pp. 1523–1529, April 2007.

[42] I. Otung,Communication engineering principles. Palgrave Macmillan, 2001.

186



Bibliography

[43] G. Stphane, Le,EEE8003: Advanced Modulation and Coding Techniques.Newcastle

University, School of Electrical, Electronic and ComputerEngineering, 2010.

[44] J. S. Thompson and A. Smokvarski, “Bit Error Ratio performance of a receiver diversity

scheme with channel estimation,”IET Communications, vol. 1, pp. 92–100, February

2007.

[45] F. Adachi, “BER analysis of 2PSK, 4PSK, and 16QAM with decision feedback chan-

nel estimation in frequency-selective slow Rayleigh fading,” IEEE Trans. Veh. Technol.,

vol. 48, pp. 1563–1572, Sep 1999.

[46] B. H. Walke, S. Mangold, and L. Berlemann,IEEE 802 wireless systems: protocols,

multi-hop mesh/relaying, performance and spectrum coexistence. John Wiley & Sons,

2007.

[47] G. J. Miao and M. A. Clements,Digital signal processing and statistical classification.

Artech House, 2002.

[48] Y. Fan and J. S. Thompson, “MIMO configurations for relaychannels: Theory and prac-

tice,” IEEE Trans. Wireless Commun., vol. 6, pp. 1774–1786, May 2007.

[49] B. Mulgrew, P. M. Grant, and J. S. Thompson,Digital Signal Processing: Concepts and

Applications. Palgrave Macmillan, 2002.

[50] J. Jan and I. of Electrical Engineers,Digital Signal Filtering, Analysis and Restoration.

IEE telecommunications series, Institution of ElectricalEngineers, 2000.

[51] R. Losada and V. Pellisier, “Designing IIR filters with agiven 3-dB point,”IEEE Signal

Process. Mag., vol. 22, pp. 95–98, July 2005.

[52] A. D. S. Jayalath and C. Tellambura, “Reducing the out-of-band radiation of OFDM

using an extended guard interval,” inIEEE Vehicular Technology Conference (VTC 2001

Fall 54th), vol. 2, pp. 829–833 vol.2, 2001.

[53] B. Farhang-Boroujeny, “OFDM versus filter bank multicarrier,” IEEE Signal Process.

Mag., vol. 28, pp. 92–112, May 2011.

[54] J. Armstrong, T. Gill, and C. Tellambura, “Performanceof PCC-OFDM with overlapping

symbol periods in a multipath channel,” inIEEE, Global Telecommunications Confer-

ence, vol. 1, pp. 87–91 vol.1, 2000.

187



Bibliography

[55] N. Michailow, M. Matthe, I. Gaspar, A. Caldevilla, L. Mendes, A. Festag, and G. Fet-

tweis, “Generalized frequency division multiplexing for 5th generation cellular net-

works,” IEEE Trans. Commun., vol. 62, pp. 3045–3061, Sept 2014.

[56] D. Niyato, L. Xiao, and P. Wang, “Machine-to-machine communications for home en-

ergy management system in smart grid,”IEEE Commun. Mag., vol. 49, pp. 53–59, April

2011.

[57] P. Osti, P. Lassila, S. Aalto, A. Larmo, and T. Tirronen,“Analysis of PDCCH perfor-

mance for M2M traffic in LTE,”IEEE Trans. Veh. Technol., vol. 63, pp. 4357–4371, Nov

2014.

[58] J. Kim, J. Lee, J. Kim, and J. Yun, “M2M service platforms: Survey, issues, and enabling

technologies,”IEEE Commun. Surveys Tuts., vol. 16, pp. 61–76, First 2014.

[59] F. Pauls, S. Krone, W. Nitzold, G. Fettweis, and C. Flores, “Evaluation of efficient modes

of operation of GSM/GPRS modules for M2M communications,” in IEEE Vehicular

Technology Conference (VTC Fall) 78th, pp. 1–6, Sept 2013.

[60] A. Gotsis, A. Lioumpas, and A. Alexiou, “M2M schedulingover LTE: Challenges and

new perspectives,”IEEE Veh. Technol. Mag., vol. 7, pp. 34–39, Sept 2012.

[61] S.-E. Elayoubi, O. Ben Haddada, and B. Fourestie, “Performance evaluation of fre-

quency planning schemes in OFDMA-based networks,”IEEE Trans. Wireless Commun.,

vol. 7, pp. 1623–1633, May 2008.

[62] F.-S. Chu, K.-C. Chen, and G. Fettweis, “Green resourceallocation to minimize receiv-

ing energy in OFDMA cellular systems,”IEEE Commun. Lett., vol. 16, pp. 372–374,

March 2012.

[63] A. Laya, L. Alonso, P. Chatzimisios, and J. Alonso-Zarate, “Massive access in the ran-

dom access channel of LTE for M2M communications: An energy perspective,” in2015

IEEE International Conference on Communication Workshop (ICCW), pp. 1452–1457,

June 2015.

[64] J. Misic, V. Misic, and N. Khan, “Sharing it my way: Efficient M2M access in LTE/LTE-

A networks,”IEEE Transactions on Vehicular Technology, vol. PP, no. 99, pp. 1–1, 2016.

188



Bibliography

[65] R. Ratasuk, N. Mangalvedhe, A. Ghosh, and B. Vejlgaard,“Narrowband LTE-M sys-

tem for M2M communication,” in2014 IEEE 80th Vehicular Technology Conference

(VTC2014-Fall), pp. 1–5, Sept 2014.

[66] Y. Gao, Z. Qin, Z. Feng, Q. Zhang, O. Holland, and M. Dohler, “Scalable amp; reliable

iot enabled by dynamic spectrum management for M2M in LTE-A,” IEEE Internet of

Things Journal, vol. PP, no. 99, pp. 1–1, 2016.

[67] J. W. Qiu and Y. C. Tseng, “M2M encountering: Collaborative localization via instant

inter-particle filter data fusion,”IEEE Sensors Journal, vol. 16, pp. 5715–5724, July

2016.

[68] M. A. Mehaseb, Y. Gadallah, A. Elhamy, and H. Elhennawy,“Classification of LTE

uplink scheduling techniques: An M2M perspective,”IEEE Communications Surveys

Tutorials, vol. 18, pp. 1310–1335, Secondquarter 2016.

[69] X. Xiong, L. Hou, K. Zheng, W. Xiang, M. S. Hossain, and S.M. M. Rahman, “SMDP-

based radio resource allocation scheme in software-definedinternet of things networks,”

IEEE Sensors Journal, vol. PP, no. 99, pp. 1–1, 2016.

[70] H. Li, D. Seed, B. Flynn, C. Mladin, and R. D. Girolamo, “Enabling semantics in an

M2M/IoT service delivery platform,” in2016 IEEE Tenth International Conference on

Semantic Computing (ICSC), pp. 206–213, Feb 2016.

[71] M. Beale, “Future challenges in efficiently supportingM2M in the LTE standards,”

in 2012 IEEE Wireless Communications and Networking Conference Workshops (WC-

NCW),, pp. 186–190, 2012.

[72] S. Wang and J. S. Thompson, “Signal processing implementation of Virtual Carrier for

supporting M2M systems based on LTE,” inIEEE Vehicular Technology Conference

(VTC Spring), pp. 1–5, May 2015.

[73] K. Pedersen, F. Frederiksen, C. Rosa, H. Nguyen, L. Garcia, and Y. Wang, “Carrier

aggregation for LTE-Advanced: functionality and performance aspects,”IEEE Commun.

Mag., vol. 49, pp. 89–95, June 2011.

[74] B. Widrow, I. Kollar, and M.-C. Liu, “Statistical theory of quantization,”IEEE Trans.

Instrum. Meas., vol. 45, pp. 353–361, Apr 1996.

189



Bibliography

[75] “LTE resource grid,” URL: http://dhagle.in/LTE.

[76] T. Sundstrom, B. Murmann, and C. Svensson, “Power dissipation bounds for high-speed

Nyquist analog-to-digital converters,”IEEE Trans. Circuits Syst. I, Reg. Papers, vol. 56,

pp. 509–518, March 2009.

[77] K. Parhi and M. Ayinala, “Low-complexity Welch power spectral density computation,”

IEEE Trans. Circuits Syst. I, Reg. Papers, vol. 61, pp. 172–182, Jan 2014.

[78] W. Henkel, G. Taubock, P. Odling, P. Borjesson, and N. Petersson, “The cyclic prefix of

OFDM/DMT - an analysis,” inInternational Zurich Seminar on Broadband Communi-

cations, Access, Transmission, Networking, pp. 22–1–22–3, 2002.

[79] X. Tang, M.-S. Alouini, and A. Goldsmith, “Effect of channel estimation error on M-

QAM BER performance in Rayleigh fading,”IEEE Trans. Commun., vol. 47, pp. 1856–

1864, Dec 1999.

[80] G. Wunderet al, “5GNOW: non-orthogonal, asynchronous waveforms for future mobile

applications,”IEEE Commun. Mag., vol. 52, pp. 97–105, February 2014.

[81] M. O. Pun, M. Morelli, and C. C. J. Kuo, “Maximum-likelihood synchronization and

channel estimation for OFDMA uplink transmissions,”IEEE Trans. Commun., vol. 54,

pp. 726–736, April 2006.

[82] E. Hossain and M. Hasan, “5G cellular: key enabling technologies and research chal-

lenges,”IEEE Instrum. Meas. Mag., vol. 18, pp. 11–21, June 2015.

[83] F. Schaich and T. Wild, “Waveform contenders for 5G, OFDM vs. FBMC vs. UFMC,” in

International Symposium on communications, Control and Signal Processing (ISCCSP),

pp. 457–460, May 2014.

[84] G. Wunderet al, “5GNOW: Challenging the LTE design paradigms of orthogonality and

synchronicity,” in2013 IEEE Vehicular Technology Conference (VTC Spring), pp. 1–5,

June 2013.

[85] G. Wunderet al, “5GNOW: Intermediate frame structure and transceiver concepts,” in

IEEE Globecom Workshops, pp. 565–570, Dec 2014.

190



Bibliography

[86] Y. Zhou, A. I. Karsilayan, and E. Serpedin, “Sensitivity of multiband ZP-OFDM ultra-

wide-band and receivers to synchronization errors,”IEEE Transactions on Signal Pro-

cessing, vol. 55, pp. 729–734, Jan 2007.

[87] S. Venkatesan and R. A. Valenzuela, “OFDM for 5G: Cyclicprefix versus zero postfix,

and filtering versus windowing,” in2016 IEEE International Conference on Communi-

cations (ICC), pp. 1–5, May 2016.

[88] 3GPP, TSG-RAN WG184b, R1-162199, Waveform Candidates, URL:

http://www.ee.iitm.ac.in/ giri/pdfs/EE5141/R1-162199-Waveform-Candidates.docx.

[89] J. Armstrong, “Analysis of new and existing methods of reducing intercarrier interfer-

ence due to carrier frequency offset in OFDM,”IEEE Trans. Commun., vol. 47, pp. 365–

369, Mar 1999.

[90] T. Hashimotoet al, “ICI mitigation schemes for uncoded OFDM over channels with

Doppler spreads and frequency offsets part II: Asymptotic analysis,” inJournal of Com-

munications, pp. 686–700, Sep 2012.

[91] B. Muquet, Z. Wang, G. B. Giannakis, M. de Courville, andP. Duhamel, “Cyclic pre-

fixing or zero padding for wireless multicarrier transmissions?,”IEEE Trans. Commun.,

vol. 50, pp. 2136–2148, Dec 2002.

[92] F. Schaich and T. Wild, “Relaxed synchronization support of universal filtered multi-

carrier including autonomous timing advance,” inInternational Symposium on Wireless

Communications Systems (ISWCS), pp. 203–208, Aug 2014.

[93] S. Holford and P. Agathoklis, “The use of model reduction techniques for designing IIR

filters with linear phase in the passband,”IEEE Trans. Signal Process., vol. 44, pp. 2396–

2404, Oct 1996.

[94] F. Harris, “On the use of windows for harmonic analysis with the discrete Fourier trans-

form,” Proc. IEEE, vol. 66, pp. 51–83, Jan 1978.

[95] K.-S. Tang, K.-F. Man, S. Kwong, and Z.-F. Liu, “Design and optimization of IIR filter

structure using hierarchical genetic algorithms,”IEEE Trans. Ind. Electron., vol. 45,

pp. 481–487, Jun 1998.

191



Bibliography

[96] S. Brandes, I. Cosovic, and M. Schnell, “Reduction of out-of-band radiation in OFDM

systems by insertion of cancellation carriers,”IEEE Commun. Lett., vol. 10, pp. 420–

422, June 2006.

[97] K. Manolakis, D. M. G. Estevez, V. Jungnickel, W. Xu, andC. Drewes, “A closed concept

for synchronization and cell search in 3GPP LTE systems,” inIEEE Wireless Communi-

cations and Networking Conference, pp. 1–6, April 2009.

[98] S. M. Kang, C. H. Kim, S. M. Jung, and S. K. Han, “Timing-offset-tolerant universal-

filtered multicarrier passive optical network for asynchronous multiservices-over-fiber,”

IEEE/OSA Journal of Optical Communications and Networking, vol. 8, pp. 229–237,

April 2016.

[99] J. B. Dore, R. Gerzaguet, and D. Ktenas, “5G cellular networks with relaxed synchro-

nization: Waveform comparison and new results,” inIEEE 83rd Vehicular Technology

Conference (VTC Spring), pp. 1–5, May 2016.

[100] S. A. Cheema, K. Naskovska, M. Attar, B. Zafar, and M. Haardt, “Performance compar-

ison of space time block codes for different 5G air interfaceproposals,” inWSA 2016;

20th International ITG Workshop on Smart Antennas, pp. 1–7, March 2016.

[101] A. Aminjavaheri, A. Farhang, A. RezazadehReyhani, and B. Farhang-Boroujeny, “Im-

pact of timing and frequency offsets on multicarrier waveform candidates for 5G,” in

IEEE Signal Processing and Signal Processing Education Workshop (SP/SPE), pp. 178–

183, Aug 2015.

[102] X. Wang, T. Wild, and F. Schaich, “Filter optimizationfor carrier-frequency- and timing-

offset in universal filtered multi-carrier systems,” in2015 IEEE 81st Vehicular Technol-

ogy Conference (VTC Spring), pp. 1–6, May 2015.

[103] H. Wang, Z. Zhang, Y. Zhang, and C. Wang, “Universal filtered multi-carrier transmis-

sion with active interference cancellation,” inWireless Communications Signal Process-

ing (WCSP), 2015 International Conference on, pp. 1–6, Oct 2015.

[104] M. J. Narasimha, “Modified overlap-add and overlap-save convolution algorithms for

real signals,”IEEE Signal Process. Lett., vol. 13, pp. 669–671, Nov 2006.

192



Bibliography

[105] J. Armstrong, T. Gill, and C. Tellambura, “Performance of PCC-OFDM with overlapping

symbol periods in a multipath channel,” inIEEE Global Telecommunications Conference

(GLOBECOM), vol. 1, pp. 87–91 vol.1, 2000.

[106] K. K. Wojcicki and K. K. Paliwal, “Importance of the dynamic range of an analysis

windowfunction for phase-only and magnitude-only reconstruction of speech,” in2007

IEEE International Conference on Acoustics, Speech and Signal Processing - ICASSP

’07, vol. 4, pp. IV–729–IV–732, April 2007.

[107] S. Wang and J. S. Thompson, “Performance analysis of VCreceiver systems for M2M

communications using orthogonal frequency-division multiple access,”IET Communi-

cations, vol. 10, no. 16, pp. 2061–2070, 2016.

[108] F. Jabbarvaziri, M. Alizadeh, A. Mohammadi, and A. Abdipour, “Low-complexity

method for primary synchronisation in the third generationpartnership project long term

evolution downlink system,”IET Communications, vol. 10, no. 10, pp. 1229–1235, 2016.

[109] J. Peng, S. He, B. Wang, Z. Dai, and J. Pang, “Digital predistortion for power ampli-

fier based on Sparse Bayesian learning,”IEEE Transactions on Circuits and Systems II:

Express Briefs, vol. 63, pp. 828–832, Sept 2016.

[110] O. Arouk, A. Ksentini, and T. Taleb, “Group paging-based energy saving for massive mtc

accesses in lte and beyond networks,”IEEE J. Sel. Areas Commun., vol. 34, pp. 1086–

1102, May 2016.

193


	cover sheet
	Shendi_WANG_Thesis

