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Abstract

Wireless sensor networks has been one of the major resempids in recent years because
of its great potential for a wide range of applications. Imgoapplication scenarios, sensor
nodes intend to report the sensing data to a far-field deistimavhich cannot be realized by
traditional transmission techniques. Due to the energitdiions and the hardware constraints
of sensor nodes, distributed transmit beamforming is cemed as an attractive candidate for
long-range communications in such scenarios as it can esgluergy requirement of each sen-
sor node and extend the communication range. However,eunbkventional beamforming,
which is performed by a centralized antenna array, dideibdeamforming is performed by
a virtual antenna array composed of randomly located semsdes, each of which has an
independent oscillator. Sensor nodes have to coordindteeach other and adjust their trans-
mitting signals to collaboratively act as a distributedrné@mer. The most crucial problem of
realizing distributed beamforming is to achieve carrieagghalignment at the destination. This

thesis will investigate distributed beamforming from bttkoretical and practical aspects.

First, the bit error ratio performance of distributed beamfing with phase errors is analyzed,
which is a key metric to measure the system performance itipea We derive two distinct
expressions to approximate the error probability over &gl fading channels corresponding
to small numbers of nodes and large numbers of nodes resggctiThe accuracy of both
expressions is demonstrated by simulation results. Thadtgf phase errors on the system

performance is examined for various numbers of nodes afetddift levels of transmit power.

Second, a novel iterative algorithm is proposed to achievger phase alignment at the des-
tination in static channels, which only requires one-bédieack from the destination. This
algorithm is obtained by combining two novel schemes, bbthitich can greatly improve the
convergence speed of phase alignment. The advantagesdaorthergence speed are obtained

by exploiting the feedback information more efficiently quemned to existing solutions.

Third, the proposed phase alignment algorithm is modifiddaitk time-varying channels. The
modified algorithm has the ability to detect channel amgétand phase changes that arise over
time due to motion of the sensors or the destination. Theriéthgo can adjust key parameters

adaptively according to the changes, which makes it mornastdah practical implementation.
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Chapter 1
Introduction

This thesis addresses issues of distributed transmit lmeammy in the context of wireless

sensor networks. We consider the application scenaridhkadestination is located far away
from the sensor network. Due to energy limitations and hardveonstraints of sensor nodes,
traditional transmission techniques for sensor netwalsh as direct transmission and multi-
hop transmission, cannot establish reliable communicdiitks between the sensor network
and the destination in such a scenario. Instead, an invevaéinsmission technique, distributed
beamforming, has been put forward to realize long-rangenwanications for wireless sensor
networks. The crucial problem of realizing distributed ié@arming is to achieve carrier phase
alignment at the destination and the consequent featuréstifbdted beamforming, which

is different from conventional beamforming, is the unaati® phase errors. The thesis will
analyze the effect of phase errors on the distributed beanirig performance in theory, and
present novel schemes to achieve phase alignment and ménphiase errors for distributed

beamforming in practice.

1.1 Introduction and motivations

Wireless sensor networks has been one of the key researtdngfes in recent years because of
its great potential for a wide range of applications. A tgbiwireless sensor network is shown
in Figure 1.1. Due to size and cost constraints, sensor raxdegsually supplied by power-

limited batteries, equipped with a single antenna, andaantyl scattered in the sensing area.
These characteristics of the wireless sensor network miakebdted transmit beamforming a

good candidate for long-range communications. The ti@uili transmission techniques used
for within-network communications, both direct transnossand multi-hop transmission, have
limited communication ranges and are inapplicable to laamgge communications because of
the constraints of power supply and the effect of path lossiieless transmission. Instead,
distributed beamforming can reduce the energy requirewmfezdch sensor node by having the

transmission power focused in the desired direction andrghtéhe energy cost among sensor
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nodes. It is well known that transmit beamforming can prevadhigh signal-to-noise ratio
(SNR) gain in proportion to the number of antenna elementseréfore, the communication
range of a sensor network can be significantly increasediyylgiadding more sensor nodes to
constitute a distributed beamformer. Distributed beamfog is a form of cooperative coherent
transmission. It is "cooperative" because sensor nodekb, @avhich equipped with a single
antenna, act cooperatively as a virtual antenna array hsritee a common message signal to
the far field destination. It is "coherent" because sensdes@djust their carrier frequency
and phase settings to ensure that signals transmitted faclmrede will add coherently at the

destination, which is similar to a centralized phased array

Single antenna

Power-limited
batteries

Figure 1.1: A typical wireless sensor network

While transmit beamforming has been studied for decadethetbest of the author’s knowl-
edge, the concept of distributed transmit beamforming waisgfublished in [2] in 2004. In [2],
the authors discussed the practical challenges of regliistributed beamforming, compared
it with centralized beamforming, and briefly analyzed theamand variance of beamforming
gains. The work in [2] was later expanded and further stuiti¢d] and [4], which set a funda-
mental understanding of distributed beamforming in theaiesh community. Also in 2004, the

far-field beam pattern of a random antenna array using aoidive beamforming was studied

2



Introduction

in [5]. Although using different words, the phrase "colladive beamforming" and the phrase
"distributed beamforming” in the literature refer to thengatransmission technique. In [5], the
authors show that randomly located sensor nodes, actingliafriduted transmit beamformer,
can form a beam pattern with a narrow main lobe in the desimegtttbn. More interesting
work based on [2], [3], [4], [5] came out in the literature atte research progress on this
topic was comprehensively addressed in [6]. In [6], the agtlalso reviewed the key issues of

distributed beamforming and challenges we face in futurgkwo

The performance of centralized beamforming largely depesrdthe knowledge of channel
state information (CSI) at transmitter side. Unlike a calited beamformer, each sensor node
contributing to the distributed beamformer has an indepehdscillator to generate carrier
waves. Even with correct phase settings calculated at eawos node, phase errors among
signals arriving at the destination cannot be eliminatea tduoscillator internal noise. More-
over, while centralized beamforming is usually operatethvai uniform antenna array, dis-
tributed beamforming is performed by randomly located sem®des with unknown phase
offsets among them. The geometry of sensor nodes estimgtethploying existing position
estimation techniques is not accurate enough for implemgnistributed beamforming. Even
with accurate position information, computing the cornglcdse settings for each sensor node
has a high complexity. Therefore, in addition to obtainirgl @t transmitters, the most crucial
problem of distributed transmit beamforming is to synclizersensor nodes in a distributed
manner to achieve carrier phase alignment at the destmaiased on this point, publications
in the literature about distributed beamforming can be galyeclassified into two categories.
One is to analyze the effects of phase errors on the beamfgrpgrformance, the other is to

design practical schemes to achieve phase alignment.

1.2 Objectives and contributions of the thesis

1.2.1 Objectives

Generally, the aim of the thesis is to study the performarichstributed beamforming and to
design practical schemes which can improve its performaBgecifically, our study has the

following objectives:

¢ Analyze the achievable bit error ratio (BER) performanceisfributed beamforming in
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terms of the number of nodes, transmit power and phase errors

e Design novel schemes to achieve carrier phase alignmem¢ aleistination and improve

the performance of the schemes.

1.2.2 Contributions

The contributions of the thesis are summarized as follows.

e The performance of distributed transmit beamforming im®pof the beam pattern and
received power has been analyzed in the literature. Fromra practical point of view,
we analyze the BER performance of distributed beamformiitly phase errors and de-
rive two distinct formulae to approximate the error proligbcorresponding to a small
number of nodes and a large number of nodes respectively.efféets of the number
of sensor nodes, transmit power, and phase errors on the BE&tpance are carefully
examined. Simulation results show a good match with theyéinal results. With a given
number of nodes and a specified transmit power constraiatcan use the BER expres-
sions to bound the permissable phase errors, which givearditative understanding of

the impact of phase errors on the beamforming performance.

e Besides theoretical analysis on the beamforming perfoceane also contribute to the
practical realizations of distributed beamforming in @&simg phase alignment and min-
imizing phase errors at the destination. A simple iteragilgorithm using one-bit feed-
back from the destination in each iteration was proposedtitege carrier phase align-
ment in static channels. The one-bit feedback algorithmrminasy advantages compared
to other approaches which make it an attractive candidateeifiterature. For example,
it is simple in implementation, scalable to a large numbemaifes and it does not need
knowledge of the CSI. We propose two novel schemes to imptteveonvergence per-
formance of the feedback algorithm using two different naaitms. Both schemes keep
all the advantages of the original algorithm, and requireexitba hardware or informa-
tion exchange. Then we show that the two schemes can be oedntairyield a hybrid
algorithm, which can largely enhance the convergence spiggithse alignment by over

40% compared to the original algorithm in static channels.

e There is not much work in the literature focusing on the madiion of distributed beam-

forming in time-varying channels. We further modify the higbalgorithm to track time-

4



Introduction

varying channels. The modified hybrid algorithm has theitghib detect variations in
the speed of channel phase changes and adjust phase satttogdingly. It can achieve
a reasonable beamforming gain in time-varying channelsowitthe knowledge of CSI.
This ability makes the one-bit feedback algorithm much nrofmist to channel varia-

tions in practical implementations.

1.3 Structure of the thesis

The rest of the thesis is organized as follows. Chapter Zsgavbackground review and mo-
tivation of the thesis. This includes an introduction to fpecial features of wireless sensor
networks, a comparison between conventional beamforrmdgiastributed beamforming, key
challenges brought to the research community, and majgr@sees made in the literature.
Chapter 3 studies the BER performance of distributed beannfig with phase errors and
presents two methods of deriving approximate expressidnshacan accurately predict the
error probability. Chapter 4 reviews the iterative onefbédback algorithm in the literature,
which can achieve carrier phase alignment at the destmagiod presents a novel scheme to
improve its convergence speed of phase alignment. Chapieth&r improves the algorithm by
employing a variable step size scheme and extends thethlgao track time-varying channels.
Chapter 6 draws conclusions for the thesis and discusseibffuture work on distributed

beamforming.



Chapter 2
Background

In this chapter, we will give a background review for distitied beamforming techniques,
including application scenarios, key challenges it britmshe researchers and some major
progress made in the literature. The concept of distribbeinforming was initially brought
out in the context of wireless sensor networks for long racmamunications. We first review
some key features of wireless sensor networks and disceissrtipacts on the research in dis-
tributed beamforming. Then we describe the principles anddémental problems of realizing
distributed beamforming in practice and compare it withwre! known conventional beam-
forming. Last, we present some key results done in the relseammunity on the performance
evaluation of distributed beamforming, including its beaattern performance and the analysis

of the received power.

2.1 Basic background

Our work on distributed transmit beamforming was based endéa of applying beamforming
techniques into the environment of wireless sensor netsvimidong distance communications.
In this section, we will review the basic background and @nés brief survey of the two areas:

wireless sensor networks and conventional beamforming.

2.1.1 Wireless sensor networks

Advances in microelectronics, sensing, wireless comnatiaics, and networking has enabled
the deployment of a large number of low-cost, low power, ifurittional sensor nodes in a
sensing area, which can collect information, coordinaté each other and form a network via
wireless communications. Each sensor node is equippedavgiimsing unit, a small processor,
a short-range wireless transceiver, and power-limitetebias. Such a network composed of
sensor nodes is called a wireless sensor network. Wiredes®snetworks were listed as one

of the ten emerging technologies that will change the woyldVbT’s Technology Review in
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2003 [7]. It motivated many interesting research problentstzas been a key research topic in

recent years.

Wireless sensor networks are expected to have a great jpbtiena wide range of applica-
tions [8]. Wireless sensor networks are usually deployea $ensing area to collect informa-
tion on demand, either for on-line data collection, e.g.iquéc sampling of a parameter of
interest, or for alarm triggering, e.g. abnormal parameseiation in the monitored environ-
ment. With diversified sensing functionalities, such astlignotion, temperature, humidity,
pressure and oxygen, wireless sensor networks can be éjiieenvironmental monitoring,
medical treatment, industrial automation, weather sgndiattiefield surveillance, infrastruc-
ture maintenance, etc. For example, a smart infrastrugiugject led by the civil engineering
department in Cambridge University used inclinometer @ento monitor the health of Lon-
don Underground tunnels [9], [10]. These sensors can ddtgetiorations in the structure
and avoid the need for routine maintenance conducted inakk which was time-consuming
and costly. Recently, the project researchers are sufisgjita large number of camera sen-
sors for inclinometer sensors to obtain more precise measants, which brings challenges
for wireless communications as image transmission regjrbigher data transmission rate.
Other challenges in wireless communications for sensovar&s also arise in resource alloca-
tion and management, cross-layer design, Medium Access@d@NAC) protocols, location

estimation, cooperative transmission, synchronizataa,

Below we address some key features of wireless sensor retwdrich are highly related to

our project. More details can be found in some textbooksh sisd11], [12].

1. Power constraints: In wireless sensor networks, sensor nodes are usually pdviosr
batteries. In most application scenarios, sensor nodegegrleyed in a harsh environ-
ment where human access is not available, and replacingrieatis considered impos-
sible. Therefore, in order for the lifetime of the sensore®tb be as long as possible,
one of the most important design criteria is energy effigrerl operations including
sensing, computing, storage, communication are consldexpensive, among which
communication is typically most energy consuming. The l@gs communication range
of a sensor node is usually very limited due to the power camts. The network may
experience sensor node failures when the node batteriedomn. Limited energy also

makes node mobility impossible unless the sensor nodesstadled on vehicles.
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2. Randomly scattered: In most application scenarios, sensor nodes are randoraty sc
tered in the sensing area. The precise location of each sag&nown and the distance
between any two nodes is unknown. This sets a tough probleapfidying beamforming
techniques as signal processing in conventional beamfigrmibased on precise knowl-
edge of the geometry of antenna array. However, the denggrsor nodes within an

area may be approximately controlled during deployment.

3. Ad hoc operation: Sensor nodes have to form a network in an ad hoc manner which ca
provide stable performance even when facing a dynamic mktwiis is because sensor
nodes are often randomly located with no global identifazatet before implementation,
and due to unexpected node failures, the topology of thearktehanges frequently.
Transmission techniques have to operate in an adaptiveenémoope with unexpected

changes.

4. Single antenna: The size of the sensor node may vary from the order of millergeto
the order of meters. But in most applications, their sizeseapected to be a few square
centimeters. Due to size limitations and hardware comgagach sensor node is usually

equipped with a single antenna.

5. High quantity: Along with their cheap cost and uncertainty in lifetime, smodes are
usually densely deployed in the sensing area. Therefoatalstity to large number of
nodes is a key metric considered in the design of communitagichniques. In order to
reduce interference and traffic load, sensing data arelysurakcessed and compressed

locally before transmitting through the network.

6. Low-cost configurations: The hardware usually has low energy, limited memory and
computational capacities. All protocols and algorithmsdommunications have to op-
erate under these constraints. In addition, due to interoigke in individual oscillators,
the carrier signal of each node undergoes uncompensatee ghi#, which will have a

negative impact on beamforming performance.

Although wireless sensor networks have many features immam from the perspective of
wireless communications, the area of wireless sensor mk$we very application specific.
This is because the quality of wireless links and the seleaif transmission techniques largely
depends on the wave propagation environment. There agzafifftechnical issues needing to

be resolved for different application scenarios. For eXantpe signal transmission techniques
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used in body sensing to monitor patients’ health could bé&ddifferent from those adopted
in a wireless sensor network designed for forest fire detectin this thesis, we consider the
scenario that the sensor nodes are intended to send infomallaboratively to a far field

destination, which cannot be reached by a single node dueel@ constraints. One of the
examples in real world applications is that astronautsiohte collect some information about
a planet surface but the spaceship cannot land on the plaegbdome technical limitations.
Instead, the task can be completed by dropping a large nuaftsmsor nodes to the planet
surface. The sensor nodes collect information on demandegut it to the spaceship in the
air which may be far away from the sensor network. In such aao® transmit beamforming

is a very promising form of transmission as it can providénHENR gains.

In a wireless sensor network, when sensors collect somewddté should be reported to a
destination, the most common technique used to transmilataeis multihop transmission [13].
Since the path loss is in proportional to the square of trésson distance [14], multihop
transmission may consume less energy compared to diresntission between the source
node and the destination node. Also, multihop transmissi@res the energy cost among the
sensor nodes involved in the multihop chain, which can pregensor node failure due to
energy shortage. A typical wireless sensor network usintjimop transmission is illustrated

in Figure 2.1.

-®

(<I>) (1»)4"((1))
(<£>)

Destination

Figure 2.1: lllustration of a wireless sensor network using multinognsmission.

The gateway node is a specialized node which usually has energy, memory, computational
capacities and other resources compared to other senses.nlids typically located closest

to the destination where users analyze the sensing datéhas i& wired connection with the
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destination. However, in some application scenarios, ihgossible to deploy these gateway
nodes in the sensing area and the destination is locatedviey lom the sensor network.
Then multihop transmission cannot successfully reportddia to the destination and other

transmission techniques, such as transmit beamformiegeguired.

From the perspective of the operating structure, wireleas@ networks can be classified into
two types: centralized and decentralized [15] as showngur€i2.2. In the centralized struc-
ture, the whole network is divided into several clustersedch cluster, there is an advanced
sensor node, called the head node, which coordinates thmatimpes in the cluster and usually
has more functions compared to other sensor nodes in thtechahich are called slave nodes.
For example, the head node may be equipped with more battama computational capabili-
ties. Within a cluster, slave nodes transmit data to the hedd. The head node then performs
data aggregation and exchanges data with other clustemoeled. When applying beamform-
ing techniques to sensor networks, this type of structuebles the head node to coordinate
the synchronization of other nodes in phase and frequenig. cbrresponding beamforming
schemes operate in an open-loop fashion, using minimadowaiion with the destination [3].
In the decentralized structure, all sensor nodes are egndlcommunication may be estab-
lished between any two nodes as long as their radio rangeseah each other, which results in
a more complex beamforming network formation. Within netweoontrol and synchronization
are difficult to perform in such circumstances. Sensor nbdes to adjust their carrier phase
settings with the aid of periodic feedback from the desiimatThe corresponding beamform-

ing schemes usually operate in a closed-loop fashion [4].

@,

@/./ IPQ
:\\" O /
(a) centralized structure (b) decentralized structure

Figure 2.2: Structures of wireless sensor networks
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2.1.2 Conventional beamforming

Beamforming techniques use antenna or sensor arrays fwtidinal signal transmission or
reception. In the case of a receiving beamformer, the searsay collects spatial samples of
propagating wave fields and processes them with specifichtieigvectors to form a linear
combination of the outputs. The receiving beamformer cdraroe signals from a desired di-
rection and attenuate signals from other directions. Inctee of a transmitting beamformer,
the antenna array controls the phase and amplitude of thaldiginsmitted on each antenna
in order to create a beam pattern of constructive and deistlioterference on the wavefront
in space [16], [17]. The advantages of beamforming teclasicare well-known. First, it can
provide high SNR gain by adding signals coherently. Trah&mamforming techniques can
dramatically reduce the energy consumption to achievetaine8NR at the destination. For
example, we consider a beamformer with isotropic antermaasmnitting under ideal channel
conditions. If a single antenna transmitting with power achieves an SNR agf;, then a
beamformer withV array elements transmitting with the same total power i.e. each ele-
ment transmits with powe@l, can achieveV times of SNRoy = Np;. Second, beamforming
can provide high directivity gain. In the case of a trandgngtbeamformer, directivity gain rep-
resents the radiation intensity in the desired directioiddd by the average radiation intensity
over the sphere. In the case of a receiving beamformer,tditggain represents power arriv-
ing from desired direction divided by the noise power at tlrayaover a sphere [18]. Beam-
forming can work as a spatial filter, which can separate désignals from interference within
the same frequency band but from different spatial locatioih enables space-division mul-
tiple access (SDMA) by creating parallel spatial transmarspipes, which may significantly
increase communication rates and reduce power consurap@amforming can also be used

to suppress interferences from particular directions bjop@ing null-steering operations.

Research in the area of beamforming techniques in thetliteras based on the condition
that the antenna array is regularly placed, normally withaéglistance among the antennas.
A typical conventional beamformer is the delay-and-sumnifeemer with a uniform linear
array (ULA), as illustrated in Figure 2.3. There d¥eantennas located in a line with uniform
spacing equal ta. If the channels are ideal, the sighals coming from the &dfsource in
the directiond will reach every antenna at different time instants. Forlitbamformer shown
in Figure 2.3, the source signal will reach antenna numbenst, find then antenna number 2

with a relative delay, and reach the following antennas waithincreasing relative delay. The
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quantity of relative delay between two antennas located twegach other can be calculated
from the equationr = @, wherec represents the speed of light. For narrowband signals,
these propagation delays turn into phase differences arsigngls received on each antenna,
which can be compensated by phase shifters. If the beamfontneduces a delay of to the
received signal from antenna numhber— 1, a delay of2r to the signal from antenna number
N — 2, adelay of(N — i)7 to the signal from antenna numbgfand so on, then signals from
all antennas can be added coherently in phase and the oditihe beamformer provides an

SNR gain ofN as stated above.

Signal source

»
Fixed distance d

and sum

beamformer

N-2IN-1/N Array line

Phase shifters

1

Output

Figure 2.3: Delay-and-sum beamformer with uniform linear array

Attime t, the signal received at the antenna array can be expressed\as 1 vector:

r(t) =a(f) - s(t) + n(t) (2.1)

wheres(t) is the source signal, th& x 1 vectorn(t) is the additive noise at all antenna ele-

T
ments, theV x 1 vectora(f) = [1 exp( — j@ cos 0) exp( — jw cos 9)} is

12



Background

called the steering vector of the array in the directipand ) is the wavelength of the source
signal. The superscrigt’ denotes the matrix transpose. The signals received atetiffen-

tenna elements are the same except the phase differenctsdiffierent propagating distances
among antenna elements. The beamformer processes thés sgpeved at each antenna el-
ement with a weighting coefficient to combine them coheyeatld the source signal can be

estimated based on the output of the beamformer:

s(t) =wt - r(t) = s(t) - wa(0) + win(t) (2.2)

where thelV x 1 vectorw is the weighting vector and the supersciipidenotes the Hermitian
transpose. For a uniformly weighted ULA, the signals reegiat each antenna are phase
shifted and scaled with equal weighlgs before summing. The weighting vector is chosen as

w = +-a(f), whered, is the desired direction.

The beam pattern is a key element in determining the arrdfpnoeance and shows the direc-

tivity gain of a beamformer. The beam pattern is defined as:

BP(0) = |wHa(0)[*. (2.3)

For a uniformly weighted ULA, if the desired direction98°, thenw = %1, wherel is the

N x 1 unity vector. The corresponding beam pattern becomes:

2
- 2nd

1 N-1
BP() = |+ D eI st (2.4)
n=0

cos 0 2

_ ;2nNd
1 1—e77x

N 1_6—3'%':059

2
1 sin(& - 2¥ cos 6 - d)
N sin(3 - 2Z cos 6 - d)

Figure 2.4 shows the beam patterns of the ULA with the samebeumf antennasv = 10
but different antenna spacings= % 2\ and the desired direction is set@s= 90°. As we

can see, the fixed distandeamong antennas has a big effect on the beam pattern. In Figure
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2.4 (a), when the fixed distance= % there is only one main beam in the desired direction
90°. In such a case, the sensor array can distinguish signats ledf of the space, that is,
0° ~ 180°, which is called the visible region in textbooks [18]. In Eig 2.4 (b), with the same
number of antennag, = 2\ results in a much narrower main beam in the desired dire6tidn
and several grating lobes in other directions, which brengsoblem of estimating the angle of
arrival of incoming signals. Since the delay-and-sum beamér only adjusts the phases of the
received signals, the shape of the beam pattern remainsigett when the desired direction
changes. If each antenna scales its signals with differeighs, the corresponding shape of

beam pattern also changes.

Various superresolution techniques have been proposéddangle of arrival estimation in the
literature, and the most well studied one is the multipleaiglassification (MUSIC) algorithm
[19]. The MUSIC algorithm can be used to locate several tyosgaced signals and produce
sharp peaks in the vicinity of the angle of arrivals. Its te8on capability depends on the
received SNR and the number of snapshots. The performatice BUSIC algorithm degrades
rapidly when the SNR or the number of snapshots fall belowtaicethreshold. The weakness
of the MUSIC algorithm is that it cannot provide a good peariance when the source signals

are highly correlated.

0 . .
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(a) Number of sensor& = 10, fixed distancel = % (b) Number of sensord = 10, fixed distancel = 2

. . . . . . . _ )\
Figure 2.4: Beam pattern of uniform linear array with different antersgacingsd = 5, 2\

In conventional beamforming, antenna elements are rdgydaced with known distances be-
tween them. If the direction of the source signals is avélabis easy to calculate the propaga-
tion delays of signals arriving at different antennas. Tdlative delays between antennas can

be compensated by appropriate phase shifts to ensuressayeshdded up coherently. It is also
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easy to adjust these phase shifters in an adaptive way whatetired direction is changing.

2.2 Distributed transmit beamforming

In this section, we introduce the concept of distributedgrait beamforming in the context of

wireless sensor networks and the challenges it brings teeesarchers.

2.2.1 Concept of distributed beamforming

As we discussed in Section 2.1.1, in some application smendhe user or destination may be
sufficiently far away from the sensing area that signal trassion between the sensor network
and the destination cannot be accomplished by a single noeldéadthe high power cost of
wireless transmission over a long distance and the low yaftewer constraints of sensor
nodes. The traditional way of using a multihop chain to tnaibh$he sensing data is no longer
applicable in such scenarios. However, sharing knowledgeensing data within the local
network among sensors may be relatively low in cost and caabiéy realized by broadcasting.
Then sensor nodes may transmit the data in a collaboratiye vea several sensor nodes
transmit a common message signal simultaneously and dd@isphase settings to ensure that
the signals transmitted from different nodes will combiastructively at the destination. In
principle, this method of transmission reduces power cogion by having the sensor nodes
form a virtual antenna array to perform transmit beamfogni@ince sensor nodes are operating
in a distributed manner to complete the task, this techniguwalled distributed beamforming

or collaborative beamforming in the literature.

Figure 2.5 shows an illustration of the application scevsadf distributed beamforming. Dis-
tributed beamforming can be used to establish communitatetween a sensor network and
a distant user, either a base station or a vehicle. It carbaelsised to establish communications
between two clusters of sensors which are located far avesly &ach other. As discussed in
Section 2.1.2, under ideal channel conditions, the SNR galeamforming grows linearly
with the number of transmitters. Therefore, the low-poviraithtion on each sensor node can
be compensated by having more nodes involved in the digtidbbeamformer. Distributed
beamforming not only reduces the overall energy cost wharh prolong the lifetime of the
whole network, it also shares the power consumption amongpsaiodes, which can prevent

single node failure. It also has the potential to reducefistence to other users by having the
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Aerial vehicle

Wireless ad hoc sensk \\> Wireless ad hoc sensor networks

Figure 2.5: lllustration of the application scenarios of distributeddmforming

transmission power focused in one direction. Dependingherobjectives, the SNR gain can

be transferred into increments in the communication ratamge [6].

2.2.2 Challenges in practical realizations

Although distributed beamforming techniques could brirensnattractive advantages in wire-
less sensor networks, especially improved energy effigiemaiumber of challenges arise in
its practical applications at the same time. The fundanmgmtblem of realizing distributed

beamforming is that there is no central control connectedlltelements forming the beam-
former and all operations of the beamforming process hawe torganized and implemented

in a distributed manner.

The principle behind the transmit beamforming techniquéhdd the signals transmitted from
each antenna should be frequency synchronized and phasteald§o that the signals will add
coherently at the destination. While conventional beamiog is implemented by a central-
controlled device equipped with a regularly placed anteamnay, distributed beamforming is
performed by a virtual antenna array composed of randormdgténl sensor nodes, each of

which is equipped with a single antenna. As discussed in@e2tl.2, the steering vector of

16



Background

a conventional beamformer can be easily computed with tlogvletge of the fixed spacing
between antennas and the desired direction in space. Inasgnthe steering vector or the
correct phase settings at transmitters are hard to computbkstributed beamforming because
sensor nodes have unknown distances between them. Sdae@wmksquire to be followed to

tackle the practical problems of realizing distributedro&@ming:

First, the sensing data must be shared or disseminatechulithisensor network in an energy-
and-time efficient way [20]. If the sensing data gatherednfsensor nodes are strongly cor-
related, a data fusion process is required to cut the loadtim communications [21]. Before
beamforming to the far-field destination, all sensor nodiesikl share amongst each other the
same message signal. The overhead of this informationnghprocess grows with the number
of sensor nodes and partly depends on the topology of theorletvil here exists a tradeoff
between the cost of within-network dissemination and theiferming array gain. Therefore,
the number of sensor nodes forming a beamformer should keéutlgrchosen to optimize the
energy efficiency. If we consider one node broadcasting ¢neisg data to other nodes, the
information sharing process can also be viewed as the fiestepbf a relaying process where
other nodes are considered as relays. Such a relay netwpekiences both a total transmit
power constraint and an individual relay power constraifihe performance of distributed
beamforming in relay networks with perfect or partial cheinstate information and different
relaying strategies has been studied in [22], [23], [24]this thesis, our work focuses on the
issue of phase alignment at the destination and we assurfeetp@formation sharing among
sensor nodes in the following chapters to conduct BER aisaéysd algorithm design. To ob-
tain a more comprehensive understanding of the beamforpenigrmance, one may include

the impact of the errors in the information sharing process.

Second, the carrier frequency and phase offset generateddach sensor node must be syn-
chronized and adjusted to secure phase alignment at theeecErequency synchronization
can be achieved by employing a master-slave scheme prdsar&], where the slave nodes
lock their frequencies to a reference signal periodicailyadlcasted by the master node. But
phase adjustment on each sensor node needs much moreceffertasolved. As discussed in
Section 2.1.2, in conventional beamforming, antennas suwally regularly placed with known
distances among them and all antennas are connected bytwiaesentral control unit. The
propagation delays among antennas can be easily calcilased on the known geometry of

the antenna array and the desired direction for beamformfr@Sl is available, phase align-

17



Background

ment can be easily achieved by compensating the delays phisge shifters. However, in
distributed beamforming, sensor nodes are randomly sedtend the distances among them
are unknown. Certain location estimation schemes have designed for wireless sensor net-
works in the literature [25], [26]. However, the accuracyttidse schemes remains in the order
of meters which is not accurate enough to satisfy the reopgne of beamforming. One may
also consider using the Global Positioning System (GPSyvever, the estimation obtained
by using GPS is not accurate enough either and it is necetsdrgve a line of sight from
the sensor node to the satellite which makes the GPS inapjgién some application scenar-
ios. According to the IEEE 802.15.4 standard for low-rateeleiss personal area networks,
the operating frequency of sensor networks is around 900bH24GHz, which correspond
to a wavelength of 0.34 meters or 0.125 meters. For examplasrier signal of 2 GHz has a
wavelength of 15 centimetres, which means an error of 7.8metres in location estimation
can turn the constructive interference into destructiverference. Moreover, each sensor node
has an individual oscillator to generate carrier waves Wwhiadergoes uncompensated phase
drifts due to oscillator internal noise. Therefore, phasers among signals arriving at the des-
tination cannot be avoided in distributed beamforming amake alignment is the key obstacle
to realizing distributed beamforming in practice. Whilse@arch on conventional beamforming
usually focuses on optimum weight design, especially favgroallocation among antennas,
research on distributed beamforming requires more emplagphase adjustment. This is be-
cause the beamforming performance is sensitive to phasesgwhich has a much stronger

impact compared to power allocations.

Third, all sensor nodes must transmit the message sign#éhatsame time" which raises an
issue of timing synchronization. Errors in timing syncheaion contribute to the unknown
phase offsets at transmitters and also cause inter syntiedlerence. Timing synchronization

techniques for wireless sensor networks are summarize2?7in[R8].

2.3 Performance evaluations in the literature

Given the many advantages of using distributed beamforit@cdigniques, we require to inves-
tigate the factors which control the beamforming perforoganThe first factor is the number
of nodes. As discussed in Section 2.1.2, the SNR gain of beramrig grows linearly with the

number of nodes. Increasing the number of nodes can draihatieduce the energy cost of

each sensor node for long-range communications, and rediiecéerence to other co-channel
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users. The second factor is the node density. The exact ggoofehe network is hard to
measure, but the approximate density of nodes in the seasgycan be roughly controlled
during deployment in practice. The node density can be nmedss the number of nodes per
unit area, or the average distance between adjacent nolied, We must consider the impact
of phase errors on performance. Phase errors among signalacaat the receiver may be
caused by errors in node position estimation, channel asom timing synchronization or

carrier synchronization.

2.3.1 Analysis of beampattern

The beam pattern intuitively shows the performance of a lheaner, including its directivity
gain and SNR gain. In Section 2.1.2, we reviewed the beanerpatff a ULA conventional
beamformer which can form a narrow main lobe in the desiregction. The question is for
the case of ideal channels, correct phase settings andccpénéng synchronization among
sensor nodes, whether a distributed beamformer, viewedasdam antenna array, can form
a useful beam pattern with a narrow main beam in the desinegttitin, and what are the
impacts of the number of nodes and the node density on the patiern. The beam pattern
of distributed beamforming has been well studied in thediigre. Below we discuss some
fundamental features of the beam pattern of distributedhi@aning, more details can be found

in [29], [30], [31], [32], [33].

@ destination

Figure 2.6: Coordinate positions of the system
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We consider a system model that all sensor nodes are loctddmly, following a uniform
distribution within a disk of radiug in the plane. We assume all sensor nodes transmit with unit
power under ideal channel conditions and the path lossdssdresor nodes to the destination
are identical. The coordinate positions of sensor nodeslefired in Figure 2.6. We denote
(rx, a) as the position of sensor nodewherer; is the distance from théth node to the
disk center, andy; is the angle to the common reference direction in polar doatds. We
denote angl®d® < [0, ] as the elevation directioy® € [—m, 7| as the azimuth direction in
spherical coordinates, anid, ¢4, 6;) is the location of the destination. The array factor can be

mathematically expressed as:

N
F(6°,0° | 1, o) = %Z 2 [Dk(6°.0%)= Dy (¢4.00) (2.5)
k=1

wherer = [r1,79,--- ,rn] € [0, RN anda = [ay, a9, -+ ,ay] € [, 7]" represents the
given realization of all the sensor nodes locations. Th&aséais the number of sensor nodes
and) is the wavelength of carrier signals. The scdlaf¢*, 0°) denotes the distance between
the kth node and the reference location, abg(¢4, 6;) denotes the distance between il
node and the destination. We assume that the destinatiocdted far away from the sensor

nodes, i.eA > r;, and therefore:

Dk(qbd, Qd) ~A— Tk sin Hd COS(¢d — Oék). (26)

The array factor can be approximated as:

F(¢Sa 05 ’ r, Ot) ~ Z e] T rg[sin 04 cos(pg—ay, ) —sin 0° cos(¢p® —ay)] (27)

(1>

(4387 95 |, @)

For simplicity, we assume the destination node locates erséime plane of the disk where
sensor nodes are located and we only study the beam pattéris iplane, i.e. the elevation

anglet® = 6, = 5. Equation (2.7) can be simplified as:
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and the far-field beam pattern is defined as:
s A | T/ 48 2
BP(" |r,0) 2 |F(¢* | r,a)| 2.9)

The average beam pattern taken over all realizatioris,ef) is given by:

BPuy(¢°) £ Er.o {BP(¢° | r,a)}. (2.10)
The directivity gain is defined as:
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Figure 2.7: Average beam pattern of distributed beamforming wWitk= 256 sensor nodes

Figure 2.7 shows the average beam pattern of distributeohfioeaing taken over 3000 real-

izations of random arrays with the same number of nades 256 and the same disk radius
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R = 2). It shows that the average beam pattern has a narrow maimdte desired direction
without grating lobes. In [29], it is proved that the sidedslon average approaglvq as the
beam angle moves away from the desired direction.
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Figure 2.8: Four instances of the beam pattern of distributed beamfogmiith different sensor
node locations. The simulation parameters are otherwisestime with: number
of nodesN = 16, disk radiusk = \.

Although the average beam pattern of distributed beamfayrprovides encouraging results
with a narrow main lobe in the desired direction and smak $abes in other directions, the
beam pattern with one given realization of sensor arrayelgrgepends on the positions of
sensor nodes. Four instances of the beam pattern with the samber of nodesv = 16

and the same disk radiug = X but different sensor node positions are shown in Figurel.8.
shows that all the four instances can form a main lobe pardirthe desired direction but some

of them simultaneously generate large side lobes in othectitbns, which may be considered
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unacceptable in some application scenarios.

Sensor node positions have a big effect on the beam pattatiit, ib hard to control them in
practice as sensor nodes are usually randomly scatterbd sehsing area. Instead, below we
investigate the effects of the number of nodes and the naagtgeon the beam pattern perfor-
mance as these parameters are much easier to be contropeaktice. In order to view the
effect of the number of nodes on the beam pattern, we fix tHeafisadius askR = 2\, add
sensor nodes one by one into the disk, and view the trend dfgthim pattern when increasing
the number of nodes. The positions of sensor nodes are rdayndbosen, following a uniform
distribution. Figure 2.9 shows the positions of sensor sadel the corresponding beam pat-
terns in normalized power wheN = 2, 4, 8, and32. It shows that the fluctuation range of
side lobes decreases when the number of nodes increasagforbglarge side lobes can be

reduced and avoided by adding more nodes into the sensiag are

Sensor locations Beam pattern Sensor locations Beam pattern
1 1
E 0.8 9 ' 0.8
o / = 5] \ .
% . g 0.6 % . G.;) 0.6
§ . DO_ 04 § . E 0.4
|>\ 0.2 |>\ . 0.2
d' 0 100 0 100 d 0 100 0 100
x—coordinate - x—coordinate -
Angle (degree) Angle (degree)
@ N=2R=2\ (b) N =4,R =2\
Sensor locations Beam pattern Sensor locations Beam pattern
1 1
@ ' 08 @ o 08
£ 5 g RN
= @ 0.6 = ° : O 06
g 5 g ' 5
8 . o 0.4 8 - o 0.4
L . o.z\A/\\/\A W\/\ 5 - 0.2
0
x-coordinate “w0 0 100 x-coordinate “0 0 100
Angle (degree) Angle (degree)
(c) N=8, R=2\ (d) N =32, R=2\

Figure 2.9: Change of the beam pattern when adding sensor nodes intodedisie
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In order to view the effect of node density on the beam patigerkeep the geometry of sensor

array or the node relative positions unchanged while irstngathe disk radius and view the

change of the corresponding beam patterns in normalize@mpdwais is the same as decreasing

the node density. Figure 2.10 shows the geometry of the sansy composed of6 sensor
nodes and the beam patterns with disk radius 0.1\, R = 0.2\, R=\, R = 3\, R = 5\.
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Figure 2.10: Change of the beam pattern when increasing the disk raditig \&eping node

relative positions unchanged.

It shows that when the disk radius increases, the numbedeflsbes increases and the width

of the main lobe decreases. Therefore, the directivity gdidistributed beamforming can
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be improved by spreading the sensor nodes in a larger areapribved in [29], [30] that the

directivity gain can asymptotically approadhif the sensor nodes are located sparsely enough.

2.3.2 Analysis of received power

Besides the beam pattern performance, the effect of the euwmfbnodes and phase errors
on the received power at the destination using distributahitforming was initially studied
in [3]. Below we review some key results in [3]. We consides thodel of N sensor nodes
performing distributed beamforming to a far-field destimat The individual carrier signals
transmitted from each node arrive coherently at the ddgimavith phase errorg;, which
are independently and uniformly distributed in the rafgey, ¢o). The channel coefficients,
denoted a%;(t) ~ CN(0,1), are independent circularly symmetric complex normal cend
variables with zero mean and unit variance. We assume thaivtbrall power transmitted by
all the sensor nodes is fixed to 1, i.e. each node transmitspmlver%. Sensor nodes apply
maximum ratio transmission (MRT) to achieve the maximuneram power at the destination,
i.e. each sensor node pre-amplifies the signal with powealeguthe channel gain. The

received signal at the destination can be expressed as:

N
r(t) = \/LN SO B RO () + (), (2.12)
=1

wherem(t) represents the common message signalrgnilis the additive noise. We define

the received power as:

(t)|?e?®® (2.13)

E(PR)

Figure 2.11 shows the average received power normalized todximum value; , with

different number of nodes and phase error ranges. It shat®t#en with a large phase error

rangegp, = 72°, a large beamforming gain is still available.

Figure 2.12 shows the histogramsief to view the variance of the received power. There are
no measurement units for the received power because we assitriotal transmit power by

all nodes and unit channel gain from each node to the déstinathe value on the x-axis in
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each subfigure can be viewed as normalized to the total tiapemer and the channel gains. It
shows that when the number of nodes increases, the recavest pecomes more concentrated

around its mean value.

The four sets of curves are for (top to bottom), (po:18°:36°:54°:72°

0.6 i

UNE[P,]

0.5 i

0.4F b

0.3| | —*— Phase error range 18° ]
—©&— Phase error range 36°
0.2 | —+— Phase error range 54° 7
—— Phase error range 72°

O.l | | | | | | | | |
10 20 30 40 50 60 70 80 90 100

Number of sensors, N

Figure 2.11: E[Pg]/N with different number of nodes and phase error ranges

It is proved in [3] that the mean dPr grows linearly with/N while its standard deviation is

proportional toy/N. According to the central limit theorem (CLT), whé¥is large enough,

N 2

Pp = Z|h )P cos i)+ > [ha(t)] sin i(2) (2.14)
i=1
~ X3+X§

whereX, ~ N(m,,02), X; ~ N(0,0?), andm,., o2, o% are given by:

m, = \/NE[COS qﬁ,-(t)] (2.15)
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. L
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Figure 2.12: Histograms of received powePr with the same phase error rangg (t) ~
(—18°,18°) but different number of node¥ = 10, 20, 30, 40.
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=N

o2 = Var Uhi(t) 1% cos qbi(t)] (2.16)

= 2E[COSQ ¢i(t)} - <E[cos qﬁi(t)])z

o2 = Var Uhi(tﬂ? sin qﬁi(t)] (2.17)

- 2E[sin2 (bi(t)}
The mean and variance &% can be computed as:

E[Pg] = m? (2.18)

T

Var[Pg] = 4m20? 4 202 + 2072 (2.19)

Following equations (2.15)-(2.19), one can conclude tluth bhe mean and variance é%;

grow linearly with V.

2.4 Summary

In this Chapter, we provided some background of distribttaxsmit beamforming in the con-
text of wireless sensor networks. The features of sensaranks make distributed beamform-
ing a promising form of transmission for long-range comngations as it can provide high
SNR gain and reduce the energy requirement for each sender mastributed beamforming
is performed by a virtual antenna array composed of randdoelgted sensor nodes, each of
which is equipped with a single antenna and an independeiitatar. By comparing it with
conventional beamforming and reviewing the principles efinforming techniques, we dis-
cussed the challenges of realizing distributed beamfagnmirpractice, among which the most
critical one is to achieve carrier phase alignment at théirde®n. We reviewed some key

results and progresses on the performance analysis eiisted literature. The study of the
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beam pattern shows that sensor nodes, acting as a distribeseanformer, may form a beam
pattern with a narrow main lobe in the desired direction byeftdly controlling some deter-

minate factors. The study of the received power shows the¢mable beamforming gains
can be obtained in distributed beamforming, even with matgdy large phase errors. These
results give us a fundamental understanding of the technitju the next three chapters, we
will contribute to both the theoretical and practical agpeperformance analysis and practical

realization of distributed beamforming.
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Chapter 3

BER Performance of Distributed
Beamforming with Phase Errors

A key distinguishing feature of distributed beamformingffedent from conventional beam-
forming, is the unavoidable phase errors. This is mainlyabee distributed beamforming is
performed by a virtual antenna array composed of randomdgitéml sensor nodes, each of
which has an independent carrier oscillator, while corieaal beamforming is implemented
on a device with a centralized antenna array. In distribbsnforming, synchronization and
coordination among transmitters are achieved wireless$ijevin conventional beamforming,
regularly placed antennas are connected and controlledit®g.wPrevious researchers have
studied the effects of phase errors on the distributed baaniig performance from various
aspects, showing that moderately large phase errors maycbptable in achieving beamform-
ing gains. To accurately predict the beamforming perforrearthe bit error ratio expression
of distributed beamforming with phase errors is both thiecaty and practically important
but not available. In this Chapter, we investigate the bibreratio performance for distributed
beamforming and derive two distinct formulae to approxerthe error probability performance
over Rayleigh fading channels corresponding to small nusmbenodes and large numbers of
nodes respectively. The effects of phase errors on theroit gtio performance are examined

for various numbers of nodes and different levels of tothsmit power.

3.1 Introduction

As we mentioned in Chapter 2, unlike conventional beamfognphase errors among the sig-
nals arriving at the receiver cannot be avoided in disteddteamforming. This may arise from
the noise in individual carrier oscillators, sensor nodsimn errors, channel estimation errors
or timing synchronization errors. In [2], [29], [34], phasgors in distributed beamforming
have been modeled to follow a uniform distribution, while[8), the dominant component

of the phase error has been modeled as a Gaussian variabJ@5]nhe authors show that
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the phase errors follow a "exp-cosine" distribution in th@ioposed feedback algorithm for
distributed beamforming. To measure the beamforming padace, the BER expression of

distributed beamforming with phase errors is both theca#$i and practically important.

The effects of phase errors on the beamforming performaace een investigated in several
ways in the literature. Itis shown in [36] that the receivéRSonly depends on the phase errors
among the signals arriving at the receiver rather than thelate phase values. When the phase
errors change frorfi° to 180°, constructive interference at the receiver changes irgtrutetive
interference. In [3] and [37], the authors discussed a snmpbdel of two transmitters, as
illustrated in Figure 3.1, to show that moderately largesgharrors at the receiver can still be
used to achieve acceptable beamforming gains. As showgumd-8.2, signals from two equal
power transmitters arriving at the receiver with a phaserérresult in a superposition signal
with amplitude|1 + e/°| = 2cos(d/2). Specifically, with a large phase errér= 60°, the
superposition signal at the receiver still has a gain of 2ifidhe amplitude. In [3], the authors
also studied the phase error effect on the average beanmgrgain with more transmitters
and the variance of the received SNR with phase errors. Iy {88 authors quantitatively
studied the phase error effect on the average far-field bedi®rp for random arrays. In [39],
the authors studied the phase error effect on a cross-lakiene for distributed beamforming,
which can reduce the time required for information sharingpag transmitters. From a more
practical point of view, we investigate the BER performan€elistributed beamforming with

phase errors and in the presence of additive white Gauseiaa (AWGN).

\
~—
\
\
\
Phase error\éF

Sensor node 1 A nd

—
—_—

/
Ij Receiver

Sensor node 2

Figure 3.1: A distributed beamforming system with two transmiters.

The BER performance of beamforming has been well studidaeititerature for various trans-

mission techniques and over different channel modelsida&tly, in a multiple-input single-

31



BER Performance of Distributed Beamforming with Phase i5rro

=

(e}
T
<
b=
o
@
N
|

=
N
T
i

=
N
T
i

Amplitude gain in the superposition signal
o o
(o)) (o] [l
T T T
| 1 |

o
~
T
i

©
N
T
i

0 | | | | | | | |
0 20 40 60 80 100 120 140 160 180

Phase error o (degree)

Figure 3.2: Example of two equal power transmitters with a phase efror

output (MISO) system, diversity techniques such as MRT [@f@d equal gain transmission
(EGT) [41] are usually employed in transmit beamforming ldtadn both diversity gain and ar-
ray gain. Diversity gain represents that the signals cardosinitted through more than a single
link between the transmitter and the receiver. The proltaiilat a MISO communication sys-
tem suffers from deep fading is much smaller than a singletisingle-output system. Array
gain represents the power gain obtained by using multipienaas at the transmitter or the re-
ceiver. These techniques are analogous to the maximala@atidining (MRC) and equal gain
combining (EGC) used in a single-input multiple-output\i€l) system [42]. With a constraint
on the total transmit power, applying MRT at the transmitiele can maximize the received
SNR at the receiver by weighting the signals transmittechfemch channel in proportion to
the channel gain. The BER performance of MRC in a SIMO systear different channel
models, Rayleigh, Rician, and Nakagami fading, has beeslwgtudied [43], [44], [45], [46].
However, applying MRT in a MISO system requires accurate & 8ie transmitter side, which
may be obtained by using feedback and reciprocity schemies.BER performance of MRT
has been analyzed in [47], [48]. Unlike the classical trahbeamforming, distributed beam-

forming is performed in a distributed manner by a virtue angearray composed of individual
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sensor nodes, each of which is equipped with a single antesithough MRT provides the
optimal performance in terms of power allocation, applyMBT to distributed beamforming
requires abundant information exchange among the tramsmiand the receiver due to the
characteristics of distributed beamforming and is, treeef difficult to achieve in practical
implementations. More practically, sensor nodes may perfdistributed beamforming with
EGT by having all nodes transmit with equal power and adjosir tphase settings to com-
pensate for channel phase responses. EGT and EGC offerarairtgperformance and have
a much simpler complexity and more modest requirementsdntige compared to the MRT
and MRC. The BER performance of EGC over different channellefeohas been analyzed
in [49], [50], [51].

In this chapter, we investigate distributed beamforminthwhase errors and focus on EGT.
We derive the expression for BER as a function of the numbeseator nodes, phase errors
and total transmit power for both small number of nodes angelamumber of nodes. The
derivation for small number of nodes, denoted as Method baged on expectation adjust-
ment and variance compensation, and the BER expressiomtdl sumber of nodes takes the
form of a single dimensional integral solved by Hermite gmégion method. The derivation
for large number of nodes, denoted as Method 2, is based d@liheand moment matching
approach, and the BER expression for large number of noaesak simpler and computation-
ally efficient compared to the one for small number of noddse @ccuracy of both methods
is well examined by simulations where analytical resultgeha good prediction on the BER
performance for various numbers of nodes and differentidevietotal transmit power. These
analytical results can be extended to different modulasicimeemes and different phase error
distributions. Practical issues, such as algorithm defigfrequency and phase synchroniza-
tion to reduce phase errors and assure phase alignmentrattieer, will be addressed in the

following Chapter 4 and Chapter 5.

3.2 System model

We consider a wireless sensor network composed sénsor nodes collaboratively beamform-

ing a narrowband message signa(t) to a distant receiver. This is performed in a distributed
manner by each sensor node modulatin@) at the same carrier frequency, which are gener-
ated by independent local oscillators. Each sensor nodegmpensates the phase response

of its channel to the receiver by adjusting its initial phas#tings [3] in order to ensure phase
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alignment at the receiver, as illustrated in Figure 3.3.

Distance D

A
\

B Pattern Sh :
cam Pattern Shape o .

ensor nodes

(1 <<D)

Figure 3.3: System model for distributed beamforming.

We assume that each sensor node and the receiver are equippede single ideal isotropic
antenna. All sensor nodes are synchronized so that theyramamnit at the same carrier
frequency. This is a reasonable assumption which has bedalywadopted in the litera-
ture [29], [35], [4]. Since the sensor nodes are locatedeqiibse to each other compared
to their distance to the destination, frequency synchaiitim among the sensor nodes can be
achieved by either employing a master-slave architect2fel3] or using a reference signal
from the destination [37], [52]. Ideally signals transmittfrom each sensor node will be added
coherently at the receiver but phase errors cannot be alaisleliscussed above. Considering
a large number of sensor nodes, full CSI may be hard to obtapractice. A study on the
distributed beamforming performance with quantized CSiilable at transmitters has been
presented in [53], [54]. Techniques have been designedetcgmpensate the channel phase
response to achieve phase alignment in [37], [4]. Thus, ¢tddkll CSI and power limitation
on the sensor nodes make MRT techniques unrealistic. bhsteare practically, we assume
each sensor node transmits with equal power and applienehphase compensation at the
transmitter side. In order to reveal the fact that beamfogmgain grows with the number of
nodesN, we assume the overall power transmitted by all the nodezéad faisP, where each

node actually transmits with a power §f This then permits us to model the BER improve-
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ment with distributed beamforming gain. The complex basdbaodel of the received signal

is given by:

N
r(t) = ; | (t)] %) \/gm(t) +n(t), (3.1)

whereh;(t) is the channel gain for sensor notlep;(t) is the cumulative phase error of the
carrier signal at the receiver for sensor nage.(t) ~ CN(0,02) is AWGN. For simplic-

ity, we assume all phase errapg(t) are independently and uniformly distributed, bounded by
(—¢o, ¢o), across time and across nodes, which is a common assumpligred in previ-
ously reported investigations [2], [29], [34], [3]. Our BEdalysis can be easily applied to
other situations with a different phase error distributiorthat discussed above in Section 3.1.
We assume the signals experience slow fading channelshardhannel coefficients are inde-
pendent circularly symmetric complex Gaussian distrithutienoted ag;(t) ~ CN(0,202),

which corresponds to non-line of sight channels.

Before the mathematical analysis and BER derivation, wetwapoint out that one of the
major differences between the model in this chapter andratiuglels for BER analysis in
literature is the phase errors. The phase errors in disdibbeamforming are bounded and
uniformly distributed within(—¢o, ¢¢) rather tharn0, 27), wheregy is usually expected to be
less thar60° in practice in order to achieve a reasonable beamforming[§hi As a result, the
independent probability density function (pdf) of the miigghe gain or the power gain cannot
be extracted easily from the joint pdf associated to theaerdlimaginary parts of the received
signal, which is a key obstacle when deriving the BER as the B&formance mainly depends
on the received SNR. This will be further discussed andfjadtiby mathematical analysis in
the following Section 3.4. The effects of phase errors onéleeived signal have been reported
in [3] as a reduction in SNR gain and a fluctuation in the phdsie received signal. As
illustrated in Figure 3.4, the received signal can be vieagd sum of random vectors, whose
magnitudes are Rayleigh distributed and the phases eghtilnitnded uniform distribution. We
assume a coherent receiver which has the ability to rettleeeverall phase of the received
signal. Thus, the effects of phase errors must be analyzeéetéomine their effect on reducing
the SNR gain.

In the following derivation, we focus on the scenario of Ragh fading channels when de-

scribing our analysis methods. The BER in the scenario ¢itsthannels can be regarded as
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Figure 3.4: The received signal is a sum of random vectors whose magsitace Rayleigh
distributed and phase angles are bounded and uniformlyibliged.

a special case and can be easily derived in the same way iy asirmethods. After matched
filter detection and analog-to-digital conversion, theisiea variable for binary phase shift

keying (BPSK) modulation can be expressed as:

[P | '
rp = =+ N Z_; |hi‘emi +n
= s+n, 3.2
and the corresponding decision rule is:
1 rp>0
mlt) = v (3.3)
0 rp<O

wheren represents the noisey(t), projected onto the received signal vector. We focus on
BPSK signalling as an example because of its simplicity. &alysis methods can be easily

extended to other modulation schemes as discussed at tlod 8pdtion 3.4.
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3.3 BER for small number of nodes - Method 1

The BER for BPSK modulation over a fixed channel in the presesfcAWGN is given in
Chapter 5 in [55] as:

P.(7) = Q(v/27), (3.4)

where~ is the received signal-to-noise ratio per bit afyd.) is the @Q-function defined as

Q) = \/% e e~/2dt (x > 0). When the channel gain is random, the average BER

xT

for BPSK over all values of; is given in Chapter 14 in [55] as:

P, = / h Pe(v)p(y)dy, (3.5)
0
where:

B[S, e
y= 2= , (3.6)

2
On

in our system model described above. The funcion) denotes the pdf of.. Due to the
effects of phase errors, the distributionyofs unknown and the pdf expression-pfs difficult

to evaluate.

However, the probability of error for EGC at a multiple amtarreceiver withl, independent
receive branches over Rayleigh channels has been studj4€]jrj50]. The decision variable

for coherent BPSK in [49], [50] is expressed as:

L
rd:j:(ml—l—xg—l—----i-wL)-l-Zni, (3.7)
i=1
wherez; is the amplitude of the received signal at the outpuitbfbranch with a Rayleigh
distribution. The scalan; is the complex baseband Gaussian noise at the outptlt bfanch.

Although [49], [50] are studying equal gain diversity reees and their system models are
different from ours, as shown above, the decision variabl8i7) is identical to (3.2) when

L = N if we neglect the phase errors in our model and modify theeno@mponent. The
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noise in (3.7) comprises-branch superimposed noise while in (3.2) there is only oW&AN
component. By studying [49], [50] and modifying the coe#itis of the noise, we can thus

derive the BER expression for distributed beamformmithout phase errors over Rayleigh

channels as:
1 1Y
~ 2
Per o —— Z:lme(zm,Q,an, ), (3.8)
where:
11 Q2 0 N
2 _ 41 z . & -1
G(Za970n7N) Im{ lFl( 2’2’0%+NQ>+]Z O’%—FNQ }Z ) (39)
and:
P 2 202P
Q=E —h; =< 3.10
(,/Nu \) ? @.10)

is the average energy of a Rayleigh distributed variable8i)(and in the case of no phase
errors,¢; = 0 in that equation. The functioR[z] denotes the expectation ofand2M is the
order of Hermite polynomials. The expression of the abovdlaent hypergeometric function,

1F1(a;b; x), is given by [56]:

(3.11)

where(a),, = F(F“(Z;”) and(b), = F(szgf).

Equation (3.8) refers to Hermite integration explained agg890 in [1], and the values foy,
andz,, are given on page 924 in [1]. The validity of using the Hermitethod of integration to
compute the error probability for EGC has been fully justifie [50]. Equation (3.8) becomes
more accurate wheh/ tends to infinity. However, it is shown in [50] thaf = 10 is sufficient
to ensure acceptable accuracy. For calculation convemighe values ofv,, and z,, with

M = 10 are given in Table 3.1.

If there are phase errors, i@y # 0, the power of the signal pa#, in (3.2) is reduced by phase

errors, and the expectation of the received SNR becomedesrtizn the case without phase
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m 1 2 3

Win 0.4622436696006 0.2866755053628 0.1090172060200
Zm 0.2453407083009 0.7374737285454 1.2340762153953
m 4 5 6

Win 0.02481052088746 3.243773342238 x 1073 | 2.283386360163 x 10~*
Zm 1.7385377121166 2.2549740020893 2.7888060584281
m 7 8 9

Wi | 7.802556478532 x 107 | 1.086069370769 x 10~7 | 4.399340992273 x 10710
Zm 3.3478545673832 3.9447640401156 4.6036824495507
m 10

Wi | 2.229393645534 x 10713

Zm 5.3874808900112

Table 3.1: Values otv,,, and z,,, with M = 10 in Hermite integration [1]

errors. In order to incorporate the effects of phase ermgesdefine a factor. We multiply
every single Rayleigh variablq/%hi\, with 7 to make the expectation of the received SNR

equal:

2] :E{%<§: \hi\ﬂ' (3.12)

i=1

p X
Z | pd i

E[N‘ Zizl |ile’

Rearranging this equation, we have:

N

> o

Un ZE[
=1

2}/4(2%‘)2]‘ (3.13)

The expression af? in terms of the number of nodéé and the phase error rangg is derived

in Appendix A.1. The average power of an adjusted Rayleigialte, n\/%\hiL becomes

2
QO =E <m/%|hi\> = n?Q. We usef? to substitute fo2 in (3.9). The purpose of this
is to use the distribution of a sum &f Rayleigh variables to approximate the distribution of

the signal,s, in (3.2) while keeping the expectation of the received SRkt E[+] to be the

same.

The expectation of has been adjusted by introducing the facjofThere is still a difference
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between the actual variance of the received signal and tienea after the expectation adjust-
ment. Thus, we further define a variabte, to compensate for the residual variance between
the two:

N N
P :
2 _ | pd i )
od_N<Var“Z;‘h,|eﬂ ]_Var[n(;w)D, (3.14)
where Vafz| denotes the variance of The expression of? in terms of the number of nodes

N and the phase error rangg is derived in Appendix A.1. We treat this residual varians@a

contribution to the receiver noise, and compute the totsenpower as:

52 =02 4 a2 (3.15)
By substituting®’ for 2, 52 for o2 into (3.9), the final BER expression for EGT in distributed
beamforming with phase errors over Rayleigh channels egy (3.8), while the function for
computation becomeS(z, Y, 52, N). We use equation (3.8) arté(z, ', 52, N) to compute
the BER in the simulations of Section 3.5, and this is denatethethod 1. Method 1 is valid
for any number of nodes, but it is proposed here to use methmalylfor small number of
nodes due to its high computational complexity for lafge This will be justified and further

explained in Section 3.5.

3.4 BER for large number of nodes - Method 2

. 2
In (3.6) we see that the distribution gimainly depends on the distribution G, |h;|e?%| .

Therefore, for simplicity, we define the concept of an egewachannel H, as:

N
H =Y |hi|e?®, (3.16)
i=1

and the system model in (3.1) becomes:

r(t) = \/?H(t)m(t) + n(t). (3.17)
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Based on the CLT, with a large number of nodésand the independent identically distributed
(i.i.d.) random variables;;, which are independent from the i.i.d. random varialgigghe key

element which determines the error probability can be esga@ as:

2 2

> _ |5 o] _ = el .
‘H| - Z‘hz‘@ v Z‘h2|COS¢Z+jZ|hZ‘Sln¢Z
=1 i=1 i=1
= la+jbl° = + 4%, (3.18)

wherea andb are defined as:

N N
CL:ZV%!COS@ ~ N(ta,02), bZZ!M‘Sin@NN(Mb,Ug)- (3.19)
=1 =1

A similar analysis of the beamforming gain using the CLT hasrbpresented in [3]. Since
the channel coefficients; ~ C N (0,202), and the phase error§ ~ uniform(—gy, ¢p), the

expectations and variancesoandb can be obtained as follows:

Ha = N-E||hi]cosgi] = N B[] | - E[ cos i
3 'sinqﬁo V21 No. sin ¢y

_ N-(2a§)%F(§) o 20, (3.20)
R (3.21)
2 N<E[<|h,‘cos¢i)1 - (E[wmwcos@})z)
- (el o) - (entens]))
_ N<203F(2).(% +si250¢0)—(mg;zin¢o)z>
— No? <1+Si2;jo—g(812j0)2>’ (3:22)
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g N<E s ) ] (E[‘hi|sin¢i]>2>
[

2
= N E !h‘ sngb} (E[‘hi|sin¢i]> )
B 2p 1 sin2¢p,
= N <20 2 10 ) 0>
B _ sin 2¢q
= No; <1 500 > . (3.23)

From (3.22) and (3.23) we see, for the equivalent chardifielyith most values ob (i.e. ¢g #
45°), the variance of the real parf and the imaginary patt? are not equal, which means the
expression of the pdf qu |2 is difficult to compute. However, if we make the approximatio
that the variance of the real part and the variance of the imaag part of H are equal, the
magnitude gain of the equivalent chandeﬂﬂ, follows a Rician distribution, and the channel
gain, \H |2, has a non-central chi-square distribution witegrees of freedom. Therefore, we
propose three ways, namely Rician Approx 1, Rician Approx@ Rician Approx 3, to use a

Rician distribution to approximate the distribution |&f|.

Rician Approx 1: we generate a Rician distribution whose second and fortmemés equal
E“H\z] andE“Hﬂ. The square of the Rician distribution is a non-central sfuare

distribution where the noncentrality parameter, and the variances?, satisfy [55]:

EUH\Z] =202 + )2, (3.24)

and:

Var|[H[*| = 40* + 40202 (3.25)

Rearranging equations (3.24) and (3.25), we can derivexjressions fon? ando? as:

N = /22 — B, (3.26)
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_ £/ 2 _
o2 = 4 22”(2{ ‘%), (3.27)

wheres/ = E[\Hﬂ is the second moment off|, Z = E[\Hﬂ is the fourth moment of
|H|. The expressions faw/, % in terms of N and¢, are derived in Appendix A.2 by applying
the CLT. The relationship of? ands? to the Ricean shape paramefér which represents the
ratio between the power in the direct path and the power irrgblaths in Ricean fading, is

K =2

T 202"

A similar technique using a central chi-square distributio approximate the distribution of
a sum of independent chi-square distributed random vasathirough first and second order
moment matching was introduced in G. E. P. Box’s work [57]jclhs frequently an accurate
approximation. Rician Approx 1, an approach of moment magtcto a non-central chi-square
distribution (the distribution ofH|?), is inspired by [57] and [58] although there are technical

differences in how the moment matching is implemented.

Rician Approx 2: since botha, b in (3.18) are Gaussian random variables, we use the results
derived in equations (3.20), (3.21), (3.22), and (3.23)dnagate a Rician distribution. The

parameters of the corresponding non-central chi-squatgiition are computed as:
N = 2 + i, (3.28)

o? = max(o?, 0?). (3.29)

Rician Approx 3: The parameters of the non-central chi-square distribudi@ also obtained
directly from (3.20), (3.21), (3.22), (3.23) and are congglas:

N = iy + 13, (3.30)
2 2
0% = % (3.31)

The BER for BPSK signalling in a Rician fading channel hashbgteidied in [59], permitting

43



BER Performance of Distributed Beamforming with Phase i5rro

the closed-form expression for the BER of our model to beyeabtained as:

1 d u? + w?
Pe = Q1(u,w) — 2 (1 + 1+—d> exp <— 5 ) Ip(uw), (3.32)
where:
d_202P Y A2 1+2d-24/d(1 +d) - A2 142d+2y/d(1 +d)
02N’ | 202 2(1+d) ’ | 202 2(1+d) ’

(3.33)
andly(z) is the zeroth-order-modified Bessel function of the firstkidefined as [55]:
OO 2Kk

kKID(k + 1) -

~k=0

The functionQ (x, y) is the Marcum@-function, defined as [55]:

[ee] 2 2
Q1(x,y) = / Z - exp <—Z —;—x > Iy(zz)dz. (3.35)
y

An approximation ofly(x) is given by [60] in Chapter 6:

Io(x) ~

exp(z), x>0, (3.36)
21z

and after manipulation, (3.32) can be simplified to:

P, ~ Q1(u,w) L) exp (—M> , uw > 0. (3.37)

1
1+
2V 2muw ( 1+d 2

To the best of the authors’ knowledge, (3.37) is a new reshithvsimplifies the BER expres-

sion.

By substituting the expressions af andg?, either (3.26), (3.27) from Rician Approx 1, or
(3.28), (3.29) from Rician Approx 2, or (3.30), (3.31) fronicRn Approx 3, into (3.33) and
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(3.37), we can obtain the final BER expression for EGT in iisted beamforming with phase
errors for large number of nodes. The accuracy of the thrébads, Rician Approx 1, Rician
Approx 2 and Rician Approx 3, on predicting the BER perforggiare compared in Figure
3.5 in the following Section 3.5. It shows that the methodi&icApprox 1 outperforms the
other two regardless of the number of nodes and the phaserange. Therefore, we adopt
Rician Approx 1 to generate a Rician distribution to appmeade the distribution ofH|, use it

to predict the BER performance for a large number of nodasyandefine this as method 2 in

the following simulations.

Method 2 can be extended to analyze BER with MRT for distetduteamforming in a similar
way. Although perfect CSI at transmitters is difficult to aiot and MRT is not feasible for
distributed beamforming in practice, schemes may be dedigmallocate more power to trans-
mitters with better quality links through limited infornian exchange. For example, in [22]
the authors proposed a power allocation scheme for digddbobeamforming using a common
power-scaling factor periodically broadcasted from thstidation to the sensor nodes. In the
study of such schemes for power allocation among sensorsntite BER with MRT may be
considered as a lower bound on the BER performance to eeahmfixed power transmission

techniques. The system model described in Section 3.2 wWRfi i given by:

N
r(t) = ; |1 (£) P71 \/gm(t) +n(t), (3.38)

and the corresponding equivalent chanfgl;, which determines the received SNR, can be

expressed as:

N
Hy =Y |hi| e, (3.39)
i=1

Following the derivations for the case of EGT presented ipékulix A.2, we can easily derive
the second and the fourth moment/f, for MRT. Whenh, ~ C'N (0, 1), the second moment

of H,; is expressed as:

. 2
%€ =2N + N(N —1) (S“;%) , (3.40)
0
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and the fourth moment dff ; is expressed as:

sin ¢g 2 sin 2¢g 2
9 = 8N(N+2)+8N(N+1)(N—1)< p > +4N(N—1)< o >

sin 2¢q (sin ¢q 2 sin ¢g 4
+4N(N — 1)(N — 2) 5 ( )—i—N(N —1)(N —2)(N — 3( )(3.41)
o \ o Po

Substituting® for o7, & for % into (3.26), (3.27), then taking (3.26), (3.27) into (3.28)d
(3.37), we can obtain the BER expression for BPSK signallith MRT in distributed beam-

forming with phase errors.

The BER expressions derived above may be extended to ottokriation schemes by studying
[61] and [62]. For example, the average BER/MfFary pulse-amplitude-modulated (PAM)
signals over a fixed channel in the presence of AWGN can beesged in the form of (see eq.
9in [62] and eq. 54 in [63]):

Pepan(v) = Y amerfe(v/buy) (3.42)

wherea,,, andb,,, are coefficients depending on the constellation distanasaoh bit of each

symbol. The average BER df/-ary PAM in our model over all values afin (3.5) becomes:

o M
P.pan = /0 Z amerfe(v/bmy)p(y)dy (3.43)
m=1

By switching the sum function and the integration, and ajpply3.8) or (3.37), one can ob-
tain the final expression of the BER for-ary PAM with distributed beamforming with phase
errors. These results can easily be extended to quadatpétude-modulated (QAM) con-

stellations as well.

3.5 Simulation results

In this section, we present some simulation results in @grare with our previous assumptions

for distributed beamforming with phase errors over Rayleigding channels, and compare
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them with the analytical results given by mathematical egpions derived in Section 3.3 and

Section 3.4.
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Figure 3.5: Cumulative distribution function ¢ff| with N = 5, 10, 20, 100 distributed sensor
nodes, phase errors constrained within the ragge= 18°,72°.

In Section 3.4, we proposed three ways to use a Rician difibto approximate the distri-
bution of |[H|. Figure 3.5 shows a comparison of the cumulative distroufunction (CDF)
of |H| obtained from the three ways and via simulation. It is shomat the method Rician
Approx 1 always performs better than Rician Approx 2 andd&idhpprox 3 regardless of the
number of node®V and the phase error rangg. The CDF obtained from Rician Approx 1 can
give a close match to the CDF obtained from simulation, eafigdor large V. Therefore, we
adopt Rician Approx 1 as a solution to predict BER for a langmhber of nodes in the following
simulations, and denote it as method 2. It is also shown inrEi@.5 that all three methods

become more accurate whéhincreases. This is because, with a lafgethe mean of H|?
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is proportional taN? while its standard deviation is proportional 3[3]. When N increases,
the magnitude gaif¥/| becomes more concentrated around its mean value, asatessin the

figures, and the variance approximation plays a less imipiortée.

In the following, we examine the BER performance of EGT irtritisted beamforming with
phase errors for various numbers of nodes. We set the chemeféicients ag;(t) ~ CN(0, 1)
and the AWGN noise as(t) ~ C'N(0, 1). Given these assumptions, the value of the total trans-
mit power P in the figures can be viewed as normalized to the noise povike aeceiver, or it
can be viewed as the ratio of the transmit power over the mpager at the receiver. Therefore,
there are no measurement units foin the following figures, i.e.P is dimensionless. If the
noise power is measured in watt, then the measurement uthie afansmit poweP is watt as
well. For example P = 1 implies that the total transmit power equals the noise pat¢he
receiver. Given equation (3.6), with a perfect phase aligmnat the receiver? = 1 implies
E[y] ~ 6dB whenN = 5, E[y] ~ 12dB when N = 20. The simulation results for every
point in the following figures are averaged ouéf runs. As the received SNR cannot illustrate
the advantages of beamforming gain and the effects of thébauof nodes and phase errors,
our simulation results and analytical results are ploteeBEBR vs fixed total transmit powet,
which is one of the major concerns in practical design in l@gg sensor networks. We have
derived two expressions to predict the BER results for smatiber of nodes and large number
of nodes separately. For simplicity, we denote equatidB) (8.Section 3.3 as method 1, while

equation (3.37) in Section 3.4 is denoted as method 2.

Figure 3.6 shows the comparison of the simulation resultis thie analytical results based on
method 1 for very small but different number of nod¥s= 3,5 and increasing phase error
rangesg, = 18°,36°,54° and72°. As can be seen, our analysis shows a good match with
the simulation results for all values @f up to 72° with both N = 3 and N = 5. Because
method 2 is based on the CLT it thus has a large deviation fr@rsimulation results for a
small NV, we only present the results based on method 1 in Figure Bh@. dccuracy of method

1 and method 2 when increasingfrom small numbers to large numbers are compared later in
Figure 3.10.) From Figure 3.6 we see that increasing the pumitnodesN can dramatically
reduce the transmit power requirement for the same BER ipeafiace, or from another point

of view, it can significantly improve the BER performancewtihe same total transmit power.
This is consistent with the conclusions presented in [6]at¥ more, with a given number of

nodes, increasing the phase error rapgevill degrade the BER performance. It also shows
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that with a fixed increment igg, the phase errors have a more significant effect on the BER
performance at higher values @f. Taking the curves foiV = 5 for example, subject to the
same BER at0~?, the performance loss when increasing frogn= 54° to ¢, = 72° is larger
than the degradation when moving fref = 18° to ¢g = 36°. These observations agree with
the discussion in Chapter 2 about the effects of the numbeodés and phase errors.

Rayleigh fading channels, N=3 and N=5
10" ¢ : , —————— : :

O

O - N

s | o b .
& _|[ 6718, Method 1 N=5-7 4 o 5

S 10 “H . 1
2 @ =36, Method 1 Qi S!

(nN] 0 ; -

@ ®,=54 , Method 1

| ¢=72" Method 1

D

<p0:18°, Simulation| o R\ N

10 g X T T NN e e NG e
i (pO:36 , Simulation S
(pO:54°, Simulation
o ©=72, Simulation _ .
10" ‘ — . i N
0.1 0.5 1 5

Total Transmit Power P

Figure 3.6: Comparison of analytical results based on method 1 with itimn results of BER
versus total transmit power witly = 3, 5 distributed sensor nodes, phase errors
constrained within the range, = 18°,36°,54°,72° relative to total transmit
powerP = 1.

Figure 3.7 shows the comparison of the simulation resultis thie analytical results based on
method 1 and method 2 for the same number of nddes: 20, for the phase error ranges
Po = 18°,36°,54° and72°. It shows that both method 1 and method 2 have a good predlictio
on the BER results withv = 20 distributed sensor nodes. There exists a slight difference

between the analytical results based on the two methodshddet appears to be a little more
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closer than method 2 to the simulation results@gr= 36°, 54° while method 2 appears to be

a little more closer than method 1 fop = 18°, 72°.

o Rayleigh fading channels, N=20
10 ¢ ‘ : ——— ‘
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Figure 3.7: Comparison of analytical results based on method 1 and rdethavith sim-
ulation results of BER versus total transmit power with = 20, and ¢g =
18°,36°, 54°,72°.

Figure 3.8 shows the comparison of the simulation resultis thie analytical results based on
method 2 for large numbers of nod@é = 40, 100 for the same phase error ranggs =
18°,36°,54° and72°. As we see, for botllv = 40 and N = 100 the simulation results and
the analytical results show excellent agreement with efteér.oMethod 1 still provides a good
prediction for largeV. However, with largeV, method 1 has a high computational complexity,
thus we only present the results based on method 2 in Fig8reRBom Figure 3.8, we can
draw the same conclusions about the effects of the numbeod#shand the phase errors as
from Figure 3.6 stated above. Comparing the two figures andidering the practical design,

we have the conclusion that adding more nodes wiNeis small, or minimizing the phase
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errors whenyy is large, can significantly improve the BER performance.

Rayleigh fading channels, N=40 and N=100
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Figure 3.8: Comparison of analytical results based on method 2 with kitiwn results of BER
versus total transmit power withh = 40, 100, and¢g = 18°, 36°, 54°, 72°.

Figure 3.9 shows the BER over tl9& to 90° phase error rangeyj,, at a fixed total transmit
power to analyze the accuracy of methods 1 and 2 whegrows larger. We realize that
some plots in Figure 3.9 & 3.10 show unacceptably high BERHmy are provided as further
verification of the good match of our analysis and simulaidbcan be seen in Figure 3.9 (a)
that at a higher transmit power, there is a small gap betwseitwo curves of method 1 and
method 2 at large, where method 1 has a more accurate prediction for the Fase 10,
even up topg = 80°. This is because method 2 is based on the CLT and is not soa&ecur
for small N. Also, it can be seen that at a lower transmit power in Figuge(B), the two
curves of method 1 and method 2 overlap each other and botieof thatch the simulation
results accurately for all values ¢f up to90°. However90° may be considered too large and

unacceptable a phase error range in most application soeriar distributed beamforming as
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Rayleigh fading channels, Fixed transmit power=0.3 Rayleigh fading channels, Fixed transmit power=0.01
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Figure 3.9: Comparison of analytical results based on method 1 and nde2hwith simulation
results of BER versus phase error rangfeto 90° with N = 10, 20, 40, and (a)
total transmit powerP = 0.3, (b) total transmit powe® = 0.01.

in the plot the BER has a particularly high value.

Figure 3.10 shows the BER versus the number of n@dde analyze the accuracy of method
1 and method 2 when increasiig. In order to keep the received SNR roughly constant when
increasingV, the total transmit power in Figure 3.10 is set to be invgrpebportional taV, i.e.
normalized byN, which is different to the simulations in previous figurescdn be seen that
there is a gap between the two curves of method 1 and methadstnhil NV, where method 1
provides a much more accurate prediction. Method 2 achignmgessively more accuracy as
N increases. This is because method 2 is based on the CLT aig thot appropriate for small
N. However, the solution given by method 1 takes the form ohglsi dimensional integral
solved in our simulations by the Hermite integration methdtie solution given by method
2 is much simpler and more computationally efficient comgdcemethod 1. Therefore, it is
preferable to use method 1 only for a small number of nodes (é.< 10) and use method 2

for a large number of nodes (e.dy. > 20).

3.6 Summary

In this Chapter, we have derived BER expressions for BPSKadligg in distributed beam-

forming with phase errors. The simulation results show Bswceagreement with analytical
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Rayleigh fading channels, Total transmit power=5/N
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Figure 3.10: Comparison of analytical results based on method 1 and nde2tvaith simulation
results of BER versus number of nodes with= 18°,36°,54°,72°, and total
transmit powerP = 2.
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results. We analyzed the model from different approachegpproximate the distribution of
the equivalent channel gain. Itis suggested to use methaedented in Section 3.3, to predict
BER for a small number of nodes (edy. < 10) and use method 2, presented in Section 3.4, for
a large number of nodes (e.@/ > 20). We propose using method 2 here predominantly due
to its reduced computational load for large The system performance has been analyzed for
different numbers of nodes and different phase error ranyyéh a given number of nodes and

a defined transmit power constraint, one can use our BER ssipres to bound the permissable
phase errors. Alternatively, knowing the number of nodek@rase error range, one can calcu-
late the energy requirement for each node. Our methods cartéeded to analyze BER with
MRT for distributed beamforming in a similar way. The anéysan also be applied to other
phase error distributions in the literature discussed ttiGe 3.1, such as Gaussian and "exp-
cosine”. One can obtain the BER with other phase error digidns by simply substituting the
corresponding pdfs into (A.7) and (A.8) to compute the sdcamd the fourth moment df7 |.

The theoretical analysis presented in this Chapter givescaurate understanding of the im-
pact of phase errors on the beamforming performance. IngkeChapter, we will probe into
practical realizations of achieving phase alignment anumizing phase errors at the receiver

for distributed beamforming.
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Chapter 4

A Reverse-Perturbation Scheme for
Phase Alignment

A fundamental problem of realizing distributed beamforgin practice is to achieve phase
alignment at the intended receiver. Signals transmittexsh fsensor nodes should be frequency
synchronized and phase adjusted so that they can add ctiheitehe receiver and the accuracy
of this coherence is critical to the beamformer performaicsimple iterative algorithm using
one-bit feedback from the receiver in each iteration has Ipeeposed in the literature which
can achieve nearly perfect phase alignment after manytigag In this Chapter, we propose
an improved version of the one-bit feedback algorithm winiak a faster convergence speed of
phase synchronization and requires no extra hardwareamiation exchange. The advantage
in the convergence speed is obtained by exploiting the d@niedsdback information in each

iteration more efficiently.

4.1 Introduction

Distributed transmit beamforming can provide high SNR gaiextend the communication
range, or reduce the energy requirement for each transnmtteignal transmission. How-
ever, these potential benefits rely on accurate phase aiginof the signals arriving at the
receiver and phase alignment is critical to the beamfornegfopmance. In Chapter 3, we
have quantitatively studied the impact of phase errors erBiER performance of distributed
beamforming. With a given number of sensor nodes and a @dnistin the transmit power,
phase errors among signals arriving at the receiver have toibimized and contained within
a certain range in order to maintain a BER performance. Imp@h&, we have reviewed the
challenges in practical realizations of distributed traitdbeamforming. The most crucial part
of realizing distributed transmit beamforming is carrigquency and phase synchronization
among all the transmitters to ensure that the signals caddexlacoherently at the receiver [6].

The frequency synchronization problem can be solved by ey a master-slave scheme
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presented in [3], where the slave nodes lock their freqesnici a reference carrier signal peri-
odically broadcasted by the master node. Alternatively,ftaquency synchronization can be
achieved by the destination node periodically broadcgstimeference signal to all transmit-
ters. In addition to the frequency synchronization, howdioieve phase alignment or minimize

phase errors in a distributed manner?

Several schemes have been proposed in the literature tevaghiiase alignment or phase co-
herence at the receiver for distributed transmit beamfagmin [3], the authors proposed an
open-loop scheme to achieve phase alignment where phagersgization is first coordinated
within the sensor network by employing a master-slave techire, then achieved at the desti-
nation by pre-compensating the phase responses of notleaties channels based on channel
reciprocity. The major problem of this scheme is that it feegiaccurate CSI at transmitters,
and the beamforming performance is limited by several ssuaf estimation errors in the
synchronization process. In [64], [65], [66], the authorspgmsed another scheme called the
round-trip scheme to achieve phase alignment based on ehaauiprocity. The basic idea is
that the phase shift accumulated in a clockwise round-tepsmission is equal to a counter-
clockwise round-trip transmission through a multi-hopinha nodes. In [67], the authors first
present a simple iterative algorithm (which we term theiagg@jalgorithm) to adjust phase set-
tings at transmitters, which can achieve nearly perfecé@l@ignment at the receiver in static
channels after a large number of iterations. The algoritbrthén comprehensively studied
and mathematically analyzed in [4]. In the algorithm, thag@htraining process is performed
by every transmitter making a random perturbation on itssphaffset in each iteration. If
the perturbation results in a positive feedback indicaaingigger beamforming gain, it will
be adopted. Otherwise, it will be discarded. Such a traipirggess can be reformulated as
a random search algorithm [68], [69], [70] or associatedrtaalinary differential equation
(ODE) [71], [72], [73]. It can start with an arbitrary didatition of phase settings at transmit-
ters and adjust transmitters’ phase settings in a dis&ibatanner to achieve phase alignment
at the receiver. The key advantages of this algorithm isitlilstes not need channel state infor-
mation and only relies on one-bit feedback in each iteratlisimplicity in implementation
and scalability to large number of transmitters make it arpsing way to realize distributed
transmit beamforming in practical applications. The stmriing of the original algorithm is
that the algorithm only converges upon positive feedbadicating successful perturbations
and it takes a large number of iterations to achieve conmergeAs discussed in Chapter 2, en-

ergy efficiency is one of the major concerns in wireless semstworks and radio transmission
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is one of the most energy-expensive operations [74]. Thezeft is desirable to improve the

convergence speed of the original algorithm while maimginis key advantages.

The original algorithm has received wide attention in tieréiture and similar algorithms based
on it using one-bit feedback were proposed for distributedniforming. In [75], the original
algorithm was further developed to account for carrier dewcy errors, in addition to phase
errors, among transmitters. In [35], the validity of thegimal algorithm was first verified by
laboratory experiments, where expected performancetsasate obtained. The authors in [35]
also made efforts in extending the algorithm to track timeying channels. We will further
discuss the problem of tracking time-varying channels imglér 5. The original algorithm
is generalized to a multiuser context in [76]. Similar alfons to achieve optimal power
allocation in wireless relay networks were proposed in [T78]. In [79], the authors studied
the convergence performance of a case where sensor nodessaieted to sending binary
phases rather than arbitrary, continuous valued phase$80]nthe authors studied a case
where more channel phase information is fed back from théndd¢i®n to the sensor nodes.
A common feature of the original algorithm and these extdnalgorithms is that they only

exploit positive feedback information and discard negateedback information.

Recently, more related work on the one-bit feedback algorits presented in [81], [82], [83],
[84], [85], [86]. In [81], the authors proposed a partitidnene-bit feedback algorithm where
sensor nodes are divided into subsets for the phase symzdiion process. Each subset per-
forms the phase training process independently and sinagdtasly until it achieves a certain
beamforming gain. Then the destination estimates and feads a beamforming weight for
each subset to achieve phase synchronization across subbketpartitioned algorithm has an
advantage in the convergence time compared to the origigafidam at the cost of sending
more feedback from the destination in each iteration. Hamnav does not save more energy
compared to the original algorithm. In [82], the authorsparged a 3-bit feedback algorithm,
where one bit is used as in the original algorithm and twodnigsused to estimate the relative
motion between transmitters and the receiver. However dlgjorithm is not robust to random
phase drifts and its convergence performance needs furthestigation. In [83], [84], the
authors presented more variations to the original algworitly studying the impact of some in-
fluence factors, such as the network size, choice of noddsp@iimum perturbations. In [85],
the authors studied the performance of the one-bit feedalgckithm with feedback bit errors.

In [86], the authors presented a bio-inspired algorithmolvlgian adaptively adjust perturbation
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sizes and has a faster convergence speed under static cbandiions.

The idea of the one-bit feedback algorithm is similar to sorature-inspired random search
algorithms in the area of swarm intelligence, such as théhfiedgorithm [87], particle swarm

optimization [88], ant colony algorithm [89], etc. Unlikbd one-bit feedback algorithms, in
the nature-inspired algorithms, each unit in a swarm takiesaccount the results obtained by
other swarm units to compute possible solutions to an opéitiin problem. However, learning
from adjacent nodes in wireless sensor networks is coreidenstly as it may require abun-
dant information exchange among sensor nodes. All opesatd the beamforming process
have to be organized and implemented in a distributed mafierefore, the nature-inspired

algorithms cannot be applied directly to perform distrdslibeamforming.

In this Chapter, we present a novel algorithm (namely theravgd algorithm) based on the
one-bit feedback algorithm described in [4] (namely thegiogl algorithm) to achieve carrier
phase alignment at the receiver in distributed transmibibeaning. The improved algorithm
still requires only one-bit feedback from the receiver. degs all the benefits of the original
algorithm, such as its simplicity and scalability, and rieggino extra hardware. The improved
algorithm is shown to have an advantage in the convergeremsyit requires fewer iterations,
thus consumes less energy, to achieve a certain beamfogainghan the original algorithm

by making use of the random perturbation obtained in each sliot more efficiently.

4.2 System model

We consider a distributed transmit beamforming systemlairto the one described in Chapter
3. The system is composed &f transmitters collaboratively beamforming a narrowband-me
sage signal to a distant receiver. This is performed in aibliged manner by each transmitter
modulating the message signal at the same carrier frequematyadjusting its phase setting
iteratively to achieve phase alignment at the receiver. siisgem model including phase com-
ponents contributing to the phase of the received signdieatdceiver is illustrated in Figure
4.1.

In order to compare the improved algorithm with the origiakgorithm easily and fairly, the
assumptions made in this Chapter are all the same with theng$®ns in [4]. We repeat
some key assumptions below. For more details, please sdisttbéassumptions in [4]. The

channel from each transmitter to the receivey, is assumed to be static during the phase
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1 Bit Feedback Channel

Figure 4.1: System model for distributed transmit beamforming usirgttainh feedback algo-
rithms.

synchronization process. For simplicity, we skt = 1. All transmitters are frequency-
synchronized so that they only need to adjust their phasiag®eto achieve phase alignment
at the receiver. The local carrier of each transmiitbas an unknown phase offsgtrelative

to the receiver's phase reference. As both algorithms densil here put emphasis on the
phase synchronization process and the effect of phaseatitfe on the beamforming gain, we
assume unit transmit power for every transmitter. The ptrag@ng process in both algorithms
are performed in a time-slotted fashion, and the phase ottteved signal at the receiver from

transmitter; in time slotn can be expressed as:

®;[n] = vi + i + wi[n] (4.1)

where~; is an unknown phase offset at transmittgi); is the channel phase response from
transmitter; to the receiver. Both; and; are assumed to be static during the convergence
process, uniformly distributed withif), 27r) overi and unknown to both the transmitters and
the receiver. The scalar;[n] is the adaptive component adjusted by transmittareach time
slot based on the one-bit feedback information from theivece We setp;[0] = 0 for both
algorithms. The phase of the received sigdgly], is related to the phase error among signals
arriving at the receiverg;, defined in Chapter 3. The ideal phase alignment of dis&ibut

beamforming is that there are no phase differences amongjghals arriving at the receiver,
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Yi + Vi + @iln| = v + Yi + pr[n] (mod 27), (4.2)
ik Vik=1,2,.., N,

The objective of the algorithm design is to let each transmadjust its valuey; [n| based on
the one-bit feedback information in each time slot to achiesarly perfect phase alignment at

the receiver as fast as possible.

The received signal strength (RSS), which determines thenfmming gain, in time slok is

defined as:

R[n] = 4.3)

N
Z eI ®iln]
i=1

The noise power at the receiver is assumed to be fairly smatipared to the signal power
at the receiver, and the RSS in each time sitii], can be measured accurately by averaging
the received signal over a certain time interval. Both atgors use the RSS as a metric to
measure the beamforming performance during the conveegamacess. In Chapter 3, we have
analyzed the BER performance for distributed beamformiith phase errors over Rayleigh
fading channels. Given equation (3.5) and (3.6), we see EfR Berformance mainly depends
on the distribution of the RSS defined in (4.3). In the phaai@itng process, it is more easier to
measure the RSS rather than the BER at the receiver in mhirtiplementations. Therefore,
for simplicity, we use the RSS as a metric to measure the lwamifg performance in the

algorithm design described in this Chapter.

4.3 Original one-bit feedback algorithm

The original one-bit feedback algorithm to achieve phasggnalent at the receiver for dis-

tributed beamforming introduced in [4] repeats the follogvsteps.

1. At time slotn, each transmitter records its best known phase used forfbeaimg,
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6;[n], in memory and adds a random perturbatidsp] = +0¢ (with equal probability
for "+" and "-"), to it. (We se®;[1] = 0).

2. All transmitters use their new adaptive componegt$n| = 6;[n] + d;[n], to perform

transmit beamforming.

3. The receiver measures the R$8n| = ‘Zfil e/®i[7| and compares it with the best

RSS in memory. The receiver updates the best RSS in memoifeaasiback (error free)

one-bit of information to all transmitters conveying whatthe RSS has been improved

or not.

4. If the RSS has been improved, all transmitters adopt ffexiurbed phases and update
their best known phases to Bgn + 1] = ¢;[n] = 0;[n] + d;[n] for the next time slot
(n+1). Otherwise, all transmitters discard the perturbed phasd keep the best known

phases as beforg;[n + 1] = 6;[n], for the next time slotr{ + 1).

The adaptive component;[n] used for beamforming in time slatin the original algorithm is

composed of two parts:

wi[n] = 6;[n] + 0;[n] (4.4)
whered;[n| represents the best known phase of transmitieitime slotn. The scalaw;[n] is
the random component applied to the best known phase in tohe.s
The original algorithm in [4] can be mathematically expeskas:

At the transmitter side:

1] { 0] + 6iln] Rln] > Ruest|n] “s)
0;[n] otherwise
At the receiver side:
Rbest [TL + 1] = maX(Rbest [TL], R[TL]) (46)
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whereRy,qst[n] is the best RSS in memory, or in other words, the maximal R8i&ipast: — 1
time slots. By inserting (4.4) into (4.1), the overall pha$¢he received signal at the receiver

in time slot ¢ + 1) can be expressed as:

Yi + i + @iln + 1]
= yi+vi+0n+1]+8Mn+1] (4.7)

Given (4.5), whemR[n| > Ryest[n], (4.7) becomes:

Otherwise, wherR[n] < Ryest[n], (4.7) becomes:

P;ln + 1] = + i + 6i[n] + di[n + 1] (4.9)

The original algorithm can achieve phase alignment aftemyni@rations. Figure 4.2 shows
simulation results for one instance of the original alderitwith N = 100, 6o = 5. It

shows that the RSS is increasing gradually with increased silots and a high beamforming
gain close to the optimum value can be obtained after mangtives. For more details of
the original algorithm including its advantages over othlégrnative approaches for distributed

beamforming, see [4].

4.4 Reverse perturbation algorithm

The original algorithm can be viewed as a random search psoicewhich each transmitter
is trying to adjust its phase correctly based on the feedlp@ckmation. Since the original

algorithm only changes phase for positive feedback anddismther "failed" perturbations, it
only makes use of the feedback information which indicaer$opmance improvement. How-
ever, failure can also be used to obtain future success.rgalde of the information contained

within the failed perturbations which led to performancgrdelation is expected to be helpful
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Figure 4.2: Simulation results for one instance of the original algnit on the received signal
strength versus the number of time slots.

in improving the convergence speed of phase alignment. ytevee propose a new algorithm

based on the original algorithm summarized as follows.

1. Attime slotn, each transmitter applies a random perturbatipn] = +4y, to its best
known carrier phasé);[n], for beamforming. Meanwhile, each transmitter also adds a
modifying factor.e;[n], to its best known carrier phase for beamforming. The famctif
€;[n] is to add an opposite value &fin — 1] into the new adaptive componentifn — 1]
has led to performance degradation in the previous time ghtherwise, the value of

€;[n] is set to be.

2. All transmitters use their new adaptive componegts$n] = 6;[n] + €;[n] + d;[n], to

perform transmit beamforming.
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3. The receiver measures the R3] = ‘Zf\il e/®ilnl| and compares it with the best

RSS in memory. The receiver updates the best RSS in memoifgaasiback (error free)

one-bit of information to all transmitters conveying whatlthe RSS has been improved

or not.

4. If the RSS has been improved, all transmitters adopt fyexiiurbed phases and update
their best known phases to Bgn + 1] = ¢;[n] = 0;[n] + €;[n] + J;[n] for the next
time slot ¢ + 1). The modifying factor for the next time slot is set todg: + 1] = 0.
Otherwise, all transmitters discard the perturbed phasg&eep the best known phases
as beforef;[n + 1] = 6;[n], for the next time slot:{ + 1). The modifying factor for the
next time slot is set to bg[n + 1] = —d;[n].

The algorithm then repeats these four steps.

The adaptive component;[n] used for beamforming in time slatin the improved algorithm

is composed of three parts:

wiln] = 6;In] + €;[n] + 4;[n] (4.10)
where 6;[n] represents the best known phasgp| is the modifying factor and;[n| is the
random component.

The improved algorithm can be mathematically expressed as:

At the transmitter side:

9[’1’L + 1] _ 02[”] + Ez[n] + 52[”] R[’I’L] > Rbest[n] (4 11)
' 0;[n] otherwise .
eiln+1] = { 0 Bin} > Ryesn] (4.12)
—d;[n] otherwise

At the receiver side:
Rbest [TL + 1] = maX(Rbest [TL], R[TL]) (413)
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By substituting (4.10) into (4.1), the overall phase of teeeived signal at the receiver in time

slot (n + 1) can be expressed as:

Vi + i + @iln + 1]
= Y+ i+ bin+ 1] +en+ 1]+ 6i[n+1] (4.14)

Given (4.11) and (4.12), wheR[n] > Ryest[n], (4.14) becomes:

Otherwise, whemR[n] < Ryest[n], (4.14) becomes:

®;ln + 1] =i + i + 0i[n] — di[n] + 6i[n + 1] (4.16)

When the perturbation sizg is quite small compared to the phase differences at thevieagei
a perturbation on the carrier phases would lead to eithedact®n or an increment in phase
differences at the receiver, thus yielding beamformingqguerance improvement or degrada-
tion. The basic idea behind the improved algorithm is thagfsingle transmitter in each time
slot, if a positive perturbation on its carrier phase learddpdrformance degradation, usually,
a negative perturbation on the same carrier phase will legubtformance improvement, and

vice versa. Figure 4.3 shows an example of two transmitters.

By comparing (4.15) with (4.8) we see that in both algorithamieen an adaptive component
vi[n] leads to a bigger beamforming gain, it will be retained anddieas the best known phase
for the next time slot, s6;[n+ 1] = y;[n]. In the next time slot/{+ 1), a random perturbation,
0;[n+1], will be applied to this best known phage[n+ 1], and there is no further modification
apart from the random perturbation 6in + 1] for beamforming. By comparing (4.16) with
(4.9) we see that in both algorithms, when an adaptive coenap;[n] leads to a smaller
beamforming gain, it will be discarded and the best knownspha kept unchanged for the
next time slot, s@;[n + 1] = 6;[n]. In the next time slot:{ 4 1), the original algorithm will

perform a random perturbation again based on the shmewhile the improved algorithm
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a
() (b) (c)

Figure 4.3: Phase perturbation results in the case of two transmittéré) a random pertur-
bation leads to performance degradation, (c) an oppositeupeation will lead
to performance improvement. Vectors the received signal from one transmitter,
vectorb is the received signal from the other transmitter.

will perform a random perturbation based @&ifin] — J;[n], where—4;[n] is introduced by the
modifying factor,e;[n]. Consequently, both successful and failed perturbatiotise improved

algorithm contribute to the convergence speed.

One may ask why in the case of a failed perturbation in timessiehould the algorithm not
directly update the best known phase t@he + 1] = 6;[n] — 6;[n] for time slot (2 + 1) rather
than introducing the modifying factos;[n + 1]? In that case the random perturbation would be

based or);[n] — d;[n] in time slot (» 4+ 1). Such an idea can be mathematically expressed as:

(4.17)

9[71 I 1] _ 9@ [TL] + 52 [TL] R[’I’L] > Rbest [TL]
' 0;[n] — di[n] otherwise

The reason for not doing so is becauggr{] — ¢;[n]) does not always result in a better perfor-
mance thar;[n]. If not, the update equatiofy[n + 1] = 6;[n] — d;[n] may drift off the best
phase for beamforming corresponding to the best RSS in merfRigure 4.4 shows simulation
results for one instance of using (4.17) to update the beswkrphase. In contrast, the im-
proved algorithm only updates the best known phase whetiyipféedback happens and also
makes use of the negative feedback information in a single $lot to enhance the probability

of generating better phase changes.
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Figure 4.4: Simulation results for one instance of using (4.17) to updlaé best known phase.
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Figure 4.5 shows an example of the evolution of the adaptveponent for transmitter in
several time slots using the improved algorithm, startiegnftime slotn till time slot (n + 5).
From Figure 4.5 we see, in the case of negative feedback,@sie value of the perturbation
in time slotn will be added into the next adaptive component in time stotH{1), which
enhances the probability of generating better phase cBahgéhe case of successive negative
feedback steps, the values of the adaptive compopgare always located around the best
known phaséd;,. This is because the value @&fis updated only in the case of positive feedback

in order to preven#; from drifting off its best value.

n n+1 n+2

¢,-[n]$ g [n+11=¢,[n]+3][ n+119,¢ [n+2]=@[n]-S[n+1]+3[n+2]

(Gn+1]=¢,[n]) (Gln+2]=¢,[n])

n+3 n+4
N @.[n+3]1=¢[n]-[n+2]+J[n+3] N =

9‘ -9"’)"[“4]‘¢f[”]—5f[n+3]+6,.[n+4]

(Gln+4]=¢,[n)

(G[n+3]=@[n])

p n+5
9 @[n+51= @[nl-o[n+3]+J[n+4]+[n+5]
(G[n+5]=¢,[n+4])

Figure 4.5: Evolution of the adaptive componept for beamforming using the improved al-
gorithm, starting from time slot till time slot (n + 5). "P" represents positive
feedback while "N" represents negative feedbdtks the best known phase and
d; is the random perturbation.

4.5 Analysis of the improved algorithm

We present some mathematical analysis of the improveditigorand provide a close up-
per bound on its convergence speed. We begin our analysisitlyirsg the original one-bit

feedback algorithm. The original algorithm described &can be reformulated as:
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where the indicator functioft; equals 1 when the conditiofd is satisfied and equals O oth-
erwise. The conditiorG = { S=N cos(®;[n] + 6;[n]) > SN cos(®;[n]) } and d;[n] =

~i +1; + 6;[n]. The conditionG exists because with a largé, the RSS mainly depends on the
cosines of the carrier phases and the contribution of sime$e discarded. In [71], the authors
proved that the trajectories of (4.18) collapse to the smiubf a certain ODE. For the read-
ers’ convenience, we first repeat some of the key resultsninidg the ODE for the original
algorithm. For details, please see [71]. We then derive ai @iat mimics the behavior of the

improved algorithm in a similar way.

For a small perturbation sizi, cos(®;[n] 4 6;[n]) ~ cos(®;[n]) — &;[n] sin(®;[n]). Therefore,
the conditionG can be simplified ta7 = {Z 8;[n] sin(®;[n]) < 0}. With large N, the

summation of N — 1) terms excluding;[n ]s1n(<I> [n]) can be written as:

Z 6;[n] sin(®;[n)) (4.19)
i=1(i#5)

which is a zero mean Gaussian variable according to the In@pCLT, whose variance is
Var(Z;) = &2 Zf\imﬁ) sin?(®;[n]). Therefore, the probability of conditiofi being satisfied
is:

Pr(Z; 4 §;[n] sin(®;[n]) < 0) (4.20)
11 (afnlsingé ) ~ E(Z)
2 ﬂ\/V&T(Zj)

2
1o 5[] sin(®; )

2 VR 0\ [T oy s (@il

Q

whereerf(-) represents the Gaussian error function. The Iast approximeomes from the first
1 n 2n+
n'(2n+1)

of the random perturbation applied on phase settings fostnitterj can be computed as:

term of the error function’s Taylor seriesf(x) = f Yoo . Thus, the expectation
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E(d;[n]la) ~ E(4;[n|Pr(G)) (4.21)

11 ;] sin(®;n))
= E|[n]| =
( | ]<2 Vor 50\/22 i) Sin° (i’z["])>)
- do 51n(<1>j[n]) ]
V2r \/Zfil(#j) sin?(®;[n])

The convergence of the best known phaget® their correct settings is equivalent to the con-
vergence ofb, to zero. The ODE corresponding to equation (4.18) which msrttie behavior

of the original algorithm can be obtained as:

ddi(t) Jo sin(P;[n])

. _ (4.22)
di V2m \/ S iy sin® (4 [n])

In the original algorithm, the decision on the perturbatdgm] only depends oR[n] and the
corresponding feedback in time shet However, in the improved algorithm, the decision on
the perturbatiord;[n] not only depends on the feedback in time siptut also the feedback
in time slots ¢ + 1) and @ — 1). A flowchart of the adaptive component for transmitieén
the improved algorithm is shown in Figure 4.6. The cond#i@onA, ConB in Figure 4.6 are

defined mathematically as follows:

N
ConA(o. { ZCOS + di[n]) > Zcos(fi)i[n]) } . (4.23)
i=1

N
ConB(d;[n — 1], 0;[n]) = {Zcos(i) [n—1] = d;[n — 1] + &[n >Zcos iln—1])
(4.24)

The condition ConA is the same as conditi@rin the original algorithm. Therefore, its proba-

bility is given by
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Figure 4.6: A flowchart of the adaptive componemt in the improved algorithm.
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11 4nn;n]
Pr(ConA(d; = - — e I 4.25
I‘( on ( ][ ])) 2 \/ﬂ 50 ( )
wheren;[n] = NSin(éj ") The probability of condition ConB can be derived in a
VI i sin? (83[n)
similar way and is expressed as:
1 1 (=0j[n — 1] + 0[n])n;[n — 1]
I‘(COH (5] [’I’L ]75 [TL])) 9 \/5\/% 50 ( )

The conditionsConA, ConB are the negations dfonA, ConB, whose probabilities can be

calculated using the equations:

Pr(ConA) + Pr(ConA) = Pr(ConB) + Pr(ConB) = 1. (4.27)

From Figure 4.6 we have:

Oifn +1] = { Z Inl + z il (4.28)

where

G* = {ConA(8;[n — 1]) - ConA(8;[n]) + ConA(6;[n — 1]) - ConB(8;[n — 1],;[n]) } ,
(4.29)

G- = {ConA(éZ- (n —1]) - ConA(6;[n]) - ConB(8i[n], di[n + 1]) (4.30)
+ConA (6;n — 1]) - ConB(8i[n — 1], 8[n]) - ConB(&;[n], &[n + 1] )}.

Thus,

72



A Reverse-Perturbation Scheme for Phase Alignment

E(4j[n|]lg+ —0j[n|]lg-) = E [5]- [n] - (Pr(G+) — Pr(G_))] (4.31)

For a small perturbation siz&, n;[n — 1] = n;[n] ~ n;[n + 1] = n;. Substituting (4.25),
(4.26), (4.27), (4.29) and (4.30) into (4.31), we have:

E(d;[n]lg+ — dj[nlle-) = E

(4.32)

_(} olnPn; 1 5[]ty
2 V2rsy 2 V2V2md

i ).5j[71]277j L L Py 5]'[”]277?)

442" V2mdy  2V2 V210 4v2r346,
_5\/§+6 ' don;
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The ODE corresponding to equation (4.28) which mimics theakim®r of the improved algo-

rithm can be obtained as:

dd;(t) _ 5V/2+6 §o sin(®;[n)) '
. S VS (i)

(4.33)

Comparing (4.33) with (4.22), we see that the improved algor has a faster convergence
speed ofwgﬂ ~ 1.634 compared to the original algorithm. The accuracy of (4.38) e

justified by simulation results in Section 4.6.

4.6 Simulation results and comparisons

In this section, we present some Monte Carlo simulationlt®suaccordance with our previous

assumptions.

Figure 4.7 shows the comparison of the trajectories of tres@sP obtained from simulation
with the trajectories of the ODE in (4.33) for the improvedaithm with 20 sensor nodes. The
initial values of the phase are set as uniformly distributed with{p-7, 7). It shows that the

ODE in (4.33) can give a good prediction on the behavior ofitiese alignment process under
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the improved algorithm.

3 T T T T T

Trajectories of simulation
Trajectories of ODE
I I

gl | \ |
0 1 2 3 4 5 6

Time Slot Number X 104

Figure 4.7: Comparison of the trajectories of the phase®btained from simulation (dashed
lines) with the trajectories of the ODE (solid lines) in (8)3or the improved al-
gorithm with N = 20, 8, = 6 x 10~%. The convergence df to zero is equivalent
to the convergence of the phase alignment process.

Figure 4.8 shows the comparison of the RSS calculated ubsegODE in (4.33) with the
simulation results of RSS versus number of time slots wiffedint numbers of transmitters
N = 20,50, and100. As we can see, the analytical results provide a close upperdon the
convergence speed and yield a good match with the simulegguits for most of the conver-

gence process.

Although the analytical results presented in Section 4dveul that the improved algorithm
has a faster convergence speed of 1.634 compared to theabragorithm. However, the

analysis is only valid for a small perturbation size. For arencomprehensive study, below
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Figure 4.8: Comparison of the simulation results (dashed lines) wighrtsults obtained from
the ODE (solid lines) in (4.33) for the RSS versus numbemuod glots withV =
20, 50,100 anddy = 6 x 1072,

we compare the improved algorithm with the original alduoritin terms of the convergence
time required to achieve a certain beamforming gain. Inmoteompare the two algorithms
fairly and effectively, we use the same sequences of pseutiom values of; and; for both

algorithms and sep;[1] = 0.

Figure 4.9 shows the comparison of the original algorithrd #re improved algorithm using
the average RSS versus the number of time slots Rpa@with N = 100 anddo = 155, 75> 35 -
The simulation results for every curve in Figure 4.9 are aged overl0? instances. It shows
that with the same value @f), the improved algorithm converges faster than the origatgo-
rithm at initial stages, which is consistent with our exjpéich in Section 4.4. However, it also
shows that with the same value &, the original algorithm results in a bigger RSS than the

improved algorithm after a lot of iterations when the RSS géiser to its optimum value. This
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Figure 4.9: Comparison of the original algorithm and the improved aitfam on the average
RSS versus the number of time slots With= 100 anddp = 155 25 95 -

is because the original algorithm performs better when Hase differences among the signals
arriving at the receiver become on the same ordey,as$-or instance, Figure 4.10 shows the
case of two transmitters from which the received signalbatéceiver has a phase difference
A® smaller thanyy. When the phase difference between the two signal veatabs,is no big-

ger than the perturbation siz&,, there leaves no space for a reduction in the phase differenc
when the iterations evolve. In this situation, the origiakgorithm keeps the phase difference
unchanged while the improved algorithm results in a bigdrase difference. Accordingly, the

original algorithm performs better when the RSS gets cltsés optimum value.

Figure 4.11 shows the probability of the improved algorigpenforming better than the original
algorithm versus the number of time slots up2t0 with N' = 100 anddy = 155, 555 95 -
The probability in time slot: is calculated forl0® instances, the number of instances that

the improved algorithm leads to a bigger RSS than the ofligilgarithm in time slotn when
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Figure 4.10: Perturbation results in the case of two transmitters wheh < §, (AP denotes
the phase difference at the receiver). (a) applying theioalgalgorithm; (b)
applying the improved algorithm.

T
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5O:TV 100

Probability improved algorithm is better than original algorithm
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0 200 400 600 800 1000 1200 1400 1600 1800 2000
Time slots

Figure 4.11: Probability of improved algorithm leading to a bigger RS&rthoriginal algo-
rithm versus the number of time slots.
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a failed perturbation happened in time slet€ 1). This is divided by the total number of
instances that a failed perturbation happened in time slet]). From Figure 4.11 we see that
the probability decreases when the number of time sloteasgs and the probability with a
biggerdy decreases faster than the case with a sméjleiThese findings are consistent with
our explanation above.

N=100, RSS = 90%
2000 T T

T
.
1

1800

1600

1400 / -
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1000} , ‘ ; , , , , ~ |
800 * x:23 ~HZT h

600 .

Number of Time Slots Required

400 .

2001 original

— — —improved

0 | | | | | | |

4 5 6 7 9 10
Value of Perturbation Size 60, (x [TY100])

Figure 4.12: Comparison of the original algorithm and the improved altfum on the number
of time slots required to achieve an RSS@f; of maximum with different values
of dg.

From Figure 4.9 we see that with the safige= 13; the improved algorithm converges faster
than the original algorithm, the original algorithm wiéh = £; converges even much faster
than both algorithms witld, = 17;. How can one compare the convergence speed of the
two algorithms more quantitatively? Based on the averag8 RS8sus the number of time
slots, the number of time slots required to achieve an RS® afith different values oy

are plotted in Figure 4.12 for both algorithms. It shows ttmadchieve an RSS of 90, both

the original algorithm and the improved algorithm have atinapm §, corresponding to the
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minimum number of time slots. From the simulation resultssere that the minimum number
of time slots required for the original algorithm 791, while the minimum number of time
slots required for the improved algorithm@d48. This implies that the improved algorithm can

converge faster than the original algorithm to achieve a8 R8ue 0f90% of maximum.

Figure 4.13 shows the minimum number of time slots requicedchieve different values of
RSS for both algorithms and Figure 4.14 shows the correspgnélues ofoy which result in
the minimum number of time slots versus the value of RSS.
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— © —improved
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0 | | |
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Figure 4.13: Comparison of the original algorithm and the improved algfum for the mini-
mum number of time slots required to achieve different RE@va

If we denotedy = 4, for the original algorithm, andy = d- for the improved algorithm, the
number of time slots; used to achieve a certain value of RSS for the original algoriis a
function of§; andR: ny = f(d1, R). Similarly, for the improved algorithm the number of time
slotsng = g(d2, R). From Figure 4.12 and Figure 4.13 we have: for any giiethere always

exists ad, satisfying:
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Figure 4.14: Value of perturbation sizé; which results in the minimum number of time slots
to achieve different RSS values.

Nng = 9(52,R) <ng = f(51, R), V(Sl (4.34)

It shows in Figure 4.13 that the gap between the minimum nuamitéme slots required by the
original algorithm and the improved algorithm increasethwhe value of RSS. For the original
algorithm, we define the convergence speed to achieve an BBE8 of R to be inversely

proportional to the minimum number of time slots requiretijoki is expressed as:

(4.35)

whereni(R) = min(n; = f(d1, R)),Vd; is the minimum number of time slots required
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to achieveR by the original algorithm. The improvement in the convem®eispeed of the

improved algorithm compared to the original algorithm carelipressed as:

~n(R) —u(R)  (R) —na(R)
B(R) = o (R) = 7o (B) (4.36)

wherewvs(R) is the convergence speed for the improved algorithmiasid) is the minimum
number of time slots required by the improved algorithm. hherovement in the convergence
speed to achieve different values of RSS as a percentagevareig Table 4.1, wheré; (R)
andny(R) are obtained from the results plotted in Figure 4.13. It shdwat to achieve a
certain RSS betweer% and99%, the improved algorithm converges at le28¥; faster than

the original algorithm.

RSS 70 75 80 85 90 93
B | 23.64% | 23.65% | 22.79% | 23.81% | 22.53% | 22.58%
RSS 95 96 97 98 99
B | 21.65% | 21.84% | 21.77% | 21.13% | 20.77%

Table 4.1: Improvement in convergence speédrom equation (4.36), to achieve different RSS
of the improved algorithm compared to the original algonith

4.7 Summary

We proposed an improved algorithm for distributed trangreamforming based on the origi-
nal one-bit feedback algorithm presented in [4]. The imptbalgorithm yields 20% faster
convergence speed compared to the original algorithm ticsthannels. It makes use of the
negative feedback information in a single time slot to ewkathe probability of generating
better phase changes. It does not require any more infamakchange or hardware support
than the original algorithm. Also, it keeps all the benefitthe original algorithm, such as the
simplicity and scalability. Simulation results confirm thetential of the improved algorithm
in improving the convergence speed and show the minimum eumittime slots required to
achieve a certain beamforming gain and the correspondilug d perturbation size used. In
the next Chapter, we will further explore the negative femithinformation in successive time
slots to improve the convergence speed of phase alignmdreéxdand the improved algorithm

into time-varying channels.
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Chapter 5

A Hybrid Algorithm for Phase
Alignment in Slowly Time-varying
Channels

We continue to improve the one-bit feedback algorithm fdrieding phase alignment at the
intended receiver in distributed transmit beamformingsiBes the reverse perturbation scheme
discussed in Chapter 4, intuitively, adjusting pertudrasizes during the convergence process
would also help improve the convergence speed of phasenadigh The question is how to
implement it in practice based on only one-bit feedbackrimfation. In Chapter 4, we studied
the convergence performance of the one-bit feedback #igusiin the ideal channels which
have static phase responses. However, in practice, chphask responses change in time
due to moving scatters or obstructions in the propagatisir@mment. Also, sensor nodes
experience phase drifts in signal generation due to osmiliaternal noise. Therefore, the one-
bit feedback algorithm must be modified to be robust to ranghase drifts before its practical
implementations. In this Chapter, we will further expldietnegative feedback information to

improve the one-bit feedback algorithm and address theeaissues.

5.1 Introduction

In Chapter 4, we have proposed an improved algorithm baseleooriginal algorithm in the
literature to achieve phase alignment at the receiver ticsthannels for distributed transmit
beamforming. The improved algorithm provides a superiagfgpmance in the convergence
speed compared to the original algorithm while maintairati@f its advantages, such as sim-
plicity in implementation and scalability to a large numloémodes [4]. The benéefit in the
convergence speed is obtained by making use of the negatidbdick information in a single
time slot and taking a reverse-perturbation scheme to genéetter phase changes at trans-
mitters. However, both the original algorithm and the inyer algorithm are using a fixed

perturbation size across time slots. When the phase diffeseamong signals arriving at the
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receiver are diminished to the same order of the pertunbaie, the probability of generating
better phase changes decreases as the algorithm conwelges,can be inferred from Figure
4.10 and Figure 4.11. This implies that a decreasing pextian size may be used to improve
the convergence speed. This is similar to the idea of varisielp-size least mean square (LMS)
algorithms in the literature. It shows in [90] that therestxia tradeoff between the steady state
performance and the speed of adaptation in the LMS algositiwith a fixed step size. The
issue of optimization of step size was studied in [91], [92B] to improve the performance
of LMS algorithms, which can provide fast convergence alyestages while obtaining small
final misadjustment errors. In a similar way to the varialitpssize LMS algorithms in the
literature, the one-bit feedback algorithm can use a large Size at early stages to speed up
the convergence process. When the algorithms get close tiptimum solution, a smaller step

size can yield a better steady state performance.

In Chapter 4, we proposed an improved version of the oneebitlfack algorithm which has
a faster convergence speed under static channel conditRarsicularly, in the system model
expressed in equation (4.1), it is assumed that the phaset afftransmittersy;, and the chan-
nel phase responses;, are static during the convergence process. However, ttipeathe
assumption of static channel phase responses does not hetdeither the receiver, surround-
ing obstructions or scatters are in relative motion to th@smitters [94]. In addition, phase
drifts in the phase settings at transmitters are introdusyedscillator internal noise or phase
noise [95] which cannot be eliminated. Therefore, the ahéeledback algorithm for phase
synchronization must be modified to track time-varying cteds or to be robust to phase drifts
before possible practical implementation is viable. It islivknown that the performance of
transmit beamforming is very sensitive to the phase chamgéme-varying channels [96].
In conventional beamforming, CSI is measured at the receind periodically conveyed to
the transmitter through a feedback link. The transmittentbomputes an antenna weighting
scheme corresponding to the available CSI, which can rgsalgjood beamforming gain in a
slow fading environment [97]. In distributed beamformil@fsl may be measured and period-
ically fed back to transmitters in the same way. But apph@#j at transmitters in distributed
beamforming requires a lot of information exchange and dioation among sensor nodes,

which brings unacceptably high overhead, especially widrge number of nodes.

In this Chapter, we further exploit the negative feedbadkrmation to improve the conver-

gence performance of the original one-bit feedback algarifor achieving phase alignment
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while retaining the advantages of the original algorithrhe Bystem model considered in this
Chapter is the same as the one described in Section 4.2 iri€CdapVe first propose a decreas-
ing perturbation-size scheme based on the original alguorivhich still requires only one-bit
feedback in each iteration. The scheme makes use of theivede@dback information in
successive time slots to adjust perturbation sizes andhleggadtential to improve the conver-
gence speed with a wide range of parameter selections. Tweeshow that the decreasing
perturbation-size scheme proposed in this Chapter andetlerse-perturbation scheme pro-
posed in Chapter 4 can be combined to generate a hybrid thigorivhich can provide over
40% faster convergence speed compared to the original algarifurther, we modify the hy-
brid algorithm to track time-varying channels without thelvledge of phase drift speed. The
modified hybrid algorithm has the ability to detect variaoin the speed of channel phase
changes and adjust perturbation sizes adaptively acgptdithe speed, which enhances the

robustness of the one-bit feedback algorithm in practicglémentations.

5.2 A decreasing perturbation-size scheme

In Chapter 4, we studied the performance of the originalritlym with a fixed perturbation
size across time slots. Intuitively, the original algomitttan have a faster convergence speed
by adopting a bigger perturbation size at initial stagehefdonvergence process and requires
a smaller perturbation size when the resulted beamformaigapproaches its optimum value.
When the phase differences among signals arriving at trevercare large, a bigger perturba-
tion size can accelerate the convergence speed. When the giff@rences become smaller, a
bigger perturbation size will decelerate the convergempexd or even cease the convergence
process. In [4], the authors derived an analytical formdléhe optimal perturbation size in
each time slot for the original algorithm. The optimal peoation sizeA in time slot ( + 1)

is expressed as a function @R[n|/R.pt), WhereR[n] is the RSS in time slok, defined in
(4.3), Ropt represents the RSS with perfect phase alignment. Follothieglerivations in [4],
the numerically computed for the original algorithm withV = 100 transmitters can be eas-
ily obtained, as plotted in Figure 5.1. In each time slotsalisor nodes adjust their perturbation
sizes to the same optimal value shown in Figure 5.1. The sisally [4] gives a fundamental
understanding of the original algorithm, and can be usedgaod metric for comparison and
algorithm design. However, the value &, is hard to obtain in practice before the phase

training process converges and feedback of the optimakvedquires several bits instead of

84



A Hybrid Algorithm for Phase Alignment in Slowly Time-vang Channels

one. A practical version of the algorithm using a variabldy®ation size is required.

N=100
45 ‘ ‘

Optimal Perturbation Size AO (degrees)

O 1 1 | |
0 200 400 600 800 1000 1200 1400 1600 1800
Time slots

Figure 5.1: Optimal perturbation sizé\( versus the number of time slots for the original one-
bit feedback algorithm witv = 100.

5.2.1 Algorithm description

From Figure 5.1 we see that the optimal value of perturbatine decreases as the number of
iterations increases. Based on this point, we adopt a dgogesize ford, in our practical de-
sign. The transmitters will adopt a smallgrwhen the number of successive negative feedback
stepsC'y meets a certain threshold;. The decreasing perturbation-size scheme is described

as follows.

1. At time slotn, each transmitter records its best known phase used forfbaaing,
6;[n], in memory and adds a random perturbatiéin] = +dy (with equal probability
for "+" and "-"), to it. (We se®;[1] = 0).
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2. All transmitters use their new adaptive componeat$y] = 60;[n] + d;[n], to perform
transmit beamforming.

3. The receiver measures the RG] = ‘Zf\il e ®iln]

RSS in memory. The receiver updates the best RSS in memoifgaasiback (error free)

, and compares it with the best

one-bit of information to all transmitters conveying whatlthe RSS has been improved

or not.

4. If the RSS has been improved, all transmitters adopt fyexiiurbed phases and update
their best known phases to Ibgn + 1] = ¢;[n] = 0;i[n] + d;[n] for the next time
slot (n + 1). Otherwise, all transmitters discard the perturbed phasel keep the best
known phases as befo[n + 1] = 6;[n], for the next time slot:{ 4 1). Meanwhile, the
transmitters record the number of successive failed gaatioms with a counting variable
Cy. Ifitis a positive feedback indicating a successful pdyation, C'y will be cleared
to zero. Otherwise, the value 6fy will be increased by 1 until it surpasses a certain
thresholdCr. WhenCy > Cp, Cy is cleared to zero and all transmitters adopt a new

perturbation sizéy, = dp - Rp (0 < Rp < 1), whereRp, is a fixed decreasing ratio of

perturbation size.

The algorithm then repeats these four steps.

The mathematical expressions of the decreasing pertarbsize scheme are the same as the

original algorithm expressed in (4.5), (4.6) except addiregfollowing:

0 R[n| > Rpes
Cr — [n] > Ryest[n] 5.1)
Cy +1 otherwise

1) Cy < C
So = 0 N (5.2)
do-Rp Cn=>Cr

The decreasing perturbation-size scheme makes use of glagiveefeedback information in
successive time slots to adjust the perturbation sizeillltejuires only one-bit feedback per
iteration and requires no extra hardware or informatiorharge. It is a simple but effective

scheme which can be easily applied into practical impleatemts.
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5.2.2 Simulation results

We present some simulation results to study the performahtee decreasing perturbation-
size scheme as a function of two parameters: the thresholsuficessive negative feedback
stepsCr, and the decreasing ratio of perturbation sizg. The simulation results for every

point plotted in the following figures are averaged over 8@dnces.

Figure 5.2 shows the average number of time slots requirettheve an RSS df0% Rpt

with different values ofCr and R for the decreasing perturbation-size scheme. There exists
an optimum value for the parameter selection which cantresthe minimum number of time
slots. From the simulation results we see that the minimumbmaur of time slots required to
achieve an RSS &i0% R, is 688 time slots, which is obtained wil: = 11 andRp = 0.75.

1050
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X:11
Y: 0.75
Z: 688 L 1950
(2]
S 1200 4900
(7]
£ 1000
b 1850
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()
QO
E 600 800
=z 5
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Figure 5.2: Simulation results for the decreasing perturbation-sizkesne showing the aver-
age number of time slots required to achieve an RS®)%fR,,; with different
values ofCr and Rp.

In Chapter 4, we have studied the performance of the origilgairithm in a similar way, where
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the minimum number of time slots required to achieve an RS R, by the original
algorithm was 791 time slots. Figure 5.3 shows the contooir @fl Figure 5.2. It shows that
the decreasing perturbation-size scheme can achieve anf®8% R, within 790 time slots
with a wide range of parameter selections. This shows thastabss of the algorithm to small

mismatches in parameter settings.
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0.8 Ee:vzizsess \\ i
L 1950
0.7} i
- 1900
5 0.6F .
[n'd
05l 4 F 1850
0.4r ] 800
0.3 .
750
0.2} .
1 1 I 1 1 1 1 700
5 10 15 20(: 25 30 35 40

Figure 5.3: Contour plot of the average number of time slots requireddbieve an RSS of
90% Ropt With different values o’ and R, for the decreasing perturbation-size
scheme.

5.3 Hybrid algorithm

In Section 4.4, we proposed a reverse perturbation scheimgptove the convergence speed
of the original algorithm by exploiting negative feedbaokormation in a single time slot. In
Section 5.2, we proposed a decreasing perturbation-shense to improve the convergence
speed of the original algorithm by exploiting negative feck information in successive time
slots. For simplicity, we denote the reverse-perturbatici,eme as Scheme 1 and the decreasing

perturbation-size scheme as Scheme 2 in the followingmsectiBoth schemes are using only
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one-bit feedback in each iteration and can be easily appiiedpractical implementations. In
this Section, we show that the two schemes can be combinegdlp a significant advantage

in the convergence speed compared to the original algarithm

5.3.1 Algorithm description

Scheme 1 and Scheme 2 speed up the convergence process batifdrent approaches.
Combining Scheme 1 and Scheme 2 yields a hybrid algorithnelwtan provide a significant
improvement in the convergence speed in the phase traimowegs. The hybrid algorithm is

summarized in Table 5.1.

Initialization :  Cn = 0; 6o = T, 0i[1] = 0; €;[1] = 0; Rpesi[1] = 0.

Iterate:

1. Sety;[n] = +do ("+" or "-" with equal probability).

2. Usey;[n] = 6;[n] + €;[n] + d;[n] to perform beamforming.

3. EstimateR[n] = ‘Zfil eI Pilnl |,
UpdateRpest [n + 1] = max(Rpest [12], R[n]).

— (One bit feedback

4. If R[n] > Rpest[1]

else
if Oy > Crp
0o =00 Rp;, Cn =0;
end
end

Table 5.1: Summary of the Hybrid Algorithm

5.3.2 Simulation results

We present some simulation results to study the convergeadermance of the hybrid algo-
rithm over static channels, and compare it with the perfarraaof the original algorithm. The
simulation results also reveal the advantages of Schenhe tdterse-perturbation scheme) and
Scheme 2 (the decreasing perturbation-size scheme). Te anfakr comparison, the hybrid al-
gorithm does not need any more information exchange cordghen the original algorithm,
and in each iteration there is only one phase setting usdzbonforming and one-bit feedback

from the receiver which match to the original algorithm.
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Figure 5.4 shows the average number of time slots requiradii@ve an RSS &0% R, With
N = 100 transmitters for the hybrid algorithm. It shows that the tglalgorithm can achieve
90% Ropt Within 700 time slots over a wide range of parameter selastiovhile the minimum
number of time slots is 549 obtained with = 8, Rp = 0.7. The number of time slots in the
3D plot has a fairly flat surface. This reveals the robustmédhe hybrid algorithm to small

mismatches in parameter settings.
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Figure 5.4: The average number of time slots required to achi#& R, with N = 100 for
the hybrid algorithm, wher€'r is the threshold for successive negative feedback
steps andRp is the decreasing ratio of perturbation size.

In Figure 5.5, we compare the convergence speed of fouritdgm for N = 100: the hybrid
algorithm, Scheme 2, the original algorithm with optimaltpebation size and the original
algorithm with a static perturbation size. The curve of tlybrid algorithm is plotted with
Ct = 8, Rp = 0.7. The curve of the original algorithm with optimal perturioat sizeA for
each time slot is plotted based on the analysis in [4], and/éihée of Ay versus the number

of time slots was given in Figure 5.1. The parameter settiogthe original algorithm with a
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static perturbation size and Scheme 2 are the optimal getbbtained from Figure 4.12 and
Figure 5.2. From Figure 5.5 we see the hybrid algorithm has#st performance among the
four, and that Scheme 2 can achieve performance close taitheab algorithm with optimal
perturbation sizes. Comparing the hybrid algorithm with&ue 2, we see that they have a sim-
ilar convergence speed in their initial stages and the byddgorithm has a better performance
due to the contribution of Scheme 1. In achieving an RSS06§ R, there is a big gap of
791—549 = 242 time slots between the hybrid algorithm and the originabgthm with a static
perturbation size or, in other words, the hybrid algorithas (=55 — -37) / (=57) =~ 44%

faster convergence speed compared to the practical dragopaithm. This gain in the conver-

gence speed is obtained by exploiting negative feedbacknigtion in the iterations.

100

90

80

70

60

opt)

50

RSS (%R

40

30

20

—— Hybrid algorithm (Scheme 1 + Scheme 2)

10 = = =Original algorithm (optimal size) |
+==:Scheme 2

Original algorithm (static size)

0 I
0 100 200 300 400 500 600 700 800 900 1000
Time Slot Number

Figure 5.5: Comparison of the hybrid algorithm with the original algdmm on the received
signal strength versus time slots far = 100.
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5.4 Tracking time-varying channels

In this section, we show that the hybrid algorithm proposkdva can be modified to track
time-varying channels while maintaining its fast converge speed. What is more, the modi-
fied hybrid algorithm has the ability to detect variationghe speed of channel phase changes
and adjust perturbation sizes adaptively according topgked. In order to focus on the effect of
changes in channel phase responses, we still assume unitethBower gain from each trans-
mitter to the receiver, but model the channel phase resgomsetransmitteri to the receiver
asV¥;[n] = ¥; + A\i[n], wherey; ~ uniform|0, 27) are static during the convergence process as
assumed in Section 4.2. The phase drift compongjiitg are assumed to be independent, iden-
tically distributed across transmitters and uncorrel@teitime slots with a uniform distribution
Ai[n] ~ [—Ao, Ag] as in [35], where\ is termed as the phase drift speed. The variations in

phase offset at transmitters due to the oscillator intemoade can be modeled in the same way.

Most work in the literature on the one-bit feedback alganshis focused on static channel
conditions. Few of them extended the algorithms to timexwar channels apart from [35].
In [35], the authors modified the original one-bit feedbatdodathm to track time-varying
channels by lowering the criterion at the receiver evengtitrencounters a negative feedback

step:

Ryest[n +1] = Rinl - Rinl > Rycstlm 0<p<1) (5.3)
Rpest[n] - p  otherwise

wherep is the discounting factor which reflect the expected detation due to channel vari-
ations. The reason for lowering the criterion is becauses@loaifts in time-varying channels
cause reductions in the RSS, which make it hard or even inipeds achieve amRR[n| greater
than Ryt [1] If the received phases at the receiver become highly coherenprevious time
slot (n — 1). Even with right perturbations which can reduce phasegifices in static chan-
nels, in time-varying channels the resultBfh] may be less thai,. [] due to the effect of
phase drifts. If the receiver still compaf&gn] with Ry [n] as in the original algorithm, the
perturbations will be discarded and the phase differeneesrhe larger. The achievable RSS
with random perturbations keeps decreasing in the follgwiime slots due to phase drifts and
becomes less thaR,.s;[12]. No perturbations will be retained and the received phasébge

coherence. By lowering the criterion of achievable RSS afgerithm in [35] can achieve a
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reasonable beamforming gain in time-varying channels tingiquires accurate knowledge of
the phase drift speed in channel variations in order to set appropriate valuesfand the

perturbation sizé,. For more details of the algorithm, please see [35].
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Figure 5.6: One simulated instance of the original algorithdy (= 22%) and the hybrid al-

gorithm (Cr = 8, Rp = 0.7) in time-varying channels with channel phase drift
speed\;[n] ~ [—155> 105) for V = 100.

We meet the following difficulties in the algorithm designdan time-varying channel condi-
tions. First, if the received phases at the recefwgn| become highly coherent in time slot

the corresponding RSS value cannot be surpassed by subspguirbations as the RSS will
reduce again due to channel variations. Therefore, the R&f@ment ruleR[n] > Ry [n] at
the receiver is not sufficient in time-varying channels.uré5.6 shows one simulated instance
of the original algorithm and the hybrid algorithm in timarying channels. As we can see,
both algorithms are not reliable in time-varying channeld the RSS decreases after a certain
time point. Second, since the hybrid algorithm describealalin Section 5.3 keeps reducing

the perturbation size, obviously, it cannot track timeyuwag channels when the perturbation
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size becomes smaller than the phase drift speed. Thirdaiic sthannels, successive nega-
tive feedback steps only suggest that the perturbationisiz®o big to converge. However,
in time-varying channels, this may also result from the @ft# channel variations, which in
contrast may require a bigger perturbation size. Fourttgessive positive feedback steps are

not available to aid the design.

A straightforward solution to overcome these difficultisga apply the hybrid algorithm de-
scribed in Section 5.3 to the initial stages of the converggorocess. When the phase drift
speed is fairly small compared to the perturbation sizg the effect of channel variations
on the RSS is negligible. Therefore, the initial stages efdbnvergence process can be viewed
as under static channel conditions. When the perturbatimnfalls to a certain value close to
the phase drift speefly, the transmitters and the receiver then change to follovakherithm
described in [35]. Such a solution can improve the convergespeed and provide a reliable
beamforming gain under the time-varying channel conditiodowever, the transmitters still

requires accurate knowledge of the phase drift speed imehaariations.

5.4.1 A modified hybrid algorithm

Reverse-perturbation

Y

scheme

'

1 bit feedback Intended

receiver

/

. , )
Decreasing perturbation- + Advanced
size scheme judging criteria

Sensor nodes x
$ 3

Figure 5.7: Diagram of blocks in the one-bit feedback algorithm design.

Figure 5.7 shows a diagram of blocks in the one-bit feedbfgkighm for design purposes. In
the above sections, we have proposed a reverse-perturisatieme and a decreasing perturbati-

on-size scheme, both of which are focusing on the tranangitie to improve the algorithm
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performance. Under the time-varying channel conditiohs,simple judgement rul&[n| >
Ryest[n] at the receiver is not sufficient and more advanced judgiitgrier are required to

cooperate with the random search process at transmitters.

We present a modified hybrid algorithm which can track tiraeying channels without the

knowledge of the phase drift spedd. It is summarized in Table 5.2 and explained as follows.

Initialization :  Cn = 0; dg = T, 6i[1] = 0; &;[1] = 0; Rpest[1] = 0; Riin[1] = 0.
Normal mode, iterate:
1. Setd;[n] = £do ("+" or "-" with equal probability).
2. Useyp;[n] = 0;[n] + €;[n] + d;[n] to perform beamforming.
3. EstimateR[n] = ‘Zf\il ejq’i["}‘;

UpdatERbest [TL + 1] = maX(Rbest [TL], R[’I’L]),

UpdateRyin [ + 1] = min(Rmin[n], R[n]).
— (One bit feedback
4. 1f R[n] > Rpest[n]

O;[n + 1] = 0;[n] + €;[n] + d;[n]; e[n+1]=0; Cn=0;

else
Hi[n + 1] = 91[71]. ei[n + 1] = _61-[71]; CN = CN +1;
if Cy > Crpr
— (Enter the testing mode in the next time glot
end
end

Testing mode (one time slot)
1>. Useyp;[n] = 6;[n] to perform beamforming.

2>. EstimateR[n] = ‘EiNzl ejq’i[”]‘;
UpdateRpest [ + 1] = Rmin[n + 1] = R[n]; (reactivation)
ComputeSc = | Rpest[2] — R[n]|; (estimation of the channel drift speed)
ComputeSp = Rpest[n] — Rmin[n]- (estimation of the perturbation 'catch-up’ speed)

— (One bit feedback

3> If Sp > 25¢
0o = g - Rp; (decrease the perturbation size)
else
do = do/Rp; (increase the perturbation size)
end

4>, SetCy = 0; HZ[n + 1] = HZ[n], ei[n + 1] = el[n]
— (Exit the testing modg

Table 5.2: Summary of the Maodified Hybrid Algorithm to Track Time-vagyChannels

The modified hybrid algorithm operates in two modes,tbemal modeand thetesting mode
Operations in the normal mode are similar to the operatioesgmted in Section 5.3 except for

the following. Besides updating the best RSS in memory atdheiver, in step 3 the receiver
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also records the minimum RSS in memoRin[n + 1] = min(Rumin[n], R[n]). In step 4,
when the number of successive negative feedback étgpseets the threshold'r, instead of
decreasing the perturbation sizg the transmitters and the receiver enter the testing made fo

one time slot.

We define the successive time slots taking the same pelitumbsire as aize period In the
testing mode in time slot, instead of performing phase perturbations, the transritise their
best known phases to perform transmit beamformin@;| = 6;[n]. The receiver measures the
corresponding RS&[n/, set it as the new best RSBy, [ + 1], and the new minimum RSS,
Rpin[n + 1] in memory. Therefore, the variablég,.s; and R,,.;,, actually record the maximum
and the minimum RSS within a size period. This prevents tgerthm from operating in
local rather than globally optimum phase solutions, whidyrbe caused by the first of the
difficulties listed above. The receiver then computes treohibe difference ofRy.s[n] and
R[n]:

Sc = | Ryest[n] — R[n]| (5.4)

and the difference oRypest[n] and Ryin[n]:

SP = Rbcst [n] - Rmin [n] (55)

Since bothRy,.¢ [2] and R[n] are obtained with the same adaptive compogeft] = 6;[n], the
scalarS¢ can be viewed as an estimation of the channel drift speednotie size period. The
scalarSp can be viewed as an estimation of the perturbation 'cat¢ispged within the same
size period. By comparingc and Sp, the receiver makes a judgement on the perturbation
size and feeds back one bit of information telling all trarters to adopt a larger or smaller
perturbation size in the next size period. Results in [3Bjctude that the perturbation 'catch-
up’ speed should be faster than the channel drift speed, rengerturbation size should not
be too large to avoid large fluctuations in the steady-st&8&.RNVe adopt a coefficient of 2
in comparingSp with S in the following simulations. The modified hybrid algorithis
summarized in Table 5.2. By inserting only one time slot leetwtwo size periods, the modified
hybrid algorithm has the ability to track time-varying chats and adjust perturbation sizes

adaptively according to the rates of phase drift. The owadtef implementing this solution is
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very low.

5.4.2 Simulation results

We present some simulation results to study the performahitee modified hybrid algorithm
and verify its ability to track time-varying channels. Weshthat the modified algorithm can
not only achieve phase alignment in time-varying channdiekvhave a constant phase drift
speed over time, it is also robust to time-varying channdiiclvhave variable rates of phase
drift.

Figure 5.8 shows the performance of the modified hybrid &lgorwith NV = 100 transmitters,

Cr =8, Rp = 0.7, in time-varying channels with different phase drift speedls we see, the
modified hybrid algorithm can achieve phase coherence anddera good beamforming gain
in time-varying channels without the knowledge of channatesinformation. It also shows

that with a relative small phase drift spe&gl = {55 the algorithm on average achieves an RSS
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Figure 5.8: Performance of the modified hybrid algorithm in time-vagyinhannels with
different channel phase drift speedsg[n] ~ uniform[—15, 155], Ailn] ~
uniform[— 5, 55] for N = 100.
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of 80% R,y in 400 time slots, which is close to the performance achigmestatic channels
(364 time slots) shown in Figure 5.5. This confirms that thedifired hybrid algorithm still
maintains a fast convergence speed in the initial stagdweafdnvergence process under time-

varying channel conditions.

Figure 5.9 shows one simulated instance of the modified tybgorithm in time-varying chan-
nels when the channel phase drift spégds changing. As we see, the modified hybrid algo-
rithm has the ability to detect variations in the speed ofncleh phase changes and adjust
perturbation sizeg, adaptively according to the speed. Whenbecomes larger, it will lock
the perturbation size to a bigger value to track the changebannel phase responses. When
Ag becomes smaller, it will shift the perturbation size to a kenavalue to obtain a superior
beamforming gain. This ability makes the one-bit feedbdglordhm much more robust to

channel variations in practical implementations.
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Figure 5.9: One simulated instance of the modified hybrid algorithmnmetivarying channels
with variable phase drift speedg, for N = 100. The red curve at the top shows
the RSS versus time slots. The blue curve at the bottom shewtturbation
sizes versus time slots.
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Figure 5.10 shows the average performance of the modifiedchglyorithm in time-varying
channels with different error rates in the one-bit feedbatwdnnel. The parameter settings for
the modified hybrid algorithm arér = 8, Rp = 0.7, and the channel phase drift speed
is A;[n] ~ uniform[—155, 155]. It shows that the performance of the algorithm is sensitive
feedback error rates. This is mainly because the adjustofi@etturbation sizes depends on the
number of successive negative feedback steps. In ordehtevaca good beamforming gain,
it is suggested to maintain a feedback error rate ufdgrin the one-bit feedback channel in

practice.
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Figure 5.10: Average performance of the modified hybrid algorithm in tvaeying channels
with N = 100, Ay = 180 and different error rates in the one-bit feedback chan-
nel.
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5.5 Summary

We proposed a decreasing perturbation-size scheme baghd original algorithm in the lit-
erature to achieve carrier phase alignment for distribitadsmit beamforming. We show
that the decreasing perturbation-size scheme and theopsdyiproposed reverse-perturbation
scheme can be combined to generate a hybrid algorithm. Timédhgigorithm can be easily
applied into practical implementations and does not regaiy more information exchange or
hardware changes. By exploiting negative feedback inftionan the iterations, the hybrid al-
gorithm can largely enhance the convergence speed of pligissant by over 40% compared
to the original algorithm. By adding one time slot per sizequ the hybrid algorithm can be
modified to track time-varying channels without the knovgedf channel state information.
The modified hybrid algorithm has the ability to adjust pdsation sizes adaptively according

to the rate of phase drift in channel variations.
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Chapter 6
Conclusions and Future Work

This thesis contributed to the performance analysis ofidiged transmit beamforming with
phase errors and algorithm design to achieve carrier pHiggereent at the destination, which
is critical for the practical realization of distributeddmaforming. This Chapter will give key
conclusions based on the results in previous chapters. Walso discuss limitations of our

work and possible extensions for future work.

6.1 Conclusions

This thesis is concerned with distributed transmit beamiog in the context of wireless sen-
sor networks. We consider the application scenarios tleatd#stination is located far away
from the sensor network and signal transmission from theaenetwork to the destination
cannot be realized by a single node due to node power camstrabince traditional trans-
mission techniques used for within-network communicajasuch as direct transmission and
multi-hop transmission, have limited communication rangecame up naturally to consider
transmit beamforming as a good candidate for long-rangaraamcations. However, realizing
distributed beamforming faces severe challenges. Amanghhllenges brought to researchers,
the most difficult one is to achieve phase alignment at thérdg®n. Due to oscillator inter-
nal noise, errors in position estimation, channel estioma#ind timing synchronization, phase
errors among signals arriving at the destination can onlyisémized but cannot be removed.
This is also the major difference between distributed beamihg and conventional beam-
forming. Then, we probed into the issue of phase errors froth the theoretical and practical

aspects.

6.1.1 Performance analysis

In Chapter 3 we investigated the BER performance of disktbioeamforming with phase er-

rors. In particular, we derived the expressions for the BERgomance of BPSK modulation
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with EGT over Rayleigh fading channels. We assumed the tedimhiform distribution of
phase errors for the analysis, which is a common assumptiopted in the literature. The
BER performance can be expressed as a function of the nunilmerdes, phase errors and
total transmit power. As explained in Chapter 3, the pdf ef leamforming gain cannot be
extracted easily from the joint pdf associated to the redliamginary parts of the received
signal. Therefore, the exact BER expression is difficult itam. Instead, we provided two
methods to give an accurate approximation. Method 1 wagdbaiseexpectation adjustment
and variance compensation of the received SNR. Method 2 asadbon CLT and moment
matching of distributions. Simulation results showed #goeé agreement with analytical re-
sults. Method 1 is valid for any number of nodes but has a haghputational complexity for
a large number of nodes, while the solution given by methasl iBuch simpler but valid for
large number of nodes only. It is suggested to use method fetigh BER for a small num-
ber of nodes and use method 2 for a large number of nodes. Ghbpdsecan be extended to
analyze BER with MRT in a similar way and the analysis can &ks@pplied to other phase
error distributions and signal modulations. The systenfopgrance was analyzed for different
number of nodes and different phase error ranges. It shaw#itreasing the number of nodes
can dramatically reduce the power cost of each node sulgjd¢hetsame BER performance. It
also shows that adding more nodes whéris small or minimizing phase errors whey is
large can significantly improve the BER performance. Depandn the practical constraints
and targeted performance, the system engineer can usepyassions to explore the trade-offs

among the number of nodes, phase errors and transmit power.

6.1.2 Algorithm development

The theoretical analysis gave us a good understanding afrthact of phase errors on the
beamforming performance. However, minimizing phase sramd achieving phase alignment
at the destination is a crucial problem in practice. Besttiesknowledge of CSl, it requires
sensor nodes to coordinate with each other and adjust thasepsettings in a distributed man-
ner to ensure that signals transmitted from different nedesadd coherently at the destination.
In Chapter 4, we reviewed a simple iterative algorithm (thgioal algorithm) in the literature,
which can achieve nearly perfect phase alignment after ntarations. The original algorithm
does not require CSI, relies on only one-bit feedback in écation and has many other ad-
vantages, such as its simplicity in practical implementaand scalability to large number of

nodes. The shortcoming of the original algorithm is thatisicdrds negative feedback steps
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indicating failed perturbations and only converges upasitpe feedback steps indicating suc-
cessful perturbations. Therefore, it takes a large numbiemtions to achieve convergence.
Based on this point, we proposed a reverse-perturbatioensehvhich exploits both positive
and negative feedback information to improve the convaergeapeed. The reverse-perturbation
scheme makes use of negative feedback in a single time slohince the probability of gener-
ating better phase changes. Then in Chapter 5, we propos#itcamovel scheme, decreasing
the perturbation-size scheme, to further improve the agevee speed of phase alignment.
The decreasing perturbation-size scheme makes use ofveefgdback information in suc-
cessive time slots to adjust the perturbation size. The theraes use different mechanisms
to improve the convergence speed and can be combined toagerar advanced algorithm,
the so-called hybrid algorithm. It shows that in static aels, the hybrid algorithm has an
over40% faster convergence speed compared to the original algurifthe hybrid algorithm
does not require extra hardware or information exchangepeoad to the original algorithm.
It still requires only one-bit feedback in each iteratiord &eeps all the benefits of the origi-
nal algorithm. Its advantages in the convergence speedletghpresult from the information
contained within negative feedback steps. Although the typone-bit feedback algorithm
received wide attention in the literature, few papers dised the issue of distributed beam-
forming in time-varying channels. In Chapter 5, we show th&t hybrid algorithm can be
modified to track time-varying channels without CSI whileintaining its fast convergence
speed. By switching between two operation modes, the mddifidrid algorithm has the
ability to detect variations in the speed of channel phasegbés and adjust perturbation sizes
adaptively according to the speed. Its robustness agdamasinel variations makes it a much

more attractive candidate in practical implementations.

6.2 Limitations

The work presented in this thesis has its limitations. In@&a3, we adopted a Rayleigh
fading model to analyze the BER performance, which reflduseffect of multipath fading

and is a reasonable model when the destination moves araustibrt distances. However,
if the destination moves over a long distance, we must cenghik effect of shadowing, for
which a log-normal distribution model is more appropriatdoreover, we assumed perfect
information sharing among sensor nodes and only considbaeedffect of phase errors in our

analysis. For a more comprehensive view of the BER perfoog@aone may include the effect
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of errors in the information sharing process.

In Chapter 4, we presented some theoretical analysis ofeterse-perturbation scheme to
predict its convergence speed, which mathematically mftivat the scheme can yield a faster
convergence speed compared to the original algorithm. Merveur analysis is only valid for

a small perturbation size.

6.3 Future work

In Chapter 3, we analyzed the BER performance of distriblseginforming with phase er-
rors. The analysis was based on the assumption of a commual signsmitted from all sensor
nodes, which requires perfect information sharing aheadweer, in practice, errors exist
in the information sharing process, which may introducéediinces among signals decoded
at different sensor nodes. As discussed in Section 2.2 nfoemation sharing process may
be viewed as the first phase of a relaying process. Therdafoi@der to give a more accu-
rate prediction on the BER performance, one may includerttgact of errors among signals
transmitted from different nodes, and study the BER peréoroe with different schemes for
information sharing or different relaying strategies. \Wikamore, while increasing the number
of nodes can dramatically enhance the beamforming gaitn, thet overhead of information
sharing and the convergence time of the one-bit feedbadkitdgs grow with the number of
nodes. There may exist an optimum value for the number ofsiodastituting a distributed

beamformer.

In Chapter 4, we proposed a reverse-perturbation schenwhwhploits the negative feedback
information in a single time slot and has a faster convergespeed of phase alignment com-
pared to the original one-bit feedback algorithm. Althouighadvantages in the convergence
speed have been well supported by numerical results, dgramalytical results may lead to
a better understanding of the scheme and further improveeif®ormance. In our proposed
scheme, the value of the modifying facteyin], is set equal to the opposite valuedsgfin — 1]

if 4;[n — 1] has led to performance degradation in the previous time Slitat would be the
performance it;[n] is set equal to-0.8 x §;[n — 1] or —1.5 x §;[n — 1] instead of—d;[n — 1]?

There may exist an optimum quantity for the reverse operatio

In Chapter 5, we proposed a modified hybrid algorithm which aehieve reasonable beam-

forming gains in time-varying channels. It does not req@® and keeps all the benefits of
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the original algorithm. However, it shows that its performoa is sensitive to feedback error
rates. This is because the adjustment of perturbation sidty mlepends on the number of
successive negative feedback steps. Therefore, the thlgésirobustness to feedback error
rates may be improved by substituting the ratio of negateslback steps for the number of
successive negative feedback steps. In Chapter 5, we shbméking use of information con-
tained within failed perturbations can result in an oW faster convergence speed compared
to the original algorithm in static channels. Besides thgatige feedback information, the
convergence speed may be further improved by exploitingrin&tion contained within each
sensor node’s own perturbation experience. Each sensermag adjust its perturbation size
and make phase changes based on both its own experiencawbptons and the common

feedback information.
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Appendix A
Derivations for BER Analysis in

Chapter 3

A.1 The factor  and the residual varianceo?3

We derive the factor defined in (3.13) and the residual variano%,, defined in (3.14) in
Section 3.3. For simplicity, we again suppress the timeaéei) in this section. The expression

of 2 in (3.13) can then be written as:

Z_E“Eijil‘hi|€j¢i‘2] ) o - 1—|—%(N—1) (%(?0)2 v
Ce(n )] @S0 TR A

where the expression @f is derived in Appendix A.2.

We rewrite (3.14) as follows:

t = (I E e b))
w{ellg ] - i) -]
n2<E[irm!D2>- o

i=1

_l’_

Substituting (3.13) into (A.2), it yields:

oo (o () (el ) >
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where the expressions gf, E[\hi]] are given by (A.1), (A.9) separately, and the definition of
H is given by (3.16).

The second moment and the fourth moment#f in terms of N and ¢, are derived in Ap-
pendix A.2. However, the pdf ofH | is unknown and the first moment ¢ff| is hard to
compute. Instead, we use the Nakagawndlistribution [98] to give an approximate expression
for the first moment. One of the characteristics of the Nakaga-distribution is that it has
great flexibility and can approximate many other distribag modeling fading environments.
The 5th moment of Nakagami-distributed| H | is given by [55]:

B
m 4 L 27\ 2
EUH\ﬁ]:F(r(;fﬁ) (E[’g”> : (A-4)

where the parameten is the ratio of moments:

(B[#F]) o

Var“Hﬂ C B

(A.5)

m =

and.«z, % in terms of N and ¢, are given in (A.7), (A.8). By taking (A.7), (A.8) into (A.4),

(A.5) the first moment of H| can be easily obtained as:

B||H|| = F(;%(i;)%) (%)é . (A.6)

By substituting (A.6) into (A.3), one can obtain the final eegsion of the residual variano@

in terms of N andgy.

A.2 The second and the fourth moment o(H\

We derive the second and the fourth moment/f used in (3.26), (3.27) in terms & and
¢o based on the assumption that bathand ¢; are independent i.i.d. variables, wheérg~
CN(O, 20’3) and@ ~ (—(250, (230)

The second moment ¢f{| in (3.26), (3.27) is expressed as:
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o = EB|H|
" 2
- E ‘Z\hi\emi ]
v N
- E Z‘hi‘ej@.zyhl‘e—j@]
Ci=1 =1

= N-E[[h]?] + N(N — 1) - E[|hy||hy|e? @ —90)]
i=l il
= N-E[|il*] + N(N — 1) - E[|hy||ly| cos(¢; — ¢1)]
sin ¢g 2
®o > '

— N-E[h] +N(N—1)(E[yh,-y]>2< (A.7)

The fourth moment of H | is expressed as (A.8).

Sinceh; ~ CN(0,202), the moments off;| in above derivations are given by [55]:

B[] = (202)5T(1 + %). (A.9)

In particular, wherh; ~ CN (0, 1), &/ and% become:

d:N+zN(N—1)< (A.10)
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Derivations for BER Analysis in Chapter 3
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Exploiting Negative Feedback Information for

One-bit Feedback Beamforming Algorithm

Shuo Song, John S. Thompson, Member, IEEE, Pei-Jung Chung, Member, IEEE,
and Peter M. Grant, Fellow, IEEE

Abstract

In this paper a hybrid one-bit feedback algorithm is proposed to achieve carrier phase alignment
at the receiver for distributed transmit beamforming. The proposed iterative algorithm employs two
schemes to speed up the convergence process, which exploit negative feedback information in a single
time slot (Scheme 1) and in successive time slots (Scheme 2) respectively, whereas previously proposed
algorithms in the literature discard this information. We show that the proposed algorithm yields a
significant improvement in the convergence speed compared to the original algorithm. Furthermore, we
modify the proposed algorithm to be capable of tracking time-varying channels which have variable
rates of phase drift. The modified hybrid algorithm has the ability to adjust perturbation sizes adaptively

without the knowledge of channel state information and is suited for practical implementations.

Index Terms

Distributed beamforming, feedback communication, adaptive algorithms.

I. INTRODUCTION

Distributed transmit beamforming is a promising form of transmission in some sensor network
application scenarios because it can provide significant benefits in energy efficiency, commu-

nication range, security, etc. It is performed by a virtual antenna array composed of randomly
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located sensor nodes, each of which has a single antenna and an independent oscillator. Unlike
conventional beamforming, phase errors among the signals arriving at the receiver cannot be
avoided in distributed beamforming and phase synchronization is critical to the beamformer
performance [1]. In [2], the authors studied the average far-field beampattern of a random
array and showed that a desirable beampattern with a narrow mainlobe and relatively small
sidelobes can be achieved in theory for distributed beamforming. In [3], the authors analyzed
the achievable bit error ratio performance of distributed beamforming with phase errors. Besides
the theoretical performance, practical realization of distributed beamforming requires carrier
frequency synchronization among transmitters and phase alignment at the receiver [1], where the
frequency synchronization problem can be solved by employing a master-slave scheme presented
in [4]. In [5], the authors proposed an iterative algorithm (which we term the original algorithm)
to adjust phase settings at transmitters, which can achieve nearly perfect phase alignment at
the receiver under the assumption of static channels. The training process is performed by each
transmitter adding a random perturbation to its phase offset in each iteration. If the perturbation
results in a positive feedback indicating a bigger received signal strength (RSS), it will be
adopted. Otherwise, it will be discarded. The key advantages of this algorithm is that it does
not need channel state information and only relies on one-bit feedback in each iteration. The
original algorithm has received wide attention in the literature and similar algorithms also using
one-bit feedback were proposed in [6], [7], [8], [9] for distributed beamforming. A common
feature of these algorithms is that they only exploit positive feedback information and discard
negative feedback information.

The major issue considered in this paper is to improve the convergence performance of the
original algorithm by exploiting negative feedback information which indicates failed pertur-
bations while still retaining its advantages. We propose a novel algorithm (which we term the
hybrid algorithm) which has a faster convergence speed and is robust to time-varying channels
with variable rates of phase drift. To make a fair comparison, the proposed algorithm does not
need any more information exchange compared to the original algorithm, and in each iteration
there is only one phase setting used for beamforming and one-bit feedback from the receiver
which matches the original algorithm. The proposed algorithm can be seen as an extension of
the original algorithm for efficient application to time-varying channels. The rest of the paper

is organized as follows. In Section II, we introduce the system model and briefly review the
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original algorithm in the literature. In Section III, we present our proposed algorithm which
employs two schemes to improve the convergence speed. In Section IV, the performance of
the proposed algorithm and the original algorithm in static channels are evaluated by computer
simulations. In Section V, the algorithm is modified to track time-varying channels which have

variable rates of phase drift. Section VI presents conclusions to the paper.

II. ORIGINAL ONE-BIT FEEDBACK ALGORITHM

We consider a random array composed of N frequency-synchronized transmitters collabora-
tively beamforming a common signal to a distant receiver. This is performed by each transmitter
adjusting its phase offset independently and iteratively to achieve carrier phase alignment at the
receiver. The phase of the received signal at the receiver from transmitter ¢ in time slot n is
expressed as:

i[n] = vi + Yi + ¢i[n] (1)

where ; is an unknown phase offset at transmitter 7 and 1); is the channel phase response from
transmitter ¢ to the receiver. Both ~; and ¢; are assumed to be static during the convergence
process, uniformly distributed within [0, 27) over ¢ and unknown to both the transmitters and
the receiver. The scalar ¢;[n] is the adaptive component adjusted by transmitter ¢ in time slot
n based on the one-bit feedback information from the receiver. We set ¢;[0] = 0. Since the
objective of the algorithm is to achieve phase alignment, we assume unit transmit power for
every transmitter and unit channel power gain from each transmitter to the receiver [5]. The

RSS in time slot n, tested at the receiver, is defined as:

N
Z eI ®iln]
i=1

The original algorithm presented in [5] repeats the following steps:

Rln] = @)

1) Each transmitter records its best known phase used for beamforming, 6;[n, in memory
and adds a random perturbation, d;[n] = +dy, to it. (We set 6;[1] = 0).

2) All transmitters use their new adaptive components, ¢;[n] = 6;[n] + 0;[n|, to perform
transmit beamforming.

3) The receiver measures the new RSS R[n], and updates the best RSS in memory, Rpes[n+
1] = max(Rbest[n],R[n]). It then feeds back one-bit of information (error free) to all

transmitters conveying whether the RSS has been improved or not.
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. . 0i[n] + d;[n], R[n]> Rpest[n]
4) The transmitters update their best known phases as ;[n+1] =
0;[n], otherwise

The original algorithm can achieve phase alignment after many iterations, but it only changes
phase for positive feedback when R[n] > Ry.s[n]. For more details of the original algorithm

and its advantages over other alternative approaches for distributed beamforming, see [5].

III. HYBRID ONE-BIT FEEDBACK ALGORITHM

We propose two schemes which do not require any more information exchange or hardware
changes compared to the original algorithm, and therefore keep all of its advantages. We show
that the two schemes can also be combined (denoted as the hybrid algorithm) to provide a

significant improvement in the convergence speed in the phase training process.

A. Scheme 1

For a single transmitter in a single time slot, if a positive perturbation leads to performance
degradation, usually, a negative perturbation on the same phase offset will lead to performance
improvement, and vice versa. Therefore, we introduce a modifying factor ¢;[n] into the adaptive

component used for beamforming in step 2):
¢i[n] = 6;[n] + €[n] + 6;[n] (3)

The function of ¢;[n| is to add an opposite value of ¢;[n — 1] into the new adaptive component
if §;[n — 1] has led to performance degradation in the previous time slot. In step 4), we update

the modifying factor ¢;[n] and the best known phase 6;[n] as follows:

aln+ 1] = 0, R[n] > Rpest[n] @
' —0;[n], otherwise

6.fn 1 1) = 0;[n] + €;[n] + d:[n], R[n] > Rpest[n] 5)
0;[n], otherwise
The other steps are the same as in the original algorithm.
Scheme 1 makes use of the negative feedback information in a single time slot to enhance
the probability of generating better phase changes. In the case of negative feedback, an opposite

value of the perturbation in time slot n will be added into the next adaptive component in time

slot n + 1, which enhances the probability of generating better phase changes. In the case of
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successive negative feedback steps, the values of the adaptive component ¢; are always located
around the best known phase 6;. This is because the value of 6; is updated only in the case of
positive feedback in order to prevent 6; from drifting off its best value.

The performance of Scheme 1 and its capability of improving the convergence speed have been
well studied and verified by simulation results in [10]. Below we present some mathematical
analysis of Scheme 1 and provide a close upper bound on its convergence speed. We begin our
analysis by studying the original one-bit feedback algorithm. The original algorithm described

above can be reformulated as:

O;[n + 1] = 6;[n] + &[n]1g 6)

where the indicator function 1. equals 1 when the condition G is satisfied and equals 0 otherwise.
The condition G = { N, cos(®;[n] + &i[n]) > SN, cos(®;[n]) } and &;[n] = ~; + ¢; + 6;[n].
The condition G exists because with a large N, the RSS mainly depends on the cosines of
the carrier phases and the contribution of sines can be discarded. This has been verified in [3]
by applying the central limit theorem (CLT). In [11], the authors proved that the trajectories
of (6) collapse to the solution of a certain limiting ordinary differential equation (ODE). For
the readers’ convenience, we first repeat some of the key results in deriving the ODE for the
original algorithm. For details, please see [11]. We then derive an ODE that mimics the behavior
of Scheme 1 in a similar way.

For a small perturbation size &y, cos(®;[n] + 6;[n]) & cos(®;[n]) — 8;[n] sin(®;[n]). Therefore,
the condition G can be simplified to G = {3V, §;[n]sin(P;[n]) < 0}. With large N, the

summation of (N — 1) terms excluding §;[n]sin(®;[n]) can be written as:

N
Zy= > &n sin(®;[n)) @)
i=1(i%)

which is a zero mean Gaussian variable according to the Lyapunov CLT, whose variance is

Var(Z;) = 63 Zi]\;w#) sin?(®;[n]). Therefore, the probability of condition G being satisfied is:
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Pr(G) = Pr(Z; + 6;[n]sin(®,[n]) < 0) (8)
[ n]sin(d ) - B(Z)
2 2 V24/Var(Z;)
L1 ofsin(bn)
2 Veor do \/Zi]il(iyéj) sin® (‘i)z (n])

where erf(-) represents the Gaussian error function. The last approximation comes from the first

Q

( 1 n 27L+1

term of the error function’s Taylor series erf(z) = \F > m

Thus, the expectation of

the random perturbation applied on phase settings for transmitter j can be computed as:

E(d;[n]1e) ~ E(9;[n]Pr(G)) ©

B 11 3;[n] sin(®;[n))
= E (57[ }<2 \/% 50\/21 (i) S 2(@[ D)>
_ hn(p)

\/ﬂ\/zfil(#ﬁ sin?(®;[n])

The convergence of the best known phases 6; to their correct settings is equivalent to the

convergence of ®; to zero. The ODE corresponding to equation (6) which mimics the behavior

of the original algorithm can be obtained as:

de,(t) _ _ Gosin(@yfn)
dt V2SN i) sin?(@;[n])

In the original algorithm, the decision on the perturbation 0;[n] only depends on R[n| and the

(10)

corresponding feedback in time slot n. However, in Scheme 1, the decision on the perturbation
d;[n] not only depends on the feedback in time slot 7, but also the feedback in time slots (n+ 1)
and (n — 1). A flowchart of the adaptive component for transmitter j under Scheme 1 is shown

in Fig. 1. The conditions ConA, ConB in Fig. 1 are defined mathematically as follows:

N
ConA(0, { Zcos + ;[n]) > Zcos@i[n]) } : (11)

i=1
ConB(d;[n — 1], . {Zcos iln—1] — 0;[n — 1] + & [n >Zcos n—l)}.(lZ)
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The condition ConA is the same as condition G in the original algorithm. Therefore, its proba-

bility is given by

1 g[n]n;[n]
TS (13)

. The probability of condition ConB can be derived in a similar

1
Pr(ConA(d,[n])) = 3
| = sin(®;[n])
\/Zﬁiw#]) sin2(d;[n])

way and is expressed as:

where 7;[n

1 1 (=d;ln — 1] + &;[n])n;In — 1]
2 Vavar 5 S

The conditions ConA, ConB are the negations of ConA, ConB, whose probabilities can be

Pr(ConB(d;[n — 1], 4;[n])) =

calculated using the equations:

Pr(ConA) + Pr(ConA) = Pr(ConB) 4 Pr(ConB) = 1. (15)

From Fig. 1 we have:

Dt { 0[] + 6. [n]1e+ 06

where

G* = {ConA(di[n — 1]) - ConA(di[n]) + ConA(d;[n — 1) - ConB(&i[n — 1], 5:[n]) }, (1)

G- = {ConA((SZ-[n —1]) - ConA(8;[n]) - ConB(8;[n], &;[n + 1]) (18)
+ConA(6;[n — 1]) - ConB(d;[n — 1], &;[n]) - ConB(d;[n], & [n + 1})}

Thus,

E(5[n1g+ = §lnlle-) = E[5[n]- (Pr(G") = Pr(G7))] (19)

For a small perturbation size &y, n;[n — 1] &~ n;[n] = n;[n + 1] = n;. Substituting (13), (14),
(15), (17) and (18) into (19), we have:
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_ s S I S 71 ) T Y1 S S SN Y1 )
BOslrller = dilnlle-) = E (2 Vars, 2 vavare TGt i) Vs, Y

o 5
2V2 V27 42726,

8 Ver

The ODE corresponding to equation (16) which mimics the behavior of Scheme 1 can be obtained

L S, &P )1

as:

dd;(t) _ 5vV2+6 8o sin(®;[n])
dt 8 V2m /SN ) sin(Bi[n])

Comparing (21) with (10), we see that Scheme 1 has a faster convergence speed of "’f% ~ 1.634

2

compared to the original algorithm. The accuracy of (21) will be justified by simulation results

in Section IV.

B. Scheme 2

In [5], the authors derived an analytical formula for the optimal perturbation size in each time
slot for the original algorithm. The optimal perturbation size A in time slot n 4 1 is expressed
as a function of (R[n]/R,p), where R, represents the RSS with perfect phase alignment. The
analysis in [5] gives a fundamental understanding of the original algorithm, and can be used
as a good metric for comparison and algorithm design. However, the value of R,y is hard to
obtain in practice before the phase training process converges and feedback of the optimal value
requires several bits instead of one. The results presented in [5] show that the optimal value of
perturbation size decreases as the number of iterations increases. Based on this point, we adopt
a decreasing size for §y in our practical design. The transmitters will adopt a smaller 6, when
the number of successive negative feedback steps C'y meets a certain threshold Cr. In step 4),

the counter C'y and the perturbation size 0, are updated as follows:

0 R[n] > Rbest ['I’L]
Cy +1 otherwise
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) Oy < C
Soln + 1] = ol A (23)
do[n]-Rp Cn>Cr

where Rp (0 < Rp < 1) is the decreasing ratio of the perturbation size. The number of
successive negative feedback steps C'y is reset to zero every time the perturbation size is adjusted.
The other steps are the same as in the original algorithm.

Scheme 2 makes use of the negative feedback information in successive time slots to adjust the
perturbation size. It is a simple but effective scheme which can be easily applied into practical
implementations. Simulation results in Section IV will show that Scheme 2 can achieve close
performance to the method with optimal perturbation sizes derived in [5].

Both Scheme 1 and Scheme 2 speed up the convergence process by exploiting the negative
feedback information which indicates failed perturbations. Combining Scheme 1 and Scheme 2

gives us the hybrid algorithm which repeats the following steps.

1) Each transmitter adds a random perturbation d;[n] = +4, to its phase setting.

2) All transmitters use ¢;[n] = 6;[n] + €;[n] + ;[n] to perform transmit beamforming.

3) The receiver measures the new RSS R[n|, updates Ryeq[n + 1] = max(Rbest[n], R[n]),
and feeds back one-bit of information.

4) The transmitters update their settings as
If R[n] > Rpest[n]
0;[n + 1] = 0;[n] + €;[n] + di[n); en+1 =0, Cyx=0;

else
Oiln+1] =6:in]; en+1]=—d6n]; Cy=Cnx+1,;
if Cy > Cr
do=060-Rp; Cn =0;
end
end

IV. SIMULATION RESULTS IN STATIC CHANNELS

We present some simulation results in accordance with our previous assumptions to study
the convergence performance of the hybrid algorithm over static channels, and compare it with
the performance of the original algorithm. The simulation results also reveal the advantages of
Scheme 1 and Scheme 2.

Fig. 2 shows the comparison of the trajectories of the phases d obtained from simulation with

the trajectories of the ODE in (21) for Scheme 1 with 20 transmitters. The initial values of the
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10

phases ® are set as uniformly distributed within (—m, ). It shows that the ODE in (21) can
give a good prediction on the behavior of the phase alignment process under Scheme 1.

Fig. 3 shows the comparison of the RSS calculated using the ODE in (21) with the simulation
results of RSS versus number of time slots with different numbers of transmitters N = 20, 50,
and 100. As we can see, the analytical results provide a close upper bound on the convergence
speed and yield a good match with the simulation results for most of the convergence process.

Fig. 4 shows the number of time slots required to achieve an RSS of 90% - R, averaged
over 4000 runs, with N = 100 transmitters for the hybrid algorithm. It shows that the hybrid
algorithm can achieve 90%- R, within 700 time slots over a wide range of parameter selections,
while the minimum number of time slots is 550 obtained with Cp = 7, Rp = 0.75. The number
of time slots in the 3D plot has a fairly flat surface. This reveals the robustness of the hybrid
algorithm to small mismatches in parameter settings.

Table II shows the average number of time slots required to achieve an RSS of 90%- R, with
N = 20, 100 and 500 transmitters for the hybrid algorithm. We define the convergence speed to be

inversely proportional to the required number of time slots, which is expressed as v(Cr, Rp)

m. The convergence speed with a pair of Cr and Rp over the convergence speed with
optimal values of C'r and Rp can be calculated as U(SZI:D) = né;”gD) and is shown in the

parenthesis in Table II, where v,,,4, and n,,;,, are the convergence speed and the required number
of time slots obtained with optimal values of C'r and Rp,. Table II again reveals the robustness of
the hybrid algorithm to small mismatches in parameter settings, especially with a large number
of transmitters. For example, the optimal values of Cr and Rp for N = 500 are Cp = 12,
Rp = 0.75, which result in a time slot number n(12,0.75) = 2738. The hybrid algorithm with
Cr = 10 and Rp = 0.75, which has an error of 2 in the threshold for successive negative
feedback steps, can still result in a time slot number n(10,0.75) = 2763 and a convergence
speed of 99.1% - vy,,4,. Table II also shows that the optimal convergence speeds for N = 20, 100
and 500 all result from Rp = 0.75. We studied the performance of the hybrid algorithm with
other numbers of transmitters, and extensive simulation results show that Rp = 0.75 is the
optimal setting for the decreasing ratio of the perturbation size regardless of the number of
transmitters. The optimal values of C7, the threshold for successive negative feedback steps,
versus the number of transmitters are plotted in Fig. 5. It shows that the optimal value of Cr

increases with the number of transmitters, but the slope of the curve decreases as the number
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of transmitters increases.

Fig. 6 shows the average number of time slots required to achieve an RSS of 90% - Ropt
with optimal C'r and R, versus the number of transmitters for the hybrid algorithm. As we can
see, the required number of time slots with optimal parameter settings grows linearly with the
number of transmitters. This is consistent with the analytical results presented in [5] and [7]
that the number of time slots required to converge to a given fraction, e.g. 90% of the perfect
alignment increases with the number of transmitters, N, but no faster than linearly with N.

In Fig. 7, we compare the convergence speed for five algorithms with N = 100. Each curve is
an average over 10° runs. The curve of the hybrid algorithm is plotted with C7 = 7, Rp = 0.75.
The curve of the original algorithm with optimal perturbation size A, for each time slot is
plotted based on the analysis in [5]. The parameter settings for Scheme 1, Scheme 2 and the
original algorithm with a static perturbation size are the optimal settings obtained from extensive
simulations. From Fig. 7 we see the hybrid algorithm has the best performance among the five,
and Scheme 2 can achieve performance close to the original algorithm with optimal perturbation
sizes in [5]. Comparing the hybrid algorithm with Scheme 2, the hybrid algorithm has a better
performance due to the contribution of Scheme 1. In achieving an RSS of 90%- R,t, there is a big
gap of 791 —550 = 241 time slots between the hybrid algorithm and the original algorithm with a
static perturbation size or, in other words, the hybrid algorithm has a (% - %) / (%) ~ 44%
faster convergence speed compared to the original algorithm. This gain in the convergence speed

is obtained by exploiting negative feedback information in the iterations.

V. TRACKING TIME-VARYING CHANNELS

It is well known that the performance of beamforming is very sensitive to the phase changes
in time-varying channels. In this section, we show that the hybrid algorithm proposed above
can be modified to track time-varying channels while maintaining its fast convergence speed.
What is more, the modified hybrid algorithm has the ability to detect variations in the speed
of channel phase changes and adjust perturbation sizes adaptively according to the speed. This
further enhances the robustness of the one-bit feedback algorithm in practical implementations.
In order to focus on the effect of changes in channel phase responses, we still assume unit
channel power gain from each transmitter to the receiver, but model the channel phase response

from transmitter ¢ to the receiver as W;[n] = v; + \;[n], where the phases 1; ~ uniform[0, 27)
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are static during the convergence process as assumed in Section II. The phase drift components
Ai[n] are assumed to be independent, identically distributed across transmitters and uncorrelated
in time slots with a uniform distribution \;[n] ~ [—Ag, Ag] [7], where A, is termed as the phase
drift speed. The variations in phase offset at transmitters due to the oscillator internal phase
noise can be modeled in the same way.

Most work in the literature on the one-bit feedback algorithms is focused on static channel
conditions. Few of them extended the algorithms to time-varying channels apart from [7]. We
meet the following difficulties in the algorithm design under time-varying channel conditions.
First, if the received phases at the receiver ®;[n] become highly coherent in time slot n, the
corresponding RSS value cannot be surpassed by subsequent perturbations as the RSS will
reduce again due to channel variations. Therefore, the RSS judgement rule R[n] > Ryes[n] at the
receiver is not sufficient in time-varying channels. Second, since the hybrid algorithm described
above in Section III keeps reducing the perturbation size, obviously, it cannot track time-varying
channels when the perturbation size becomes smaller than the phase drift speed. Third, in static
channels, successive negative feedback steps only suggest that the perturbation size is too big
to converge. However, in time-varying channels, this may also result from the effect of channel
variations, which in contrast may require a bigger perturbation size. Fourth, successive positive
feedback steps are not available to aid the design. Below we give two solutions to overcome

these difficulties and apply the proposed hybrid algorithm to time-varying channels.

A. Solution 1

When the phase drift speed A, is fairly small compared to the perturbation size dy, the effect
of channel variations on the RSS is negligible. Therefore, the initial stages of the convergence
process can be viewed as under static channel conditions. In [7], the authors modified the original
algorithm to track time-varying channels by proposing the criterion Rys[n + 1] = Rpest[n] - p
(0 < p < 1) every time it encounters a negative feedback step. This algorithm requires knowledge
of the phase drift speed Ay in order to set the value of p and the value of perturbation size d.
For details of the algorithm, please see [7]. A straightforward solution (Solution 1) is to apply
our hybrid algorithm to the initial stages of the convergence process. When the perturbation size
falls to a certain value close to the phase drift speed Ag, the transmitters and the receiver change

to the algorithm in [7].
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B. Solution 2

Solution 2 can track time-varying channels without the knowledge of the phase drift speed
Ay. It is summarized in Table I and explained as follows. Solution 2 operates in two modes, the
normal mode and the testing mode. Operations in the normal mode are similar to the operations
presented in Section III except the following. Besides updating the best RSS in memory at
the receiver, in step 3) the receiver also records the minimum RSS in memory, R,,;,[n + 1] =
min(R,,;n[n], R[n]). In step 4) when the number of successive negative feedback steps C'y meets
the threshold C7, instead of decreasing the perturbation size ¢y, the transmitters and the receiver
enter the testing mode for one time slot.

We define the successive time slots taking the same perturbation size as a size period. In the
testing mode in time slot 7, instead of performing phase perturbations, the transmitters use their
best known phases to perform transmit beamforming, ¢;[n] = 6;[n]. The receiver measures the
corresponding RSS R[n], set it as the new best RSS, Ry.q[n + 1], and the new minimum RSS,
Rypin[n + 1] in memory. Therefore, the variables Ry.q and R,,;, actually record the maximum
and the minimum RSS within a size period. This prevents the algorithm from operating in local
rather than globally optimum phase solutions, which may be caused by the first of the difficulties

listed above. The receiver then computes the absolute difference of Rpes:[n] and R[n]:

Sc = |Riestln] = R[] (24)
and the difference of Ry.q[n] and Ryin[n]:

Sp = Rpyest[n] — Rinin[n] (25)

Since both Rpest[n] and R[n] are obtained with the same adaptive component ¢;[n] = 6;[n], the
scalar S can be viewed as an estimation of the channel drift speed, A, within one size period.
The scalar Sp can be viewed as an estimation of the perturbation ’catch-up’ speed within the
same size period. By comparing S¢ and Sp, the receiver makes a judgement on the perturbation
size and feeds back one bit of information telling all transmitters to adopt a larger or smaller
perturbation size in the next size period. Results in [7] conclude that the perturbation ’catch-up’
speed should be faster than the channel drift speed, and the perturbation size should not be
too large to avoid large fluctuations in the steady-state RSS. We adopt a coefficient of a in

comparing Sp with S¢ in the following simulations. Solution 2 is summarized in Table 1. By
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inserting only one time slot between two size periods, the modified hybrid algorithm has the
ability to track time-varying channels and adjust perturbation sizes adaptively according to the
rates of phase drift. The overhead of implementing this solution is very low as it does not require
the knowledge of the phase drift speed and add only a few more time slots compared to the
hybrid algorithm for static channels.

Fig. 8 shows the performance of Solution 2 with N = 100 transmitters, Cr = 7, Rp = 0.75,
a = 2 in time-varying channels with different phase drift speeds. As we see, the modified hybrid
algorithm can achieve phase coherence and provide a good beamforming gain in time-varying

channels without the knowledge of channel state information. It also shows that with a relatively

T

small phase drift speed Ay = 155

the algorithm on average achieves an RSS of 80% - Ry in 400
time slots, which is close to the performance achieved in static channels (364 time slots) shown
in Fig. 7. This confirms that the modified hybrid algorithm still maintains a fast convergence
speed in the initial stages of the convergence process under time-varying channel conditions.
Fig. 9 shows one simulated instance of Solution 2 in time-varying channels when the channel
phase drift speed A( is changing. As we see, Solution 2 has the ability to detect variations in
the speed of channel phase changes and adjust perturbation sizes &, adaptively according to the
speed. When A, becomes larger, it will lock the perturbation size to a bigger value to track the
changes in channel phase responses. When Ay becomes smaller, it will shift the perturbation
size to a smaller value to obtain a superior beamforming gain. This ability makes the one-bit
feedback algorithm much more robust to channel variations in practical implementations.
Below we study the performance of Solution 2 with different values of the coefficient a in
Table I, which is used for comparing the perturbation ’catch-up’ speed, Sp, with the channel
drift speed, Sc. Fig. 10 shows both the averaged performance and one simulated instance of
Solution 2 in time-varying channels with N =100, Ay = £, Cr = 7, Rp = 0.75, but different
values of a = 1,4 and 7. As expected, if the coefficient is too small, @ = 1, the algorithm cannot
effectively track the time-varying channels. If the coefficient is too big, a = 7, the perturbation
size in the steady state is kept around a large value. Consequently, the steady-state RSS has a
bigger fluctuation and a lower average value compared to the one with a smaller coefficient,
a = 4. We examine the performance of the average steady-state RSS with different values of a.

Extensive simulation results show that the algorithm cannot track time-varying channels when

a < 1. The optimal steady-state RSS can be obtained with a = 2.6 regardless of the channel
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drift speed. After the point of 2.6, the average steady-state RSS decreases when the value of a

increases.

VI. CONCLUSIONS

We proposed a hybrid one-bit feedback algorithm based on the original algorithm in the
literature to achieve carrier phase alignment for distributed transmit beamforming. The hybrid
algorithm can be easily applied into practical implementations and does not require any more
information exchange or hardware changes. By exploiting negative feedback information in the
iterations, the proposed algorithm can enhance the convergence speed of phase alignment by over
40% compared to the original algorithm. By adding one time slot per size period, the hybrid
algorithm can be modified to track time-varying channels without the knowledge of channel state
information. The modified hybrid algorithm has the ability to adjust perturbation sizes adaptively

according to the rate of phase drift in channel variations.
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TABLE 1

SUMMARY OF THE MODIFIED HYBRID ALGORITHM TO TRACK TIME-VARYING CHANNELS (SOLUTION 2)

Initialization: Cx = 0; do = T; 6i[1] = 0; &i[1] = 0; Rpest[1] = 0; Rimin[1] = 0.

Normal mode, iterate:
1. Set d;[n] = £do ("+" or "-" with equal probability).
2. Use ¢i[n] = 0;[n] + ei[n] + d:[n] to perform beamforming.
3. Estimate R[n] = |Zi\;1 eI Pl
Update Rpest[n + 1] = max(Reest[n], R[n]);
Update Ryin|n + 1] = min(Rmin[n], R[n]).
— (One bit feedback.)
4. If R[n] > Rpest[n]
Oiln+ 1] = bi[n] + ei[n] + di[n]; en+1]=0; Cn =0;

else
Oiln +1] = 0i[n]; en+1]=—d&[n); Cn=Cn+1;
if Cn > Cr
— (Enter the testing mode in the next time slot.)
end
end

Testing mode (one time slot):
1>. Use ¢i[n] = 0i[n] to perform beamforming.
2>. Estimate R[n] = ‘Zf;l eI ®iln] |;
Update Rpest[n + 1] = Rmin[n + 1] = R|[n]; (reactivation)
Compute Sc = |Rpest[n] — R[n]|; (estimation of the channel drift speed)
Compute Sp = Rpest[n] — Rmin[n]. (estimation of the perturbation catch-up’ speed)
—— (One bit feedback.)
3> 1f Sp>a-Sc
0o = 0o - Rp; (decrease the perturbation size)
else
do = do/Rp; (increase the perturbation size)
end
4> Set Cn = 0; 0;[n + 1] = 6;[n]; ei[n + 1] = €i[n].

— (Exit the testing mode.)
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(a) N =20

Rp \ Cr 3 4 6
0.85 102 (99.0%) | 108 (93.5%) | 117 (86.3 %) | 129 (78.3%)
0.8 101 (100%) | 102 (99.0%) | 109 (92.7%) | 118 (85.6%)
0.75 109 (92.7%) | 101 (Optimal) | 104 (97.1%) | 111 (91.0%)
0.7 121 (83.5 %) | 101 (100 %) | 102 (99.0%) | 106 (95.3 %)
0.65 140 (72.1 %) | 106 (953%) | 103 (98.1%) | 104 (97.1%)

(b) N =100
Rp \ Cr 5 6 7 8 9
0.85 570 (96.5%) | 555 (99.1%) | 562 (97.9 %) | 581 (94.7%) | 603 (91.2%)
0.8 602 (91.4%) | 559 (98.4%) | 551 (99.8%) | 558 (98.6%) | 574 (95.8%)
0.75 641 (85.8%) | 573 (96.0%) | 550 (Optimal) | 551 (99.8%) | 561 (98.0%)
0.7 695 (79.1 %) | 592 (92.9 %) | 560 (98.2%) | 551 (99.8 %) | 553 (99.5%)
0.65 760 (72.4 %) | 619 (88.9%) | 570 (96.5%) | 552 (99.6%) | 551(99.8%)
(©) N =500
Rp \ Cr 10 1 12 13 14
0.85 2756 (99.3%) | 2775 (98.7%) | 2815 (97.3 %) | 2864 (95.6%) | 2930 (93.4%)
0.8 2743 (99.8%) | 2746 (99.7%) | 2755 (99.4%) | 2787 (98.2%) | 2832 (96.7%)
0.75 2763 (99.1%) | 2748 (99.6%) | 2738 (Optimal) | 2757 (99.3%) | 2785 (98.3%)
0.7 2816 (97.2 %) | 2770 (98.8 %) | 2740 (99.9%) | 2745 (9.7 %) | 2768 (98.9%)
0.65 2877 (952 %) | 2786 (98.3%) | 2755 (99.4%) | 2747 (99.7%) | 2755(99.4%)

TABLE II

THE AVERAGE NUMBER OF TIME SLOTS REQUIRED TO ACHIEVE 90% - Ropt WITH N = 20, 100 AND 500 FOR THE HYBRID

ALGORITHM, WHERE C'r IS THE THRESHOLD FOR SUCCESSIVE NEGATIVE FEEDBACK STEPS AND Rp IS THE DECREASING

RATIO OF THE PERTURBATION SIZE. THE PERCENTAGE VALUE IN EACH PARENTHESIS REPRESENTS THE CORRESPONDING

CONVERGENCE SPEED DIVIDED BY THE OPTIMAL CONVERGENCE SPEED.
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Fig. 2. Comparison of the trajectories of the phases & obtained from simulation (dashed lines) with the trajectories of the ODE
(solid lines) in (21) for Scheme 1 with N = 20, 6o = 6 x 10~*. The convergence of @ to zero is equivalent to the convergence

of the phase alignment process.
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Fig. 3. Comparison of the simulation results (dashed lines) with the results obtained from the ODE (solid lines) in (21) for
the RSS versus number of time slots with N = 20, 50,100 and 6o = 6 x 10~%.
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Fig. 4. The average number of time slots required to achieve 90% - Ropt with N = 100 for the hybrid algorithm, where Cr

is the threshold for successive negative feedback steps and Rp is the decreasing ratio of the perturbation size.
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Fig. 6. The average number of time slots required to achieve 90% - Ropt versus the number of transmitters for the hybrid

algorithm.
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Fig. 7. Comparison of the hybrid algorithm with the original algorithm for the received signal strength versus time slots for

N = 100.
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Fig. 9. One simulated instance of the modified hybrid algorithm (Solution 2) in time-varying channels with variable phase

drift speeds Ag for N = 100. The red curve at the top shows the RSS versus time slots. The blue curve at the bottom shows

the perturbation sizes versus time slots.
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BER Analysis for Distributed Beamforming with
Phase Errors

Shuo Song, Student Member, IEEE, John S. Thompson, Member, IEEE, Pei-Jung Chung, Member, IEEE,
and Peter M. Grant, Fellow, IEEE

Abstract—The probability of error for distributed transmit
beamforming with phase errors is not available in closed form
in the literature. This paper presents an investigation into the
bit error ratio of distributed transmit beamforming with phase
errors for equal power transmission in the context of wireless
sensor networks. We derive two distinct formulae to approximate
the error probability performance for binary phase shift keying
over Rayleigh fading channels corresponding to small numbers
of nodes (e.g. N < 10) and large numbers of nodes (e.g. NV
> 20) respectively. Simulation results show a good match with
the analytical results. The effects of the phase errors on the
beamforming performance are examined for various numbers of
nodes and different levels of total transmit power.

Index Terms—Distributed beamforming, sensor networks,
equal gain combining, bit error ratio performance.

I. INTRODUCTION

In the context of wireless sensor networks, sensor nodes
are usually randomly located in the sensing area to collect
information on demand, either for on-line data collection, e.g.
periodic sampling of a parameter of interest, or for alarm
triggering, e.g. abnormal parameter variation in the monitored
environment. Then the sensor nodes are intended to send or
report the information to a destination, which may be far
away from the sensor network in some application scenarios.
Due to hardware constraints and low-cost configurations, each
sensor node is usually equipped with one single antenna
and energy-limited batteries which cannot easily be replaced.
These conditions make coherent cooperative transmission, or
in other words, transmit beamforming a very promising form
of transmission. This is sometimes called distributed beam-
forming or collaborative beamforming in the literature. The
motivation for applying beamforming techniques in wireless
sensor networks is to reduce the energy requirement for
each sensor node in signal transmission and to extend the
communication range to a far field receiver. Recently there
have been several papers discussing the practical problems
of realizing distributed beamforming [1] and describing its
potential benefits in applications [2].

The principle behind the transmit beamforming technique
is that the signals transmitted from each antenna should be
frequency-synchronized and phase-adjusted so that the signals

Copyright (c) 2010 IEEE. Personal use of this material is permitted.
However, permission to use this material for any other purposes must be
obtained from the IEEE by sending a request to pubs-permissions@iece.org.

The authors are with the Institute for Digital Communications, University
of Edinburgh, Edinburgh EH9 3JL, UK (e-mail: {S.Song, John.Thompson,
P.Chung, Peter.Grant}@ed.ac.uk).

can add coherently at the receiver. While conventional beam-
forming is implemented on a device with a centralized antenna
array, distributed beamforming is performed by a virtual an-
tenna array composed of randomly located sensor nodes, each
of which has an independent carrier oscillator. Unlike conven-
tional beamforming, phase errors among the signals arriving
at the receiver cannot be avoided in distributed beamforming.
This may arise from the noise in individual carrier oscillators
[1], node position errors [3], or timing synchronization errors
[1]. To measure the beamforming performance, the bit error
ratio (BER) expression of distributed beamforming with phase
errors is both theoretically and practically important but not
available to date.

The phase error effect on the average beamforming gain
has been initially studied in [1], while its effect on the far-
field beam pattern has been comprehensively studied in [3].
In [4], we have studied the error probability of maximal ratio
transmission (MRT) in distributed beamforming with phase
errors, where the analysis provides a good prediction on the
achievable BER only for large number of nodes. In this paper,
we investigate the error probability for the more realistic case
of equal power transmission in distributed beamforming with
phase errors. We derive expressions for the BER performance
of binary phase shift keying (BPSK) modulation as a function
of the number of nodes, phase errors and total transmit power
for both small number of nodes and large number of nodes.

II. SYSTEM MODEL

We consider a wireless sensor network composed of N
sensor nodes which collaboratively beamform a narrowband
message signal m(t) to a distant receiver. This is performed
in a distributed manner by each node modulating m(t) at the
same carrier frequency. Each sensor node pre-compensates the
phase response of its channel to the receiver by adjusting its
initial phase settings [1] in order to ensure phase alignment at
the receiver, as illustrated in Fig. 1.

Considering a large number of sensor nodes, full channel
state information (CSI) may be hard to obtain in practice.
Techniques have been designed to pre-compensate the channel
phase response to achieve phase alignment [5], [6]. The lack of
full CSI and power limitation on the sensor nodes make MRT
techniques unrealistic. Instead, more practically, we assume
each sensor node transmits with equal power and applies
channel phase compensation at the transmitter side. In order to
reveal the fact that beamforming gain grows with the number
of nodes IV, we assume the overall power transmitted by all
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Fig. 1. System model for distributed beamforming

the nodes is fixed as P, where each node actually transmits
with a power of %. This then permits us to model the BER
improvement with distributed beamforming gain. The complex
baseband model of the received signal is given by:

N
r(t) = Z |hi(t)]e?® (M) \/gm(t) +n(t), 1

where h;(t) is the channel gain for sensor node i, ¢;(t)
is the cumulative phase error of the carrier signal at the
receiver for sensor node i, n(t) ~ CN(0,02) is additive
white Gaussian noise (AWGN). For simplicity, we assume all
phase errors ¢;(t) are independently and uniformly distributed,
bounded by (—¢o, ¢o), across time and across nodes, which
is a common assumption adopted in previously reported in-
vestigations [1], [3], [7]. The scalar ¢ is usually expected to
be less than 60° in practice in order to achieve a reasonable
beamforming gain [1]. We assume the signals experience slow
fading channels, and the channel coefficients are independent,
circularly symmetric, complex Gaussian distributed, denoted
as hi(t) ~ CN(0,202).

We focus on the scenario of Rayleigh fading channels where
the BER for static channels can be regarded as a special case
and can be easily derived. After matched filter detection and
analog-to-digital conversion, the decision variable for BPSK
modulation can be expressed as:

Pl y
rp = i\/; ;\hi‘eml

+A=s+n, ()

1 rp>0
0 rp<O0
, where 7 represents the noise, n(t), projected onto the
received signal vector.

and the corresponding decision rule is m(t) =

III. BER FOR SMALL NUMBER OF NODES - METHOD 1

The BER for BPSK over a fixed channel in the presence
of AWGN is given by P.(y) = Serfc(,/7), where 7 is the
received signal-to-noise ratio (SNR) per bit, and erfe(.) is
the complementary error function. When the channel gain is

random, the average BER over all values of y is given by [8]:
2
N "y
~ ‘Zi=1 |l

2
On

P, = /0 P.(v)p(v)dy, 3)
where p(y) denotes the probability density function (pdf) of
~. Due to the effect of phase errors, the distribution of ~y is
unknown and the pdf expression of ~ is difficult to evaluate.

However, the probability of error for equal gain combiners
with L independent receive branches over Rayleigh channels
has been studied in [9]. The decision variable for coherent
BPSK in [9] is expressed as:

L
ra=t(w + 32+ 1)+ > i, )
i=1

where z; is the amplitude of the received signal at the output
of the ith branch with a Rayleigh distribution. The scalar n;
is the complex baseband Gaussian noise at the output of the
ith branch.

Although [9] investigates equal gain diversity receivers and
their system models are different from ours, as shown above,
the decision variable in (4) is identical to (2) when L = N
if we neglect the phase errors in our model and modify
the noise component. The noise in (4) comprises L-branch
superimposed noise while in (2) there is only one AWGN
component. By studying [9] and modifying the coefficients
of the noise, we can thus derive the BER expression for
distributed beamforming without phase errors over Rayleigh
channels as:

1 1 M
Pe ~ 5 - Z wwLG(zm‘,Qs”i»N)ﬂ (5)
m=1
where:
G(z,9Q,02,N) = Im{ {15(*%? 5 Uzsff\,g)

N (©)
iz Ui’f}m} }217

2 2
and Q = E <1 / §|hi|> l = % is the average energy of a

Rayleigh distributed variable in (2) and in the case of no phase
errors, ¢; = 0 in that equation. The function E[z] denotes the
expectation of x and 2/ is the order of Hermite polynomials.
The definition of the above confluent hypergeometric function,
1F1(a; by x), is given in [10].

Equation (5) refers to Hermite integration explained on page
890 in [11], and the values for w,, and z,, are given on
page 924 in [11]. The validity of using the Hermite method
of integration to compute the error probability for equal gain
combiners has been fully justified in [9]. Equation (5) becomes
more accurate when M tends to infinity. However, it is shown
in [9] that M = 10 is sufficient to ensure acceptable accuracy.

If there are phase errors, i.e. ¢y # 0, the power of the signal
part, s, in (2) is reduced by phase errors, and the expectation of
the received SNR becomes smaller than the case without phase
errors. In order to incorporate the effects of phase errors, we
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define a factor 7. We multiply every single Rayleigh variable,
£1h;|, with n to make the expectation of the received SNR

. P N jé 2 _ P N 2
equal: E| 5| > i1, }hi}e I =El§( 2t 7]|hi| . Re-
arranging this equation, we have:

2}/E[(ilhil>z]< ™

The expression of 12 in terms of the number of nodes N and
the phase error range ¢y is derived in Appendix A. The average

N

Sl

= E{
i=1

power of an adjusted Rayleigh variable, 7

2
Q' =E (n\/%}h,;}) } = Q. We use ' to substitute for

Q in (6). The purpose of this is to use the distribution of a
sum of N Rayleigh variables to approximate the distribution
of the signal, s, in (2) while keeping the expectation of the
received SNR per bit E[y] to be the same.

The expectation of  has been adjusted by introducing 7).
There is still a difference between the actual variance of the
received signal and the variance after the expectation adjust-
ment. Thus, we further define a variable, og, to compensate
for the residual variance between the two:

(w[zm EZ } _Var{n(i]h,;DD,

where Var[z] denotes the variance of x. The expression of o2
in terms of the number of nodes N and the phase error range
¢p is derived in Appendix A. We treat this residual variance
as a contribution to the receiver noise, and compute the total
noise power as G2 = 02 + 2.

By substituting Q' for Q, o2 for o2 into (6), the final
BER expression for distributed beamforming with phase errors
over Rayleigh channels is given by (5), while the function for
computation becomes G(z,Q,52, N). We use equation (5)
and G(z,€Y,52,N) to compute the BER in the simulations
of Section V, and this is denoted as method 1. Method 1 is
valid for any number of nodes, but it is proposed here to use
method 1 only for small number of nodes due to its high
computational complexity for large N. This will be justified
and further explained in Section V.

IV. BER FOR LARGE NUMBER OF NODES - METHOD 2
In (3) we see that the dlstrlbutlon of 7 mainly depends on

the distribution of ’Z i1 }h }e”’? . Therefore, for simplicity,
we define the concept of an equivalent channel, H, as:

N
H =" |hi]e?®. ©)
i=1

Based on the central limit theorem (CLT), with a large num-
ber of nodes NN, and the independent identically distributed
(i.i.d.) random variables, h;, which are independent from the
i.i.d. random variables ¢;, the key element which determines
the error probability can be expressed as:

N N 2
|H}2 = Z ‘hl‘ COoS ¢; +jz |hl| sin ¢;
i=1 i=1

= |a + jb]?, (10)

>iet ‘h ‘cosd)l ~  N(pa,02), b =
ZZ L|hi|sing; ~ N(up,0f). A similar analysis of the
beamforming gain using the CLT has been presented in [1].
Since h; ~ CN(0,202), and ¢; ~ (— ¢y, do), the expectations
and variances of a and b can be obtained as follows:

where a =

o = N-E[|hi|cosi] = N-E[[h] - B[ cos o]
— 7*/%]2‘;231“%, 1wy =0, (11

= (e[ (wiome)] - (o))

sin 2¢g o sin ¢g
7 (1+ 290 2( Po )>

= (e[t ] - (dsne] ) )

2 sin 2¢g
No? <1 %0 > . (13)

From (12) and (13) we see, for the equivalent channel, H,
with most values of ¢y (i.e. ¢o # 45°), the variance of the
real part o2 and the imaginary part o7 are not equal, which
means the expression of the pdf of |H |2 is difficult to compute.
However, if we make the approximation that the variance of
the real part and the variance of the imaginary part of H

[
2

(12)

H 2, has a
non-central chi-square distribution with 2 degrees of freedom,
where the noncentrality parameter, A2, and the variance, o2,
satisfy [8]:

E[|H\2] =202 422, Var[|H|2] — 40" + 40202, (14)

From (14), we can derive the expressions for A? and o2 as:

P oA N2T B

2 _
A= 2

(15)
where &7 = E[|H|2} , B = ECL|H|4] The expressions for o7,
2 in terms of N and ¢, are derived in Appendix B.

The BER for BPSK signalling in a Rician fading channel
has been studied in [12], permitting the closed-form expression
for the BER of our model to be easily obtained as:

P, _Ql(uvw)_%<l+ ‘ 15—(])6 p(

2
u? —12—11) )Ig(uw),

(16)
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where:
g 20°P % 1422/l 1d)
T N YT\ 202 2(1+d) :
~ [ 1+2d+2\d01+d) a7
YT Ve 201+ d) ’

and Iy(z) is the zeroth-order-modified Bessel function of the
first kind, Q1 (z,y) is the Marcum Q-function, both defined
in [8]. An approximation of Iy(x) is given by [13] in Chapter
6 as Iy(z) ~ \/leL exp(z) (z > 0) and after manipulation,
(16) can be simplified to:

Ql(u,w)m<l+,/lid>

cxp(w;”)z)), uw > 0.

To the best of the authors’ knowledge, (18) is a new result
which simplifies the BER expression.

By substituting (15) into (17) and (18), we can obtain
the final BER expression for BPSK signalling in distributed
beamforming for large number of nodes and we define this
as method 2 in the following simulations. By doing so, we
actually use Rician distribution to approximate the distribution
of |H ‘ while keeping the second and fourth moments of
|H ‘ unchanged. These expressions may be extended to other
modulation schemes by studying [14].

P, =
(18)

V. RESULTS AND DISCUSSIONS

In this section, we present some simulation results in
accordance with our previous assumptions for distributed
beamforming with phase errors over Rayleigh fading chan-
nels, and compare them with the analytical results given by
mathematical expressions derived in Section III and Section
IV. We set the channel coefficients as h;(t) ~ CN(0,1) and
the AWGN noise as n(t) ~ CN(0, 1), so the value of the total
transmit power P in the figures can be viewed as normalized
to the noise power at the receiver. Given equation (3), with
a perfect phase alignment at the receiver, P = 1 implies
E[y] = 6dB when N =5, E[y] ~ 12dB when N = 20. The
simulation results for every point in the following figures are
averaged over 10° runs. As the received SNR cannot illustrate
the advantages of beamforming gain and the effects of the
number of nodes and phase errors, our simulation results and
analytical results are plotted as BER vs fixed total transmit
power P, which is one of the major concerns in practical
design in wireless sensor networks. We have derived two
expressions to predict the BER results for small number of
nodes and large number of nodes separately. For simplicity, we
denote equation (5) in Section III as method 1, while equation
(18) in Section IV is denoted as method 2.

Fig. 2 shows the comparison of the simulation results with
the analytical results based on method 1 for very small but
different numbers of nodes N = 3,5 and increasing phase
error ranges ¢ = 18°,36°,54° and 72°. As can be seen, our
analysis shows a good match with the simulation results for all

values of ¢ up to 72° with both N = 3 and N = 5. Because
method 2 is based on the CLT it thus has a large deviation
from the simulation results for a small N, we only present the
results based on method 1 in Fig. 2. (The accuracy of method 1
and method 2 when increasing N from small numbers to large
numbers are compared later in Fig. 4.) From Fig. 2 we see that
increasing the number of nodes IV can dramatically reduce the
transmit power requirement for the same BER performance. It
also shows that with a fixed increment in ¢, the phase errors
have a more significant effect on the BER performance at
higher values of ¢g. Taking the curves for N = 5 for example,
subject to the same BER at 102, the performance loss when
increasing from ¢y = 54° to 72° is larger than the degradation
when moving from ¢y = 18° to 36°.

Rayleigh fading channels, N=3 and N=5
T T

Method 1
__ ,=36, Method 1
6,754 Method 1
;=72 Method 1

Bit Error Ratio
5
T

=3l 00118: Simulation
+ 0,36, Simulation

. 0,754, Simulation

o 0,72, Simulation
n L I

0.5 1 5
Total Transmit Power P

Fig. 2. Comparison of analytical results based on method 1 with simulation
results of BER versus total transmit power with N = 3,5 distributed sensor
nodes, phase errors constrained within the range ¢o = 18°,36°,54°,72°
relative to total transmit power P = 1.

Fig. 3 shows the comparison of the simulation results with
the analytical results based on method 2 for large numbers
of nodes NV = 40,100 for the same phase error ranges
¢o = 18°,36°,54° and 72°. As we see, for both N = 40 and
N = 100 the simulation results and the analytical results show
excellent agreement with each other. Method 1 still provides a
good prediction for large N. However, with large N, method
1 has a high computational complexity, thus we only present
the results based on method 2 in Fig. 3. From Fig. 3, we can
draw the same conclusions about the effects of the number of
nodes and the phase errors as from Fig. 2.

Fig. 4 shows the BER versus the number of nodes NV to an-
alyze the accuracy of method 1 and method 2 when increasing
N. In order to keep the received SNR approximately constant
when increasing /N, the total transmit power in Fig. 4 is set
to be inversely proportional to N, which is different to the
simulations in previous figures. It can be seen here that there
is a gap between the two curves of method 1 and method 2
for small N, where method 1 provides a much more accurate
prediction. Method 2 achieves progressively more accuracy as
N increases. This is because method 2 is based on the CLT
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Rayleigh fading channels, N=40 and N=100

Method 2
0,236, Method 2
0,=54", Method 2

Bit Error Ratio
3
T

_,=72, Method 2

|| . 0,518, Simulation
+ ¢0=38U, Simulation
* ¢0=54’, Simulation
, 6,772, Simulation

0.01 0.1 0.3
Total Transmit Power P

Fig. 3. Comparison of analytical results based on method 2 with simulation
results of BER versus total transmit power with N = 40, 100, and ¢9 =
18°,36°,54°,72°.

and thus is not appropriate for small N. The solution given
by method 1 takes the form of a single dimensional integral
solved in our simulations by the Hermite integration method
while method 2 is a much simpler and more computationally
efficient approach. Therefore, it is preferable to use method
1 only for a small number of nodes and use method 2 for a
large number of nodes.

~ Rayleigh fading channels, Total transmit power=5/N
10 T T T T

O simulation
method 1
— — —method 2

S-=Cmmp=Cuapu pun g
S 0.=36
i B=g= g 0
S &#‘6:@%‘*@ e - anay.
S -
j U0 5—c—e- ~& = o0

Bit Error Ratio
3

2 5 10 15 20 25
Number of nodes N

Fig. 4. Comparison of analytical results based on method 1 and method
2 with simulation results of BER versus number of nodes with ¢g =
18°,36°,54°,72°, and total transmit power P =

VI. CONCLUSIONS

We have derived BER expressions for BPSK with equal
power transmission for distributed beamforming with phase
errors. The simulation results show excellent agreement with
analytical results. We analyzed the model from different

approaches to approximate the distribution of the equivalent
channel gain. It is suggested to use method 1, presented in
Section III, to predict BER for a small number of nodes (e.g.
N < 10) and use method 2, presented in Section IV, for a large
number of nodes (e.g. N > 20). We propose using method
2 here predominantly due to its reduced computational load
for large N. The system performance has been analyzed for
different numbers of nodes and different phase error ranges.

APPENDIX A
THE FACTOR 1) AND THE RESIDUAL VARIANCE 0'3

We derive the factor 7 defined in (7) and the residual
variance, 2, defined in (8) in Section III. The expression of
n? in (7) can then be written as:

o 1HF -1 (B
of (¢o =0) 1+3(N-1)

where the expression of .27 is derived in Appendix B.

We rewrite (8) as follows:
N 2
S-S
=1

sz[( ; \hi\)j <E[Z i D 2). (20)

=

) » (19)

Substituting (7) into (20), it yields:

o2 = %(nz <N»E{\hi|]>2 - <E[HD2> @1

The second moment and the fourth moment of ‘H | in terms
of N and ¢ are derived in Appendix B. However, the pdf
of |H | is unknown and the first moment of |H | is hard to
compute. Instead, we use the Nakagami m-distribution [15] to
give an approximate expression for the first moment. One of
the characteristics of the Nakagami m-distribution is that it has
great flexibility and can approximate many other distributions
modeling fading environments. The Sth moment of Nakagami
m-distributed |H ! is given by [8]:

B8
(7] )
m

B[|H|"] =

By taking (24), (25) into (22), the first moment of | H| can be

easily obtained as:
CT(m+d) (o)
~ T(m) m)

I(m+ 18) <E 22)

T'(m)

B[]

where m = %,'f;z and o7/, & are given in (24), (25). By
substituting (23) into (21), one can obtain the final expression
of the residual variance o2 in terms of N and ¢y.

(23)
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E[Z il - Z | |e9x - Z ‘hl‘e—m .
i=1 k=1 =1

m=1

N
Z ‘hm|eﬂ'¢m]

i=k=Il=m

N -E[|hi*] +AN(N = 1) - E[[hi][hn | @ =9m)] 4 N(N — 1) - B[|hy[*| 2620 —200]
N ——

(i=k)#(I=m)

+2N(N — 1) - E[|hi*|hm]?] + 2N (N = 1)(N = 2) - E[|hi|? || || TGP Pm=0)]

(i=1)#(k=m)
(i=m)#(k=1)

(i=k)#l#m
(I=m)#i#k

AN (N =1)(N =2) - B[|hil* || €7@ =0 ] 4N (N = 1) (N =2) (N =3)-E [P | | Fe| [ oy | 7 00170170

(k=l)Fiz
(k=m)#i#l

N B[] + 4N - 1) 5] B

FON(N — 1)<E[|h,,-\2])2 +2N(N = 1)(N —2) - E[|h:?] (EUM])

FAN(N = 1)(N = 2) - E[|h|?] (E[\hi”)z(sii—;%)ZN(N —1)(N —2)(N — 3)(E[\hiﬂ>4(sm¢0>4.

sin ¢y ) 2
o

i£k#l#m

+N(N — 1)(E[|m|2])2 (%)2

2sin 2¢ <sin o ) 2
260 ®o

Po =

APPENDIX B
THE SECOND AND THE FOURTH MOMENT OF |H |

We derive the second and the fourth moment of |H| used
in (15) in terms of N and ¢ based on the assumption that
both h; and ¢; are independent i.i.d. variables, where h; ~
CN(0,207) and ¢; ~ (=0, ¢0)-

The second moment of |H } in (15) is expressed as:

N N [1]
o = B[ Il 3 hule ]
i=1 I=1 [2]
= N-E[|hi|*] + N(N = 1) - E[|h||hy]e?#=90)]
— ) (3]
i=l i#l
9 2/ sin ¢y 2
— N-E[n|?] + NN - 1)(EU}L¢H> Q4 W
b0
The fourth moment of ‘H‘ in (15) is expressed as (25).
Since h; ~ CN(0,202), the moments of |h;| are given by  [5]
E[|hi|*] = (202)2T(1 + %) [8]. In particular, when h; ~
CN(0,1), & and A become: 6]
o T sin ¢g 2
o =N+ NN 1) , 26
0
; [8]
1. [/singg 2
B 2N? + 7N(N = 1)(N — =
FANIN D =) ( o > 9]
sin 2¢g 2
+N(N -1) ( %0 > [10]
™ sin 2¢g (3111450)2 [11]
+=N(N —-1)(N - 2)——
2 ( 2 ) 2¢0 Po
2 . 4
S [12]
TNV - (V- 2)(N - 3) (%) (99
16 Po
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One-bit Feedback Algorithm with Decreasing Step
Size for Distributed Beamforming

Shuo Song, John S. Thompson
Institute for Digital Communications, Joint Research Institute for Signal & Image Processing
School of Engineering, University of Edinburgh

Abstract—An iterative algorithm with a decreasing step
size is proposed for distributed transmit beamforming
to achieve carrier phase alignment at the receiver. The
transmitters apply random perturbations on their phase
offsets and adjust them based on one bit feedback from
the receiver in each iteration. The perturbation step size
becomes smaller when the phase angles at the receiver
get closer to coherence. The step size is decreased by a
specified ratio every time the number of successive failed
perturbations surpasses a certain threshold. The proposed
algorithm has an improvement in the convergence speed
of phase alignment compared to the original iterative
algorithm in the literature which has a fixed step size
during the convergence process.

I. INTRODUCTION

Recently there has been great interest in ap-
plying transmit beamforming techniques into wire-
less sensor networks [1], [2], [3]. Since sensor
nodes are working collaboratively in a distributed
manner to perform beamforming transmission, this
technique is called distributed beamforming [4] or
collaborative beamforming [5] in the literature. The
motivation of applying distributed beamforming is
to reduce the energy requirement for each sen-
sor node in signal transmission and extend the
communication range to a far field receiver. Un-
like conventional beamforming, realizing distributed
beamforming faces a set of new challenges in sev-
eral aspects, such as information sharing, frequency
synchronization and phase alignment at the receiver,
among which the most crucial part in practical
implementation is achieving phase alignment [3].

Shuo Song thanks China Scholarship Council/University of Edin-
burgh Joint Scholarship Program for supporting his PhD studies.

We acknowledge the support of the Scottish Funding Council for
the Joint Research Institute with the Heriot-Watt University which is
a part of the Edinburgh Research Partnership.

A simple one-bit feedback iterative algorithm, a
promising way to achieve carrier phase alignment
at the receiver, was first proposed in R. Mudumbai
et al’s work [6]. This training process to achieve
phase alignment at the receiver is performed by
each transmitter introducing a random perturbation
on its phase offset in each time slot. If the random
perturbations introduced by all transmitters result in
a bigger beamforming gain, they will be adopted by
the transmitters; otherwise, they will be discarded.
A detailed analysis of this algorithm including its
benefits was presented in [7]. The validity of this
type of one-bit feedback algorithm was verified by
laboratory experiments presented in [8], where the
expected performance results were obtained. Later,
this algorithm was developed to account for carrier
frequency errors among transmitters in [9]. Also,
an improved algorithm which can yield a faster
convergence speed by making use of both successful
and failed perturbation results was presented in [10].

In this paper, we propose a new one-bit feedback
algorithm which has a decreasing step size in the
convergence process. The new algorithm still re-
quires only one-bit feedback in each iteration, and
results in a faster convergence speed to achieve
carrier phase alignment at the receiver compared
to the original algorithm presented in [7]. Simula-
tion results show that the new algorithm has the
potential to improve the convergence speed with a
wide range of parameter selections. The rest of the
paper is organized as follows. Section II describes
the system model. Section III briefly reviews the
original algorithm presented in [7]. In Section IV
we describe the new one-bit feedback algorithm
with a decreasing step size. Section V then presents
some simulation results confirming the superior
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performance of the new algorithm over the original
algorithm and Section VI gives conclusions.

II. SYSTEM MODEL

We consider a wireless communication system
composed of N transmitters collaboratively beam-
forming a narrowband message signal m[n] to a
distant receiver. This is performed in a distributed
manner by each transmitter modulating m[n] at
the same carrier frequency and adjusting its phase
offset to achieve phase alignment at the receiver, as
illustrated in Fig. 1.

Distance D

Beam Pattern Shape .
Receiver
radius »

ransmitters
(r<<D)

1 Bit Feedback

Fig. 1. System model for distributed transmit beamforming.
In order to compare the new algorithm with the
original algorithm easily and fairly, the assumptions
of our system model made in this paper are all the
same with the assumptions in [7]. We repeat some
key assumptions below. For more details, please see
the list of assumptions in [7]. The channel from
each transmitter to the receiver, /;, is assumed to be
static during the phase synchronization process. For
simplicity, |h;| = 1. All transmitters are frequency-
synchronized so that they only need to adjust their
phase offsets to achieve phase alignment at the
receiver. The local carrier of each transmitter i has
an unknown phase offset y; relative to the receiver’s
phase reference. All values of y; are assumed to be
uniformly distributed over [0, 27). All transmitters
transmit with equal power P. As both algorithms
considered here put emphasis on the phase synchro-
nization process and the effect of phase difference
on the beamforming gain, we set P = 1. The
phase of the received signal at the receiver from
transmitter i in time slot n can be expressed as:

O;[n] =y; + i + ¢iln] ey

where i; is the channel phase response from trans-
mitter i to the receiver, which is assumed to be static
during the convergence process, and again all values
of y; are assumed to be uniformly distributed over
[0, 27). Both the values of y; and ¢; are unknown
to the transmitters and the receiver. The scalar ¢; is
the adaptive component implemented by transmitter
i, which is set to be zero at the start for both
algorithms. The ideal phase alignment of distributed
beamforming is that there are no phase differences
among the signals arriving at the receiver, i.e.:

Yi + i + ¢ilnl = yi + Y + giln] (mod 27),  (2)

i#+k Vik=12,..,N.

The objective of the algorithm design is to let each
transmitter adjust its adaptive component, ¢;, based
on the one-bit feedback information in each time
slot to achieve nearly perfect phase alignment at the
receiver as fast as possible.

The complex baseband model of the received
signal at the receiver is given by:

N

r[n] = Z & "min] + nin]

i=1

3

where n[n] is additive white Gaussian noise of zero
mean and variance 2. The received signal strength
(RSS), which determines the beamforming gain, in
time slot n is defined as:

N
Rinl ="

i=1

e/®iln]

“

We assume that the noise power at the receiver
is fairly small compared to the signal power at
the receiver. The RSS in each time slot, R[n], can
be measured accurately by averaging the received
signal over a certain time interval.

III. ORIGINAL ONE-BIT FEEDBACK
ALGORITHM

The original one-bit feedback algorithm for dis-
tributed beamforming introduced in [7] can be
briefly summarized as follows.

1) At time slot n, each transmitter applies a

random perturbation, ¢,;[n], to its best known
carrier phase, 6;[n], for beamforming, where
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i denotes the ith transmitter. (Without loss of
generality, we set the distribution of ¢;[n] as
0i[n] = £6, in the simulations in Section V.)

2) All transmitters use their new adaptive com-
ponents, ¢;[n] = 6;[n] + ;[n], to perform
transmit beamforming.

3) The receiver measures the corresponding
RSS, R[n] = |Zfile/'®f["] , and compares it
with the best RSS in memory. The receiver
updates the best RSS in memory and feeds
back (error free) one-bit of information to all
transmitters conveying whether the RSS has
been improved or not.

4) If the RSS has been improved, all transmitters
adopt their perturbed phases and update their
best known phases to be 6;[n + 1] = ¢;[n] =
0;[n]+6;[n] for the next time slot (n+1). Oth-
erwise, all transmitters discard the perturbed
phases and keep the best known phases as
0;[n + 1] = 6;[n] for the next time slot (n+ 1).
The algorithm then repeats these four steps.

The original algorithm can be viewed as a random

search process in which each transmitter is trying
to adjust its phase correctly based on the feedback
information. The original algorithm has the ability
to achieve nearly perfect phase alignment at the
receiver after a lot of iterations. Its asymptotic
convergence properties and convergence speed are
well proved and analyzed in [7]. For more details
of the original algorithm, please see [7].
Communication remains the most energy-
consuming operation for sensor nodes compared to
others, such as sensing, data processing, etc [11].
Since in most application scenarios sensor nodes
are supplied by energy-limited batteries which can
not be easily replaced, the phase alignment process
for beamforming with a faster convergence speed
is desired in practice. The faster the algorithm
converges, the less energy it consumes. Recalling
the objective of this kind of algorithm design is
to achieve phase alignment as fast as possible,
the original algorithm leaves us some space for
improvement in the convergence speed.

IV. NEW ONE-BIT FEEDBACK ALGORITHM
WITH DECREASING STEP SIZE

Intuitively, the original algorithm could have a
bigger perturbation step size at initial stages to con-

verge faster and requires a smaller step size when
the beamforming gain gets closer to its optimum
value. Therefore, we propose a simple but effective
algorithm with a decreasing perturbation step size to
improve the convergence speed of phase alignment,
which leads to a slight modification to the original
algorithm. The new algorithm still requires only
one-bit feedback in each time slot and can be easily
implemented in practice. The new one-bit feedback
algorithm with a decreasing step size is described
as follows.

1) At time slot n, each transmitter applies a
random perturbation, &;[n] = +d, to its best
known carrier phase, 6;[n], for beamforming,
where i denotes the ith transmitter.

2) All transmitters use their new adaptive com-
ponents, ¢;[n] = 6;[n] + 6;[n], to perform
transmit beamforming.

3) The receiver measures the corresponding
RSS, R[n] = |Zﬁl e-’d’f[”]i, and compares it
with the best RSS in memory. The receiver
updates the best RSS in memory and feeds
back (error free) one-bit of information to all
transmitters conveying whether the RSS has
been improved or not.

4) If the RSS has been improved, all transmitters
adopt their perturbed phases and update their
best known phases to be 6;[n + 1] = ¢;[n] =
0;[n] + 6;[n] for the next time slot (n+1). Oth-
erwise, all transmitters discard the perturbed
phases and keep the best known phases as
before, 0;[n + 1] = 6;[n], for the next time slot
(n+1). Meanwhile, the transmitters record the
number of successive failed perturbations with
a counting variable Cy. If it is a positive feed-
back indicating a successful perturbation, C
will be cleared to zero. Otherwise, the value
of Cy will be increased by 1 until it surpasses
a certain threshold Cr. When C; > Cr, Cy
is cleared to zero and all transmitters adopt
a new perturbation step size 6o = &y - Rp
(0 < Rp < 1), where Rp is the decreasing
ratio of step size.

The algorithm then repeats these four steps.

The new algorithm adjusts the perturbation step
size based on only one-bit feedback in each time
slot. It makes use of the information contained
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within the experience of successive failed perturba-
tions which span several time slots. When the phase
differences at the receiver are large, a bigger step
size can accelerate the convergence speed. However,
when the phase differences at the receiver become
smaller, a bigger step size will decelerate the conver-
gence speed or even cease the convergence process,
and a smaller step size is required. Fig. 2 shows an
example of two transmitters.

70° @, 5,0, +6, @,

30°

D, ®,-6,,P,+0, ()
—_—
5,=15°

(®)

Fig. 2. Phase perturbation results in the case of two transmitters. (a)
The phase difference at the receiver is large (This corresponds to the
initial stages of the convergence process). (b) The phase difference
at the receiver is smaller compared to the perturbation step size.

V. RESULTS AND DISCUSSIONS

In this section, we present some Monte Carlo
simulation results in accordance with our previous
assumptions. We investigate the performance of the
new algorithm as a function of two parameters: the
threshold for successive failed perturbations Cr, and
the decreasing ratio of the perturbation step size
Rp. We then compare the new algorithm with the
original algorithm in terms of the convergence time
required to achieve a certain beamforming gain. We
set the number of nodes as N = 100, the initial
perturbation step size as dp = §. The simulation
results for every point in the following figures are
averaged over 800 instances.

Fig. 3 shows the average number of time slots
required to achieve an RSS of 90 with different
values of Cy and Rp for the new algorithm. There
exists an optimum value for the parameter selection
which can result in the minimum number of time
slots. From the simulation results we see that the

minimum number of time slots required to achieve
an RSS of 90 for the new algorithm is 688 time
slots, which is obtained with C; = 11 and Rp =
0.75.
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Fig. 3. Simulation results for the new algorithm showing the average
number of time slots required to achieve an RSS of 90 with different
values of Cy and Rp, where Cr is the threshold for successive failed
perturbations and Rj is the decreasing ratio of the perturbation step
size.

In [10], we have studied the performance of
the original algorithm in a similar way. It shows
that the minimum number of time slots required
to achieve an RSS of 90 with N = 100 by the
original algorithm is 791 time slots. Fig. 4 shows
the contour plot of Fig. 3. It shows that the new
algorithm can achieve an RSS of 90 within 790 time
slots, or in other words achieve as good performance
as the original algorithm, with a wide range of
parameter selections. This shows the robustness of
this algorithm to small mismatches in parameter
settings.

The new algorithm with a decreasing step size
may be modified to suit a time-varying channel
environment. However, several concerns have to be
considered in this modification. In the case of time-
varying channels, successive failed perturbations
may imply that a smaller perturbation step size is
required as in the case of static channels. But it
may also be caused by the shift of channel phase
responses which makes the new RSSs unable to
surpass the best RSS in memory. Therefore, we have
to revise the feedback mechanism at the receiver
side. Fig. 5 shows that the whole system can be
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Fig. 4. Contour plot of the average number of time slots required
to achieve an RSS of 90 with different values of Cy and Rp for the
new algorithm.

divided into three blocks for design purpose.

Random Search
Process

Judging and
RSS Updating
Process

1Bit ?

Decreasing Step Size

Fig. 5. Blocks of the feedback system for design purpose.

Since communication, either transmitting or re-
ceiving, remains the most energy-consuming op-
eration for sensor nodes, it is important to have
only one bit feedback and reduce the iterations in
the convergence process. Random search techniques
targeting at the sensor node side have been designed
to reduce iterations. Intelligent algorithms with an
advanced judging rule at the receiver side may be
designed to better cooperate with the process at
the sensor node side. For example, the receiver
can exploit more information contained within the
values of RSS obtained in successive time slots and
employ an advanced rule of updating the best RSS.
Advanced feedback mechanisms at the receiver side
are left for future work.

VI. CONCLUSIONS

We have proposed a new algorithm for dis-
tributed transmit beamforming to achieve carrier
phase alignment at the receiver. The new algorithm
has a faster convergence speed of phase alignment
compared to the original algorithm in the litera-
ture. This improvement on the convergence speed
is obtained by applying a decreasing perturbation
step size rather than having a fixed one during the
convergence process. The new algorithm employs a
scheme to adjust the perturbation step size based on
the number of successive failed perturbations. The
new algorithm still requires only one-bit feedback
in each time slot. Therefore, it keeps all the benefits
(listed in [7]) of the original algorithm and can be
easily implemented in practice.
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Abstract—In this paper an improved iterative algorithm is
proposed for distributed transmit beamforming to achieve carrier
phase alignment at the receiver. The transmitters adjust their
phase offsets based on one-bit feedback from the receiver in
each time slot. The proposed algorithm has an improvement
in the convergence speed of phase alignment compared to a
previously proposed algorithm in the literature by exploiting
one-bit feedback information more efficiently. Simulation results
show that the improved algorithm on average has a 20% faster
convergence speed. The minimum number of time slots required
to achieve specified beamforming gains and the corresponding
perturbation steps are obtained by Monte Carlo simulations.

I. INTRODUCTION

Recently there have been several papers discussing the prac-
tical problems of realizing distributed transmit beamforming
[1] and describing its potential benefits in applications [2], [3].
Distributed transmit beamforming can provide high signal-to-
noise ratio gains, extend the communication range, or reduce
the energy requirement for each transmitter in signal transmis-
sion. The most crucial part of realizing distributed transmit
beamforming is carrier frequency and phase synchronization
among all the transmitters to ensure that the signals can be
added coherently at the receiver [1]. A master-slave open-loop
scheme was proposed in [4] to tackle this problem. Another
open-loop scheme to solve this problem called the round-trip
scheme was described in [5]. In [6], [7], the authors first
present a simple one-bit feedback algorithm for distributed
beamforming which does not need channel state information
and can achieve nearly perfect carrier phase alignment at
the receiver after a large number of iterations. This training
process to achieve phase alignment at the receiver is performed
by each transmitter introducing a random perturbation on its
phase offset in each time slot. If the random perturbations
result in a bigger beamforming gain, they will be adopted by
the transmitters; otherwise, they will be discarded. Later, this
algorithm was developed to account for carrier frequency er-
rors among transmitters in [8]. The validity of this type of one-
bit feedback algorithm was verified by laboratory experiments
presented in [8] and [9], where the expected performance
results were obtained. Its simplicity in implementation and
scalability to large number of transmitters make it a promising

way to realize distributed transmit beamforming in practical
applications.

In this paper, we propose a new algorithm (namely the
improved algorithm) based on the one-bit feedback algorithm
described in [7] (namely the original algorithm) to achieve
carrier phase alignment at the receiver in distributed transmit
beamforming. The improved algorithm still requires only one-
bit feedback from the receiver. It keeps all the benefits of
the original algorithm, such as its simplicity and scalability,
and requires no extra hardware. The improved algorithm is
shown to have an advantage in the convergence speed. It
requires fewer time slots, thus consumes less energy, to achieve
a certain beamforming gain than the original algorithm by
making use of the random perturbation obtained in each time
slot more efficiently.

II. SYSTEM MODEL

We consider a wireless communication system composed
of N transmitters collaboratively beamforming a narrowband
message signal m(f) to a distant receiver. This is performed
in a distributed manner by each transmitter modulating m(¢)
at the same carrier frequency and adjusting its phase offset to
achieve phase alignment at the receiver, as illustrated in Fig.

Distance D

N

B Pattern Sh .
eam Pattern Shape | o .

radius 7

ransmitters
(r<<D)

1 Bit Feedback

Fig. 1. System model for distributed transmit beamforming.
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In order to compare the improved algorithm with the
original algorithm easily and fairly, the assumptions made in
this paper are all the same with the assumptions in [7]. We
repeat some key assumptions below. For more details, please
see the list of assumptions in [7]. The channel from each
transmitter to the receiver, /4;, is assumed to be static during
the phase synchronization process. For simplicity, |4;] = 1. All
transmitters are frequency-synchronized so that they only need
to adjust their phase offsets to achieve phase alignment at the
receiver. The local carrier of each transmitter 7 has an unknown
phase offset y; relative to the receiver’s phase reference. All
values of y; are assumed to be uniformly distributed over
[0,27). All transmitters transmit with equal power P. As
both algorithms considered here put emphasis on the phase
synchronization process and the effect of phase difference
on the beamforming gain, we set P = 1. The phase of the
received signal at the receiver from transmitter i at time 7 can
be expressed as:

Di(1) =yi + i + ¢i(D) (1)

where ; is the channel phase response from transmitter i to
the receiver and again all values of y; are assumed to be
uniformly distributed over [0, 27r). Both the values of y; and y;
are unknown to the transmitters and the receiver. The scalar
¢i(?) is the adaptive component implemented by transmitter
i, which is set to be zero at the start for both algorithms.
The ideal phase alignment of distributed beamforming is that
there are no phase differences among the signals arriving at
the receiver, i.e.:

Yi+¥i+ ¢i(t) = yi + i + $i(t) (mod 27), (2)
itk VYik=1,2,...,N.

The objective of the algorithm design is to let each transmitter
adjust its value ¢;(7) based on the one-bit feedback information
in each time slot to achieve nearly perfect phase alignment at
the receiver as fast as possible.

The complex baseband model of the received signal at the
receiver is given by:

N

)= )" ™ Om(@) + n(o) 3)

i=1

where n(f) is additive white Gaussian noise of zero mean
and variance o2. The received signal strength (RSS), which
determines the beamforming gain, at time ¢ is defined as:

N

Z /i)

i=1

R(t) = (4)

We assume that the noise power at the receiver is fairly small
compared to the signal power at the receiver. The RSS in each
time slot, R[#], can be measured accurately by averaging the
received signal, 7(7), over a certain time interval.

III. ORIGINAL ONE-BIT FEEDBACK ALGORITHM

The original one-bit feedback algorithm for distributed
beamforming introduced in [7] can be briefly summarized as
follows.

1) At time slot », each transmitter applies a random per-
turbation, &;[n], to its best known carrier phase, 6;[n],
for beamforming. There are two simple distributions for
the perturbation step ¢;[#]: the two valued distribution
where §;[n] = +6p and the uniform distribution where
6i[n] ~ [—80,00], where i denotes the ith transmitter.

2) All transmitters use their new adaptive phases, ¢;[n] =
6,[n] + 6;[n], to perform transmit beamforming.

3) The receiver measures the RSS, R[n] = |Zf\; ) e»f‘l"[”]|, and
compares it with the best RSS in memory. The receiver
updates the best RSS in memory and feeds back (error
free) one-bit of information to all transmitters conveying
whether the RSS has been improved or not.

4) If the RSS has been improved, all transmitters adopt
their perturbed phases and update their best known
phases to be 6;[n + 1] = ¢;[n] = 6;[n] + 6;[n] for the
next time slot (n7+ 1). Otherwise, all transmitters discard
the perturbed phases and keep the best known phases as
before, 6;[n + 1] = 6;[n], for the next time slot (n + 1).
The algorithm then repeats these four steps.

The adaptive component ¢;[#] used for beamforming in time

slot » in the original algorithm is composed of two parts:

¢iln] = 6;[n] + 6,[n] (©))

where 6;[n] represents the best known phase of transmitter 7 in
time slot #. The scalar §;[n] is the random component applied
to the best known phase in time slot 7.

The original algorithm in [7] can be mathematically ex-

pressed as:
At the transmitter side:
_ _ | Giln]+06i[n]  R[n] > Rpes[n]
Oiln +1] = { 0i[n] otherwise ©
At the receiver side:
Rbes![n + 1] = max(Rb@st[n]’R[n]) (7)

where Rjeq[n] is the best RSS in memory, or in other words,
the maximal RSS in the past » — 1 time slots. By inserting (5)
into (1), the overall phase of the received signal at the receiver
in time slot (# + 1) can be expressed as:

DQiln+1] = vyvi+i+diln+1]

Vit Wi+ 0in+ 1]+ 6;[n+1] (8)

Given (6), when R[n] > Rjeq[n], (8) becomes:

Oj[n+ 1] =i + ¢i + 6i[n] + 6i[n] + 6:i[n + 1] ©)
Otherwise, when R[n] < Ryeq[n], (8) becomes:

<D,-[n+ 1] :7,~+l//,-+6,-[n]+5,-[n+ 1] (10)
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IV. IMPROVED ONE-BIT FEEDBACK ALGORITHM

The original algorithm can be viewed as a random search
process in which each transmitter is trying to adjust its
phase correctly based on the feedback information. Since the
original algorithm only adopts a phase perturbation when it
yields a performance improvement and discards other failed”
perturbations, it only makes use of the feedback information
which indicates performance improvement. However, failure
can also be used to obtain future success. Making use of the
information contained within the failed perturbations which
led to performance degradation is expected to be helpful in
improving the convergence speed of phase alignment. Hereby,
we propose a new algorithm based on the original algorithm
summarized as follows.

1) At time slot n, each transmitter applies a random pertur-
bation, 6;[n], to its best known carrier phase, 6;[n], for
beamforming. Meanwhile, each transmitter also adds an
modifying factor, €][n], to its best known carrier phase
for beamforming. This modifying factor is introduced
to add a minus §;[n — 1] to the adaptive phase for
beamforming in time slot # if the random component in
time slot (n—1), 6;[#n—1], has led to a failed perturbation
in time slot (» — 1). Otherwise, the value of ¢[n] is set
to be 0.

2) All transmitters use their new adaptive phases, ¢;[n] =
0:[n] + €[n] + 6,[n], to perform transmit beamforming.

3) The receiver measures the RSS, R[n] = |2 /%], and
compares it with the best RSS in memory. The receiver
updates the best RSS in memory and feeds back (error
free) one-bit of information to all transmitters conveying
whether the RSS has been improved or not.

4) If the RSS has been improved, all transmitters adopt
their perturbed phases and update their best known
phases to be 6i[n + 1] = ¢;[n] = 6i[n] + &[n] + 6:[n]
for the next time slot (» + 1). The modifying factor for
the next time slot is set to be ¢[n + 1] = 0. Otherwise,
all transmitters discard the perturbed phases and keep
the best known phases as before, 6;[n + 1] = 6,[n], for
the next time slot (» + 1). The modifying factor for the
next time slot is set to be ¢[n + 1] = =§;[n].

The algorithm then repeats these four steps.

The adaptive component ¢;[#] used for beamforming in time

slot # in the improved algorithm is composed of three parts:

¢i[n] = 6i[n] + &[n] + 6i[n] an

where 6;[n] represents the best known phase, ¢[n] is the
modifying factor and ¢,[#] is the random component.
The improved algorithm can be mathematically expressed

as:
At the transmitter side:
_ _ | @inl+&lnl+06iln]  R[n]> Rpes[n]
Oiln+1] = { 0i[n] otherwise 12
. _ 0 R[n] > Rbesl[”]
aln+1]= { —6;[n] otherwise a3)

At the receiver side:
Rbesl[” + 1] = maX(Rbest[”LR[n]) (14)

By substituting (11) into (1), the overall phase of the received
signal at the receiver in time slot (» + 1) can be expressed as:

Oi[n+1] = yi+i+piln+1]
Yi+ i+ 6;[n+ 1]+ €[n+ 1]+ 6;[n+ 1{15)

Given (12) and (13), when R[n] > Rpesi[n], (15) becomes:

Oi[n+ 1] =y + i +60in] + €[n] +6;[n]+0+0d;[n+1] (16)
Otherwise, when R[n] < Rpes[n], (15) becomes:

Oi[n+ 1] =vyi+ i+ 6i[n] - 6i[n] + &i[n+ 1] (17)

When the perturbation step §; is quite small compared
to the phase differences at the receiver, a perturbation on
the carrier phases would lead to either a reduction or an
increment in phase differences at the receiver, thus yielding
beamforming performance improvement or degradation. The
basic idea behind the improved algorithm is that for a single
transmitter in each time slot, if a positive perturbation on
its carrier phase leads to performance degradation, usually,
a negative perturbation on the same carrier phase will lead to
performance improvement, and vice versa. Fig. 2 shows an
example of two transmitters.

(a) (b) (c)

Fig. 2. Phase perturbation results in the case of two transmitters. If (b)
a random perturbation leads to performance degradation, (c) an opposite
perturbation will lead to performance improvement. Vector a is the received
signal from one transmitter, vector b is the received signal from the other
transmitter.

By comparing (16) with (9) we see that in both algorithms,
when an adaptive component ¢;[n] leads to a bigger beam-
forming gain, it will be retained and be set as the best known
phase for the next time slot, so 6;[n + 1] = ¢;[n]. In the next
time slot (# + 1), a random perturbation, &;[n + 1], will be
applied to this best known phase, 6;[n + 1], and there is no
further modification apart from the random perturbation on
6;[n + 1] for beamforming. By comparing (17) with (10) we
see that in both algorithms, when an adaptive component ¢;[7]
leads to a smaller beamforming gain, it will be discarded and
the best known phase is kept unchanged for the next time slot,
so 6;[n + 1] = 6;[n]. In the next time slot (n + 1), the original
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algorithm will perform a random perturbation again based on
the same 6;[n] while the improved algorithm will perform a
random perturbation based on 6;[n] — 6;[n], where —6;[n] is
introduced by the modifying factor, €[n]. Consequently, both
successful and failed perturbations in the improved algorithm
contribute to the convergence speed.

One may ask why in the case of a failed perturbation in
time slot », why not update the best known phase to be
O;[n + 1] = 6;[n] — 6;[n] for time slot (n + 1) rather than
introducing the modifying factor, g[n + 1]? In that case the
random perturbation would be based on 6;[n] — 6;[#] in time
slot (n + 1). This is because 6;[n] — d;[n] does not always
result in a better performance than 6;[n]. If not, the update
equation 6;[n + 1] = 6,[n] — 6;[n] may drift off the best phase
for beamforming corresponding to the best RSS in memory.

The basic idea behind the improved algorithm is related
to the signed algorithm proposed in [10], which also aims
to make use of failed perturbations more efficiently. In [10],
the authors have mathematically proved that making use of
the failed perturbations can improve the convergence speed.
However, the work in [10] mainly focuses on the convergence
analysis of phase errors themselves rather than the resulting
beamforming gain and does not provide the details on how to
implement the algorithm. Rather than introducing a modifying
factor, in the case of a failed perturbation, the signed algorithm
directly adds the opposite perturbation to the best known
phase, which is different from our improved algorithm. What
is more, the update process of the best known phase for
beamforming in [10] is based on the comparison between
the RSS after perturbation and the RSS before perturbation
in the same time slot. This implies that in the case of a
failed perturbation, 6;[n] + 6;[n], performed in time slot n,
it requires the beamforming process and the measurement of
RSS to be performed twice in time slot (n+ 1), corresponding
to the phases 6;[n] — §;[n] and 6;[n] — 6;[n] + 6;[n + 1]. Or
this operation may be counted as two time slots rather than
one. This consumes more time and more energy. Moreover,
the signed algorithm requires two bits feedback in each time
slot. For details of the signed algorithm, please see [10]. A
detailed comparison between our improved algorithm and the
signed algorithm is ongoing work.

V. RESULTS AND DISCUSSIONS

In this section, we present some Monte Carlo simulation
results in accordance with our previous assumptions. We
compare the improved algorithm with the original algorithm
in terms of the convergence time required to achieve a certain
beamforming gain. Between the two distributions for the
perturbation step, ¢;, given in [7], the original algorithm with
6;[n] = £6y converges faster at initial stages, while the original
algorithm with ¢;[n] ~ [—dp,d0] results in a bigger RSS
close to its optimum value after a lot of iterations. Since
the following simulation results will reveal that the improved
algorithm has an improvement in the convergence speed, we
select the first kind of distribution, 6;[n] = =+dy, for the
perturbation steps for both the original and the improved

algorithm. In order to compare the two algorithms fairly and
effectively, we use the same sequences of pseudo random
values of y; and y; for both algorithms and set ¢;[1] = 0.
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Fig. 3. Comparison of the original algorithm and the improved algorithm

on the average RSS versus the number of time slots with N = 100 and
[ S SN &
90 = 105+ 50+ 35-

Fig. 4. Perturbation results in the case of two transmitters when A® < 6,
(A® denotes the phase difference at the receiver). (a) applying the original
algorithm; (b) applying the improved algorithm.

Fig. 3 shows the comparison of the original algorithm
and the improved algorithm using the average RSS versus
the number of time slots up to 2000 with N = 100 and
00 = Tog- 35> 35- The simulation results for every curve in
Fig. 3 are averaged over 107 instances. It shows that with
the same value of &y, the improved algorithm converges faster
than the original algorithm at initial stages, which is consistent
with our expectation in Section IV. However, it also shows
that with the same value of dy, the original algorithm results
in a bigger RSS than the improved algorithm after a lot of
iterations when the RSS gets closer to its optimum value. This
is because the original algorithm performs better when the
phase differences among the signals arriving at the receiver
become on the same order as &y. For instance, Fig. 4 shows
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the case of two transmitters from which the received signals at
the receiver has a phase difference A® smaller than 6. When
the phase difference between the two signal vectors, A®, is no
bigger than the perturbation step, 6y, there leaves no space for a
reduction in the phase difference when the iterations evolve. In
this situation, the original algorithm keeps the phase difference
unchanged while the improved algorithm results in a bigger
phase difference. Accordingly, the original algorithm performs
better when the RSS gets closer to its optimum value.
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Fig. 5. Probability of improved algorithm leading to a bigger RSS than
original algorithm versus the number of time slots.

Fig. 5 shows the probability of the improved algorithm per-
forming better than the original algorithm versus the number
of time slots up to 2000 with N = 100 and &y = 1’.'#0, %, %
The probability in time slot 7 is calculated for 10° instances,
the number of instances that the improved algorithm leads to
a bigger RSS than the original algorithm in time slot » when a
failed perturbation happened in time slot (z—1). This is divided
by the total number of instances that a failed perturbation
happened in time slot (» — 1). From Fig. 5 we see that the
probability decreases when the number of time slots increases
and the probability with a bigger §, decreases faster than the
case with a smaller . These findings are consistent with our
explanation above.

From Fig. 3 we see that with the same 6y = 155 the improved
algorithm converges faster than the original algorithm, the
original algorithm with 6y = 35 converges even much faster
than both algorithms with 69 = 15. How can one compare the
convergence speed of the two algorithms more quantitatively?
Based on the average RSS versus the number of time slots, the
number of time slots required to achieve an RSS of 90 with
different values of §y are plotted in Fig. 6 for both algorithms.
It shows that to achieve an RSS of 90, both the original
algorithm and the improved algorithm have an optimum &
corresponding to the minimum number of time slots. From
the simulation results we see that the minimum number of
time slots required for the original algorithm is 791, while
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Fig. 6. Comparison of the original algorithm and the improved algorithm
on the number of time slots required to achieve an RSS of 90 with different
values of §.

the minimum number of time slots required for the improved
algorithm is 648. This implies that the improved algorithm can
converge faster than the original algorithm to achieve an RSS
value of 90.

Fig. 7 shows the minimum number of time slots required to
achieve different values of RSS for both algorithms and Fig.
8 shows the corresponding values of §, which result in the
minimum number of time slots versus the value of RSS. If
we denote §p = d; for the original algorithm, and 6y = d, for
the improved algorithm, the number of time slots »; used to
achieve a certain value of RSS for the original algorithm is a
function of 6; and R: n; = f(d;, R). Similarly, for the improved
algorithm the number of time slots n, = g(6,, R). From Fig. 6
and Fig. 7 we have: for any given R, there always exists a &
satisfying:

m = g(62, R) < m = f(61,R), Yoi €[0,2n) (18)

It shows in Fig. 7 that the gap between the minimum number
of time slots required by the original algorithm and the
improved algorithm increases with the value of RSS. For the
original algorithm, we define the convergence speed to achieve
an RSS value of R to be inversely proportional to the minimum
number of time slots required, which is expressed as:

VI(R) o< (19)

1
m(R)
where 721 (R) = min(n; = f(d1, R)), ¥d; is the minimum number
of time slots required to achieve R by the original algorithm.
The improvement in the convergence speed of the improved
algorithm compared to the original algorithm can be expressed
as:

»R) - niR) _ m(R) — in(R)
vi(R) 2 (R)

p(R) = (20)
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Fig. 7. Comparison of the original algorithm and the improved algorithm for
the minimum number of time slots required to achieve different RSS values.
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Fig. 8. Value of perturbation step 6o which results in the minimum number
of time slots to achieve different RSS values.

where v,(R) is the convergence speed for the improved al-
gorithm and 72,(R) is the minimum number of time slots
required by the improved algorithm. The improvement in the
convergence speed to achieve different values of RSS as a
percentage are given in Table I, where 72;(R) and 71;(R) are
obtained from the results plotted in Fig. 7. It shows that
to achieve a certain RSS between 70 and 99, the improved
algorithm converges at least 20% faster than the original
algorithm.

VI. CONCLUSIONS

We have proposed a new algorithm for distributed transmit
beamforming based on the original one-bit feedback algorithm
presented in [7]. The improved algorithm yields a 20% faster

TABLE 1
IMPROVEMENT IN CONVERGENCE SPEED TO ACHIEVE DIFFERENT RSS OF THE IMPROVED
ALGORITHM COMPARED TO THE ORIGINAL ALGORITHM.

R 70 75 80 85 90 93

p | 23.64% | 23.65% | 22.79% | 23.81% | 22.53% | 22.58%
R 95 96 97 98 99

p | 21.65% | 21.84% | 21.77% | 21.13% | 20.77%

convergence speed by making use of the one-bit feedback
information more efficiently. It does not require any more
information exchange or hardware support than the original
algorithm. Also, it keeps all the benefits of the original algo-
rithm, such as the simplicity and scalability. Simulation results
confirm the potential of the improved algorithm in improving
the convergence speed and show the minimum number of time
slots required to achieve a certain beamforming gain and the
corresponding value of perturbation step used. Obtaining a
closed form expression for choosing the optimum value of
perturbation step is the subject of ongoing work.
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ABSTRACT

This paper presents an investigation into the error probabil-
ity performance for binary phase-shift keying modulation in
distributed beamforming with phase errors. The effects of the
number of nodes on the beamforming performance are exam-
ined as well as the influences of the cumulative phase errors
and the total transmit power. Simulation results show a good
match with the mathematical analysis of error probability in
both static and time-varying channels.

1. INTRODUCTION

Recently, there has been interest in applying beamforming
techniques into wireless sensor networks. The motivation
is to reduce the energy requirement for each sensor node in
signal transmission, and extend the communication range to
a far field receiver. The individual sensor nodes share the
collected information and transmit it in such a way that the
signals add coherently at the destination. Transmit beam-
forming requires accurate synchronization in frequency and
phase among sensors, and accurate channel estimation be-
tween each sensor node and the receiver. Although certain
techniques have been designed in [1], [2], [3] to minimize
the phase errors among sensor nodes, phase errors cannot
be eliminated due to hardware constraints. Minimizing to-
tal transmit power using quantized channel state information
has been studied in [4]. The beam pattern performance of
distributed beamforming has been studied in [5] and [6] with
synchronous phase errors among sensor nodes. From a more
practical view, in this paper, we investigate the probability
of error for binary phase-shift keying (BPSK) modulation in
distributed beamforming with synchronous phase errors and
noise.

Shuo Song thanks China Scholarship Council/University of Edinburgh
Joint Scholarship Program for supporting his PhD studies.

We acknowledge the support of the Scottish Funding Council for the
Joint Research Institute with the Heriot-Watt University which is a part of
the Edinburgh Research Partnership.

The rest of the paper is organized as follows. Section 2
introduces the system model. In Section 3 we give an equiva-
lent channel concept to simplify the whole beamforming pro-
cess. In Section 4 the mathematical analysis of the average bit
error ratio (BER) for BPSK in both static and time-varying
channels are presented. In Section 5 we analyze the beam-
forming gain with constant total transmit power. Section 6
then presents simulation results to compare with the theoreti-
cal analysis and Section 7 draws conclusions for the paper.

2. SYSTEM MODEL

‘We consider a system of N sensor nodes collaboratively beam-
forming a narrowband message signal s(f) = A - m(t) to a dis-
tant coherent receiver, where A is the amplitude of the mes-
sage signal. This is performed in a distributed manner by each
sensor node modulating s(¢) with a RF carrier signal, as illus-
trated in Fig. 1.

Receiver

Fig. 1. System model for distributed beamforming

We assume that each sensor node and the receiver are
equipped with one single ideal omnidirectional antenna, and
there are no mutual coupling effects among the antennas. The
receiver has the ability to retrieve the overall channel phase
from the received signal. All sensor nodes are synchronized
so that they can transmit at the same carrier frequency, and
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signals transmitted from each sensor node will be added co-
herently at the receiver. The complex baseband model of the
received signal is given by

N
(1) = ) IOl s() + (o) (M
i=1

where p;(t) is the amplification factor and /;(¢) is the chan-
nel gain for sensor node i, ¢;(¢) is the cumulative phase error
of the carrier signal from the synchronization process among
sensor nodes and the estimation of the channel gain for sensor
node i, n(t) ~ CN(O, o-,%) is additive white Gaussian noise. We
assume all phase errors ¢;(¢) are independently and uniformly
distributed within the range (—¢o, ¢9), which is the assump-
tion adopted in previously reported investigations [1], [2].

A. Static Channel

In a static channel scenario, h;(f) is set equal to a constant.
For simplicity, we set coefficients 4;(7), p;(¢) to be unity. Then
the system model is expressed as:

N
0= Oy +n(r) @)
i=1

B. Time-Varying Channel

In our time-varying model, the channel coefficients are inde-
pendent circularly symmetric complex Gaussian distributed,
denoted as h;(f) ~ CN(0, 1), which corresponds to non-line of
sight or Rayleigh fading channels. By applying maximal ratio
combining, where the pre-amplification gain of each chan-
nel is made proportional to the received signal level, we set
[pi(H)| = |h;i(?)| and the system model is then expressed as:

N

r) = )" I@Pe O s() + () 3)

i=1

3. ANALYSIS OF THE EQUIVALENT CHANNEL

If we view the whole beamforming process as an equivalent
channel, denoted as H(f), the system model becomes:

r(t) = H(1)s(2) + n(7) “

where H(t) = YN /@ for the static channel scenario, and
H(t) = XN, 1hi(D)Pe/*O for the Rayleigh fading channel sce-
nario. With a coherent receiver, the signal-to-noise ratio (SNR)
gain, |[H(#)|, is the key element deciding the error probabil-
ity for distributed beamforming and the communication range
for power limited sensor networks.

A. Static Channel

By the central limit theorem, with a large number of sensor
nodes N, and the independent identically distributed (i.i.d.)
random variables ¢;(f), we have:

N 2

Z £I9i)

i=1
N

Z cos dilt) + j ZN: sin ¢:()

i=1 i=1

IH®)IP

2

llas + jbs|
2, 2
a: + b} (5)

where ag = Zfil cos ¢;(t) ~ N(}laS,O'ZS), bs = Zﬁl sin ¢; (1) ~
N(py o—is), using the subscript S for the static channels.

Since the variables ¢;(r) are independently and uniformly
distributed within the range (—¢o, ¢p), the means and vari-
ances of ag and bg can be obtained as:

Has = N - E[cos¢i(t)]
sin ¢
= N—= 6
$o ©
[ = 0 @)

ol = N( Elcos’ (0] - (Elcos (DI )

_ 1 sin2¢y  singo 2) g
(2 4o $o ®
op = N( Elsin’ ¢i0] - (Elsingi(0])* )
B 1 3 sin 2¢g
- vz ®

From (8) and (9), we see, for the equivalent channel H(7),
the variance of the real part 0'33_ and the variance of the imag-
inary part a'is are not equal, which means that the probability
density function (PDF) of ||[H(#)|]* is not easily obtained from
the joint PDF of H(?), p(as, bs).

B. Rayleigh Fading Channel

For the Rayleigh fading channels, similarly, with a large num-
ber of sensor nodes N, and the i.i.d. random variables #;(r)
which are independent from the i.i.d. random variables ¢;(),
we have:
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N 2

>, P

i=1

H @I

2

N N
D WOF cos ¢i(n) + j ) 10l sin ¢i(o)
i=1 i=1

= lag + jbgl?

= di+b} (10)
where ag = YYD cos () ~ N(up.02,), and bg =
Zfil |hi(0)? sin ¢;(r) ~ N(pbk,(rfm), using the subscript R for
the Rayleigh fading channels.

Based on the previous assumptions that the channel co-
efficients A;(r) are independent circularly symmetric complex
Gaussian distributed 4;(r) ~ CN(0, 1), and ¢;(t) ~ (—¢o, ¢o),
we derived the means and variances of ag and by as follows:

N - E[Jhj()I* cos ¢i(1)]

Ha =
= N-EllL®F]- Elcos ¢:()]
sin ¢
= N—— 11
o an
Hp, = 0 (12)

o = N( EL®P cos ¢i(1)*] = (Elhi(0)F cos i) )
= N(Elh®I*] - Elcos® ¢i()] - (ElI () cos ¢:(1)])*)
_ N(l . sin 2¢g _(sin¢0)2)

2¢ $o
o = N( ELP singi()’] = Elh(o singi)])* )
= N(EDR()] - Elsin® ¢i(0)] = EUR(0) sin ¢i()])?)

sin 2¢0
N|1-
( 2¢0 )

Similarly, from (13) and (14) we see, for the Rayleigh
fading channel scenario, o2 and o-ﬁk are not equal, thus the

ar

expression of the PDF of ||[H(7)||? is difficult to compute.

14)

4. MATHEMATICAL ANALYSIS OF ERROR
PROBABILITY

The BER of BPSK over a fixed channel in the presence of
AWAGN is given by [7] in Chapter 5:

1
Pe(y) = Serfe( 3%2) s

(13)

where v is the received signal-to-noise ratio per bit, and erfc(.)
is the complementary error function.

When the channel gain is random, the average BER for
BPSK over all values of y is given by [7] in Chapter 14:

P, = fo P.(y) p(y)dy (16)

where y = ||H(t)||2’;—z in our system model described in Sec-
tion 2. !

In Section 3, we have analyzed the SNR gain ||[H(?)||> of
the distributed beamforming system, and the expression of the
PDF of ||[H(?)|[> was not obtained due to the variances of the
real part and the imaginary part of the equivalent channel be-
ing unequal. Consequently, p(y) is not available in either the
static channel scenario or the Rayleigh fading channel sce-
nario. Formula (16) cannot be solved directly to get a closed-
form expression of the integration for our model, and can only
be evaluated by numerical techniques. Instead, we provide
another method to approximate the BER results as follows.

Method 1:

For both the static channel scenario and the Rayleigh fading
channel scenario, we set the variances of the real part and the
imaginary part of H(f) to be equal and use the maximum value
between them:

0% =max(o,,0,) a7
for the static channels, and
og = max(0,., 0p,) (18)

for the Rayleigh fading channels.

Because the real part and the imaginary part of the equiv-
alent channel H(f) now have different means but same vari-
ances, the magnitude gain of H(¢) is approximated as a Rician
distribution.

The closed-form of BER for BPSK through Rician fading
channel with a coherent receiver is given by [8]:

1 [ d S’
PE:Ql(u,w)—§(1+ m]exp(—u ;W )Io(uw)

(19)
where

2
d = 2wl 20)

O_Vl

W2+ 1+2d - 2d(d +d)
u= . 1)
202 2(1 +d)
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242
w:\/ﬂa pb_l+2d+2\/d(l+d) 22)

2072 2(1+d)

and Iy(x) is the zeroth-order-modified Bessel function of the
first kind, defined as:
o (x/2)*

I(x) = ) A=,
4Kk + 1)

x>0 (23)

Q1(x,y) is the Marcum Q-function, defined as:

00 2 2
Ql(x,y)=f z‘exp(—Z ot
8 2

Using (19) to (24), we can get the BER for our static chan-
nel scenario by substituting (6), (7), (17) for g, 1, o in (20),
(21), (22), and get the BER for our Rayleigh fading channel
scenario by substituting (11), (12), (18) for i, up, % in (20),
(21), (22).

An approximation of I(x) is given by [9] in Chapter 6:

) Io(x)dz (24

Io(x) =

exp(x), x>0 (25)

1
V2rx

and after manipulation, (19) can be simplified as:

d _(u—w)2
1+4)°P 2

(26)

Pg = 01(u,w) -

1
— 1+
ZVZHMW(

Method 2:

We are currently investigating the approximation of the BER
performance by an additive white Gaussian noise formula.
This is the subject of ongoing work.

5. DISTRIBUTED BEAMFORMING GAIN WITH
CONSTANT TOTAL TRANSMIT POWER

As the received signal-to-noise ratio cannot show the advan-
tages of beamforming gain, and is uncertain due to indepen-
dent and random phase errors ¢;, our simulation results are
plotted as BER vs total transmit power. Before we present
our simulation results, we first analyze the beamforming gain
with constant total transmit power. We use P to represent the
total transmit power of all the sensor nodes. In the static chan-
nel scenario,

I
s
=

In the Rayleigh fading channel scenario,

P

N
> Alpio)?
i=1

N
A o
i=1

With large N, by the law of large numbers, it becomes:

P~A’>-N

Generally, with a constant P, we can represent A as:

P
A=y @7

Putting (27) and s(f) = A - m(z) into (4), we obtain:

r(t) = H(t) ]%m(t) + n(t) (28)

and 1
Yy = — H(t 2 29

Since the mean of ||[H(®)|? grows linearly with N2, the
mean of the received signal-to-noise ratio per bit y,eqn & P-N,
and with a constant P, ¥4, s proportional to N.

6. SIMULATION RESULTS

In this section, we present some simulation results in accor-
dance with our previous assumptions, and compare them with
our mathematical analysis given in Section 4.

Fig. 2 shows the comparison of the simulation results with
the mathematical analysis based on method 1 for BPSK mod-
ulation over static channels with phase errors. The simulation
results are conducted over 10° symbols with different number
of nodes N = 10, 100, 1000, and different phase error ranges
¢ = 18°,36°,54°,72°. We set n(t) ~ CN(0, 1). All curves in
Fig. 2 are drawn by (19) except the curves for ¢y = 18° with
N = 100 in part (b) and ¢9 = 18°,36°,54° with N = 1000
in part (c). These four curves cannot be drawn out by (19)
because of the overflow caused by the function /p(x) in (23)
used in MATLAB. Instead of (19), We use (26) to draw these
four curves in Fig. 2.

By comparing the simulation results plotted in parts (a),
(b), (c) in Fig. 2 and noting the order of magnitude differ-
ence of total transmit power in (a), (b), (c), we find that, with
similar BER performance in each part, when increasing the
number of nodes N by a factor of 10, the total transmit power
is reduced by a factor of 10, which means the energy trans-
mitted by each node is reduced by a factor of 10%. Thus, we
have the conclusion that increasing the number of nodes N
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power in the Rayleigh fading channel scenario with different
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can dramatically reduce the energy requirement for each sen-
sor node subject to the same BER performance, and the num-
ber of nodes N has a much larger effect on BER performance
than the phase error range ¢.

From Fig. 2, we see, on the one hand, with a large num-
ber of nodes N = 1000, the BER analysis based on method 1
matches the simulation results accurately. On the other hand,
with a small number of nodes N = 10, the BER analysis based
on method 1 has a slight difference with the simulation re-
sults. This is due to the limitation that central limit theorem
does not apply for a small number of nodes.

Fig. 6 shows the comparison of the simulation results
with the mathematical analysis based on method 1 for BPSK
modulation over Rayleigh fading channels with phase errors.
The simulation results are also conducted over 10° symbols
with different number of nodes N = 10, 100, 1000, and dif-
ferent phase error ranges ¢ = 18°,36°,54°,72°. We also set
n(t) ~ CN(O, 1).

Similarly, from Fig. 6 we see, with large N, method 1
gives an accurate prediction of the BER, but with small N,
method 1 gives a better prediction in the Rayleigh fading chan-
nel scenario than that in the static channel scenario.

By comparing the simulation results plotted in parts (a),
(b), (c) in Fig. 6, we can also have the conclusion that in-
creasing the number of nodes N can dramatically reduce the
energy requirement for each sensor node subject to the same
BER performance, and the number of nodes N has a much
larger effect on BER performance than the phase error range
®o.

By comparing the simulation results plotted in Fig. 2 with
those in Fig. 6, we see when increasing the number of nodes
N, the BER performance in the Rayleigh fading channel sce-
nario comes close to that in the static channel scenario, which
highlights the ability to mitigate fading through path diversity.

7. CONCLUSION

We have simulated the BER performance for BPSK modula-
tion in distributed beamforming with phase errors in the static
channel scenario and the Rayleigh fading channel scenario,
where the results show a good match with our mathematical
analysis. The whole beamforming process has been viewed as
an equivalent channel and the system performance has been
analyzed for different numbers of nodes and different phase
error ranges. As the closed-form expression of BER is not
easily obtained, we provide a method to approximate the BER
results. Generally, method 1 gives a better prediction in the
Rayleigh fading channel scenario than the static channel sce-
nario. We are currently working on other approximations of
the BER performance, such as method 2 outlined above. The
effect of the energy limitation of each sensor node on the BER
performance, and BER analysis for other modulation schemes
in distributed beamforming with phase errors are also of par-
ticular interest for future work.
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