Computational modelling of monocyte
deposition in abdominal aortic aneurysms

David Hardman

A thesis submitted for the degree of Doctor of Philosophy.
The University of Edinburgh.
May 2010



Abstract

Abdominal aortic aneurysm (AAA) disease involves a dilatiof the aorta below the renal
arteries. If the aneurysm becomes sufficiently dilated &ssi¢ strength is less than vascular
pressure, rupture of the aorta occurs entailing a high itgrtate. Despite improvements in
surgical technique, the mortality rate for emergency mrepainains high and so an accurate
predictor of rupture risk is required. Inflammation and teeaeiated recruitment of monocytes
into the aortic wall are critical in the pathology of AAA disge, stimulating the degradation and
remodeling of the vessel wall. Areas with high concentratiof macrophages may experience
an increase in tissue degradation and therefore an increseof rupture. Determining the
magnitude and distribution of monocyte recruitment cam hel understand the pathology of
AAA disease and add spatial accuracy to the existing rupigkeprediction models. In this
study finite element computational fluid dynamics simulaiof AAA haemodynamics are
seeded with monocytes to elucidate patterns of cell déposand probability of recruitment.

Haemodynamics are first simulated in simplified AAA geonastrof varying diameters with
a patient averaged flow waveform inlet boundary conditiomisTallows a comparison with
previous experimental investigations as well as detergiiends in monocyte adhesion with
aneurysm progression.

Previous experimental investigations show a transitiotutbulent flow occurring during the
deceleration phase of the cardiac cycle. There has thugéar o investigation into the accu-
racy of turbulence models in simulating AAA haemodynamitd so simulations are compared
using RNGk — ¢, k — w and LES turbulence models. The RNG- ¢ model is insufficient to
model secondary flows in AAA and LES models are sensitivelt tarbulence intensity.

The probability of monocyte adhesion and recruitment ddp@m cell residence time and local
wall shear stress. A near wall particle residence time (NWRRodel is created incorporating a
wall shear stress-limiter based on in vitro experiment& d&imulated haemodynamics show
qualitative agreement with experimental results. Peaksia@timum NWPRT move down-
stream in successively larger geometries, correlating wottex behaviour. Average NWPRT
rises sharply in models above a critical maximum diameter.

These techniques are then applied to patient-specific A&¥emetries are created from CT
slices and velocity boundary conditions taken from Phasetri@st-MRI (PC-MRI) data for
3 patients. There is no gold standard for inlet boundary itimm3$ and so simulations using 3
velocity components, 1 velocity component and parabolig fimofiles at the inlet are compared
with each other and with PC-MRI data at the AAA midsectione Deneral trends in flow and
wall shear stress are similar between simulations with 3Jaedmponents of inlet velocity
despite differences in the nature and complexity of seagrittav. Applying parabolic velocity
profiles, however, can cause significant deviations in hagmemics. Axial velocities show
average to good correlation with PC-MRI data though the towegnitude radial velocities
produce high levels of noise in the raw data making compasistifficult. Patient specific
NWPRT models show monocyte infiltration is most likely at oswnd the iliac bifurcation.
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Chapter 1
Introduction

1.1 Abdominal Aortic Aneurysm Disease

An aneurysm is formed when a blood vessel becomes dilatesstorteéd causing it to expand
to a size greater than its original diameter. Aneurysms c@uroin a variety of blood ves-
sels though they are most commonly found in the intracraamitdries and in the aorta. An
abdominal aortic aneurysm (AAA) is defined clinically as adbdilation of the aorta below
the renal arteries exceeding 150% of the normal arteriaheliar [8](figure 1.1). The general
pathogenesis of AAAs is denoted by the degradation of batstiel and collagen in the media
and adventitia of the aortic wall. This results in the expam®f the aneurysm sac until walll
stresses exceed wall strength and sac rupture occurslyHidgles are most at risk from AAA
with rupture accounting for 1.5% of the total mortality in lesover 55 years old [23]. Post
rupture AAA mortality rate is up to 90%, including patientdievdo not reach hospital [150].
Despite improvements in surgical techniques, includirguke of endovascular stenting, the
mortality rate for emergency AAA repair remains high. It lietefore important to assess a

critical time at which to operate on AAA and minimise the Eskvolved.

Currently, aneurysms with a maximum anterior-posteriantter greater than 5.5 cm, a growth
rate greater than 0.5cm/year [54] or which exhibit sympteonsh as abdominal pain are con-
sidered at risk of rupture and emergency operation is reduifhe critical diameter of 5.5 cm
is based on data from the United Kingdom Small Aneurysm T#ia8], though in practise it
is inefficient in many cases. 60% of AAAs with diameters geedthan the critical limit do not
[83] rupture while rupture occurs in 10% with diameters ld& or equal to 5.5cm. A more
accurate method of rupture risk prediction would save uessgry surgery while maintaining,

or even improving the current mortality rate.

The mechanisms which instigate and exacerbate AAA arerstdtively poorly understood.
Previous studies have revealed a significant percentageenfwith small AAAs show signs
of Chlamydia pneumonia infection [90] which suggests Chyldia infection may initiate AAA

formation although a definite link remains inconclusive. [6lthers have attributed AAA ini-
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Renal Artery

Abdominal Aorta

Figure 1.1: Abdominal aortic aneurysm

tiation to atherosclerosis. While both AAA and atherosmdés share many aspects of their
pathology and risk factors [84] there is no definitive evickethat atherosclerosis is a causative

factor in aneurysm formation.

The pathology of AAA disease involves the expansion of thi@wall. The underlying mech-
anisms responsible for the breakdown of the wall itself aflainmation and neovascularisa-
tion, the creation of new microvessels within the aorticlwBhese mechanisms break down the
extra-cellular matrix and cause the disappearance of $rmoscle cells [143] and are, in turn,
regulated by the haemodynamic conditions present in theral@l aorta. To understand how
AAA disease develops, the interplay between inflammatiahflmemodynamics must be un-
derstood in both the healthy and diseased aorta and hovettds to tissue damage, expansion

and the eventual rupture of the vessel.

1.1.1 Changes in the extra cellular matrix (ECM)

The mechanical characteristics of the aortic wall are ddfiniethe make up of the ECM. Elastin
fibres account for the visco-elastic properties of the Wasb#e collagen fibres provide tensile
strength. In healthy tissue, elastin is arranged in strongselinked formations and collagens,
of which collagen | and Il are most prevalent in the aorta& amanged circumferentially to
effectively contain high loads acting on the vessel walleime, elastin throughout the body

becomes degraded through calcification, lipid fixation ardgolytic degradation leading to a
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loss of tissue elasticity. In AAA disease, calcification gdteolysis degrade the structured
ECM. Elastin and collagen are still produced in smooth neusells (SMC) in the media and
fibroblasts in the adventitia of the aorta, but this replagettissue is unstructured and therefore
does not protect the wall from stresses and strains. Dobah[86] suggest that the stiffening
and expansion of the AAA is due to the degradation of organ&astin fibres while rupture
occurs due to the degradation of collagen. There has beesidepable interest in applying
these observations to aneurysm wall stress models. Qgivaitnodels of strain energy density

have been created which account for the mechanical efféthe & CM on wall stresses.

Calcification is present in around 80 % of AAAs forming digereheterogeneously distributed
areas of solid, inert tissue. Maier et al [100] suggest that necessary to include areas of
calcification in AAA wall stress analysis studies thoughitipgesence is not thought to affect

aneurysm rupture risk.

1.1.2 Inflammation

The breakdown of the AAA wall is generally attributed to imflanation and inflammatory infil-
trates [137]. This phenomenon is exemplified by a distinbtcategory of AAA known as in-
flammatory AAA (IAAA) where evidence of intense inflammatiprevails. IAAA are defined
by dense fibrosis which spreads to the surrounding organsnakéd up around 3% to 10% of
all AAAs [168]. As IAAA make up a minority of AAAs, this study iV focus on regular AAAs
though the principals of disease progression are believbd similar. Proteolytic enzymes are
responsible for degrading the collagen and elastin whicistitoite the ECM of the aortic wall
and so are of particular interest when elucidating aneutytology. In particular, a family
of elastinases and collagenases known collectively asxwattalloproteinases (MMPs) and
their inhibitors (TIMPs) are thought to play a major role i€H breakdown. It has been pos-
tulated that the degradation of elastin via elastolytic MMRFIMP-2,-7,-9) is responsible for
the initial expansion and deviation from linear elastigityAAAs, whereas collagen degrada-
tion via MMP-1,-8 and -13 may weaken the structure of the wafficiently to cause rupture
[36]. While the details of the pathways leading to MMP adima are little understood, they
are thought to be products of a pro-inflammatory cytokineads instigated by smooth muscle
cells and macrophages within the aortic wall [23]. Expeniseby Anidjar and Dobrin et al.
[36] among others have shown that areas of matrix degradat®accompanied by inflamma-

tory infiltrates, strongly suggesting a correlation betéadlammation, proteolysis and AAA
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Figure 1.2: Leukocyte migration to the endothelium

development.

During inflammation, monocytes (and other leukocytes) ategfrom the lumen through the
endothelium and into the vessel wall. As they pass througletidothelium they lose their hard
exterior, becoming macrophages which then migrate alomgmotactic gradient to the area of
inflammation. While inside the vessel wall, macrophagesas# cytokines which enable MMP
release. Extravasation of leukocytes involves a threeespagcess as shown in figure 1.2.
When leukocytes become proximal to the endothelium, chaifilke cell adhesion molecule
L-selectin found on the leukocyte attach to P and E-seledimendothelial cells. These bonds
are weak and continually break and reattach, allowing thieéaeoll along the lumen surface.
Having been slowed by this process, the leukocytes thenyfiattdch to the endothelium via
activated integrin molecules on the endothelium. Once fidimeaion occurs, the leukocyte
transmigrates through the endothelium into the vessel. walhile there is much literature
concerning rolling, tethering and transmigration of lecies, the margination of leukocyctes
in blood flow in large arteries has received little attentidrstudy by Phibbs [126] indicates that
maximum leukocyte concentration lies at a distance of at@0190% of the vessel radius. In
AAA disease, leukocytes tend to localise in the medial anebatitial layers of the aortic wall
[13]. This is in contrast with inflammation during ather@soisis in which cells aggregate in the
intimal layer of the wall [89]. The traditional model of infflanation involves cells migrating
from the lumen to the intima where inflammation is then iméth In spatial terms this is an

'inside-out’ model of inflammation. In certain cases of dise in larger arteries an 'outside-
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Figure 1.3: Wall shear stress (WSS),

in” model has been proposed [99] whereby inflammation isait@tl in the adventitia and then
migrates towards the intima. The aggregation of leukocgted inflammatory indicators in
the outer layers of the aortic wall in AAA suggests that th&tside-in’ inflammatory pathway
plays a role in aneurysm formation. More developed AAAs Hasen shown to have a denser
network of microvessels due to neovascularisation of thikduaing aneurysm growth [151].
In mouse models, macrophages expressing 5-lipoxygends@)5an enzyme involved in the
synthesis of proinflammatory leukotrienes, were found tabendant in the adventitia and
almost entirely absent from the intima of the aorta in angwath AAA [193] providing further
evidence of the role of both the adventitia and macrophag@sA development. By observing
the behaviour of inflammatory cells in the aorta the route Iyctv they enter the AAA wall
can be determined, whether it be inside-out or outsiderid,determine the area in which they

will inflict the most damage.

1.1.3 Haemodynamic Effects

Hemodynamic forces have a regulatory effect on vessel digsadeukocyte recruitment and

infiltration and on neovascularisation and progenitor ietuitment. Haemodynamic variables
which control physiological behaviour include the magdédwand direction of flow velocity, the

presence of turbulent and non-linear flow and the nature tfshaar stress (WSS). WS§,

is described in figure 1.3 and can be expressed

ou
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wherey is the dynamic viscosityy is the flow velocity parallel to the wall angdlis the dis-
tance to the wallIn vitro studies have shown biological and physiological changesardag

in endothelial cells when exposed to differing shear saggsotentially affecting their rates of
mass transfer. Endothelial cells have been shown to aligim blbod flow in healthy arteries
and remain unaligned in the presence of turbulent flow [3@sg®nses to shear stress include
increased expression of cytokines and guanine triphosgatP) binding proteins, K+ and CI-
channel activation and the release of neurotransmitteds/asodilators including nitric oxide
(NO). Sho et al. [150] found that luminal flow conditions régae macrophage infiltration in
animal models with the concentration of medial macrophagegng inverslely to the volume
of flow and WSS magnitude proximal to the lumen. So far datebleas obtained frorm vivo
animal models anh vitro tissue testing of humans and animals. Physiological, nmechleand
chemical effects of shear stress on leukocytes and thelegldoh dictate the efficiency of cell
adhesion at different WSS environments. The expressioasifular cell adhesion molecule-1
(VCAM-1) and intercellular cell adhesion molecule-1 (ICAM are altered at different WSS
magnitudes, changing the adhesion dynamics between kgigisoand the lumen. At low shear
rates [117] VCAM-1 expression is high, whereas ICAM-1 esgien is low. Selectin bonds are
formed easily and are less prone to detachment allowingu&s to roll in a controlled and
slow manner across the endothelium [71, 82]. As shear ratbslaear stresses increase, leuko-
cytes retract their pseudopodia making bond formationliksly [50]. VCAM-1 levels drop
then plateau with increasingly higher WSS while ICAM-1 levancrease and selectin bond
detachment becomes more frequent [71]. With less staldetgebonds, leukocyte rolling be-
comes faster and more erratic making adhesion less likehjleMigher shear stresses prevent
leukocytes from adhering, once a cell is attached to thetbetiom it takes a much higher
WSS to dislodge it. Taylor et al. [164] found that the efficdgrf attachment of pre-attached
cells actually increases between 0 and 0.5 Pa before deweasis may be due to changes in
expression of cell adhesion molecules. Prolonged expaswscillatory shear stress has been

shown to upregulate adhesion molecules and thus increalsecide adhesion probability [63].

1.1.4 Thrombus Formation

Around 75% of AAAs have been found to contain intraluminaiothbi (ILT), described by
Wang et al [180] as "an accumulation of fibrin, blood cellgtplets, blood proteins and cellular
debris adhering to the AAA inner wall’. Although the fornmaii of the thrombus is generally

anisotropic, the ILT present in established aneurysmsisisnef three distinct layers. The
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luminal layer, in contact with the bulk blood flow, forms ats&pongy layer in which a well
structured fibrin matrix is present. This luminal layer agmseas a reddish colour in excised
ILT indicating that fresh blood is still present in this layj@79]. Behind this, a medial layer
of thrombus consisting of less structured fibrin bundlesresent which appears white in the
excised tissue. The furthest, and oldest, layer is an ablintdyer in contact with the wall in
which the fibrin structure breaks down completely producrtgarker layer of tissue. The build

up of ILT is believed to be caused by platelet deposition aygtegation [169].

There is as yet no consensus on the effects of the ILT on waksts and AAA rupture risk
though given the nature of thrombus formation the effeatdikely to be complex. Vorp et al.
[177] found the AAA wall to be weaker in areas of ILT, corrobted by the findings of Kazi et
al [69] that the wall around ILT is thinner. Hans et al.[57lif@ no correlation between sites of

ILT and sites of rupture.

Elucidating the effects of thrombus on the vessel wall andugpiure risk has involved ob-

servation of the underlying biology. Vorp et al. investigithe hypothesis that ILT causes
local hypoxia which could increase inflammatory responskaace macrophage bio reactivity
and thus catalyse proteolytic degradation [17A#]vitro studies [69] show a fragmentation of
elastin fibres, a decrease in collagen synthesis and smasttiercell (SMC)/fibroblast activity

as well as increased infiltration of inflammatory cells inaaref ILT. These findings prompted
the hypothesis that areas of thrombus act as sinks for infetomncells and other agents of
AAA wall degradation. The build up of thrombus has been lauted, at least in part, to the
rate of platelet deposition [182] which, as with the inflantomg process, is regulated by ves-
sel haemodynamics [9]. The body naturally prevents pletdétem aggregating and forming
a clot and so before platelets can bind to the AAA lumen, thegtrfirst be activated. Acti-

vation occurs when the platelets experience a high level 86W120]. The haemodynamics
of the vessel not only activate platelets, but also dictageconcentration of cells at the wall
and the local shear stresses experienced by the cells meawath Investigations using generic
aneurysm models have shown that the haemodynamics of fldhwe icavity, which shall discuss
later, are likely to enhance platelet deposition [9] andtimerease thrombus formation. While
haemodynamics play a role in thrombus formation, the grgviimombus will in turn affect

vessel haemodynamics by narrowing the cavity or obstrgdtiow. Previous computational

investigations have also suggested that the ILT may agthalbeneficial by reducing stress on

the wall and so reducing rupture risk [10, 180].
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1.1.5 Neovascularisation

Large arteries such as the aorta have relatively thick wialtsigh which diffusion of nutrients
becomes difficult and so they often exhibit a microvascuéati much smaller vessels through-
out the wall known as the vasa vasorum. The vasa vasorunptersolutes to the medial layer
of the wall and aid diffusion [136]. They consist of 3 typesvafssel; vasa vasorum intima
which enter the wall from the main artery lumen, vasa vasoexterna which enter from the
lumen of arteries branching from the main artery and ven@sa wasorum which drain into
veins surrounding the main artery [116]. The healthy abdairé@orta appears to have a rela-
tively small number of vasa vasorum [187] while aneurysnuaitaahas been found to contain
significantly more, with the density of vessels increasimgarrelation with AAA size [151].
The formation of these new vessels, termed angiogenesisasplex process which is not yet
fully understood, though it is known that macrophages argmifecant agent involved in all
stages of angiogenesis via the cytokine pathways whichehaple [161]. Experiments with
neoplastic tissues [113] show angiogenesis is only obdemen macrophages are present and
further studies by Polverini et al [127] using a cornea assagaled that macrophages must
be activated via chemical signals before angiogenesis eanittated. As well as medial an-
giogenesis, neovascularisation also occurs in the ILT.Sthetured luminal and medial layers
of thrombus in AAAs are permeated by a network of tunnels oatieuli which trap cellular
infiltrates [1]. As with angiogenesis in the wall, macropésglay an important role in the
formation of microvessels throughout the thrombus. Malcages have been shown to work
with endothelial progenitor cells to tunnel through theifiometwork of occlusive thrombus
[108], eventually allowing blood flow to bypass the occlusid he recanalization of thrombus

in AAA may enable the transport of species to the aortic wall.

1.1.6 ILT, Neovascularisation and Inflammation

Both the neovascularisation and growth of ILT create comifs in the standard model of
inflammation in AAA disease. The vasa vasorum is a candidatednveying inflammatory
cells into the outer wall of the AAA, which could allow for amtside-in inflammatory path-
way. Technically this blurs the distinction between ’iresidut’ and 'outside-in’ hypotheses
as the vasa vasorum are supplied by either the main artdoadl tor from one of the major
tributary vessels and so inflammatory cells will have to bersed from the bulk aortic blood

flow. Inflammation and neovascularisation appear to bensitrally linked. The presence of
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macrophages is essential for the formation of neovassakion and the inhibition of neovas-
cularisation has been shown to reduce macrophage accionulaatherosclerosis [114]. The
formation of thrombus creates a physical barrier betweetutmen and the vessel wall and can
cause dysfunction of the endothelium without causing maydbss of endothelial cells [67],
disrupting the classical mechanisms inflammation. Howeterinside-out concept of inflam-
mation should not be entirely disregarded when accountinghe network of canaliculi found
in the thrombus. These networks of tunnels are large enaughaw macromolecules to per-
meate through the ordered luminal and medial layers of flwerthus and enter the unstructured
fibrous mesh of the abluminal layer through which it is théoedly possible for inflammatory
cells including macrophages to enter the aortic wall, tiotihgre has been no conclusive study
to the author’s knowledge. Investigations by Fontaine §42{land Adolph et al [1] show that
inflammatory cells become trapped in the improvised vasardaof the ILT creating 'sinks’ of

inflammatory infiltrates.

1.1.7 Summary

The initiating factors of AAA disease are yet to be deterrdiget it is clear that inflamma-
tion plays a key role in the development of the disease indeyfiwall structure degradation,
thrombus formation and neovascularisation. It followd themodynamics must also play an
important role in terms of the activation, aggregation argpldcement of both inflammatory
cells and platelets. The formation of thrombus and the masoulature of the vessel wall com-
plicate the process of inflammation in ways which are still fiodly understood. Endothelial
dysfunction and the physical barrier created by thrombusdtion will affect the recruitment
of inflammatory cells though the canalisation of the thromptovides an alternative passage
for cell transport and may allow cells to enter the wall of #wta. Inflammatory cells are
responsible for the the creation of new microvessels bothenthrombus and in the form of
vasa vasorum, which in turn have a role in transporting egltsinfiltrates throughout the wall.
While investigations have shown that inflammation and inftatory infiltrates reside in the
middle to outer layers of the wall, the method by which thejvarthere is yet to be eluci-
dated. By studying the behaviour of inflammatory cells in bk blood flow, more may be
learned about the pathways of inflammation and the areasafiested by the subsequent wall

degradation will be able to be ascertained.
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1.2 Strategies in Rupture Risk Prediction

Research into AAA disease focuses on understanding thelymdepathology and nature of
the disease and improving methods of predicting the risknefieysm rupture. While the cur-
rent index for assessing surgical intervention based orsanement of AAA diameter has a
sound basis in literature [146], it is not ideal. While AAA®anost likely to rupture when they
become large, smaller aneurysms have also been found wwreuph study by Nicholls et al
[119] shows 10% of the AAAs which ruptured were smaller thammbin diameter [68]. Con-
versely, AAAs have been found unruptured with diameteratgrethan 6 cm. Given the costs
and risks [25] associated with open surgery and given tloairal 85% of patients with AAA die
of causes unrelated to the aneurysm [5], surgical inteimembay introduce unnecessary risk.
A more robust method of rupture prediction is required tchir@tduce mortality and increase
the cost-effectiveness of surgery. Recent investigat@@nsAA disease can be divided into
two strategies; those which focus on the physical effect8/h expansion such as stresses,
strains and strength of the wall to predict the risk of AAA tung and those which observe
the underlying pathology of AAA disease in terms of inflamiorits role in the biochemical

degradation of the wall.

1.2.1 Pathology

By observing the concentrations of species such as inflaomnatfiltrates in the wall and in
the blood of AAAs which progress to either rupture or elextigpair it is hoped that biological
indicators of rupture risk can be found. The destructivepprbes of MMPs make them a
candidate for study. Wilson et al [185] found that levels dfi®-1 and MMP-9 in the blood
serum were significantly higher in ruptured AAAs than untpd. Peterson et al [125] found
MMP-9 to be significantly higher in ruptured AAAs while MMPas significantly higher in
electively repaired AAAs. Wilson et al [186] found high cemtrations of MMP-8 and -9 at the
site of rupture. These studies indicate that MMP distrdouiis not homogenous and suggests
that the distribution of these infiltrates is key to predigtwhether an aneurysm will rupture
and the location of the point of rupture. If biomarkers arbeéaused to predict rupture risk, they
must be found and quantified using the least invasive methosisible. Finding biomarkers in
the blood serum is feasible, but gives no information onrthaiels and distribution in the
AAA itself. The studies mentioned above all rely on histatad) data which while undeniably

informative is an extremely invasive method if used proipely. More recent research has
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taken advantage of advances in non-invasive imaging tgqabeito monitor recruitment of
biomarkers in aneurysms. The uptake of the PET contrast &tfefluorodeoxyglucose (FDG)
in cells is a marker of glucose metabolism and thus indicateas of high metabolic activity
in tissue. A study by Reeps et al [135] has shown areas of FO@keo be significantly
correlated with areas of inflammation and MMP expressionis Tias led to investigating the
use of FDG-PET imaging combined with CT scanning to highiigh areas of inflammation
[75].

1.2.2 Wall Stress Studies

By studying the stresses exerted on the AAA wall, along whi ¢orresponding mechanical
strain and tissue strength of the wall, models can be buitessing the likelihood of rupture
based on the mechanical properties of the vessel. Numemnigdéls of stress distribution in
generic AAA shaped geometries were created by Vorp et al|[Ré&alistic maximum pressure
loads were applied to the geometries which were attributebar elastic stress-strain relation.
The shape of the model was found to significantly affect ttetributions of wall stressEx
vivo investigations have shown that under pulse pressure anitiehlcAAA diameters large
strains are observed before rupture [58, 131]. Since liakstic models only account for small
strains it is clear that a large strain non-linear elastidehonust be found. To achieve this,
tensile testing was performed on excised strips of AAA walbider to find their constitutive
properties. Excising human AAA tissue has limitations dy time anterior section is generally
available in patients undergoing operations and mechlapicperties may be compromised
when compared tin vivo tissue. Tensile tests conducted by Di Martino et al [33] ¢catk
AAA size may not be correlated with wall strength and thatues which is thicker and more
compliant is weaker and so an alternative rupture risk indesize alone is required accounting
for wall strength. The responses to tensile testing of éisgve been used to create constitutive
models of stress-strain behaviour. Holzapfel [60] prosidesummary of many of the proposed
non-linear and constitutive models in healthy arteriesnynaf which were developed to ac-
count for compliance in AAA models. More recent investigati have addressed the complex
non-linear elastic properties of the AAA wall by proposingnstitutive models based on the
strain energy density function. These models relate tlanstnergy density of the tissue to the
gradient of deformation to account for the rearrangemetti@microstructure of the wall with
AAA development [130]. Models of wall compliance have beénuated using numerical

models with fixed pressure boundary conditions [40] to ceitee the stresses acting on the
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walls during the cardiac cycle. Fixed pressure boundargitions do not take into account the
spatial pressure variations caused by secondary flow &satés complex secondary flows are
common in AAAs, studies have combined compliant wall modégth numerical models of
haemodynamics to observe fluid-structure interactions) (R&neurysms. Li and Kleinstreuer
[88] developed FSI models of simplified asymmetric AAA gednes. FSI has been applied
to patient specific AAAs with physiological blood flows to gaa more complete picture of
haemodynamics and wall shear stresses in AAA. Scotti anol Fid8] found that maximum
wall stress varied by 3 to 25% between solid modelling alamé@mpliant wall FSI models.
FSI modelling has also been used to test the efficiency of grafts within AAA [87]. Nu-
merical indices of rupture risk tend to assume isotropicdd@mns throughout the AAA wall.
Raghavan [129] showed through tesile testing that wallktiéss and tensile properties are

distributed heterogeneously throughout the AAA.

1.2.3 Summary

While wall stress studies have shown the potential to imptbe current clinical protocol for
rupture risk by including tissue stress, strain and strengtriables, current models assume
that AAA disease will affect all areas of the wall equally. dnstudy by Vallabhaneni et al
[171] tensile testing was applied to sections of AAA and sédwhe inhomogeneous nature of
the mechanical properties of AAA disease both betweenmatend in individual aneurysms.
Such heterogeneity means that current rupture risk pardittased on mechanical wall prop-
erties will fail. It therefore the becomes necessary to plesthe causes of wall breakdown to
try and predict the patterns in wall properties. Patholaigapproaches can be used to define
the root cause of AAA disease in terms of recruitment of inffaatory cells and the subsequent
activation of MMPs. The Vallabhaneni study has been the tiirsest MMP levels alongside
tensile testing of AAAs. The study showed significant hegerity in levels of MMP-2 and
MMP-9 in samples taken from AAA walls. While the study did fiod any significant correla-
tion between areas of high MMP activity and wall propertibg, authors suggest that hotspots
of MMP hyperactivity could cause focal weakening of the wadisulting in areas prone to

rupture risk.

A method of predicting where inflammation will occur wouldebine the two strategies of wall
stress and pathology. By predicting where hotspots of inflatiron will occur and conversely

where inflammation is unlikely to occur, the distributionaséas with severe wall degradation
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can be predicted and so add a level of spatial accuracy toxibeéng rupture risk prediction

models.

The literature presented so far has identified the need teehmdnocyte dynamics in flow.
This will provide further understanding of the likely siteédeposition of monocytes which
may be used as a tool for future clinical studies to exploeerétationship between monocyte
dynamics, inflammation measur@dvivo using imaging systems, and occurrence of rupture.
The remainder of this chapter is devoted to descriptionkefiterature relating to the methods

to be used in this thesis.

1.3 A Monocyte Deposition Model Approach

This study proposes a method of predicting areas of inflamomat AAA disease through the
tracking of monocyte deposition and observation of AAA hadgmamics. To achieve a model
of cell deposition, information is required on the geometiyhe aneurysm, the haemodynam-
ics of blood in the aneurysm and the physical and biochemésgdonses of monocytes to the
aneurysm haemodynamics. The different techniques by whislinformation can be obtained

are discussed below.

1.3.1 Choice of Candidate Leukocyte Species

While other species of leukocytes are present in the AAA it study is specifically con-
cerned with monocytes. When deciding a candidate whitecbtml to model, two things
were taken into account; the quantity of literature desaghihe cells and their link to AAA
pathology and the relative concentrations of the cellsarttie bloodstream. Having more infor-
mation on the effects of the cells allows more accurate nliadeind more clinical relevance.
Choosing a species with lower concentrations will allowrfare efficient modelling. The link
between monocyte derived macrophage infiltration and MMBtession and the subsequent
wall degredation has been studied [53] whereas the extevhitth T-cells affect AAA disease
has yet to be well described [44]. Neutrophils have beeretino MMP production in experi-
mental AAAs [38] despite this, they have not been used initivisstigation as current literature
suggests macrophages have more of an effect on wall degnadaihe high concentration of
neutrophils in the blood stream compared to monocytes worddide further challenges for

numerical modelling. Although only monocytes will be stedlihere, the techniques used can

13



Introduction

easily be applied to other leukocyte species in future works

1.3.2 Geometry

While generic geometries can be created by hand using CAlva, patient-specific geome-
tries require input from scans by imaging modalities sucB@sputed Tomography Angiogra-
phy (CTA) or Magnetic Resonance Angiography (MRA). The ebganen is segmented from
each slice of the scan and compiled to form the three-dimaakigeometry. During CTA a
bolus of contrast agent is perfused into the target arteringwscanning. The resulting high
contrast between blood and lumen in CTA scans increasestheazy in defining the lumen
for segmentation. There are a variety of techniques foridogudata through MRA. Contrast
enhanced MRA (CE-MRA), as with CTA, involves scanning whileontrast agent is perfused
into the blood either as a first pass perfusion or a longer lowd-pool agent. Time of flight
MRA (TOF MRA) Provides high contrast images of areas of flapirtood. Areas of slower

flow, which occur in large arteries, may result in inferioraige quality using this method.

1.3.3 Measuring Haemodynamics
1.3.3.1 InVitro

The haemodynamics of flow in AAAs can be assesseditro using transparent models of
either generic aneurysm geometries or casts of patientrgsmas. Blood or, more usually,
blood mimicking fluid can be pumped through the model usingsptogically realistic flow
magnitudes. Visualising and recording the resulting flowmaiyics can be achieved through
a number of methods including most of those usedrfarivo measurements though there are
a few methods solely used for measuring veloaityitro. By injecting contrast agents such
as dye into the model [132] a qualitative observation of fl@tdviour can be obtained. If
the flow is seeded with neutrally buoyant particles, lasepider anemometry (LDA) or parti-
cle image velocimetry (PIV) can be applied to obtain flow e#lpinformation. LDA uses two
laser beams which are intersected, creating fringes ofagyennning perpendicular to the flow.
When a particle passes through the beams all three comookemlocity can be calculated
by recording the frequency of the reflected light signal gie# by the particle while passing
through the fringe. PIV uses another laser technique tamte particle velocity. A sheet of

laser light is flashed twice in the direction of flow and theresponding illumination of the
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seeded particles is recorded on camera. The images can \erteshinto vector plots by ob-
serving how far the particles move in the given time intebhatween flashes. Particle tracking
velocimetry (PTV) uses similar principals to PIV and, usogiical and ray-tracing techniques,
can track discrete particles throughout a flow. PTV has based previously [12] to validate
flow in a physiologically realistic model of an AAA in order t@lidate CFD simulations of
blood flow. In vitro methods allow a large amount of control over the experintesgtup but
require simplified parabolic flow profiles at the inlet and tiheation of patient specific casts is

not trivial.

1.3.3.2 Imaging

Imaging techniques using Doppler ultrasound, CT and MREebdawethods can be used to
measure blood velocity. The velocity data obtained from @epultrasound can be displayed
as either spectral Doppler, whereby the frequency spectsudisplayed in the y-axis with

time along the x-axis, or colour Doppler where the velocitggmitude and often direction is
superimposed on the ultrasound image. Doppler ultrasoasdeen used previously to study
the healthy aorta [176] though the technique is dependettfi@positioning of the transducer
and the movements of the operator. There are also diffisuhieesolving low and retrograde
flows present in AAA [4] and so other methods are generalljepeel for rigorous quantitative

analysis of blood flow velocity in the aorta.

Injecting a bolus of iodine-based CT contrast agent intaadblessel allows the flow velocity
to be observed via CT angiography. Images of the vessel eneded at discrete time intervals
and the motion of the bolus analysed to determine flow vel¢2i]. The injection of the bolus
and radiation dose associatied with CT angiography meartebhnique is used less frequently

than non-invasive MRI techniques.

Tissue moving with uniform motion within a magnetic field dient produces a change in the
MR signal phase which is proportional to the tissue velo[di84]. By finding the difference in

phase between scans taken at consecutive time intervats yrend z components of velocity
can be obtained. Since the velocity of blood is significahityher than that of the surround-
ing tissue, phase contrast MRI (PC-MRI) becomes a non-verasethod of gauging blood

velocity. There are two methods by which PC MRI can be useduicidate haemodynamics
in a vessel. The first is by obtaining three dimensions of dhleelocity over a designated in-

let plane and extrapolating the flow dynamics using CFD. Tée®sd is to directly measure
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velocity throughout the vessel by obtaining all three dimets of flow velocity over all three

coordinate axes at each timestep, known as 7D-MR velogmmetr

PC-MRI has been used extensively in image guided CFD madellit has been shown to
produce accurate results under uniform flow conditions, [ifugh can be distorted by various
artifacts in more complex flows [157]. This makes it a viabledality for providing inlet data in
large, straight vessels such as the aorta. Most studiet©\whbki&EPC-MRI data to derive velocity
inlet boundary conditions obtain transverse slices of flowhie through-plane direction (the
'head to foot’ component in the case of the aorta). CFD sitiaria of large arteries and AAA
generally interpolate the velocity data from the image &ate Womersley inlet flow profiles
[74, 86, 163].

Determining magnitudes of WSS using PC-MRI data requires mall data to be obtained
with a high degree of accuracy, which has proven to be praditiendue to image resolution,
partial volume effects and velocity to noise ratio presanfPC-MR data [51, 64, 124]. These
factors are especially apparent in smaller vessels and aféawv-velocity blood flow. It should
also be remembered that wall motion may add velocity artefaxthe velocity data in the
radial directions. Methods for allowing WSS to be obtainestehbeen proposed by fitting the
PC-MRI data to a fifth order three dimensional polynomial(JLér, alternatively, elements
near the vessel lumen can be interpolated from surroundxejsp[20]. PC-MRI has been
used previously to observe flow velocities in healthy [1224 aneurysmal [165] [46] aortas.
Despite current limitations in image resolution, attemipase been made using PC-MRI to

discern WSS magnitudes in healthy aorta [165].

1.3.3.3 Numerical Modelling

Numerical methods of modelling blood flow have evolved to lwrerpowerful and more effi-
cient as computing power has increased. Modelling soft@arktechniques are versatile and
can be edited to account for biological and chemical factofisencing flow in the vessel.
Computational fluid dynamics (CFD) has the potential to beeful clinical tool in observing
vascular flow and disease pathology. Advances in medicaliimgeallow the creation of more
accurate and detailed patient specific models of the vascalfl56] and for the capturing of
velocity profiles of blood flow within vessels. Combiningghdata with numerical methods

gives non-invasive and repeatable models of the vascelatur
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Numerical modelling of the vasculature can be achievedutjinahree different scales of mod-
els namely 0-D, 1-D or 2 and 3-D models. The choice of modekddp on the complexity

needed and parameters available. Lumped parameter, or 6els) consist of ordinary dif-

ferential equations pertaining to viscous resistancesealesapacitance and fluid inertia. 0-D
models are generally used to describe the vascular systarwhsle in a numerically efficient

way [149]. 1-D models solve the governing Navier-Stokesag¢iqus of flow for generic vessel

geometries. They are computationally cheap to run, butrporate many assumptions of the
vessels being observed. While they are a good indicator effaged flow values in healthy
vessels, they cannot accurately account for complex flolenvessel as witnessed in AAA
disease [45].

2-D and 3-D models use numerical methods to solve the paiifferential equations found
in the governing equations. The finite difference methodNIy[2onverts the continuum to
be solved into a structured grid of discrete points. Inled/anoutlet boundary conditions
such as velocity or pressure magnitude are added to the raadethe governing equations
are solved over the grid via a choice of iterative proces$ée. finite element method (FEM)
uses similar principles to the FDM whereby the geometry efwhssel is split into discrete
points. FEM allows mare flexibility in the formation of theidy especially at boundaries and
in complex geometries. The finite volume method (FVM) digidbe geometry into a mesh
of discrete volumes. The partial differential equationse solved across these volumes by
first converting them to surface integrals and then solviegatively. Unlike FDM and FEM,
FVM does not require a structured grid and so complex gedesdtiecome easier to discretise,
making solutions for the equations flow more attainable. aBee of the flexibility in mesh
generation afforded by the FVM it is used by most CFD softweaekages and has been used
throughout this study. 0-D and 1-D models have been usedwasdboy conditions for input
into 2-D and 3-D models [45].

FEM models have been used previously to great affect in ménérg the haemodynamics and
wall properties of healthy arteries and aortic and cerefnalurysms. Early models of large
arteries such as the carotid [77] and the healthy abdomimidh §109] found a correlation
between areas prone to atherosclerosis and low and asgjIMtSS. Numerical modelling has
since proven to be a useful tool in investigating areas o¥éseulature prone to atherosclerosis
[14].

The first numerical models of AAA disease examined haemadjcgin generalised rigid
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walled models [9, 15] using 2-D axisymmetric models of sieplilge shapes with sizes sim-
ilar to AAAs to obtain velocity and WSS data under steady flawditions. The simplified
geometries meant that flow characteristics could be vaitlagainst experimental setups with
matching geometries [4, 37]. These models were extendegdyiag pulsatile flow regimes
[41] and experimenting with more realistic, asymmetricrgetries [42] requiring a move to 3-
D modelling. As imaging technology and computational eindy have progressed, the ability
to model patient-specific aneurysms has become availaddinig to two strategies of patient
specific aneurysm research. FEM solid modelling of stresdesins and tissue compliance in
the aneurysm wall were simulated [130, 178] to identify areigpotential weakness and there-
fore rupture risk in the wall and the haemodynamics of flovideshe aneurysm were modelled
using CFD to identify the patterns in WSS and flow charadiessvhich affect aneurysmal dis-

ease through biomechanical processes.

1.3.4 Physical and biochemical responses of monocytes toeamysm haemody-
namics

1.3.4.1 Invitro

Previous investigations have isolated monocytes and ¢tl&ocytes forin vitro analysis of
their physical properties and the effects of shear streamsdiseir adhesion and transmigration.
By placing the cells in a flow chamber and subjecting them twodlof varying magnitudes, the
adhesive properties of cells under various shear streasdsecobserved. Shear stress tests can
be performed with cells attached to medium and in the presehan endothelial cell culture
[80,81]. The data fromn vitro testing can be used to improve the accuracy of numerical

simulations.

1.3.4.2 Histology

Histological techniques have been used previously to lismianonocytes in atherosclerotic
plaque [91]. Bylock and Gerrity [17] isolated swine monasytlabelled them with fluores-
cence and injected them back into the animal where histwdbginalysis revealed an aggrega-
tion of monocytes in the intima of the plaque. Steinberg §%b] conducted polymerase chain
reaction (PCR) analysis to determine rates of leukocyteuiteeent in aortic atherosclerotic

plagues. While histology gives spacially detailed ins$ghto the recruitment of inflammatory
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cells, it is extremely invasive and only gives a snapshotiggaken situ so is not suitable for

rupture risk prediction.

1.3.4.3 Imaging

Through the use of contrast agents, imaging techniques earséxd to observe monocytes in
the thrombus and aortic wall. Recent experiments in eclitmgraphy have studied the use
of lipid microbubbles as an ultrasound contrast agent [8%le microbubbles are targeted to
activated leukocytes and have been used to visualise inffdimmin myocardial tissue. The
PET contrast agerdfF-FDG is commonly used as an indirect marker of inflammatisen
superimposed onto CT scans the combined PET/CT image gwvssiaisation of the spatial
distribution and the magnitude of inflammation. PET/CT schave been used by Kotze et
al [75] to observe metabolic activity in AAAs. Alongside PEITT imaging, the MRI contrast
agents superparamagnetic iron oxide (SP10) and ultrassfdlD (USPIO) may be useful tools
in assessing the distribution of macrophage infiltratioA&A. SPIOs are nanoparticles which
cause MR signal dropout in tissue. They can be ingested byoplaages [134] and so areas of
high macrophage concentration can be identified by the lbsgoal in the MR image. They
have previously been used to quantify monocyte recruitnremttherosclerotic lesions [91]
and feasibility studies have been conducted on murine AAAe®[170] with encouraging
results for the future use of USPIOs in non-invasive quanatiibn of inflammation in AAAs.
Recent advances in imaging techniques may provide a nasii®s method of observing the
recruitment of inflammatory cells in AAA. While such techu&s would be extremely useful,
so far they can only ascertain areas of inflammation at a givegpoint and do not have the
capacity required to assess the origin or evolution of inflertory infiltrates in the wall. They
can also provide information on local haemodynamic coodgiwhich are inextricably linked
with cell recruitment. Other potential downsides of imagare the invasive aspect of injecting

contrast agents and the dose of radiation associated widn@PET scanning.

1.3.4.4 Numerical modelling of species in blood

Once the underlying flow in a vessel has been modelled to sededegree of accuracy, models
can be created which map the transport of blood borne spéaiasking species has a number
of clinical uses including simulating platelet activatiand deposition [9] which can be used

to predict thrombus formation, elucidating the distribatiof LDL cholesterol [92], a target
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species in atherosclerotic disease, modelling oxygemilalition to predict areas of hypoxia
and the tracking of white blood cells to predict areas of mfieation which is the focus of this
study. Several methods exist for species modelling andttb&e of method depends on the

size and concentration of the species and the size of thehinsshich it resides.

The efficiency of numerical modelling is affected by the nembf mesh volumes in a model,
with a denser mesh resulting in increased processing tinoeleMng small blood vessels gives
the opportunity to apply a much higher grid resolution themgé arteries, allowing for detailed
modelling of particles within blood flow. This micro-scaleodelling has been used with great
effect to simulate the complex binding process of leukaxwte endothelial cells [70, 118, 160].
An investigation by Migliorini et al [104] modelled leuko®s as single, solid particles with
a coupled receptor-ligand binding model which they extdnideaccount for the hypothesised
effects of red blood cells on leukocyte-wall interactiod$iese studies assume the leukocyte
remains a solid sphere, which would be a reasonable assatmptien in the bulk flow, but as
the cells make contact with the wall a change in their viszstal properties becomes apparent.
Other models divide the cells into smaller elements and inbdeeukocyte as a viscoelastic
drop which becomes deformed upon contact with the endotne]v0]. Micro-scale models
are an opportunity to assess individual cell behaviour aitligh degree of accuracy, but the
computational power required to include these models inkitions with large concentrations

of particles in large arteries is currently too large to kesfiele.

The transport of solutes and macromolecules with very lodemdar weights such as oxygen,
carbon dioxide and LDL cholesterol can be modelled in langeri@s by applying an equa-
tion of mass transport to the solved Navier-Stokes equatjtB83]. How mass transport is
modelled using this 'continuum’ approach is dependent ervétues of three non-dimensional
parameters. Namely the Reynolds, Schmidt and Péclet msmbée Reynolds number (Re)
describes the ratio of inertial to viscous force. The Schmignber (Sc), which expresses the
ratio of momentum diffusivity to mass diffusivity, can beittgn: Sc¢ = p pD whereD is the
mass diffusion coefficient. Multiplying these numbers thge gives the Péclet number (Pe)
which relates the rate of advection to diffusion. Mass fpanisis modelled through the ad-
dition of an advection-diffusion equation which tends tedik down when modelling solutes
with large Péclet numbers. Most of the species of interagePéclet numbers in the region
of 10° to 10® [154] causing instabilities when standard numerical tesphnes are used. Despite

this, investigations have used stabilisation techniquesvary fine near-wall meshes to elimi-
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nate numerical instability. These methods make modellpggies in this way computationally
expensive but allows models of species transport in blood fitobe coupled with models of

transport through the vessel wall [3].

The high concentration of red blood cells in whole blood (& 45%) makes the modelling
of individual particles in large arteries difficult as dabed below. Recent investigations [65]
have attempted to bypass the need to model individual cglisdating the blood cells and
blood plasma as two distinct fluid phases within the same dorivéhile the solid properties of
the cells mean this will be unrealistic on a micro-scale, omearoscopic scale the high density

of red blood cells may act more like a non-Newtonian fluid.

The modelling of larger particles can be achieved via disqobase modelling (DPM) by seed-
ing the solved background flow and tracking the particle patreach time point. Previous par-
ticle tracking studies have seeded flow using either indizigbarticles [16, 95] or as a 'packet’
of multiple particles contained within a single fluid volurf¥8] depending on the concentra-
tion of the particles in the blood. Since the background flewnbdelled using fixed-grid Eu-
lerian methods and the particles or fluid volume motion iskea with the flow, these tracking
methods are termed Eulerian-Lagrangian methods. The @énguxes into Eulerian-Lagrangian
modelling in vessels concerned the simulation of plateletion [9] with the aim of predicting
thrombus formation. Platelets were considered neutraltyyant particles, seeded at a given
concentration into fluid volumes. These platelet modelegise to the use of residence time
models in blood species tracking to give a statistical metbfocalculating particle-wall inter-
action negating the need for micro-scale analysis. Appgl¥alerian-Lagrangian modelling to
single white or red blood cells proved to be non-trivial ageg the size and density of the cells,
it is not sufficient to assume they will follow the bulk fluid Wo Calculation of lift, drag and
near-wall viscous forces becomes necessary as well agdauioh as cell shape and stability.
Numerical models have, however been formulated to accaurthése factors and have been
validated for single cells against the experimental findiagKarino and Goldsmith [66]. The
feasibility of modelling single particles using an Eulerdbagrangian method depends upon
the concentration of particles in the blood. Using this teghe to model red blood cells is
currently unfeasible due to the high concentration of céllse increasing number of particle
paths needing to be solved requires a two-way solution asdilewill interact with each other
and change the characteristics of the surrounding plasiaseplieukocytes are found at much

lower concentrations allowing the assumption of one-waylelimg as the cell phase is un-
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likely to affect the bulk flow and the tracking of physiologily realistic concentrations even
in large arteries. Modelling white blood cells in large &de has been studied by Longest et al

[95] using a near wall residence time approach.

1.3.4.5 Residence Time Models

One of the challenges in modelling leukocytes in large m$es accounting for the complex
near-wall behaviour within the mesh resolution and contprial limits available. Accounting
for these micro-scale effects on the macro-scale modeldd®s achieved through the use of
statistical particle residence time models. Volumetrisidence time models used in platelet
modelling [78] use the integral of the time a particle speinds given mesh volume during its
time in the flow. The sum of this integral for all particles iretflow is normalised by dividing
by the concentration of platelets, element volume and a alisation factor based on the ratio
of activated platelets to total platelets at inlet

n

1

VRT =
CVef

/ HE()dt, (1.2)
i—1 7 pathi

whereV, is the volume of finite volume, C is the concentration of plateletg,s ratio of active
to innactive platelets anH ¢ (¢) is a function equal to 1 if platelgtis in volumee at timet and

0 if the platelet is not present.

Kunov et al use the photographic analogy of the exposure dinpdatelets in each volume. A
similar technique has been used for leukocytes. Whereaxfmated platelets, the volumetric
residence time should theoretically correlate with thel weposition rate, leukocyte adhesion
is a more complex process and so the model needs to be adagedount for their deposi-
tion. Longest et al [95], formulated a near wall particleideace time model (NWPRT) which
accounts for the ratio of particle radius to distance fronll exad the particle velocity within a

volume and can be written

n S 1
NWPRT = —Y / <%> —dr. (1.3)
path,i

Ntot Vnw i—1 hp |UZ' |

The average flow rate Q, the total number of celjsand the near wall volum#&,,,, are used

to normalise the equation as a non-dimensional paraméjgyr.is calculated by multiplying
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the surface area by the fixed value chosen as edge of the ndaegian. The ratio of cell
radius to the distance from the cell centre to the wall,, provides a statistical parameter
governing the likelihood of cell attachment when divided garticle velocity magnitude;.
Longest et al [95] apply a correction factoto the model wich is assigned a value depending
on the species of cell being tracked. For monocytes, theestigd value is = 1. The Longest

et al NWPRT model has been used to model monocytes in femygpalsk anastomosis and an
idealised rabbit aorto-celiac junction [96]. A similar reddhas been used by Kim et al [72] to

simulate monocyte and platelet behaviour.

1.3.5 Summary

This study uses finite volume numerical models to deternfiedhdemodynamics of AAAs and
the behaviour and deposition of monocytes within the flowMBHave been used previously
to great effect in modelling flow and tracking particles inaigety of vessels. FEM has an
advantage oven vitro methods in that it can be applied directly to patient speaifaciels, it is
also minimally invasive when compared to histological téghes in which tissue samples are
required. Geometries can be built using CAD software fopégnmodels but for patient specific
models imaging techniques are generally used. CT scanshieaveused in this study as they
provide a higher contrast between the blood and the lumenatailable MRI techniques. The
patient-specific inlet velocity boundary conditions ar¢amted via PC-MR, a robust technique
which has been used previously on large arteries [46, 98].uBEk of contrast enhanced imaging
techniques to determine monocyte deposition has beenategdla this study. As the focus
of this study is as much on the journey of the monocyte fromabea to to wall and the
haemodynamic properties it encounters at its final desbimatithin the wall, thein situ data
provided by MRI or PET/CT scanning are less useful. Thesgingatechniques could feasibly
be used in parallel with this study as a method of validathmg riumerical models. To apply
models of monocyte motion and deposition to the FEM model wstrobtain the physical
properties of the cells and the effects of flow haemodynamricthe cells when they are in the
bulk blood flow and when attaching to the wall. These propsrtiave been taken from the
literature, from studies using thie vitro techniques above. A NWPRT model is applied to the

FEM model to model particle deposition at the wall.
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1.4 Haemodynamics in Healthy and Diseased Aorta

Aortic haemodynamics differ between patients though theeg® characteristics of flow are
retained in healthy vessels. The onset of disease can causdyfhamics to diverge from these
characteristics, introducing non-linear secondary floWse deposition of monocytes in AAA
disease is dependent on the underlying haemodynamics wés#isel and so an understanding of
haemodynamics in both healthy and diseased aorta is reqoirdescribe observations of cell
behaviour. While, in this study, the abdominal aorta is nledeas a discrete entity from the rest
of the vasculature the characteristics of flow entering tloelehare important in dictating the
patterns of flow within the AAA. It is therefore important toaderstand the flow characteristics

not only within the AAA cavity, but throughout the aorta.

1.4.1 Haemodynamics of Healthy Aorta

As blood flows over the aortic arch, a high degree of seconfliany effects are created. The
bulk flow exhibits a helical motion as it transcends the sigpexorta [62]. These effects be-
come damped as the blood descends the aorta due to viscects eiffid the compliance of the
vessel but are still present as far down as the renal art@®s The degree of this secondary
flow reaching the abdominal aorta is uncertain, as discuss€thapters 4 and 5. As the flow
passes the renal arterias,vitro aortic models [109, 163] show that under resting conditions
the flow becomes more complex with two vortices forming dyrihe deceleration phase of
systole on the anterior and posterior walls which then teaeglownstream. Despite the down-
stream motion of the bulk of the blood flow, a thin area of tramisretrograde flow was noted
on the posterior wall creating high residence times. Hefloaw was observed in the iliac bi-
furcations during mid-systole with flow reversal occurrimigthe posterio-lateral regions of the
bifurcation during the backstroke of systole. Under exsrconditions much of the secondary
flow characteristics are absent and flow is generally lamimaature [110] although the spiral
flow entering the bifurcation is still prevalent. Pedersbalg¢123] and Taylor et al [165] show
WSS is significantly lower in the infrarenal aorta than thevdstream superceliac region with
oscillatory flow only occuring in the infrarenal aorta. A gyudetailing flow in the abdominal
aorta by Bonert et al [11] found vessel cross-sectional arehcurvature to be influential in
the distribution of WSS magnitude. Intimal thickening wasirid to correlate with regions
of low and oscillating WSS [11, 123, 165] indicating thatgheegions are the most prone to

atherosclerotic disease.
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1.4.2 AAA haemodynamics
1.4.2.1 Generic AAA Geometries

Vortex formation has been shown to be a defining feature in Afs&@modynamics. An-
nular vortices are present in generalised AAA models stilifesteady and turbulent flows
[9, 15,42, 191]. In steady flow models a stationary vortexorened, filling a larger volume of
the cavity as Reynolds numbers increase above 300 therkshoiim much thinner vortex close
to the wall around a Reynolds number of 3600 [9]. Low and neg&V/SS are found through-
out the cavity with a large spike of WSS occurring at the floatt@chment point downstream
of the vortex [4]. Under pulsatile flow conditions in the gealssed AAA models an annular
vortex forms at the proximal end of the cavity during the battkke of systole and translates
downstream. It then dissipates at the distal end of theycavithe beginning of systole in the
next cycle [37, 42, 144, 191]. The motion of the vorticesaties the temporal WSS magnitudes.
As in the steady state models, WSS remains low compared tol#tdength throughout much
of the cavity with a spike in WSS occurring at the vortex raettiment point at the distal end
of the cavity. Maximum WSS occurs at the peak flow timepoinéreithe dissipating vortex is
forced down the distal neck of the AAA. While the flow was founde laminar for the major-
ity of the pulsatile cycle, turbulence has been shown to oecan in simple aneurysm models
during the deceleration phase of systole [191]. Salsac[&#4] investigated variation in WSS
patterns with aneurysm size, showing flow separation to éggot in all of the bulge diameters
used (smallest bulge diameter to inlet diameter being DR&lahd largest being D/d=2.4), the
mean WSS magnitude was found to decrease with AAA dilatitin.ré&/hile many of the gen-
eralised AAA simulations and experiments are axisymmaétrghape, Finol et al [42] observed
the effects of asymmetry on flow under pulsatile conditiofise general trends of vortex for-
mation and dissipation were preserved with asymmetry,ghonterestingly the peak WSS at
the distal end of the cavity was significantly higher in asyeimcal models when compared to

an axisymmetric model.

1.4.2.2 Patient Specific Geometries

Relatively few numerical haemodynamic studies have begredaout on rigid walled anatom-
ical AAA models, especially when compared to studies ofictiranial aneurysms. When ex-
trapolating flow dynamics to patient specific geometries uistrbe remembered that AAAs

develop in a variety of shapes and sizes, with differing esglf inlet and outlet aorta. While
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analysis of flow in one patient may not hold for another, allA#gAshare the same expanded
interior geometry and it is important to assess to what degre flow dynamics observed in
generalised models are present in anatomical models. Thg ef a rigid-walled anatomical
model with a single pipe outlet is presented by Finol and Arf##]. Flow separation was
shown to begin during the deceleration phase and vortexditom and translation is present
during late systole and diastole as in generic models. Theaaf the vortex formation how-
ever is different from that observed in simplified modeldwtite angle of the AAA sac inducing
the formation of a single, central vortex rather than toheped vortices. As geometric com-
plexity is increased, so too is complexity of WSS variatidleak WSS was found to occur
in a localised area at the proximal neck of the model and wgsfgiantly higher than under
healthy aortic conditions. Low WSS was observed over theemounded anterior wall with
oscillating WSS occurring at the posterior wall during ldtastole. This model had straight
inlet and outlet tubes leading from the AAA sac and does nob@at for thrombus layers and
S0 may hot be physiologically realistic. More realistic ratsdwere examined by Fraser [46] in
a study which confirmed that vortex shape depends upon asrawggometry. Toroidal vortices
formed in AAAs with large bulge to inlet ratios and were morescent shaped with smaller
bulges. Helical flow in the AAA was present only in geometrigd®ereby the inlet joined the sac
at an angle. These studies highlight the potentially sigguifi differences in haemodynamics

occuring with differing geometry.

1.4.3 Effects of Turbulent Flow

Regions of disturbed flow in arteries are closely correlatéti damage to the endothelial lin-
ing [31] and regions of arterial disease. Whether it is theyplations in flow which cause the
initiation of disease or vice versa is yet to be fully undeost, though it is generally agreed that
the presence of disturbed flow exacerbates disease form&tan-linear near wall flows create
changes in local WSS gradients resulting in changes to bioatal signalling in endothelial
cells. Changes in endothelial cell signalling can resuthaproduction of the vasoconstrictors
such as NO and cellular realignment. In areas of oscillagimgar-stress endothelial cells have
been observed to align in a less uniform manner than in lanflioa [30], increasing the prob-
ability of mass transport between blood and wall throughsdagtween the cells. Turbulent
mixing of cells near the wall alters both cell residence smaad cell mixing behaviour. Re-
circulation regions near the wall may promote cell adhe§®®} and increased mass transfer

to the wall. Turbulent shear stresses have been shown toertigh endothelial cell turnover
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compared to laminar shear stresses [31] and cause endottgdliloss after prolonged expo-
sure to turbulent flows [191]. Microscale turbulent eddies #thought to be responsible for
both damaging red blood cells and activating platelets whiay in turn lead to an increased

probability of thrombus formation in turbulent regions.

The formation of turbulent perturbations is due to vesselase roughness, pre-existing up-
stream perturbations and the Reynolds number of the flow][120low Reynolds numbers
the viscous properties of the fluid are dominant and so geations cannot form, giving the
flow a smooth, laminar characteristic. At high Reynolds narsbinertial forces dominate al-
lowing the formation of turbulent perturbations in the flddetween these two extremes there
is a transitional phase in which the flow is not fully turbulemn pipe flow this region is at
Reynolds numbers of around 2000 to 2300. In healthy arteniesd flow is regulated to re-
duce perturbations and can generally be modelled as laifhimdimotion [120]. By expanding
or contracting vessels through the use of vasodilators asdoonstrictors, low Reynolds num-
bers can be maintained in an artery. Disruption of signgliathways, degradation of the ECM
and occlusion or deformation of the artery may cause thelagmgy mechanisms fail leading

to a transition to turbulent flow.

Since AAA disease is characterised by an expansion in treelesll, the fluid dynamics will
be different from those observed in pipe flow and so the rafd®egnolds numbers at which
transition to turbulence occurs may also differ and showdtihe assumed to be the same as

pipe flow.

Simplified models of AAA disease exhibit a transition to widnce during the deceleration
phase of the cardiac cycle [191]. Since turbulent flows &ffgé8S as well as endothelial and
blood-species behaviour it is important when modellingréat blood flow and the motion of
white blood cells that turbulent effects should be adedyaiecounted for.

1.4.4 Blood properties

Throughout this study, the density of blood is taken to be91k&gm?® and the viscosity to be
3.5x10" 3 kg/ms. Because of the large diameter of the abdominal daldad is modelled as a

Newtonian fluid as described above.
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Property Modelling Values (Physiological Range)
Diameter 16pm (14-17pm) [29] )
Concentration (Adult) 3 x 10°/ml (0 — 8 x 10°/ml)[29]
Density 1070 kg/nt [152]

Volume Fraction 6.43 x 1072%

Table 1.1: Monocyte Properties

1.4.5 Monocyte Properties

The physical properties of monocytes used in this study baea taken from the literature and
are shown in table 1.1. Where a range of values exist, theanedilue has been taken. The

effects of WSS on monocyte binding are covered in greataildetChapter 4.

1.5 Proposed Solution

To create a model of monocyte deposition, finite volume Ckbrigues will be used to simu-
late the flow of blood within AAAs. These models will be seedadth discrete virtual particles
with the physiological properties and concentration of ouytes. Modelling cells using a one-
way Lagrangian approach can be used to predict how the mte®wayil be transported by the
blood flow. Monocyte deposition is a function of cell residertime and the distance of the
cell from the wall as well as the haemodynamic and biochengffacts on the cell and the
wall. To account for the complex biochemical interactiofisn@nocytes at the vessel lumen,
cell residence time is calculated using a statistical sgogrovia a NWPRT model. The NWPRT
model accounts for the time each monocyte spends in a giveh r@ume in the near wall
region, the volume of the element and the distance of thécpmftom the wall to provide a

probability of firm cell adhesion.

1.5.1 Generic AAAs

In order to calibrate the CFD models, definitions of the AAfAgeetry and boundary condi-
tions are required. With any computational simulation mésessary to begin with simplified
models to prove that the initial concepts are sound and tdennaore complex traits to the
models. In this respect, the CFD models shall use genetige lmhaped AAA geometries with
simple, fully-developed inlet velocity boundary conditgowith magnitudes taken from patient

data used in previous studies [46]. Using simplified AAA getmes allows the underlying
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haemodynamics to be validated against existing expergthembdels. By comparing simula-
tions of various AAA diameters the changes in haemodynaamcsmonocyte residence time
can be observed as AAAs become more developed. The monaayaibur in generic AAAs

can also be compared with that in a straight control tubeylsitimg a healthy aorta.

1.5.2 Patient Specific AAA

The next step towards a clinically relevant model is to ajpplysiologically realistic geometries
and boundary conditions to the CFD model. CT scans providgtadontrast between blood
and the vessel lumen making them ideal candidates for segtienand stitching together to
create patient specific geometries. PC-MRI can provideiplogically realistic inlet velocity

boundary conditions which can then be applied to the pasipatific geometry. PC-MRI can
also be used to validate the haemodynamics predicted by Gidalsn Once validated patient-
specific models of AAA haemodynamics have been created, oytaarticles can then be
seeded, the NWPRT model applied and the end result of a papewific model of mono-

cyte deposition model achieved. Before the simulation ofioogte behaviour in AAA can be
achieved there are areas of modelling methodology absamttfre literature which need to be
assessed in order to create physiologically realistic sodehe first is how the transition to
turbulent flow present in AAAs is modellid and the second isatMievel of detail is required

when applying physiologically realistic boundary corafits.

1.5.3 Turbulence Modelling
1.5.3.1 Transition to turbulence in vascular disease

Reynolds numbers throughout the vasculature range frosrithes 10 in the microvasculature
to a maximum of around 4000 in the aorta during peak systd@gvhich means it is unlikely
that blood flow would become fully turbulent during a normaitan cardiac cycle for any
significant period of time. Instead the laminar flow parjidreaks down into a state described
as a transition to turbulence [18]. Significantly for thisidgst, transitional flows have been
observed in haemodynamic analysisimfvitro AAA. Studies by Yip and Yu [191] observed
that while the flow remains laminar during the beginning détele and the end of diastole,

perturbations become endemic during the back-stroke tblgyand early diastole.

To preserve accuracy in the modelling of AAA haemodynamiosethod of effectively mod-
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elling the transition to turbulence is required. The neednfiodelling turbulent behaviour is
particularly necessary for the purposes of this study astitegoal of modelling monocyte
behaviour involves tracking individual particles througbar-wall regions prone to turbulent
perturbations. Several methods of numerically modellumpulent flow exist yet no previous
studies have been conducted to compare the extent of ldyiabihaemodynamics and wall
shear stresses which arise through the use of these diff@ethods. Chapter 3 compares the
effectiveness of a variety of turbulence models by compadifferences in haemodynamics
and WSS in generalised AAA geometries experiencing steadypalsatile flows. Analysis of
the effects of turbulence models on flow can determine the appgopriate model to use when

simulating haemodynamics in AAA.

1.5.4 Boundary Conditions

Dynamics of the fluid within the geometry are determined leyitilet and/or outlet boundary
conditions applied to it. The accuracy of simulation therefrelies heavily on the informa-
tion carried in the boundary conditions which can be eithelpgity, pressure or mass flow
conditions. In simulations with compliant walls it is nesasy to include pressure boundary
conditions as the pressure wave is the driving force behialll wotion. As this study uses
only rigid wall models, the inclusion of pressure boundaoypditions is no longer necessary
and so velocity inlet conditions will be sufficient. Velogcitlata for blood flows can take the
form of in vivo measurements from techniques such as MRI, ultrasoundy Xsgiography.
In vitro data can be aquired by applying realistic flow to transpacasts or models of ves-
sels and aquiring velocity data through techniques suctD#sRIV. If the inlet velocity data
has sufficient resolution to provide spatial differentatiof velocities over the inlet plane it
can be applied directly from measured velocity data. Viyobbundary conditions can use
one or three directions of flow, uni-directional velocitycaanting for flow in the direction of
highest velocity magnitude and three directional flow aotimg for additional radial veloc-
ity components. When limited or no velocity data is avaigldr if computational constraints
are required or allowed, it is common to assume that the flavfidly developed at the inlet
and a time varying parabolic profile is attached [46]. Mortatded methodology of boundary

condition formulation is found in Chapters 5 and 6.

The physical properties of whole blood can be taken fromditge. The viscosity of blood de-

pends upon its percentage of red blood cells, or hermatwbiith, while variable, is generally
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between 38% and 46%. In this study, a blood viscosity.b& 10~3 has been used, derived by
Cox [27]. The decision to use either parabolic flow profiles;directional measured flow or
tri-directional measured flow will effect the outcome of themerical simulation. These effects
have yet to be quantified for AAA models and Chapters 4 and Gigecan investigation into

the most suitable boundary condition to use.

1.5.5 Effects of Fluid-Structure Interaction (FSI)

Di Martino et al [35] began the first investigations into théeractions between fluid dynamics
and wall structure with the aim of creating a more accuratdehof AAA rupture risk. Pre-
vious models had not accounted for complex flows when madeWall stresses. The study
worked on the hypothesis that the haemodynamics wouldtaffatt motion which would in
turn affect the haemodynamics. FSI models have subseguseh used to model simplified
AAAs with both axisymmetric and asymmetric geometries [B8]. These studies show that
vortex formation is an integral part of AAA haemodynamicst 8id not compare their results
with rigid wall models. As an aside, Kleinstreuer noted tifi@t angle of entry of the neck into
the AAA cavity caused a significant difference in vortex stane. Experimental models of
simple, asymmetric AAAs were created by Deplano et al [32hwigid and compliant walls.
Each model was tested using inlet waveforms analogous tiogesnd exercise conditions and
flow characteristics observed with PIV of seeded particlésey state a significant difference
between vortex behaviour in rigid and compliant walls, wjuiLto be due to the energy stored in
the compliant wall during peak flow being released duringdideeleration phase which boosts
the formation and translation of vortices. While compliafas some effect on flow, the rigid
walled models used in the Deplano et al investigation sh@wtrtex remaining at the proxi-
mal end of the aneurysm whereas previous investigations stamwn translation of the vortex.
This suggests that the difference in flow dynamics due to ¢iamge may not be as significant

as stated.

1.6 Thesis Outline

1.6.1 Aims and Objectives

The key aims of this study are, firstly, to develop the methafdsumerical modelling of AAA

haemodynamics through novel investigations of turbulanodels and inlet velocity boundary
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condition methods. Secondly, to further the understandingAA disease by observing the
behaviour and adhesion probability of inflammatory cellfdw. It has been postulated that in-
flammation occurs in specific focal areas in the AAA wall cagdiotspots of wall degradation
leading to a weakening of the wall. Previous studies havevsljB4] that areas of decreased
tissue strength are prone to rupture. By identifying thesaf high inflammatory infiltrate

it is hoped that the numerical modelling protocol can previde first steps towards a clinical

indicator of AAA wall weakness and thus improve rupture gs&diction.

1.6.2 Thesis Structure

e Before simulating haemodynamics and probability of cethe®ion in patient specific
AAA geometries, a protocol for simulation was establishedimplified, axisymmetric
aneurysm geometries. Geometries were created with a rdrigdge sizes in order to
observe the general trends in haemodynamics and monodyésiad in developing and
fully developed AAAs. An averaged patient pulsatile flow wiorm was applied as the

inlet boundary condition for each geometry.

e The modelling procedure was calibrated through mesh anektep refinement studies,
a cycle independence study and a comparison of first and decder solutions. A fine
near wall boundary layer of volumes was added to the modetsdar to model WSS

and particle behaviour in the near wall region.

e Previous investigations have shown that blood flow in AAAsglengoes a transition to
turbulence during each pulsatile cycle [191]. Laminar fload®lling does not account
for the changes in haemodynamics caused by turbulence issah&nd so a turbulence
model is required. The accuracy and efficiency of relevaiulence models of varying
complexity were investigated by simulating haemodynanmcan axisymmetric AAA
geometry. Haemodynamics and WSS were compared betweetasong and com-
pared with previous experimental findings to assess whitiuklence model is the most

appropriate.

e Once the axisymmetric models were calibrated and turbelemodels investigated, the
probability of monocyte adhesion to the lumen was detercththeough the use of a near
wall particle residence time (NWPRT) model based on previwork by Longest et al

[95]. The NWPRT model was applied to monocyte particles edddto the blood. A
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novel variable WSS limiting factor based amvitro experimental adhesion properties
was created and applied to the NWPRT model. Residence tirees eompared with
trends in haemodynamics and WSS which was found to be anatiodiof vortex be-

haviour.

Simulations were then conducted in patient-specific geneset Geometries were cre-
ated from segmented CT scans and inlet velocities proviggthbse contrast-MR (PC-
MR) images. Inlet velocity boundary conditions can be aplusing axial and radial
components of velocity, axial velocity alone or as fully di®ped flow profiles based on
the inlet centreline velocity. There is no previous literat detailing which method is
most appropriate for modelling AAAs and so an inlet boundaogdition investigation

was required. The investigation consisted of two sections;

i) Comparing differences in haemodynamics and shear gtregerties between simula-

tions.

ii) Validation of each boundary condition method througimparison of mid-cavity ve-
locities with PC-MR data.

Finally, the NWPRT model used in axisymmetric AAA simulatsowas applied to the
patient-specific geometries seeded with monocyte pastideetermine the probability
and distribution of monocyte adhesion. Residence timeswempared with values
of WSS to determine whether patterns in monocyte adhesiolbapility are related to

secondary flow within the aneurysm.
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Chapter 2

Creation and Calibration of Generic
AAA Simulations

2.1 Introduction

When creating numerical models of complex systems it imadigvantageous to calibrate and
trial the numerical techniques in simplified scenarios. [Bifying geometries and solution
algorithms increases solution efficiency and thereforeremvithin the system can be quantified
and the most efficient solution strategy obtained. Once tbthous of these simple scenarios
have been justified, further levels of complexity can be dddgefore attempting simulations
in patient-specific geometries AAA haemodynamics are satadlin axisymmetric aneurysms
of varying cavity diameters, from a straight tube simulgtihe healthy aorta to a cavity size on
the scale of a fully developed AAA. Creating a range of AAArditers provides an analysis
of haemodynamics throughout the development of AAA diseAse¢he inlet fully developed,

parabolic flow profiles are applied to mimic simple yet phg#licrealistic flow conditions.

Previous investigations of axisymmetric AAA geometrieskgelhoff et al [37] and Salsac et
al [144] use maximum bulge diameters equating to aneurysgniisantly smaller than the

critical 5.5 cm cut off point for surgical intervention. Thecus of the Salsac et al investigation
is on elucidating WSS. The effects of WSS on ILT are not wetlenstood when compared with
healthy endothelial cells and so models with a higher pritibabf an uninterrupted endothe-

lial layer were chosen. Salsac et al used less developed Aladdo their tendency to contain
minimal ILT. Similarly, the effects of ILT on the standard del of monocyte mechanotrans-
duction used in this study are uncertain and so this studyatias towards smaller aneurysm

diameters.

The parameters used to create simulations must be assegseatify their physiological rel-
evance and calibrated to quantify the magnitude of errosgme Despite the need for sim-
plification, the simulation must give a physiologically lietic output and so the dimensions

of the geometry and formation of the inlet boundary condgioust strike a balance between
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efficiency of simulation and relation fa vivo conditions. There is also a balance to be main-
tained between numerical accuracy and computational ezffigi While accurate solutions are
desired, it is also necessary to provide solutions withinamageable time scale and memory
usage, especially if these techniques are to be developediriical use. The density of the
grid used to solve the finite volume equations and the time gsed in pulsatile flow stud-
ies determine the precision and efficiency of simulation.tudg by Roache [138] provides a
framework for quantifying errors in grid refinement and hagfo used in this study to inves-
tigate mesh and time step refinement. The solution method/amnables used must also be

described and justified.

Previous numerical and experimental investigations [I5184] have used simplified geome-
tries and boundary conditions to elucidate the generalgemmodynamics present in AAAs.
The haemodynamics simulated in this study are comparedthétihesults of previous studies

in Chapter 4 in order to validate the methods used.

The aim of this chapter is to optimise the mesh and timestgpnes and solver variables
used for simulation of AAA. Simplified AAA geometries of vang diameters are constructed
and meshed for exporting to CFD solving software. The egunatiof fluid dynamics to be

solved and methods of discretising and solving the equaitime described below, as well as

justification for the solver variables and the haemodyngmiperties used.

2.2 Methods

2.2.1 Geometries

One of the aims of this study is to simulate monocyte recretitiin AAA disease. It is useful
to model changes in the patterns of recruitment throughmuptogression of an aneurysm and

S0 to achieve this geometries of differing maximum cavignaéeter were created.

All of the geometries in this study are modelled with rigidllwa An investigation by Fraser
[46] shows that using rigid walled models retains the charatics of flow but leads to an
increase in peak WSS magnitudes when compared to variousodseof fluid-structure inter-
action (FSI). The addition of FSI increases the processing of simulation and adds an extra
unknown variable in the form of the elastic modulus of thelwak AAAs progress, the wall

becomes stiffer [33] and so the haemodynamic differencesdas compliant and rigid walled
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aneurysms may become negligible in larger geometries wberpared to the healthy aorta.
Because of this, many investigations of flow in simplified metries [37, 144] use rigid walled

geometries, the results of which can be used to validatesthdsy.

Bulge-shaped axi-symmetrical geometries of varying maxmdiameter D) were created in
Gambit v. 2.4.6 (Fluent Inc., Lebanon, New Hampshire, USAe vessel inlet diametet)
was a physiologically realistic 1.9 cm [121]. The maximunigeudiameters ofD = 1.3d,

D = 1.5d, D = 1.8d and D = 2.1d used previously by Egelhoff et al [37] were chosen for
the model geometries and a straight vesseDof d to simulate a healthy aorta. The chosen
diameters correspond to varying fixed cavity volumesDIE= 2.1d is 100% cavity volume,
D = 1.8d has 80%,D = 1.3d has 20% with D=d having 0% cavity volume. Using dimensions
of geometries corresponding to those used by Egelhoff diioal or validaton by comparison.
The investigation of varying vessel diameters can be int¢ep physiologically in two different
ways; firstly as a measure of AAA progression with= 1.3d being early stage AAA and
D = 2.1d developed AAA. Alternatively, cavity size corresponds he tlegree of thrombus,
whereD = 2.1d is analogous to a fully developed AAA containing no thrombns) = 1.8d,
20% of the cavity contains thrombus and so on ubti= d in which the entire cavity contains
thrombus. This second interpretation is relevant whenideriag the hypothesis that thrombus
formation compensates for the expansion of the cavity addrised from a technique used by
Mower et al [115]. While most of the geometries used are amale to developing AAAs, a
final geometry was created with a maximum diametePof 2.9d to model a critical AAA

with no ILT for comparison. For detailed AAA dimensions sable 2.1.

Figure 2.1: AAA model dimensions
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Model Number| L/d | D/d
0 40| 1
1 40| 1.3
2 40| 15
3 40| 1.8
4 40| 2.1
5 40| 2.9

Table 2.1: AAA model dimensions

The bulge shape was controlled by the equation

Rz =5+ WPLD 2D (1) o (T2)) @)

as used previously by Bluestein et al [9]. To ensure flow iy fdéveloped when entering the
AAA cavity, an inlet of length 3.7d was attached to the geoiestand an outlet of length of
11d attached to prevent outlet flow conditions from intenigmvith flow in the cavity. The inlet

and outlet lengths used are suggested by Egelhoff et al [37].

2.2.2 Boundary Conditions

Boundary conditions are required for the inlet, outlet adls\of each simulation. Each bound-

ary condition must be justified in terms of how it relates tggiblogical patient aneurysms.

Velocity is used as the inlet boundary condition. The sifirgai models used do not relate
to specificin vivo aneurysms and so inlet conditions must be prescribed. Haherefore
assumed to be fully developed when it enters the inlet. Fositmplest cases of steady, laminar

flow through a tube, a fully developed profile can be derivedthie Poiseuille’s law

APrTR*
Q= ,
SuL

(2.2)

where( is flow rate, A P is difference in pressurd, is vessel lengthy is dynamic viscosity

andR is vessel radius. The velocity at distance r from the cerarethen be determined by

AP (R? —12)

Up = 4,UL >

(2.3)

as shown in figure 2.2 Poiseuille’s law holds in theory forien steady flows but fails when
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Figure 2.2: Poiseuille flow in a tube

accounting for the pulsatile nature of blood flow in largedés. Where steady flow regimes are
required for model calibration, parabolic inlet profileg areated with a user defined function
(UDF) and attached at the inlet. The profiles must satisfigd®dlle flow and give an average
inlet flow velocity which satisfies the required Reynolds fi@ém To overcome pulsatility of
flow, fully developed flow profiles are calculated which agh&y the Womersley number, a
non-dimensional number denoting the ratio of pusatile fl@gdiency to viscous effects

o= ?"(%)1/2 (2.4)

Where T is the time taken to complete a cycle of pulsatile flogzais kinematic viscosity.

When « is less than unity, flow tends towards Poiseuille flow wherfeasigh «, of 10 or
higher, the velocity profile becomes flattened. The equatfomotion of viscous fluids in an

oscillatory pressure gradient was found by Womersley tdlB8]

50 = Aet, (2.5)

By incorporating Bessel functions ef, the velocity profile under Womersley flow conditions

Axr? Jo(ari®/?)\ L.
=——|1-—/—>= e 2.
v iua2 ( Jo(ai3/2) € ( 6)

was found to be

where Jy is a zeroth order Bessel function of the first kind. An exangfl&/omersley flow
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Figure 2.3: Womersley flow profiles

profiles obtained from centreline velocities is shown in feg2.3.

Pulsatile flow inlet boundary conditions were taken from &guet averaged flow waveform
compiled by Fraser et al from a study of 20 AAA patient, showrfigure 2.4. The flow
waveform was created from aortic centreline velocitiesQft 2mesteps over a 0.9281 second
wave cycle obtained using Doppler ultrasound. To simulally fleveloped pulsatile flow in
the AAA, the inlet centreline velocity was found at each tistep and used to create a set of

transient parabolas satisfying the Womersley parameter.

A no slip boundary condition was placed on the wall which rezgithe flow at the wall to be
stationary. Rigid walled models do not require specific gmes outlet conditions as the inlet
boundary conditions will create the pressure differeatialjuired to drive the flow. The outlet

was prescribed as a simple outflow with no velocity or pressonditions.
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Figure 2.4: Patient averaged flow waveform

2.2.3 Governing Equations

To determine the haemodynamics present in each of the AAAetapthe equations of mass
and momentum conservation over all of the finite volumes alkeed. Together these equations
constitute the Navier-Stokes (N-S) equations for Newtorflaids and are the fundamental
equations of fluid flow, giving a solution to the flow dynamiostine form of a velocity field.

Blood can be assumed to be an incompressible fluid and socbmpressible N-S equations

are expressed in the non-linear differential equationsvhel

Strictly the N-S equations refer only to the conservatiomoimentum but since these cannot
be solved for incompressible flows without the conservatibmass (continuity) equation, it is

generally included in any description of the N-S equatiod ean be described

op L
o +v-(pt)=0 (2.7)

wheret is the velocity vector.

In incompressible flows is a constant and so this equation can be simplifieg tav) = 0 .

Which means physically that the volume of interest is neithgpanding nor contracting.

The conservation of momentum equations are derived fromtdlesvsecond law and can be

written;
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X momentum

Du dp
"ot~ om + v (0 u) + Sua, (2.8)
y momentum
Dv Op
P = —a—y‘i‘V'(MV v) + Sy, (2.9)
Zmomentum
Dw dp
Dw _ 9p . . . 2.10
T 5, TV (v w)+ Sy (2.10)

whereu, vandw are thex,y andz components of velocity respectively,is the fluid density,
p is the pressure anfly;; are the source terms of other body forces such as gravityullyo f
understand the relevance of the N-S equations it is worétingl them back to Newton’s second
law. The terms on the left-hand side are the inertial termsteNhe use of the substantive
derivative

=P e, (2.11)
wheres/# is the gradient ob which can be written a?% + ?] for a 2 dimensional case.
When expanded, the substantive derivative splits theia'?iatb unsteady acceleration and con-
vective acceleration within a volume. The terms on the flggntd side are the sum of the forces
acting on the fluid within a volume. The middle term descrities viscous stress in terms of
the diffusion of momentum. The remaining forces are theigraddf pressure and additional

body force, which is generally gravitational force.

2.2.4 Discretisation and Solution of the Navier-Stokes Eations

The N-S equations are solved using Fluent (Fluent Inc., hebaNew Hampshire, USA) soft-
ware which uses a control volume approach to achieve nuatesidutions. The geometry is
first divided into a mesh of element volumes. Each elemenbedunrther divided into element
faces, edges and nodes as described in figure 2.5. For eavbnelim the grid, the integral of

the governing equations is found over its surface area.t®drib volume and surface integral
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Figure 2.5: Components of the mesh elements

form, the continuity equation (equation 2.7) can be describ

/ 9 gy + %pﬁ- dA =0 (2.12)
v ot

and the conservation of momentum (equations 2.8 to 2.10)

%dv+fpﬁﬁ.dﬁzj{pf.dﬁ+7§u.vﬁ.dﬂ+/ SV, (2.13)
1% 1%

whereA is the surface area vectal,is the element volume ansl; = the source of/ per unit

volume.

These integrals are then converted into discrete equatirrsolving. Each equation is split
into spatial and temporal terms. The appropriate methodlatien is chosen by weighing up
the memory and processing demands of the algorithm agdiestrtder of accuracy and the

magnitude of error.
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2.2.4.1 Temporal Discretisation

The temporal component of the governing equations can beetised over a time stefat. The
change in a scalar quantit§f, is approximated through the use of difference methods. The
simplest difference methods are the forward, backwardscanttal methods which store two
levels of information during each iteration. The backwadierence method is calculated by

subtracting the previous value of the scalar from the catmerestep value and can be described

o0 HtJrAt _ Ht
&= =Fo, (2.14)
wheref is the scalar quantity,+ At is the value at the current timestep &nid the value at the
previous time step. Forwards difference methods subtingcsdlution to the current step from
that of the next step and central difference methods use eraged forward and backward
step method. Higher order accuracy can be obtained thrdwgghide of the Crank-Nicholson
method or implicit 3-level methods. The Crank-Nicholsontmee for solution is based on the
trapezoidal rule for integral approximation for transigsrns and the central difference method
for spatial terms, creating an implicit method which stitires 2 levels of information but gives
second order temporal convergence. A 3 level method imvglthe present, and two previous

time steps can be defined by

90 30"TAT — 49" 4 91— A
ot 2Nt

= F(6), (2.15)

wheret — At is the value at the previous time step. This method is easypteiment but has
a larger truncation error than the Crank-Nicholson methudi the extra level of information
increases memory usage. The version of Fluent solving aoftwsed in this study prevents the

trivial application of the Crank-Nicholson method.

2.2.4.2 Spatial Discretisation

The spatial components are converted into a sum of discrptatiens for every face of an
element. For the continuity equation this can be written
Nfaces
> psip A =0 (2.16)
f
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and for conservation of momentum

Nfaces Nfaces Nfaces
Do pppipAp= ) plAp Y (0 (V0),) Ap+ SV, (247)
! ! !

wherevy is the velocity vector at facé¢ andA’ ¢ is the surface area vector of fage The scalar

values are stored at the centre of each element. For first amberacy, the face value of a
variable can be assumed to be the value stored at the elesr@né.c Fluent uses an upwind
scheme whereby the value at a given face of a finite volumekent#o be the value at the
centre of the volume immediately upstream. Computing fadees at higher order accuracies
requires an algorithm which interpolates face values aadignts by averaging the values of
the surrounding elements. The second-order upwind scheeteay Fluent to compute element

face values can be described for a scalar variabia
O =0.+ V0. A5 (2.18)

whered. is the element centre value of the variall&. is the gradient between the cell cen-
tre value and the value of the cell immediately upstream d@enpwind’ scheme) and\s

is the displacement vector giving the shortest distancevd®t the upstream cell centre and
the element face. Fluent also offers a bounded centrardificing method of calculating
face values from averaged upstream and downstream cells.bdinding is required as the
central-differencing scheme alone can lead to unboundeticets and artefacts. The central-
differencing scheme and is detailed in Chapter 3 since theelof this algorithm is depen-
dent on how turbulence is modelled. For higher order saigtithe QUICK scheme offers a
method for findingd; through quadratic interpolation of upstream and downstrealumes.
The QUICK scheme is best suited to structured grids, thodganf can apply it to unstruc-
tured grids also. Higher-order schemes are also availablethe improvements in accuracy
have been assumed to be outweighed by the increase in cdimpataesources required and

have therefore been omitted from this study.

2.2.5 Solver Variables

A pressure based implicit solver scheme was used for maddlbw in generic AAAs. A node-
based gradient solving approach was implemented wherebyatfiables stored at the element

centres are used to calculate values at the element nodeh @& in turn used to solve the
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discrete N-S equations. A node-based approach adds ekttdatimns to the solution but the

higher number of data points theoretically leads to a mocerate solution.

2.2.5.1 Pressure-velocity coupling

Solving the discretised N-S equations in Fluent requiresdbntinuity equation be used to
obtain values of pressure. Equation 2.7 shows that theragtytiequation does not contain
an explicit pressure term and so to introduce pressure,ssyme-velocity coupling algorithm
must be used. These algorithms work via an iterative prosbsseby for transient simulations;
the velocity and pressure at the proceeding timestep dreatstl using the current values, the
momentum equations are solved to provide an intermedidbeityefield, a pressure-correction
equation is applied and the corrected pressure is usedamabtorrected velocity field which
satisfies the continuity equation. This process is repaatétthe pressure correction is within

acceptable bounds before advancing to the next timestep.

In this study the SIMPLE (Semi-Implicit Method for Pressiieked Equations) pressure-
velocity coupling algorithm was used. The PISO (Pressunditib with Splitting Operators)
pressure-velocity coupling algorithm offers correctidnsthe algorithm which are not built
into the standard SIMPLE model and which would normally miaitee candidate algorithm for
transient flow simulations. Due to the small timestep sizeslun this study, it was decided that
the advantages in accuracy of the PISO algorithm would natdsth the excess computational

expense required for the extra calculations and so the SEE¢jorithm was preferred.

2.2.5.2 Accuracy of Discretisation

The methods of discretisation must also be chosen. Whepeasible, second order accuracy
was preferred in this respect. Second order discretisatiethods were chosen for modelling
the temporally dependant aspects of the N-S equations (gedien 2.15) and the pressure
discretisation. The approach to be used for the discrgtisithe momentum equation cannot
be decided until the turbulence model used is determined;hwhill be the focus of Chapter

3. For the purposes of calibration, a second-order disatin approach is used here.
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2.2.6 Convergence Index

Reducing the density of a finite volume mesh will in turn irage the average element size.
Solving the equations of flow over a larger volume increakes¢lative error throughout the
simulation, especially in the presence of non-linear flowsreasing mesh density requires an
increase in processing power and time taken to completelaimos. With current constraints
in computing power, a balance must be made between congnabgfficiency and the error
present in a simulation. It is therefore important to asierthe level of error present in a given
grid density. When defining FVM techniques there are culydetv gold standards in terms
of model calibration, however Roache et al [138] proposestesy for assessing the relative
errors involved in refining variables. This technique isdukere to calibrate mesh refinement

in steady and pulsatile flows and time step size in transient fl

A scalar variable is required as a cohort in which the mageitof error is determined. Since
WSS plays an integral part in leukocyte adhesion and thexefo important variable in this
study it is used in refinement studies throughout this cliaftbree separate simulations are
required for each parameter under investigation, in whiehparameter is increasingly refined.
Below, the techniques used by Roache [138] are applied t@aefinement study. A coarse,
medium and fine grid are modelled and WSS recorded at disooatés in each. The order of

accuracy of convergence is evaluated via

p=In (M) /1n (r) (2.19)

m2 —Mmq

wherem,, is the solution of a given variable on mesgtandr is the refinement ratio. Ideally,
convergence of at least second order is preferred in thidystistimations of error for each
grid can then be calculated via
e=1"M2 (2.20)
my

which can be translated into a scale of error magnitude mgeaf the grid convergence index

(GCl) via
Fie

Ttine = 2.21

GC fine w1 ( )
FgerP

GClLpgrse = —22— (2.22)
rP —1

WhereF; is a safety factor added to counter uncertainty in convexge this study a safety
factor of F; = 1.25 is used [139]. The GCI provides an error band which can be tgsadalyse
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confidence in simulation results and can be calculated giositation allowing a comparison
of GCI between investigations. The WSS obtained with an itefyrsmall mesh size can be

estimated via a Richardson extrapolation of the three miesk defined by

mo = my + A T2 (2.23)
rP—1

Defining an asymptotic range of convergence provides a fatve value based on GCI from
which grid density can be judged to be sufficient for modgllinThe asymptotic range of

convergence is achieved when

GClss
— = ~1 2.24
rPGC 19 ( )

2.2.7 Mesh

When splitting the geometry into a mesh of finite volumes,thmber of elements used must
strike a balance between the accuracy of simulation and adhgpotational effort involved.
Using simple geometries permits the use of simplified megkhich in turn increases the
efficiency of computation. The smooth geometries allowdargesh elements to be used more
effectively when compared with complex patient specificrgetsies and provide a reduction
in skewed and irregular mesh elements. To resolve the nuofbelements required for an

effective balance, a mesh independence study was performed

2.2.7.1 Mesh Convergence Steady Flow

The grid convergence index method outlined in section 2aa6 used to assess the relative
errors arising from the use of differing mesh densities. ffinee mesh densities were created
by dividing the perimeters of the inlet and outlet faces Bio60 and 120 mesh points. The use
of perimeter meshing to define the mesh refinement index leagopisly been used by Varghese
and Frankel [172]. Both faces were meshed using a paved ghathe and the volume of the
geometry then meshed with hex elements based on the inletwdted meshes. This created
volume meshes withl = 10540, n2 = 83820 andn3 = 731162 elements. Since WSS is a
sensitive variable which is integral to this study, the magte of WSS in steady flow at the
cavity centre-point was used as thevalue and recorded at the central point of the cavity in
the D = 2.1d andD = d models. The inlet flow was set to a Reynolds number of 900, a mid

range value for aortic flow [9]. By comparing all 3 mesh déasiusing the Roache refinement
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method, the WSS at, can be obtained and the GCI for the fine grid determined.

2.2.7.2 Mesh Convergence Pulsatile Flow

To investigate grid convergence in pulsatile flow, the fudigveloped Womersley inlet flow
profile boundary condition was applied to the= 2.1d geometry discretised into the 3 mesh
densities used for analysing steady flowi (n2 andn3). A time step size of T/1004(281 x
10~3 seconds) was used. To study grid density convergence oeisdiarray of flow dynamics,
data was collected from time points corresponding to midody<t=16T/100) and the end of
diastole (t=T) at central and distal points on the wall (za@l 8.038m). All measurements were
taken on the third pulsatile cycle to allow for cycle indegence to occur. Contours of velocity
were defined for the fine and coarse meshes at both time pointsually portray the effects
of grid refinement. WSS values fat, were determined and the GCI for each of the fine grid

densities derived.

2.2.8 Transient Flow Calibrations

When simulating pulsatile flow, the solutions must be agsk#s determine whether they are
independent of the size of the time stég and that solutions are the same over consecutive
pulsatile cycles. If the time step is too large there is atiigkt subtleties in the flow dynamics
occurring between time steps will be discounted. If it is swoall the computational effort

required becomes unfeasible.

Secondary flows, such as the vortices present in AAAs, oftemlap between cycles which
prevents the dynamics of the flow from being discretely pgekainto individual cycles. It
often takes a number of cycles before the flow becomes coetplegcle independent and so

pulsatile flow simulations must be assessed to discover wiaa independence occurs.

2.2.8.1 Time Step Convergence

To assess time step independence, the convergence meth@kt@waded to use time step size
(At) in place of grid density. ModeD = 2.1d was meshed with grid density8 and simulated
using At values of T/50 {.8562 x 10~2 seconds), T/1009(281 x 10~ seconds) and T/200
(4.6405 x 103 seconds), giving a time step refinement ratio-of 2. Values of WSS were

used as the variable for comparison with data taken fromtgain the wall at the the cavity
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centre and at the distal end of the cavity with time pointhatend of diastole (t=0) and mid
systole (t=16T/100) on the third pulsatile cycle. GCI wakglated using equations 2.21 and

2.22 and the asymptotic range of convergence was calculaiag equation 2.24

2.2.8.2 Cycle Independence

Using AAA geometry,D = 2.1d with grid n3 and At = T'/200, longitudinal Z-directional
WSS profiles were obtained every tenth of a cycle over fousaiié cycles. By comparing

profiles between cycles, cycle independence can be aswattai

2.2.9 Unsteady Solver Order

Higher order solutions are generally assumed to increasalaiion accuracy, especially in
complex flows, though this comes at the cost of the increasedepsing power required.
First and second order unsteady solvers were compared leyviris longitudinal plots of z-
directional WSS magnitude at timepoints throughout theiearcycle and recording the time
taken to solve a pulsatile cycle. If the difference in WSSQliliciently small and the saving in
simulation time sufficiently large, a first order solver viokk chosen above the current second

order solver.

2.2.10 Boundary layer

This study models the behaviour of individual cells in flovdao to acheive this flow must be
resolved on a scale of the same order of magnitude as the &&disocytes have an average
diameter ofl6um, much smaller than the mesh elements described above (b0+h). To
mesh the whole geometry with @um grid would require large amounts of computational
effort. Such a mesh would be unnecessary as the differenderisities between monocytes
and whole blood (see Chapter 4) is such that for the bulk offltve it is assumed that cell
motion will not deviate significantly from that of the undgrlg flow and so can be resolved at
the given mesh density. The focus of this study is simulatiregadhesion of cells to the artery
wall and obtaining accurate values of WSS. At the near-vaglan it becomes necessary to
model both flow and cell dynamics at a cell-diameter scaleoéndary layer of hex elements
was added to the mesh at the near-wall region. These elegntsogressively smaller nearer

to the wall. Details of the boundary layer are given in tabl2. 2
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First layer height| 30um
Growth Factor 2
Number of Rows 4
Total Depth 450um

Table 2.2: Boundary Layer Properties
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Figure 2.6: Mesh convergence plots for steady flow at cavity centre
2.3 Results

2.3.1 Mesh Refinement
2.3.1.1 Steady Flow

Figures 2.6(a) and 2.6(b) show that for the 120 point peemetesh, corresponding to a nor-
malised grid spacing of 1, GCI for both models is within thgraptotic range of convergence
(range of convergence is 0.996 for = d, 0.967 forD = 2.1d). This implies that grid:3

(containing 731162 elements) is a sufficient density to ieffity solve the steady flow to at

least a second order degree of accuracy.

2.3.1.2 Pulsatile Flow

The velocity contour plots in figure 2.7 show that refining giniel changes vortex dynamics in
the aneurysm at the end of diastole. During the higher irdaislof mid systole the differences

are less extreme though still noticeable, as describedungfi@.9. When defining the order of
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mesh convergence for pulsatile flow, the compuytedlues for points towards the distal end
of the cavity vary significantly from the ideal value of 2, pidy because the reattachment
point changes with grid refinement as observed in figure 2ddmscribed below. Because
of this the convergence order used to extrapolate WSS onfiaitety small grid (no) was
set to 2, a reasonable assumption [138] since the solvet t® second order. By applying
a pre-defined value tp, the value ofmg is excluded from the calculation @f, and so grid
convergence cannot be ascertained in this instance. Tgmalriconvergence indices wiih
defined by the WSS values have been included in Appendix Adarparison. The shift in
vortex reattachment points during diastole caused by gfiement creates the fluctuations
in WSS magnitude observed in figures 2.8(a) and 2.8(b) whiah lead to the significantly
large GCI of 34% observed at the cavity centre (figure 2.18g Jystolic values (figure 2.10)
show a more linear convergence, though the GCI magnitudd%o(8nd 4.2%) are still outside
of the asymptotic range of convergence. Large differencesgrior magnitude indicate that a
finer grid may be required. The computational power requioesblve a grid with normalised

grid spacing of 0.5 (over 6 million elements) would not bestbke.

Refining the time steg\t may reduce the magnitude of error. One solution is to appdypte
meshing whereby points of interest or areas which requgldridegrees of accuracy in solving
are given a finer mesh density. Accuracy in obtaining WSS éessary and so the near-wall
region is of significant interest. The addition of a boundamer of fine elements near to the
wall should increase the solver accuracy in the near wall.afiéhe inclusion of a near wall
boundary layer is also beneficial in turbulence modellimyestigated in Chapter 3, and in

accurately modelling particle behaviour near the wall.

2.3.2 Time Step Refinement

As in the diastolic pulsatile flow grid convergence, the Wakies for the timestep sizes used
do not appear to converge (figures 2.12 and 2.14). Durinddi@$low this may be due to
changes in the flow reattachment regions between timestep. dit may also be that timestep
mg IS 100 long to provide reasonable simulation. The order olvecgencep used to define
mo has been fixed at 2, which excludes from the calculation. To determine the extent of

timestep convergence, further trials are required usingraalised timestep of 0.5.

Figures 2.12(b) and 2.14(b) show the timestep convergemaxivalues are low for values

at the distal end of the aneurysm (1.58% during mid systalg?25P6 at the end of diastole)
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Figure 2.15: z-WSS plots df'/t = 0.2 over 4 cardiac cycles

while figures 2.12(a) and 2.14(a) show higher values at thé &avity centre (both around
15%). This is similar to the findings of the pulsatile meshwergence study and so higher
error values may be associated with changes in vortex obatiant points. The average of
the 4 error convergence rates (equation 2.24) is 1.0615hwiwithin the asymptotic rate of
convergence and so a time stepof = 7/200 using a grid of at least 731162 elements will be

sufficient for use in this study. The inclusion of a near-viealindary layer will further decrease

the convergence index values.

2.3.3 Cycle Independence

With the exception of the first time point (T/10) all WSS preéilshow cycle independence by
the second cycle. For that reason, only results for T/10tewe/s in figure 2.15. While there

are minor differences in WSS between cycles 2 and 3 at thdifiretpoint, there are no such
differences between cycles 3 and 4 at the same time pointaatiee simulation can be said to

be entirely cycle independent by the third cycle.

57



Creation and Calibration of Generic AAA Simulations

T T T T T T T T T .
= 1st Order
0.2 = 2nd Order | 4 —0.4}F

Z-WSS (Pa
Z-WSS (Pa)

|
g
o

-1.8F

_ , , , , , . . . . -2 . . . . . . . . .
14&05 -0.04 -0.03 -0.02_-0.01 0 0.01 0.02 0.03 004 005 -0.05 -0.04 -0.03 -0.02_-0.01 0 0.01 0.02 0.03 004 0.05
Distance from centre Distance from centre

(a) timeT'/t = 0.3 (b) timeT/t =0.4
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2.3.4 Unsteady Solver Order

The largest differences in WSS between orders were founichasteps T/t=40 and T/t =60,
corresponding to the deceleration phase (figures 2.16¢h)2ah6(b)). At these points, both
first and second orders follow the same trends in WSS but tteofider model produces more
blunted peaks in WSS. Maximum and minimum WSS differ by adoOri Pa between orders
which is 6% of the total WSS range for the second order modabtit timesteps. Since there
is very little difference in patterns of WSS between the mdthese differences in maximum
and minimum WSS could be overlooked if there is a substastiging in processing time by
using a first order model. The difference in time taken tose@h\full cardiac cycle was similar
for both the first and second order solvers and so the secalat solver is used throughout

this study.

2.4 Discussion and Conclusions

Generic AAA models were created based on physiologicaldistic dimensions. A range of
geometries were created from a straight tube modelling &adtty aorta to a fully developed
aneurysm, simulating various stages of aneurysm develapriiie geometries were meshed
in Gambit software using a structured quad mesh and expttétuent for solving with an
implicit finite volume solver with second order temporal andmentum solvers and SIMPLE

pressure-velocity coupling. A patient averaged flow wavenfalefined by Fraser [46] was
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converted to fully developed Womersley velocity profilesl attached as an inlet boundary
condition. Meshing and time step parameters were foundhwpioduce results independent
of grid size, time step and fully cycle dependent by the tisiydle. The finest mesh density
feasible (731162 elements) was sufficiently accurate iadstélow conditions but outside of
the required convergence criteria in pulsatile flow. Thiswat unexpected as previous studies
[86] have failed to reach a sufficient convergence for WS8gusieshes far finer than would
be computationally feasible in this study. The convergesrter was reduced by refining the
time step size and a convergence investigation using therfesh model found that At of
T/200 (4.6405 x 10~2 seconds) reduced the magnitude of error to within the asyioptange
of convergence, making it sufficient for the purposes of ghigly. Further study is required
to examine the nature of grid and timestep convergence. A mgorous grid and timestep
refinement study would use normalised spacing 0.5, or pgssilen finer if the variables are
still not found to converge. In order to prepare the AAA mader turbulence and particle mo-
tion simulation, a fine near-wall boundary layer of eleméstsecessary. Applying a boundary

layer will further reduce errors in WSS estimation.
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Chapter 3
Turbulence Investigation

3.1 Introduction

AAAs experience a transition to turbulence during the dereion phase of the cardiac cycle
[191]. Turbulent flows affect patterns in WSS as well as ehelal cell and leukocyte be-
haviour as discussed in Chapter 1. It is therefore impoxténain modelling arterial blood flow
and the motion of white blood cells that turbulent effectsistl be accounted for through the
use of a turbulence model. A wide range of numerical turtedemodels exist however there
have as yet been no investigations into which models areopppte for modelling turbulence
in AAA disease in terms of accuracy and computational efficje In this chapter velocity
and WSS magnitudes in AAAs with steady and pulsatile flowmeg are obtained to inves-
tigate the effectiveness of commonly used turbulence nsod&he aims of this chapter are
to compare each of the turbulent models with experimengllie to validate their accuracy
and to observe the differences in haemodynamics arisimg fhe use of different methods of

modelling turbulence.

3.2 Turbulence models

Due to the importance of obtaining accuracy in turbulenceletimg and the variety of flow

regimes which encounter turbulence, there are a varietyrbtitence models available. Some
of the models most appropriate for modelling blood flow inr@daartery are reviewed below.
These models can be broken down into direct simulation, Blegraveraged Navier-Stokes

(RANS) models and large eddy simulation (LES) models.

3.2.1 Direct Numerical Simulation (DNS)

Turbulent perturbations can be solved directly via the Bia@itokes equations, negating the

need for a specific turbulence model. To achieve the reqaicedracy, turbulent eddies must
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be solved down to the smallest microscale. Using FVM woutplire the size of all volumes
within the turbulent region to be on the order of the Kolmamyomicroscale defined by =
(u3/e)1/4. This method of direct numerical simulation (DNS) requitee least modelling
assumptions and so should provide a high degree of accutdcthé fine meshes required
are generally not computationally viable with the efficigramd computing power of current
technology. A review by Moin and Mahesh [106] suggests thanhfoderate Reynolds number
flows in transition to turbulence, DNS modelling is achidealior macroscopic measurements.
Recent studies using spectral element methods have modieie in an idealised stenosis
with maximum Reynolds numbers of around 1000 [173, 174]. Aigber Reynolds numbers

encountered in the aorta make DNS prohibitively computatily demanding for this study.

3.2.2 Reynolds-averaged Navier-Stokes (RANS) Models

Difficulties presented by turbulence modelling arise whaa length of turbulent eddies are
smaller in scale than the elements used to model the flow. R&d®ods offer a way of
bypassing the need to directly solve small-scale turbyderturbations by adding averaged flow
transport equations to the Navier-Stokes equations. Th@ooents of velocity and pressure
are split into an ensemble-averaged or time-averaged aoemp@nd a fluctuating component.
For velocity this can be written

w; = ; + ul, (3.1)

where; is the mean and; the fluctuating velocity component.

If the flow is statistically steady; is found by taking a time-average of the equations of motion.
It can also be averaged over a specific point in space if thexrflea in that region does not
vary with time. The unsteady cardiac cycles used in thisysaud not statistically steady and
mean flow varies on a timescale below that of the cardiac cyelandp are calculated via
ensemble averaging. The ensemble average is found by tddéngean of an ensemble of all
the possible states of a system at a point in time

1
i = lim =, (3.2)

whereN is the number of members of the ensemble. The number of eliffestates used must

be large enough to eliminate the effect of turbulent pettioms.
Substituting these equations back into the original NaSigkes equations for incompress-
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ible flow (equations 2.8-10) and converting them to Cartetgasor form gives the continuity

equation
ap o,
and the momentum equation
= — — —(—pu. A4
P Dt 8:132 + aib'j |:'u <8$J + @$2>:| * @.1‘]( pulu])’ (3 )

where—u;ug are the Reynolds Stresses, which relate to the time averaggedf turbulent mo-
mentum transfer and are solved via the turbulence modatfiethods below. Using averaged

variables reduces the computational effort needed to shésequations.

3.2.3 One and Two Equations models

The most computationally efficient turbulence modellingtmoels are one and two equation
models. A Reynolds-Averaged Boussinesq approach is usethvalssumes that the mean
velocity gradients which form the Reynolds stress tenserpsoportional to the mean strain

rate. This can be expressed for incompressible flow as

— Ou;  Ou; 2
—pulu. = ! J) _Z .
which can be further simplified to
2
Tij = 2 pu Sij + 5Pk, (3.6)

wherey is the turbulent viscosity which must be solveg, is the Reynolds strain tensor and
S;; the strain rate tensor. Equation 3.5 also introducdise turbulent kinetic energy defined
ask = W/z One and two equation models apply extra transport equatiorsolve the

transport of turbulent energy. While turbulence modelshewolved rapidly over the past few
years leading to the production of complex mathematicaletgmdhe basic transport equations

for a given variableé can be simplified to
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3.2.3.1 The Spalart-Allmaras Model

The Spalart-Allmaras model is a simple, single equationehadhich solves a transport equa-
tion for kinematic eddy viscosity.4 /p). The Spalart-Allmaras model requires little computa-
tional effort as it adds only one additional equation butéaeyally applied to coarse meshes to

gain a rough measure of turbulence [153].

3.2.3.2 Kk — e Models

k — € models require the solution of only two extra equations mgkhem relatively compu-
tationally efficient and more robust than single equatiomefilng. By solving the transport of
turbulent kinetic energyx() and turbulent dissipatiorz), the velocity and length scale of turbu-
lence can be obtained. As in the Spalart-Allmaras model, ss8oesq approach is employed
using x ande to determine turbulent viscosity. The equation for tramspbturbulent kinetic

energy in the standard — ¢ model can be written

Dk 0 ue\ Ok ou;
—_— = — | =— i — PE, 3.8
th @.I‘j |:<’u+ 0H> @.1‘]:| +Tjal'j pe ( )
and transport of
De 0 e\ Oe e 0y €
=2 L) A R ey (o) < 3.9
"Dt Ox;j |:<M+O'e> 83,"]} +Cl/€7—]8:1:j (02+R)p,‘€ (3:9)

For the standar@d — ¢ model, coefficientR = 0 and turbulent viscosity is obtained via the
relationship
k’2
e = pC’“?. (3.10)
k — ¢ models have evolved to produce more accurate forms inauttie RNGx — ¢ model
[190] which applies an approach termed renormalisatiaugrtheory’ to the standard model

which enhances its accuracy for modelling swirling flowst the RNGx — € the coefficient?
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in equation 3.9 is defined as
R Cur <1 _ ”EO) (3.11)
o 1+p '
wherev = (k/€)/25;;5;, vy = 4.38 and 3 = 0.012. At low Reynolds numbers the RNG

x — ¢ model solves the turbulent viscosity through the diffesr@quation

2 A
p°k v N
d 1 _ap, 3.12
<,/—eu> JrEo1r0, (3.12)

where? = peg/p andC, = 100. At high Reynolds numbers this gives equation 3.10.

3.2.3.3 kK —w models

x —w models are similar ta — e models in that they require the solution of two extra tramspo
equations. The kinematic turbulent viscosijy; (p) is assumed to be a function of turbulent
kinetic energy and specific dissipation ratg,(solutions to which are found using derivations

of the Boussinesq approach.

The equation for kinetic energy transport used by the stanla- w model is similar to that
used in thex — ¢ model with thee term replaced by a function combining turbulent kinetic
energy with the specific dissipation rate= ¢/x. The model used by Fluent is based on the
form derived by Wilcox in 2006 [184].

—DKJ 9 27 0K 8dz .
Iz 0n) 9x;| "V ox; W, 1
"Dt~ s, KWF Un) 59«"]} T T g, ~ PRoTer (3.13)

The transport equation far is defined
Dw 0 e\ Ow w oy 9
= ) == i — 14
"Dt = o, [<u+ > } +oa—Tijo— = phofsw”, (3.14)

whereo,, ando,, are the turbulent Prandtl numbers which give the ratio ofats diffusion
rate to thermal diffusion rate. Modelling the dissipatidrnxcandw and the production af is

complicated by the introduction of coefficients, f3-, a, 3 and f. where

pr =

5 (4/15 + <Ret/Rﬁ>4> | 319

& 1+ (Ret/Rﬁ)4
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1 Xk S 07
fee=9 ) (3.16)
+680x3 0
11400x2 XK >
1 0k Ow
= - — 3.17
oo (o + Ret/Ry,
= R et 3.18
T <1+Ret/Rw>’ (3.18)
k
Re; = 2% (3.19)
Hw
14 70x,,
= 2w 3.20
QiijkSki 1 8u, 8uj
L= Q= — . 3.21
X ‘ (B w)3 ) Ox; Oz ( )
Sy Is the stress tensor. Turbulent viscosity is calculated via
k
g = o (3.22)
w
Wherea* is a low-Reynolds-number correction coefficient
% % OéEk) + Ret/Rw
= — . 3.23
“ a°°<1+Ret/Rw (3.23)

The values of further constants are given in table 3.3.1.

3.2.3.4 Limitations

The Boussinesq assumption linking Reynolds stress and msieain rate greatly simplifies
the solutions of turbulent flow. It is, however, only valid ¢ertain simple flow regimes and
therefore cannot be relied upon to give accurate solutioeemplex flows where rotation and
curvature effects are present. The complex secondary flawsed by vortex formation and

dissipation in AAA disease may render the Boussinesq assomipvalid.
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3.2.4 Large Eddy Simulation (LES)

LES models assume that while large turbulent eddies willfteed by the geometry and sur-
rounding flow features, the smaller eddies are isotropicaitunme as implied by Kolmogorov.

Large eddies are solved numerically and smaller eddiesltedl out and modelled through
the use of a sub-gridscale model. Filtering of sub-gridstatbulence can be achieved implic-
itly by using the scale of the grid itself or explicitly def#ng on the sub-gridscale model used.

Fluent filters turbulent eddies implicitly as a function ofthgelement volume.

Once filtered, the variables relating to the resolvabledaddies and fluctuating small eddies

can be described in a similar notation to that used in the RAN®0d

whered; is the resolvable scale aithe subgrid-scale.

Substituting the resolvable components of these varidtieshe incompressible Navier-Stokes

equations gives the following equation for the solutionasfke eddies

Di; op 0 du; | Ou, O7ij
=— — 3.25
"Dt ~ 0w oz [“ (axj * 8@)] T oz, (3.25)
wherer;; is the sub gridscale stress tensor defined by
Tij = Uiy — PUU;. (3.26)

The above equations are analogous to the RANS equation 3.4itA the RANS equations,
the Boussinesq hypothesis can be applied and the sub-gjedgelocity substituted into the
filtered Navier-Stokes equation This creates a single aquidr which turbulent viscosity must
be obtained via a sub-gridscale turbulence model. The Buess hypothesis is theoretically
more accurate in this instance as the assumption that &nbuiscosity is isotropic is more
realistic at sub-gridscale magnitudes. Fluent offers geaf models for solving sub-gridscale

turbulent viscosity ;). For this investigation the Smagorinsky-Lilly model [J45used which

e = pLz\/ 2?@'?@', (327)

solves turbulent viscosity via
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whereL;, is the sub-gridscale mixing length determined via
Ls; = min (Kyw, CSVEI/?’) , (3.28)

whereV, is element volumey,, is distance to the wall and’; and K are constants. LES
models are more computationally expensive than RANS mpdsfzcially at near-wall areas
where a fine boundary layer is required, but can theorefigathvide true flow characteristics

as opposed to the averaged solutions found through RANSotheth

3.2.5 Reynolds Stress Model

Another method for solving the Reynolds stress tensor isstothe Reynolds stress model
(RSM) which solves the transport equations for each of tiragen the stress tensor, resulting
in seven additional equations to be solved for a three dimarakgeometry. Applying the RSM
removes the need to apply the Boussinesq assumption asrubelRANS models which can
potentially make turbulence modelling more realistic. Du¢he need to solve the extra equa-
tions, the RANS model is computationally more demanding tihe RANS models. Because

of this extra computational expense, the RSM has not beeleimgmted in this study.

3.3 Turbulence Investigation

The effectiveness of a variety of turbulence models in mtedj flow dynamics in AAA disease
were investigated. The 2-equation RMG- ¢ andx — w models [162] and the more powerful
LES model are relevant to the simulation of blood flow in laggteries and have been used
in previous studies [105] and so were chosen for comparisdhis investigation. The aim
of this investigation is firstly to validate each of the tudnce models by comparison with
experimental data and secondly to assess differences indegmamics between each model
and in comparison with laminar modelling. The most effextimodel in terms of accuracy
and efficiency of simulation can then be ascertained. Simonsusing each of the turbulence
models were compared with the steady flow experiments by ks#ial [4]. The effects of the
turbulence models on pulsatile AAA flow dynamics were therestigated by applying each
model to the fully developed AAA model described in ChapteAZomparison of LES models
featuring different methods of generating inlet turbuleetturbations was studied as part of this

investigation to determine the effects of defining turbukeat the inlet on simulation accuracy
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Turbulence Model Coefficients
Cnu = 0.0845
RNGk — ¢ Cie = 1.42
Cy = 1.68
o, =1
O = 0.52
ag = 0.111
B, =0.09
nTw B =0.072
Rg =8
O = 2
Oc =2
Cs=0.1
LES K =041

Table 3.1: Turbulence model coefficients

and haemodynamics.

3.3.1 Methods

The coefficients of the RNG — ¢, K — w and LES models used throughout this investigation

are given in table 3.3.1.

Mesh density and boundary conditions, unless explicifyest, were taken as those defined
in Chapter 2. Before turbulent models can be applied to nigalesimulations the near wall

conditions and turbulent boundary conditions must first éfned.

3.3.1.1 Near wall turbulence modelling

Near wall effects are of particular importance when modglturbulence. Close to a boundary,
turbulent flows diverge into three distinct flow regimes. Acdus sublayer of laminar flow is
formed immediately adjacent to the wall as velocity fluda in the tangential and normal
direction are damped [145]. Outside of this laminar layerehis a layer of higher intensity
turbulence (figure 3.1). A large velocity gradient in the meall region caused by the zero
velocity no-slip wall boundary condition produces highdksvof turbulent kinetic energy. Be-
tween the laminar and turbulent regimes there is a buffegrlay which flow is in transition

to turbulence [145]. These effects can be accounted fothaariclusion of either a near wall

function or enhanced wall treatment approach. Wall fumgido not seek to resolve the flow in
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Figure 3.1: Turbulent boundary layers

the near wall region directly, but instead apply functiortéaln account for the behaviour of the
viscous and buffer layers through a series of assumptiams. allows for a less refined grid to
be used in the near wall area, thus promoting computatidfialemcy. Fluent offers the choice
of a standard wall function based on work by Launder and $mg[@9] and a non-equilibrium
function proposed by Kim and Choudrey [73] which incorpesapressure gradient effects.
Wall functions have been shown to be effective for high R&gmamumber flows but less ef-
fective at low Reynolds numbers and regions of flow separdfi83] as the basic assumptions

become less valid.

Enhanced wall treatment uses a two-layer model which steeleminar and turbulent regions
independently with a ’blending’ region in the middle to deea complete model of all three
layers. In order to accurately model the laminar sublayéinealayer of elements adjacent to
the wall on the same scale as the sublayer are necessaryhdice of wall treatment depends

on the size of this near wall layer and the accuracy of theutarize model used.

When solving near wall turbulence, the scale of each of treetlayers and the scale of the grid
required for solving must be determined. As the scaling wally among different turbulent

regimes, the near-wall distances are measured using themnial

yt = —”“;yw, (3.29)
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whereu. is frictional velocity andy,, is the distance to the wall. The laminar sublayer resides in
the region) < y* < 5. For accuracy in solving the enhanced wall treatment, teedird point
from the wall must be in the regiomi* < 1. The value ofy™ given by the refined boundary
layer in this study is 0.095 for Re=500 and 0.305 for Re=280& boundary between laminar
and turbulent flow regimes at the wall is defined by the neat Raynolds numbeRe, =
(puTy™)/p with turbulent , where:™ = @/u, with flow beginning aboveze,=200. Since the
near wall boundary layer of elements is sufficiently smaihanced wall treatment are used
with the RNGxk — e andkx — w models. The near wall boundary layer has a sufficiently fine
layer of elements to allow the LES model to obtain WSS valisasguthe laminar stress-strain

relationshipu™ = y ™.

3.3.1.2 Turbulent boundary conditions

With the introduction of turbulence models we must alsoddtrce turbulent inlet boundary
conditions. Turbulence intensity (TI) and hydraulic diderevere used as boundary conditions

for all turbulence models in this investigation. Tl is defires

_1
TI=—=0.16 Re,*°, (3.30)

@i =L

based on the hydraulic diameter Reynolds number defined by

Req, = =22 (3.31)
where the hydraulic diameter for a cylinder is given as thet idiameterd.

Defining turbulent fluctuations at the inlet may be vital insdgébing turbulent conditions
throughout the AAA flow. While the two-equation models raggunly Tl and hydraulic diam-
eter, FLUENT provides algorithms for defining inlet velgcftuctuations for the LES model.
The simplest method is to assume there are no perturbatighe alet and any turbulence is
created within the AAA geometry itself. Turbulent fluctuats can be added to the inlet by
seeding the inlet plane randomly with *vortex points’ whignerate 2D vortices normal to the
streamwise direction of flow. The vorticity generated atheaartex point is a function of the

turbulent kinetic energyx), the area of the inlet planelj and the number of points\)
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B wAk(z,y)
Tolz,y) = 4\/ 3N[2In(3) — 31n(2)]’ (3.32)

The degree to which inlet turbulent perturbations affeetdkierall haemodynamics and accu-

racy of AAA modelling remains unknown. As part of this invigstion, LES models were
studied with different methods of inlet perturbation boarydconditions in order to test the
accuracy of each method and assess the extent to which rgphfet perturbations affects
haemodynamics throughout the AAA simulation. The pertiiobanethods applied to the LES
models are described in sections 3.3.1.3 and 3.3.1.4 fadgi@nd pulsatile flows.

The accuracy of the LES model can be improved through the tisecentral-differencing
discretisation scheme in solving the momentum equatid®g][ICentral-differencing schemes
differ from the schemes described in section 2.2.4. Theyhesaverage values of scalars stored
at the centre of elements adjacent to a face and their reacted gradients to calculate the face

value via

1 1
Hf - 5 (000 + 001) + 5 (VHTeC,CO 7o + v97’60,{:1 : Fl) (333)

wheref.0 andf.1 are the elements adjacent to fateVé,.. .o andVl,.. . are the recon-
structed gradients in these elements arslthe directional vector between the element centre
and facef. Solutions using central-differencing schemes can beabtesand so Fluent used a
Bounded Central-Difference (BCD) scheme to reduce thestabiiities.

3.3.1.3 Steady Flow

To compare the accuracy of the turbulence models in pradi&tAA flow dynamics, the study
of steady flow experiments in axisymmetric AAA models by Agbet al [4] were simulated

using each of the turbulence models and a laminar flow solver.

Taking the axisymmetric geometry of maximum bulge diamBtet.8&] as described in Chap-
ter 2 and scaling it by 0.637 provides a geometry of similaratisions to that used by Asbury et
al. In scaling down the AAA size it was necessary to rescaetiysical properties of the blood
mimicking fluid used in the experimental model. The fluid prdes used were dynamically

scaled from those of blood used previously in this invesitiga The variablep = 1170kg/m?
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andy = 0.00141kg m~! s~! were used to match the rescaled blood mimicking fluid used in
the Asbury study. Steady flow Reynolds numbers of 500 and 2&0@ applied to the model,
Re = 500 representing laminar flow conditions afd = 2600 representing a transition to tur-
bulence. Fully developed parabolic flow profiles were adidisp the relevant Reynolds number
and added to the inlet. Tl inlet boundary conditions for tlee=B00 and Re=2600 models were
calculated using equation 3.30 to be 0.074 and 0.06 regpBctvith a hydraulic diameter of
1.266cm. LES models with a 'no inlet perturbations’ algumtand a 'vortex perturbation at
inlet” algorithm were compared to assess the accuracy ahgddrbulent perturbations at the
inlet. For the two-equation and laminar models, simulaiamre run with a steady flow solver
until the residuals of velocity and turbulence were lessith&l0—%. Since the LES model
involves the solution of transient eddies, a second ordsteady solver was applied with a
timestep of At = T/200 (4.6405 x 10~ seconds) and run for 200 timesteps or until the

solution was timestep independent.

3.3.1.4 Pulsatile Flow Models

Pulsatile flow simulations were conducted in the model Dd2dnalagous to a developed
AAA, using a patient averaged pulsatile inlet waveform ascdbed in Chapter 2 and sim-

ulations were run until the flow became cycle independent.

Unlike steady flow conditions, the TI at the inlet changeshviime under a pulsatile flow
regime. An average Tl of 0.08 based on the mean flow wave ¥ghaeis used for the — e and
r—w models with a fixed hydraulic diameter of 1.9cm. While thedieflow simulations recre-
ated experimental conditions in which it can be assumedtuinaglent perturbations at the inlet
are limited, the pulsatile flow simulations recreate flowditions present in a physiological
AAA and consequently less is known about inlet turbulentdittons. This becomes important
when we consider which inlet LES algorithm to apply. It maytbat turbulent fluctuations
at the inlet are present in sufficient number and intensitgffiect flow dynamics downstream.
For this reason the LES was run with a 'no inlet perturbati@hgorithm and with a 'vortex
perturbation at inlet’ algorithm, with Tl set to the meanu&Df 0.08, to compare the impact of
different turbulent perturbation methods on flow. The medkdscribed thus far use averaged
inlet TI. To investigate the effectiveness of fixed inlet Tfuather LES model was included
featuring a time-varying inlet Tl. Time varying inlet Tl waetermined by applying a no inlet
perturbation LES model to the d/D=1 straight tube model desd in Chapter 2. The patient
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Figure 3.2: Protocol for creation of LES time varying inlet turbulencedel

averaged inlet flow waveform was applied as described abod®a the third cycle measure-
ments of turbulent kinetic energy and turbulent dissipatiate were recorded at the outlet at
every time step. By applying a 'no inlet perturbation’ cdiath at the inlet, any turbulence in
the system will be generated inside the vessel. The autheide values were used to calculate
Tl which was fed back into the d/D=2.1 turbulence model as & bBundary condition (figure
3.2). Since the degree of Tl at each time point will have besregated in a model simulating
a healthy section of aorta it will theoretically have a magalistic value than simply applying

a mean value throughout the cardiac cycle.

3.3.2 Data Analysis

WSS profiles from AAA simulations using laminar, RNG- €, < — w and LES models with

and without inlet perturbations were compared togetheraitidl the results of experiments
by Asbury et al with steady Reynolds numbers of 500 and 2608w Bt a Reynolds number
of 500 should remain laminar and so the laminar model shodédj@ately account for pat-
terns in WSS and a suitable turbulence model will give simisults as the laminar model.
Conversely, Reynolds numbers of 2600 should exhibit aitrango turbulent flow [120] and

therefore produce a deviation between laminar and turbuterdels. Longitudinal profiles of
axial WSS were obtained for each simulation and used as tietble of comparison through-

out the investigation. WSS was chosen as it has been showettorte disturbed in turbulent
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flows. The study by Asbury et al includes WSS data normaliseddaling the experimental
data by the corresponding values of Poiseuille flow in aglitaiube. Simulated WSS results
for steady flow simulations were normalised using the expenital inlet WSS and simulated
inlet WSS

WS Snorm = WSSsim.» (WSSeup.in/WSSiam,in) » (3.34)

whereW S Sqm, . is simulated WSS at distance from centrélzS.S;,,, i, is simulated laminar
inlet WSS andiW S S..,in is experimental inlet WSS. Normalising WSS values allows-a d
rect comparison with the experimental data. The experiatelatta provides an opportunity for
validating CFD simulations though it should be noted thdy @ight data points are provided
throughout the model which is not enough to describe fineepatin WSS profiles. While
the dimensions of the experimental and simulated modelsianiéar, there will be subtle dif-
ferences in the curvature of the bulge which may result ifeddhces in flow dynamics. For
Reynolds numbers of both 500 and 2600 simulations, all LE8etsovere deemed to be time
step independent 800 A t where At = 4.6405 x 10~3 seconds. At earlier timesteps vortex

formation was observed at progressively upstream points.

For pulsatile flows, transition to turbulence has been shimaye confined to the deceleration
phase of the cardiac cycle [191] and so results were recatedints corresponding to the
beginning, middle and end of the deceleration phase. Conitmiuvelocity magnitude were
obtained at each time point for each turbulence model siioual#o show a visual comparison
of differences in haemodynamics between models. Axial W&8nat distance from cavity

centre was also plotted for each model at each time point.

3.3.3 Processing Time

In order to assess the efficiency of a particular turbulenodetthe accuracy of the simulation
must be weighed up against the solution time. Each of theapl@slow turbulence model
simulation and the laminar flow simulation were run for 2 egdo provide cycle independence
after which the time taken to solve a further 10 timesteps i@asrded. A timestep of\t =

T /200 (4.6405 x 10~ seconds) was used and the solution at each timestep catis@ved
after all residuals were belowr10~6 or if this limit is not reached then a maximum of 60
iterations. All simulations were carried out with backgnduprocesses kept to a minimum to

standardise the results.
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3.4 Results

3.4.1 Steady Flow

Laminar ands—w models follow the trends of the normalised Asbury data atR&ls numbers
of 500 and 2600 (figures 3.3(a) and 3.3(b)) with WSS dippirgréaind 0 throughout the cavity
then rising up to the peak WSS at the distal end. The most digt@rimental data point appears
to be an excellent fit with the—w data, however due to sparse experimental data the exatt poin
of maximum WSS cannot be determined from the Asbury et al @lathso an exact match in
values at this point may not indicate perfect validation R&tynolds number 2600, the laminar
model under-predicts experimental maximum WSS by aroufd while maximum WSS in
the k — w model is similar to the experimental maximum. Slight davias between laminar
andx — w models are observed towards the proximal end of the caviBegholds number
2600 though experimental data is too sparse to determinehwhodel is more accurate. The
RNG k — ¢ model produces the worst fit with the experimental data. @MISS magnitudes
at the proximal end of the aneurysm are similar, maximum W&Synificantly higher than all
simulated and experimental data. Vortex formation is setdidurther upstream than in all other

models and so produces significantly different patternial &/SS.

At Reynolds numbers of 500 and 2600, WSS profiles for both LE8ats were similar to the
general trends of the experimental data (figures 3.4(a) at(th)3, with the exception of the
point of high magnitude retrograde WSS at the distal end @fctvity, which is significantly
higher in the LES models. Since the experimental resultdimited in terms of data points
the actual magnitude of retrograde flow created before therbattachment point cannot be
validated. WSS profiles in thBe = 2600 model show that the LES model with no inlet per-
turbations predicts similar WSS profiles to the laminar nedéh the exception of points at
the inlet and at the point of peak WSS. At these points theagifference of around 0.15 Pas-
cals between WSS magnitudes. The inlet perturbation veoniethod LES model differs from
the no inlet perturbation model with lower WSS magnitudethatinlet and outlet, higher and
more variable peak WSS and evidence of vortex formatiomsjigoroximal to that in the other
models. The higher peak WSS present in both LES models iséniith the maximum exper-
imental WSS. Both LES models also contain higher varigbdlibund the AAA circumference

than the laminar and 2 equation models.

In steady flows the laminar model fits the trends in experialegdta but under predicts maxi-
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Figure 3.3: Normalised axial WSS profiles for two-equation and laminadeis
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Figure 3.4: Normalised axial WSS profiles for LES and laminar models

mum WSS at a Reynolds number of 2600 whilethev model was more accurate in predicting
WSS values than the RN&— € model. Thex — w appears to give a better prediction of peak
WSS in transitional flow than laminar modelling alone thougminar models may be more
accurate at lower WSS magnitudes.

3.4.2 Time Varying Turbulence Intensity LES Model

Applying the no inlet perturbation algorithm LES model te tstraight tubeD = d for a full
cardiac cycle produced peak outlet values: dfigure 3.5(a)) and (figure 3.5(b)) during mid

systole and a smaller peak in both values during the beginofiiastole. These values were
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Figure 3.5: Profiles of turbulent kinetic energy and dissipation ratetighout cardiac cycle
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Figure 3.6: Profile of turbulence intensity throughout cardiac cycle

used to calculate the magnitude of Tl shown in figure 3.6 thinout the cardiac cycle. Of
interest in this investigation is the peak in Tl during the #tceleration phase (/T = 0.2 to 0.4)
in which transition to turbulence has been observed in ptevinvestigations. Time varying Tl

was used as a boundary condition in the time varying inleiexgperturbation LES model.

3.4.3 Pulsatile Flow

Contours of velocity magnitude at mid systolic and decéilegeflow time points t/T = 0.2 and
0.3 (figures 3.7 and 3.8) show that the- w model exhibits similar haemodynamics to the
laminar solution though the velocity profiles are more bdghtVelocity magnitudes in the no

inlet perturbation LES model are closer to the laminar smtuthan both 2-equation models,
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though still slightly blunted, while the fixed and variablé vbrtex perturbation LES models
show perturbations are present throughout the cavitycéslpein the variable TI model. While
these perturbations are noticeable, especially towasldigtal end, the general characteristics
of flow observed in the no perturbation model are preservée RNGx — ¢ model shows a
change from blunted velocity profiles similar to the-w model at t/T = 0.2 to internal velocity
dynamics which are significantly more simplified than allestmodels at t/T=0.3. Atthe end of
the deceleration phase (figure 3.9), the RNGe model retains the simplified haemodynamics
and does not exhibit the central core of higher velocity flppaent in the rest of the models.
The laminark —w and no perturbation LES models share similar haemodynaerds though
the x — w model produces more blunted velocity profiles than the LE8ehehich are in turn
more blunted than the laminar model. The fixed and varialé perturbation LES models,
while retaining the central slug of velocity present in otheodels, are dominated by large

amounts of perturbations throughout the cavity which cleahg overall haemodynamics.

Both of the LES method models with vortices applied at thetishuse a breakdown in the
symmetry of flow. Symmetry is preserved in all other turbtlerdel methods including the

no inlet perturbation LES model.

The trends in velocity contours are reflected in the WSS [idotsach turbulence model (figures
3.10 and 3.11). The — w and no perturbation LES model simulations have similar WSS
profiles to the laminar model, though tlhe— w model has a lower peak in minimum WSS
during mid deceleration and vortex detachment and reattanh points are located further
upstream at t/T=0.4. The simplified haemodynamics of the RNGe model translate into
the under prediction of peak WSS during mid decelerationnnd@mpared to other models,
and a comparative lack of complexity in the WSS profile obsérat t/T = 0.4. The fixed
and time varying Tl inlet vortex perturbation LES models,ilekexhibiting a higher degree of
WSS variation than other models, show similar trends in W&fiilps to the laminar and no
perturbation models during t/T = 0.2 to 0.3 though a significkeparture is observed at the end
of the deceleration phase. Att/T = 0.4, WSS values at theimaband distal ends of the cavity
are significantly less negative in the inlet perturbatiorSltodels than the no perturbation and

laminar models.

This sudden and significant shift in WSS magnitudes is apdlys more detail in the WSS
plots in figure 3.12 which shows the difference in WSS valuesoming greater in all areas

outside of the cavity centre between the middle and end ad¢lceleration phase.
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Figure 3.7: Contours of velocity magnitude (m/s) at t/T = 0.2
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(e) LES with vortex method and fixed inlet turbulen€eLES with vortex method and time varying inlet turbu-
intensity lence intensity from pipe flow

Figure 3.9: Contours of velocity magnitude (m/s) at t/T = 0.4
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Figure 3.10: Longitudinal profiles of Z-WSS for two-equation turbulenuedels

83



Turbulence Investigation

Z-WSS (Pa)

-1F 4 _..... LES, Vortex Method B
Fixed TI
LES, Vortex Method 4
Time Varying Tl
= = = Laminar 4
----- LES, No Perturbations

-15p —

25 . . . . . . . . .
-0.05 -0.04 -003 -002 -001 0 001 002 003 004 005
Distance from centre

(a) UT=0.2

0.5

|
o
o

Z-WSS (Pa)
1

|
[
2]

25 I I I I I I I I I
-0.05 -0.04 -0.03 -0.02 -0.01 0 0.01 002 0.03 0.04 0.05
Distance from centre

(b) tT=0.3

0.5 T T T T T T T T T

I
o
2

Z-WSS (Pa)
1

-15

-2

-0.05 -0.04 -0.03 -0.02 -001 0 001 002 003 004 005
Distance from centre

(c) UT=0.4

Figure 3.11: Longitudinal profiles of Z-WSS for LES turbulence models

84



Turbulence Investigation

Model Solution Time for 10 Timesteps
Laminar 2h 18 mins
RNGk — ¢ 2h 10 mins
K—w 2h 8 mins
LES, no perturbations 2h 15 mins
LES inlet vortex method 2h 18 mins

Table 3.2: Processing time

The RNGk — ¢ turbulence model oversimplifies haemodynamics when coedptr other
models leading to a lack of complexity in WSS profiles andigiggmt underestimation of peak
WSS. Thex — w and no inlet perturbation LES model follow the haemodynatrends of
the laminar simulation through the deceleration phase,eliewboth produce more blunted
velocity profiles. WSS trends follow laminar trends for botbdels though the haemodynamic
differences present in the — w model lead to minor differences in WSS profiles during the
deceleration phase. Perturbations applied to the LES natdieé inlet pervade throughout the
cavity. WSS profiles remain unchanged until the latter hiithe deceleration phase at which
point perturbations significantly change the haemodynsuauiei WSS profiles, especially away
from the cavity centre. There is no significant differencéNi$S between time varying and

fixed perturbation boundary conditions in LES models.

3.5 Processing Time

The processing times for each model are given in table 3.5.

While effort was taken to eliminate background computatigerocesses while the simulations
were running, there may be slight differences in CPU usesdmt simulations and as such the

solutions times should be used as a general guide to corgmabéffort.

3.6 Discussion

Pulsatile flow in AAAs involves a burst of higher Reynolds rhan flow during systole while

the bulk of the cycle remains at a lower Reynolds number. Withewsing a turbulence model
it is therefore important to ensure that it remains accuoaty the entire range of Reynolds
numbers and that it will account for the formation and diasgn of vortices which are a key

feature of AAA haemodynamics. Due to the reduction in madglassumptions, LES models
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Figure 3.12: Longitudinal profiles of Z-WSS for LES turbulence models
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would be expected to provide more accurate turbulence fingl¢han 2-equation models but

consume more processing time.

The results show that the RN&G- € model produces inaccuracies in vortex modelling in steady
flow and over simplifies vortex behaviour in pulsatile flowukisg in a loss of complexity and
significant damping of peak WSS. Since vortex behaviourtegiral to AAA haemodynamics,
the results of this study suggest that the RNG ¢ model should be avoided for AAA mod-
elling. This finding corroborates results of an investigatby Varghese and Frankel [172] of
physiological flow in stenosed arteries which found the RNG ¢ model to be less accurate
than thex — w model. The RNG: — ¢ model also faired the worst in terms of solution time

which is surprising given the simple nature of the model wbempared with LES.

Thex — w and LES model simulations are consistent with the experiahelata and produce
maximum WSS values closer to the experimental values thaim& simulation in steady,
transitional flow. The limited data points provided by thegesimental results and possible
differences in curvature between simulated and experah@&#A models places limitations on
the ability for detailed quantitative analysis. In pulkaflow, the LES model with no turbulent
perturbations at the inlet produced haemodynamics sirtdldaminar simulation while the
x — w model produced noticeably blunted velocity profiles butiretd the haemodynamic
trends of the laminar and no inlet perturbation LES modele #h- w model exhibited the
shortest solution time making it the most computationafficent model. The no perturbation
LES model took 5.47% longer to solve which would still make ttES model viable if it
is deemed to add further accuracy to the simulation. Thdtseshiow that the: — w and no
perturbation LES models produce simulations with simikemodynamic trends, making them
both candidates for simulating general AAA haemodynamigben higher levels of accuracy
are required, such as when modelling near wall cell intevast the differences in velocity
profiles and WSS magnitude may become more important. Botetadave a similar level of
accuracy in steady flow, but this investigation does not stwbich of these 2 models is more
accurate in pulsatile flow. Further investigation is therefrequired to compare both models

with experimental data.

Since there are no extra viscous terms added, the laminaglwad expected to have the fastest
solution time. In practice it took the same length of protestime as the vortex method LES
model which is longer than the time taken usingthew model. This finding is important since

turbulence models may be neglected when modelling due textra processing time added.
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While this may still be true in simple models, these resultggest that there is no significant

additional processing time incurred through the use okthew or LES models.

The lack of significant differences in processing time bemwkminars — w and LES models
may be due to the increase in processing created by the imiclos the fine boundary layer
and the use of second order accuracy. These may dilute tteeedi€es in processing time
created by the inclusion of more complex turbulence modalkile the LES models require
the fine boundary layer of elements used in this investigatitex — w model is designed to
be applicable to coarser meshes as well and so efficiencg d@ulncreased if the near wall

boundary layer is removed.

The similarities in processing time indicate that the egtraputational effort required to apply
the RSM turbulence model may not significantly effect therallgprocessing time. The RSM
does not require the application of the Boussinesq appiatiam and so may provide more
accurate turbulent modelling. This study can be extendeiddode the RSM as a viable

turbulence model in AAA simulation.

Under pulsatile flow conditions the influence of inlet bourydeonditions becomes more ap-
parent. Applying zero perturbations at the inlet producesodel with similar flow dynamics
and WSS profiles to the laminar model whereas the additioéx perturbations at the inlet
creates noticeable instabilities in the flow throughoutgheurysm. These instabilities are re-
flected in the lowering of WSS profiles towards the end of theetization phase. This would
suggest that when numerically modelling AAAs the turbulpetturbations entering the flow
at the inlet have a much greater effect on flow dynamics and W& perturbations created
within the model. If this is the case, it is necessary to gfiatite intensity of perturbations
at the inlet. It should be noted that any divergence betwdes inodels was shown to occur
around the middle of the deceleration phase. At other timetponeasured, all models show

similar trends in WSS distribution.

The comparison of LES models with time varying and fixed tleboe intensity inlet pertur-
bation boundary conditions reveals that both models hawdasitrends in WSS towards the
end of the deceleration phase. Specifying the intensitylet perturbations changes the WSS
profiles relatively little when compared to zero inlet-pebiation models, this suggests that it
is the spatial distribution of turbulence which is criticah this investigation a fixed number

of perturbations were seeded at the inlet and so a studyneatlie number of inlet vortices
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would clarify the effects of spatial distribution. The tuténce intensity boundary conditions
derived from the straight tube model are limited as a reduhelack of spatial distribution of

turbulence. A further investigation in which the vorticiéyd radial velocity vectors are mea-
sured at the outlet of the tube at each timestep and then fadditi@ the dilated AAA model

would provide temporally and spatially varying turbuleringet boundary conditions. Com-
paring the results of the investigation with results usimgpeactral synthesiser turbulent inlet
boundary condition method, which generates perturbatimsigh summation of inlet Fourier

harmonics, may also be useful.

Applying perturbations at the inlet of the LES models praztla breakdown in flow symme-
try. Simple AAA models are often assumed to be axi-symmefficis study shows that the
assumption of axi-symmetry may be inappropriate when tartiperturbations are applied at
the inlet and suggests that the local dynamics of flow in an AAdy be dictated by upstream

turbulent perturbations even in symmetrical vessels.

The effect of turbulent perturbations at the inlet on flow ayrics and WSS profiles observed
in this study has implications in modelling AAAs using bothngralised and patient specific
models. Currently, CFD models of AAA tend to assume laminbatiboundary conditions [37,
86, 144]. There is no input of radial velocity components sadhlet turbulence information is
lost. Given the high degree of secondary flow features ptéséme blood as it passes the aortic
arch [92], it is likely that these features will continue te present when the flow reaches the
abdominal aorta and so cause deviations from laminar flowpaasibly an increased likelihood
of turbulent perturbations. As the distribution of thesetybations has been shown to have a
significant effect on flow dynamics and WSS, the inclusionpzitsl velocity data normal to
the z-directional flow may be necessary when modelling AAgedse. The inclusion of radial

velocity information in patient specific AAA is the subjedt©hapters 5 and 6.

3.7 Conclusions

During steady flow regimes, the-w and LES models predicted peak WSS with more accuracy
than the laminar model alone whereas the RINGe model failed to accurately simulate vortex

behaviour.

Applying a LES model with no inlet perturbations and a w model to AAAs with pulsatile

flow regimes lead to similar trends in haemodynamics to therlar model, with differences
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occurring in WSS profiles towards the end of the decelergitmase. While applying the —

w and no inlet perturbation LES models did not significanttemlathe flow haemodynamics
for much of the cardiac cycle, the use of turbulence modeisutfhout the whole cycle is
justified since adding turbulence models did not signifigaaffect the solving time of the
models investigated. The—w model was the most computationally efficient model, prodgici

the fastest solution while retaining the characteristiche flow.

Applying turbulent perturbations at the AAA inlet had a sfgrant effect on velocity and WSS
profiles during the deceleration phase. The difference éatvixed and time varying perturba-
tion intensity was less significant. The effects of secopdlaw and perturbations at the inlet
are therefore an important factor to consider when anajysirbulent flow in AAAs and an

assumption of linear flow at the inlet may lead to errors in merical solution.

The LES turbulence model with no inlet perturbations hashesed throughout the rest of this
study. This chapter reveals that either the LES orthev model would be sufficient for deter-
mining AAA haemodynamics. The LES model was chosen as theshigl of particle motion
in flow requires the highest precision of modelling feasifile differences in haemodynamics
between each model are not significant and only occur duniegind of systole but may have
a greater effect on particle motion in flow. LES models arenigated to provide greater accu-
rate than two equation models at the cost of larger procgssires and since the difference in
processing time between the two models has not been shovensigtificant in this study, the
LES model was used. The quantity and distribution of inlddalence is not known for generic
AAA models and so the no perturbation methodology is apphiedhapter 4. In Chapters 5 to
7 inlet velocity is quantified spatially over the inlet plaimemost cases, negating the need for

inlet turbulence assumptions and so the no perturbatiohadetogy is also applied here.

90



Chapter 4
Monocyte Tracking in Generic AAAs

4.1 Introduction

In order to elucidate the behaviour of inflammatory celldWtAAA disease and the haemo-
dynamics which drive this behaviour, blood flow and its dffee monocytes is simulated in
generalised, axi-symmetric AAA geometries with physiddadly realistic dimensions. The
distribution of monocyte adhesion is clinically relevastaeas of concentrated monocyte ad-
hesion may be associated with higher levels of inflammatal degradation when compared
to areas exposed to little or no adhesion [53]. By modelliagous sizes of AAA, as described
in Chapter 2, patterns in haemodynamics and cell deposititin AAA progression can be

observed.

Haemodynamics and WSS in simplified AAA geometries simitathiose used in this study
have been investigated previously. Studies of experinh@#{As under physiological pulsatile
flow by Egelhoff et al [37] and Salsac et al [144] focus on AAAghwdiameters up to the criti-
cal 5.5 cm surgical intervention point while a numericabstby Fraser [46] models aneurysms
with diameters of 4 to 7 cm. All studies show vortex formatierpresent in even the small-
est diameter aneurysms. As aneurysm diameter increagescdle of the vortices and their
effects on haemodynamics increases. Previous studiesifterent inlet waveforms but the
general trends in haemodynamics and WSS can be used astatiygatiomparison with those

simulated in this study.

While this study is the first to numerically model monocyténdaour in AAAs, numerical
modelling of blood cells, including monocytes, has beeneag previously. Longest et al
[95] and Buchanan et al [14] modelled monocytes as discraticfes interacting with the
background blood flow. Longest et al confirmed the validitghafir model against the Karino
and Goldsmith [66] experimental investigation of red blaml motion in flow through an
annular expansion. Cell adhesion to the lumen was quanbfidduchanan et al using a prob-
abilistic method based on local cell residence times. Tlas extended by Longest et al [95]

to incorporate the distance of the cell from the wall and &icatli value of WSS over which no
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adhesion could occur. The Longest et al near wall partidalemce time (NWPRT) approach
is used in this study as it has been used previously to simtieg probability of monocyte

adhesion in large arteries.

WSS has been shown to affect the adhesion of cells to the 14&%2189]. Previous stud-
ies [96] have built a WSS limiting factor into the cell reside time models which provide a
critical WSS value over which cell adhesion does not ocche &ffects of WSS on inflamma-
tory adhesion have been shown by experimental studies yodegending on the strength of
WSS. At high WSS, no adhesion is possible [80, 189] and as V¢8f®dses the probability of
adhesion increases gradually. Despite evidence for a grathange in adhesion probability,
previous models have used a fixed critical WSS value baseldeomagnitude of inlet flow. In
this study, a more physiologically accurate variable W®8tér is created based on vitro
experimental data and attached to the NWPRT model. Thisl M&S limiter will account
for the effects of variable WSS on the probability of cell adion in the AAA. By comparing
NWPRT data from models with and without the WSS limiter, tfeas of WSS on monocyte

adhesion can be observed.

4.2 Discrete Phase Modelling (DPM) Theory

Using DPM allows the motion of individual particles to be netidd within the flow field. Solv-
ing the trajectories of each particle at every timestep @oime computationally demanding
therefore, depending on the processing power availabége tis currently an upper limit on
the number of cells which can be simulated at any one time. N\\iaeticles are sufficiently
sparse within a flow, their motion can be simulated usingwag-modelling whereby particle
motion is assumed to have a negligible effect on the bulkicont flow field. When particles
are present in a large concentration, such as red blood adi-way coupled model must be
incorporated in which particle motion changes the dynamidbe background flow, requiring
the solution of an extra level of particle-flow equations. ridoytes are present in the blood
in sufficiently low concentrations3(x 10~ /ml) to be within the bounds of DPM and have

previously been modelled using one-way DPM [95, 96].

To model particle trajectories using DPM, the Navier-Stokgquations of the background flow
must first be solved to obtain the momentum and directionefldw field which is in turn used

to calculate particle motion. The effects of the flow field @mtfzle trajectories are a function
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of the lift and drag forces peculiar to a given particle ashaglcertain body force terms which
may be included, depending on the attributes of the partictethe flow system it resides in.
Following Newton’s second law of motion, the acceleratiba particle in the x,y and z planes
at each timestep of the simulation must equal the forceagacii it per unit particle mass. In

the x direction, the sum of forces relevant to this investigattan be generalised by

d
m%:FD—I-FL—I-FP—I-FT—i-FNW 4.1

whereu,, is the x-directional velocity of the particlé;p is drag force,F7, is lift force, Fp is
pressure gradient forcé;, is shear stress force aidy is a general term for specific lift and

drag terms which come into effect in the near wall region.

The specific force equations and coefficients required tolsite monocyte motion must be de-
termined for cells within the bulk flow and at the near walliceg where many of the standard
equations of particle motion break down. Each of the relet@rces are described in more

detail below.

4.2.1 Drag coefficient

¥

L,
:Fn<:o

Figure 4.1: Drag force

Drag force (figure 4.1) acting on a particle in a steady-stgdem is a function of the dif-
ference in velocities between the particle and the fluid omedithe density of the surrounding

fluid and the cross-sectional area of the particle. Dragefoen therefore be described as

2
u
Fp — CdprPfA, 4.2)

93



Monocyte Tracking in Generic AAAs

where A is the cross sectional are'adg/zl in the case of a sphere), is the fluid density,
up s is the velocity difference between partigleand the surrounding fluid and, is the drag
coefficient. The formulation of’; depends on the relative Reynold’s number of the flow,

defined as

d
Re, = Prfp Mpfl ‘upf‘ 4.3)
Hp

It is useful when understanding the drag coefficient usedteive the relationship between
the steady-state drag force and the relative Reynolds nunRsarranging equation 4.2 for a

sphere gives

o mdy
A number of methods for formulating the drag coefficient iffedent flow regimes exist but
since blood cells operate &, << 1 the Stokes drag force is the most appropriate. Stokes

drag force, derived from the Navier-Stokes equations, dsfine drag coefficient as
Fp = 3mppdpuy, (4.5)

and so rearranging equation 4.4 gives

24

Ca = Re,

(4.6)

This can be used to calculate the time taken by a particlesfwored to a change in the velocity

of the carrier fluid, the particle momentum response time

_ Py

Tp = 18,0 4.7)

Since monocytes are relatively spherical in shape withid sbell when in flow, they fit well
with the assumptions of small, rigid, spherical particlssdiin defining drag forces and require
no caveats to account for irregular shape or morphing ofgbest The structure of leukocytes
becomes more fluid upon contact with the endothelium, buleaivascular flow the structural
rigidity of monocytes preserves the shape of the cell andemis disintegration or erosion.
Morsi and Alexander [112] calculated and tested experiailgnd more generalised version of

Cy in the form of the second order polynomial

G2 93 (4.8)

Cy= a1+ ,
d=a Re,  Re?
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wherea1, a; andag are constants which vary with the rangeRd, from << 1 to 5x10* . At
R, < 0.1, a1 = a3 = 0 andas = 24, thus reducing the drag coefficient to the Stokes drag

term.

4.2.2 Basset-Boussinesg-Oseen Equation

The motion of a small, rigid sphere in three-dimensional-onoiform Stokes flow was studied
by Maxey and Riley [102] who identified further forces crehtather by the particle or the

surrounding fluid. The pressure gradient (figure 4.2) andrssteess forces can be written
Fp=(=vp)Vp, Fr=(V-7)V, (4.9)

whereV, is the volume of the particle. The ‘virtual mass’ force, ¢egaby the acceleration

High Low
Pressure ::> Fp Pressure

Figure 4.2: Pressure gradient force

of fluid around the particle is calculated by multiplying fiele mass by the differential of the

relative velocity

psVp (Dup _ Dug
Fym = - : 4.1
v 2 < Dt dt (4.10)

Where D/dt is the substantive derivative as described iratmu 2.11. The delay between
relative velocity change and the viscous effects on thegbarheans that the initial particle and

fluid velocities affect the force balance on the particletfar along its trajectory as described
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by the Basset history integral term

3 t Dup _ dy
Fpasset = 5\/ TPW 0 %dt/ ’ (411)

where the term in parenthesis accounts for the effects ahitial velocity.

By including the non-uniform flow corrections to each of thmee forces derived by Faxen
[39] and the gravitational body forceng, the Basset-Boussinesq-Oseen (BBO) equation of

motion of a small, rigid, spherical particle in a lae,., flow field can be written

m% = Fp + Fp+ Fr 4+ Fym + FBasset +mg. (4.12)
For the simulation of blood cells in a large artery this eguratan be simplified. Numerical
analysis by Jung et al [65] found the virtual mass to be radftismall when compared to the
drag force and was assumed to be negligible in large artenylation. Longest [94] states that
since the particle response tims, of cells in blood is small (on the order ab—¢ seconds)
when compared to the overall pulse period (usually aroungctred), the effects of including
the Basset history term will be negligible and so is not ideld in this study. The equation of

particle motion can therefore be simplified to

d
m% — Fp+ Fp+ F,. (4.13)

It should be noted that the BBO equation does not accounhéeffects of particle rotation on

relative particle motion.

4.2.3 Lift Force

The rotation of spherical particles in flow can create a biicé acting on the particle (figure
4.3. Particle rotation can be caused either by velocity igrad in the fluid or due to contact
with a boundary such as the lumen in arteries. The Saffmarolite [142] for smallRe,

is a function of particle size, fluid viscosity, relative veity and the square root of the shear

Reynolds number
Fsapr = 1.61pduys|\/ Regs (4.14)
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Figure 4.3: Lift force

Zz

where shear Reynolds number is defined as

D? d
Reg, = P12 24 (4.15)
poody

The Saffman lift force, as well as more recent derivatiorchsas those by Wang and Squires
[181], assume that the particle Reynolds number is smallpaped to the shear gradient
Reynolds number which is in turn much smaller than unity?ep << Re, << 1. Mclaughlin

[103] expanded the Saffman lift force to account for largeyRblds numbers.

The Saffman force assumes that particle rotation is solitijoated to fluid gradient effects.
Any deviation in rotation caused by external forces, suclpasicle-boundary collisions is
therefore not accounted for by the Saffman lift force. Thande in lift force created by the
difference in rotation is described by the Magnus force Whiar low Reynolds number flows

[141] can be written

™
Fatag = S dppy (ups X wpp) (4.16)

wherew, is the difference between fluid and particle spin velocitg. Calculate Magnus lift

force, the particle rotation rate must be known at all timbsthe vasculature this becomes
difficult due to collisions between cells within the flow arttetvarious binding behaviours
of leukocytes when contact is made with the lumen. For theasans, the Magnus force is

generally neglected when modelling blood flow.
For small, spherical particles such as leukocytes, neithéine above lift forces have a sig-
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nificant effect on the drag forces affecting the particle] [ZBecause of the negligible effects
of lift forces on particles in flow away from a boundady;, from equation 4.1 can be set to
zero throughout the bulk of the model. Lift force becomes ensignificant when a particle
approaches a wall at which point it must be accounted for wittear wall lift force term as

described below.

4.2.4 Near Wall lift and drag forces

Stokes drag term is sufficient when modelling blood-celediparticles in unbounded flows
though the term breaks down when the particles approach radboy with a no-slip condi-

tion. In order to observe the probability of particle-watlhesion, accurately simulating the
behaviour of the particle in the near-wall region becomgzartant and the need for accuracy
of lift and drag forces is non-trivial. A particle is in thearewvall region when the distance from
the centre of the particle to the wall is on the same order afiitade as the particle diameter.
Upon entering the near wall region, the modified shear gradieated by the presence of a
boundary causes the Stokes drag term to fail and generatesraase in particle rotation which

in turn creates an increase in lift force magnitude.

Goldman, Cox and Brenner [52] define the drag on a sphere movimmal to a boundary as

1
F, = (_mp_upfn)fnorm (417)
Tp
where f,,.-m IS @ coefficient dependent on both particle radius and thardis of the particle

from the wall.

Goldman et al [52] give a similar equation for the drag on aespimoving tangentially to the
boundary
1

Fy = (=mp—upft) frang (4.18)
P

where the coefficienf;,,, is a function of angular velocity, shear rate and the ratipasticle-

wall distance to particle diameter.

Young and Hanratty [192] proposed analytical solutiontoriear wall drag forces and found
them to be consistent with experimental results. Loth [96)jales simple approximations of

the Young and Hanratty drag coefficients which are statedetithin 2% accuracy of the
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originals and can be expressed with reference to equatidiisatd 4.18 as

frang = 1+ 0.7(dy /1), Frorm = 1+ 1.1(hy/dy — 1)1 (4.19)

The Saffman lift force also fails in the near-wall regionn&s its initial conception, the lift force
has evolved from the original model proposed by Saffman anteodel which encompasses a

wider range of flow regimes, including conditions in the reatl region.

Vasseur and Cox [175] modelled patrticle forces betweenlphvealls and defined a lift force
due to the presence of a boundary which holds even at disgantside of the near wall region
and Cox and Hsu [26] derived an analytical solution for ila&rigration velocity of a small

sphere in a vertical linear shear flow.

While these models were shown to be in good agreement witkrempntal data, they still did
not account for the lift and drag forces on particles in thoad near-wall region wherein the
distance between the particle and the wall is the same ofdeagnitude as the particle radius.
Cherukat and McLaughlin [21] modified the existing lift fercnodels to create a new model
which was shown to agree with experimental observationsdfgbes in the near-wall region.
As with the near-wall drag forces, the lift force proposeddherukat and McLaughlin is based
on shear rate, particle radius and the ratio of particld-giatance to particle radius and can be

written

h, Ad
Fiigi = ppd2u2 - I {—p, 7 P] (4.20)

dp” us
where? is shear rate and, is the wall-tangent particle slip velocity, = (up — uyt)

By integrating their experimentally-validated model, @@t and McLaughlin showed that

the function/ can be approximated by

I = [1.7631 + 0.3561\ — 1.1837A% + 0.845163\° |
— [3.24139A7" + 2.676 — 0.8248)\ — 0.46161*| T
+ [1.8081 + 0.8796A — 1.9009A% + 0.98149\*| I'?,  (4.21)

where\ = h,/d, andI' = 4a,/us This approximation was found to result in a force much
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smaller than that predicted by Saffman.

4.2.5 Cell Dispersion

In this study, monocytes are modelled as sparsely cont¢edtdiscrete particles moving within
a fluid phase. Whole blood is, however, composed of a highesturation of red blood cells
and so, as the blood moves through the vessel, monocytesolidle with red blood cells and
other leukocytes, potentially displacing them in a way Wéannot be accounted for by fluid
mechanics alone. Longest et al [95] added a dispersionifumtd their model of cell motion
to account for red blood cell collisions. The function asesnthat collision intensity fits a
Gaussian distribution and the resulting displacementgemerated via a Monte Carlo statistical
approach controlled by a dispersion coefficient. Leavingaodispersion factor reduces some
of the random mixing present in blood flow, but the model usgd.dngest et al contains a
number of assumptions about cell behaviour with no phygiold data to back them up. Their
study reveals a relatively small (less than 5%) differene®vben residence time results with
and without a dispersion function. For these reasons amigpefactor was not included in this

study.

4.2.6 Near Wall Particle Residence Time Model Theory

As discussed in Chapter 1, the process of leukocyte adhasidrransmigration is complex,
involving cells rolling on the endothelium as weak selettoimds are formed and broken then
finally adhering to integrins before entering the wall. Todebthese biochemical interactions
for the concentration of monocytes found in the aorta on aosaopic scale would be hugely
computationally demanding. Previous studies have usdzhptistic methods to determine cell
adhesion and to circumvent the need for nanoscale simulationgest et al. [95] propose
a non-dimensional Near Wall Particle Residence Time MoN&V/PRT) parameter based on

particle-wall distance and particle velocity magnitude.

Longest et al validated their NWPRT parameter through satiaris which achieved significant
positive correlation withn vitro cell deposition studies of both monocytes (Hinds et al [59])
and platelets (Affeld et al [2]) in axisymmetric geometri€ignificant correlation was found

to occur only when the NWPRT was used in tandem with the nedirhft and drag terms.
Kim et al [72] propose an extension to the Longest NWPRT madebunting for particle
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trajectory and inward normal flow velocity to create a moreifiie model, accounting for

particle rolling, to use for a variety of cell species. Thedmlowas applied to monocytes and
platelets in a stenotic tube geometry. Since the variablélsa Kim et al model tend towards
the same values as the Longest model when observing mortoaysiour it seems efficient to

use the simpler, validated Longest et al NWPRT parameter.

4.2.7 WSS Limiter

Experimental investigations [80, 189] have shown that M#BS retards leukocyte adhesion.
The NWPRT model is limited by the cell-wall distance and desice time of cells in each
volume (thus is also limited by cell velocity) but is not lied by WSS. To create a more
physiologically accurate model, the addition of a WSS-@nto the NWPRT model is required
whereby the original NWPRT model is multiplied by a scaliagtbr depending on leukocyte
adhesion efficiency at a given WSS. This weakness has psdyibeen noted by Longest et
al in the implementation of their NWPRT parameter. Theiusoh was to incorporate an
absolute-value WSS limiter whereby no cells adhere aboveen §VSS value. In the absence
of physiological adherence data, this cut-off point wassemoarbitrarily to be one half of the

time averaged WSS of the vessel observed.

In vitro studies by by Worthen et al. [189], Lawrence et al. [80, 81vslhat the adhesion
probability of free flowing leukocytes to a surface decresam® WSS increases. The evidence
for probability of adhesion decreasing as a function of WS&ms that the fixed critical WSS
value used by Longest et al is physiologically unrealistie.more realistic WSS limiter is
defined below using data from tlire vitro studies to create a function of adhesion probability

based on WSS magnitude.

4.3 Methods

4.3.1 Numerical modelling of flow

The axisymmetric geometries with maximum bulge diametéid e- d, D = 1.3d, D = 1.5d,
D = 1.8d and D = 2.1d where inlet diameted = 1.9cm, as described in Chapter 2, have
been used throughout this chapter. The techniques for ngpshé geometries and near-wall

boundary layer as well as details of the patient averagedvilaveform attached at the inlet are

101



Monocyte Tracking in Generic AAAs

also described in Chapter 2.

Chapter 3 shows that blood flow in both simple and patientiipeAAA models feature vor-
tex formation and flow in transition to turbulence, partanly during the deceleration phase of
systole. A LES turbulence model was applied to the numesiolaier to provide accurate mod-
elling of viscous mixing on the scale required. The model imakided with no perturbations
set at the inlet, and so turbulent eddies are created by flamstoeam of the inlet. As the LES
turbulence model is incorporated, the pressure couplird issthe Bounded Central Difference

(BCD) method, otherwise all solver variables are as desdrib Chapter 2.

4.3.2 Particle Modelling
4.3.2.1 Monocyte Variables

The diameter, density and average concentration in wholedbbf monocytes were taken as
averaged values from literature. These variables are shovable 1.1 Particles were injected
at evenly spaced intervals on a cross-sectional plane htteaestep. The inlet velocity wave
used features a period of backwards flow during late systatesa the injection plane was
situated 1.5 cm downstream from the inlet to limit the numbieparticles escaping through
the inlet. As the average flow velocity over one wave cycled4g@m/s, an injection of 12700
monocytes at each timestep will yield an averagg af10—> monocytes/ml of blood after one

cycle, in agreement with the average physiological comaéan.

4.3.2.2 Forces Acting on Particles

Particles were modelled using a one-way Lagrangian metRadicle trajectories were mod-
elled as functions of Stokes drag force, pressure gradiehhear-wall lift and drag forces. The

equations of particle motion can be expressed by

duy

m—- = Fp + Fp + Fnwiift + FNWdrag (4.22)
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4.3.2.3 Near-Wall Lift and Drag Forces

The standard particle lift and drag force models which hbaldughout the fluid continuum
break down when a particle enters a near-wall region wher@ainticle-wall distance is on the
same order of magnitude as the particle radius. The nedififvahd drag forces proposed by
Cherukat and McLaughlin [21] and previously used to modehooyte and platelet dynamics

by Longest et al [95] were used.

Near wall drag force, can be expressed as a combination afiegs 4.17 and 4.18 with added

variables to describe the dependence on particle direction

1

FNWdrag = [Sgnn|upfn|fno7’m + Sgnt|upftfmng] (423)
T,
P

whereu, s andu, s, are the differences in velocity between the particle andstiveounding
fluid in the tangential and normal directions respectivelg ..., and ..., are the analytical
solutions in the tangential and normal directions as desdrin equation 4.19. For the normal

component of the equation, the directional variable is

+1 ifup <O,
sgnn = (4.24)
-1 if up >0
and for the tangential component
+1 ifu <O,
sgny = (4.25)
-1 |f Up > 0

Near wall lift force is given in equation 4.20 in whidhis taken to be the numerical approxi-

mation given in equation 4.21

User defined functions accounting for near-wall forces weniitten in C code and compiled in

Fluent.
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4.3.3 Near Wall Particle Residence Time Model

The NWPRT model described by Longest et al [95] was used srinkiestigation. The structure

of the model is based on equation 1.3 with s =1 and can be writte

" 1
NWPRT = — ¢ / (@> —dr (4.26)
path,i

Ntot Vnw i—1 hp |Ui ‘

The average flow rate Q, the total number of celjsand the near wall volumg,,,, are used to
normalise the equation as a non-dimensional paramejgyr.is calculated by multiplying the
surface area by the height of the near wall region. The rdtaelbradius to the distance from
the cell centre to the wally,/h,,, provides a statistical parameter governing the likelthod
cell attachment when divided by particle velocity magnéud Longest et al apply a correction

factor s to the model which is assigned a value depending on the spetill being tracked.

The height of the active near-wall region must be on the saale s the particle observed. In
this study the height was taken to b@&.m, to scale with the monocyte diameteriafum and

the first near-wall volume height @bpm.

The NWPRT model was coded in C and attached to Fluent as a efeed function.

4.3.4 Creation of a WSS Limiting Factor

To create a physiologically realistic WSS-limiting fagtdata from previoug vitro leukocyte
adhesion studies was analysed. When choosing studies dtysa the methodology is im-
portant. Studies in which leukocytes are initially attatthe the wall before exposure to shear
stresses show that they stay bound even at fairly high WS8uahd 3.6 Pa [82], possibly due
to strong integrin bonding. Since in this study the monaewee not pre-fixed, experiments
using free-flowing leukocytes were analysed. Results friudiss by Worthen et al. [189] and
Lawrence et al. [80, 81] were used. The three studies sharailarsmethodology whereby
leukocytes were placed in suspension by an active surfadeegoosed to varying amounts
of WSS. Lawrence and Springer used neutrophils on an aatitidiayer containing selectins.
Worthen used neutrophils on a layer of cultured endothebmah Eskin used Polymorphonu-
clear Leukocytes (PMNL) on Human Umbilical Vein Endothkltells (HUVECS). It should

be noted that while these studies use neutrophils, it i@sduhat monocytes will behave in a
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similar manner as the mechanisms for adhesion are similar.

Each study shows the number of leukocytes adhering to tfecsuat varying WSS magnitudes.
To convert the occurance of adhesion into adhesion effigicihe data was normalised by
dividing the number of attached cells by the total numberedisaeleased in the near surface
region giving a factor of adhesion efficiency between 0 andtlefficiency of 1, all cells will

attach, at efficiency 0, no cells attach.

All studies show no adhesion occurs above a WSS of 0.36 PaLawmesnce and Springer and
Eskin et al studies show adhesion efficiency decreaseslinestween WSS of 0.075 and 0.36
Pa. Out of the studies analysed, only Worthen et al provided lelow a WSS of 0.075 Pa. As

the WSS tends to zero, the adhesion efficiency increasenerpally.

The variable WSS limiting value was created by fitting a cuovéhe combined adhesion effi-
ciency against WSS magnitude data of all threeitro studies. The equation of this curve was
then applied to the NWPRT model so theiV P RTspcariimited = NW PRT x Shear Limit

A curve with equation

(T — 0.4)?

Shear Limit = —2—~2)
Carsamt =0 4r) + 0.16

(4.27)
was shown to fit the experimental data well. Figures 4.4(&b¥ and 4.4(c) show the WSS-
limiting curve plotted against normalised results of th&iksLawrence and Springer and

Worthen data respectively.

4.3.5 Monocyte Modelling Protocol

Monocytes were released from the beginning of the thirdatiléscycle to ensure cycle inde-
pendence in the background flow. Cells were injected at eal200 ¢.6406 x 10~3 second)

time step over one full wave cycle. The user defined functosrNWPRT was attached at the
start of the fourth cycle so the cells injected on the previoycle will already be dispersed

throughout the geometry. Cells were then tracked and NWRRireed for a further 6 cycles.

105



Monocyte Tracking in Generic AAAs

1 T

= Trial 1
e Trial 2
—— WSS limiter
>
5]
c
k)
S
=
w
0 . . . . ! .
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4
WSS magnitude (Pa)
(a) Lawrence et al, '87
1 T T
= CD62 400
x  CD62 200
09 + CD6250
A ICAM-1 1000
0.8 % CD62 200 Il H
e CD62 200+ICAM 250
—— WSS limiter
0.7
0.6
>
o
15
5 05
=
w
0.4F
03
0.2
0.1
x
0 . . . . ! .
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4
WSS magnitude (Pa)
)
(b) Lawrence et al, '95
1 T T
= 10% BZAP
\ x 10%PPP ||
09| | + 10% BZAP Il
A 10%PPPII
08t \» * Low viscosity
e High viscosity
—— WSS Limiter
07F )
06 *\ * —
>
o
@
5 05 1
=
w
0.4 B
a
0.3 B
.
+
0.2 B
i
:
%
011 B
.
o . . . . ! .
0 0.05 01 0.15 0.2 0.25 0.3 0.35 0.4

WSS magnitude (Pa)

(c) Worthen et al
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Fluid Properties Particle Properties | Transient Properties
Viscosity (uy) | Density py) | Radius | Density (o,) | Remean @
0.001 Pa 1000 kg/n¥ | 3.75um | 1130 kg/n? 23.2 0.23

"%}

Table 4.1: Properties used in Karino and Goldsmith’s model of cell motin an annular ex-
pansion [66]

4.3.6 Motion of a Red Blood Cell in an Annular Expansion

To validate the choice of lift and drag forces acting on tmewated particles, the experimental
investigation tracking the motion of a hardened red blodd inewater through an annular
expansion subject to pulsatile flow conducted by Karino antti€nith [66] was reproduced.
The Karino and Goldsmith experiment has previously been asevalidation for numerical
models by Longest et al [95]. The expansion geometry usedavasaight tube of diameter
1.51 x 10~*m flowing into a larger tube of diametér04 x 10~*m. In order to calibrate the
numerical flow dynamics with those in the experimental itigagion a steady flow simulation
was replicated with an inlet Reynolds number of 37.8 usinglatisn of water mixed with
aqueous”d(NOs)o. The attachment point found in the numerical model aftel02&rations
was found to b& x 10~*m compared t@.15 x 10~*m in the experimental model. The physical

properties of the cells and fluid used in the pulsatile flonegitpent are given in table 4.3.6.

A sinusoidal inlet flow waveform was applied at the inlet wathh average Reynolds number of

23.2 conforming to the Womersley parametet 0.23

For numerical modelling, the annular expansion was singplifo a two-dimensional axisym-
metric backwards facing step meshed with 50212 square tidesmts. For the purposes of
numerical modelling, the red blood cells have been assumaeglzerical despite their physio-
logical biconcave nature. This assumption has been usetbpsty by Longest et al [95] and

others [72] to validate numerical models against the Kaaing Goldsmith experiment.

It should be noted that for the annular expansion experijrteatcell does not reach a point
sufficiently near the wall to encounter the near wall lift airag forces and so they are not
specifically validated via this experiment. The near-walices used have been previously
validated by Cherukat and McLaughlin [21].
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Figure 4.5: Regions of high and low WSS magnitude around dissipatinigxor

4.3.7 Analysis of Haemodynamic and NWPRT Data

Cross sectional contour plots of velocity magnitude oveénéth vectors of axial velocity were
used to show overall haemodynamics including areas of siacgrilow and regions of vortex
formation. Contours of WSS magnitude allow the distribatiof WSS intensity to be ob-
served throughout a full cardiac cycle. The cumulative NVWWRIRRer 5 cycles is displayed
as histograms of NWPRT against distance from the centreeot#vity to show the spatial

distribution of monocyte adhesion probability.

Previous investigations have shown AAAs to be dominateddsiex formation [4, 15, 37] and
dissipation. Vortex behaviour is therefore likely to cahthe motion of monocytes transported
in the flow. To investigate any correlation between monoegtkesion probability and vortex
behaviour, a variable is required which shows the relatostpn of vortices throughout the
cardiac cycle. This can then be compared with the spatiakegatjon of NWPRT. The region
of the wall proximal to the centre of the vortex will experdenhigh velocity reverse flow in
the near wall region. This will create a region of high magaé negative WSS surrounded by

regions of low to zero WSS at the points of flow detachment dtsdttament (figure 4.5).

Discrete regions of high magnitude negative WSS in longiaidaxial WSS profiles indicate
the presence of a vortex proximal to the wall as seen in tlagtbow WSS plots in Chapter

2. Time averaged axial WSS values can be used as a proxy leariaimdicate the regions in

108



Monocyte Tracking in Generic AAAs

N
15

N
T

=
&
T

-
T

o
wn

Distance from centreline (m)

. .
0 2 4 6
Distance from expansion inlet (m) x 107

(@) T/=0 - T/t=0.5

N
u

[,
T

Distance from centreline (m)
=
ol N
T :

o
3
T

o

o

2 4 6
Distance from expantion inlet (m) x10™

(b) Th=0.5 - TH=1

Figure 4.6: Path of hardened red blood cell in an annular expansion dyone pulsatile cycle

the AAA in which vortices reside and the relative intensifyaortex.

Plots of time averaged WSS against distance from cavityeevere created using the variable

T
WS Smean = % / WSS dt. (4.28)
0

The vortex behaviour defined by WSS plots were compared wglons of peak NWPRT.

4.4 Results

4.4.1 Motion of a Red Blood Cell in an Annular Expansion

The particle enters the region of recirculating fluid in thgpansion, travels 10 circuits and
then exits the region in a path parallel to the wall (Figur@) 4ll in less than one pulsatile
cycle (' = —n/3 — 3xw/2). This result fits with the experimental observations ofiKarand

Goldsmith [66]. The time of injection in the simulated modelst;,; = 1.05 seconds.
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4.4.2 Haemodynamics and NWPRT

Contours and vectors of velocity magnitude show that thegmree of an aneurysm cavity
causes vortex formation and dissipation. Velocity profitethe straight tube (Figure 4.7), anal-
ogous to a healthy aorta, show no presence of vortex formatfibe profiles remain parabolic,
in keeping with the theory of flow in a straight tube which Isad generally homogeneous

WSS distribution at each time point.

In model D = 1.3d a small, annular vortex forms and dissipates at the proxandl of the
cavity (figure 4.8) with peak WSS aligned with the centre @f tlissipating vortex. A second,
longer and thinner, vortex is also formed briefly along thétgacentre during diastole but does

not attach to the wall.

As AAA diameter increases from» = 1.3d to D = 1.8d, the intensity of the vortex produced
also increases and the vortex translates further dowmstbedore dissipating (figures 4.8, 4.9
and 4.10). AtD = 1.8d the vortex dissipates at the distal end of the cavity. Thellmdrhigh
WSS follows the path of the vortex with peak WSS during voriaxnation at the proximal
end of the cavity and a lower, but significantly above avellzaygd around the point of vortex
dissipation. In all AAA models, regions of high WSS form diste bands, generally related
to vortex behaviour. Outside of these bands WSS and neawelaltity is much lower, with
regions of stagnation forming at the cavity centres./At= 1.8d, the force of the dissipating
vortex creates a smaller, secondary vortex proximal to tiggnal, producing a smaller band
of WSS around 0.5 Pa.

The region of vortex dissipation remains at the distal enthefcavity in theD = 2.1d model
(figure 4.11). The dissipating vortex is more intense thathéD = 1.8d model and so the
secondary, proximal vortex becomes larger. WSS distobuis similar to that observed in
D = 1.8d, but higher in magnitude (maximum WSS is 2.77 Pdin= 1.8d and 3.02 Pa in
D = 2.1d). In the largest AAA,D = 2.9d, a third vortex is present towards the proximal end
of the cavity during diastole (figure 4.12).

NWPRT is concentrated at the inlet of geomelty= d (figure 4.13(a). The significant peak in
inlet residence time may be an artefact caused by cellstégénto the near wall region which
migrate prematurely towards the wall and skew the residéness. The high NWPRT in this
region of a straight tube with laminar flow suggests thatlsinpatterns occurring in the AAA

models may also be physiologically unrealistic.
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Figure 4.8: Contours and vectors of velocity magnitude (m/s) and (Riggritours of WSS (Pa)
for D =1.3d
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Figure 4.9: Contours and vectors of velocity magnitude (m/s) and (Riggntours of WSS (Pa)
for D = 1.5d
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115



Monocyte Tracking in Generic AAAs

3.90e-01

3.12e-01

2.34e-01

1.56e-01

7.80e-02

0.00e+00

2.80e-01

2.24e-01

I 1.12e-01
I 5.60e-02

0.00e+00
I 2.50e-01

2.00e-01

1.00e-01
5.00e-02

0.00e+00

1.48e-01 ! 3

1.19e-01

5.93e-02

2.96e-02

0.00e+00

(d) Th=1
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Figure 4.14: (a) Histogram of WSS-limited NWPRT against distance fromitcaentre and

(b) time averaged axial WSS against distance from cavitjredor D = 1.3d.
Dashed lines align with regions of peak NWPRT.
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Figure 4.15: (a) Histogram of WSS-limited NWPRT against distance fromitc&entre and
(b) time averaged axial WSS against distance from cavityredor D = 1.5d.
Dashed lines align with regions of peak NWPRT.
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Figure 4.16: (a) Histogram of WSS-limited NWPRT against distance fromitca&entre and

(b) time averaged axial WSS against distance from cavitjredar D = 1.8d.
Dashed lines align with regions of peak NWPRT.
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Figure 4.17: (a) Histogram of WSS-limited NWPRT against distance fromitcaentre and

(b) time averaged axial WSS against distance from cavitjredor D = 2.1d.
Dashed lines align with regions of peak NWPRT.
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Figure 4.18: (a) Histogram of WSS-limited NWPRT against distance fromit@&entre and

(b) time averaged axial WSS against distance from cavitjredar D = 2.9d.
Dashed lines align with regions of peak NWPRT.
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In D = 1.3D, two peaks of NWPRT are produced in the proximal half of thétgareducing

to zero at the distal end (figure 4.14(a)). Peak NWPRT thenesalistally with increasing
AAA diameter. AtD = 1.5d, figure 4.15(a) shows that maximum peak NWPRT is situated
around the centre of the cavity, with a smaller peak 2.5 cntre@s1. Unlike previous models
there is very little residence time on the proximal side efth= 1.8d cavity (figure 4.16(a)).
Two peaks of NWPRT occur towards the distal end, a thin pediighf magnitude NWPRT at
a distance of 2.5 cm downstream of the centre and a secondr tidl lower magnitude peak
at the outlet. ModeD = 2.1 departs from the previous trend of NWPRT distributions mgvi
distally with increasing AAA diameter (figure 4.17(a)). Rean NWPRT are observed centred
approximately 2 and 3 cm downstream of the cavity centre. adlgal decrease in residence
time is seen downstream of the distal peBk—= 2.1d also deviates from the trend of maximum
NWPRT magnitudes which decrease in size between 1.3d andD = 1.8d and increases by
afactor of 100 betweeP = 1.8d andD = 2.1d. NWPRT inD = 2.9d produces a distribution
with 3 peaks and a higher magnitude than the- 2.1d model (figure 4.18(a)).

In modelsD = 1.8d to D = 2.9d, mean WSS plots (figures 4.16(b), 4.17(b) and 4.18(b)) show
spikes of high negative WSS at the proximal and distal endiseodneurysm cavity, caused by
the formation and dissipation of vortices as observed indig4.10 and 4.11. As the cavity
becomes larger, the proximal spike diminishes in size wihike distal spike increases. The
increase in the distal spike is due to the dissipating vamsiding longer and releasing more
energy at the distal wall, as seen in figures 4.8 to 4.12. Ih e&ithese three larger geometries,
the upstream peak in NWPRT is aligned with the base of thald®¥SS spike, the point at
which flow detaches from the dissipating vortex. The doveastr peak in NWPRT is aligned

at a point distal to the spike of positive WSS, which is theimeglownstream of the flow

reattachment point where flow from the dissipating vortefoised towards the wall.

In the two smaller AAA geometries, mean WSS plots (figuregé)land 4.15(b)) show that
the regions of vortex creation and dissipation are not discas the vortex does not travel into
the distal half of the cavity before dissipating. NWPRTIdbllows the trends of the larger

aneurysms with peak NWPRT distributed on either side of thetmf vortex dissipation.

Histograms of NWPRT for simulations without the inclusidntltoe WSS limiter are found in
Appendix B. Applying the variable WSS limiter to the NWPRT dab reduces the relative
magnitude of the proximal residence time peak in all modstenetimes significantly, and

divides theD = 2.1d result from one elongated peak into 2 peaks.
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Figure 4.19: Mean NWPRT per millimeter for all AAA model sizes

As AAA diameter increases, the region of vortex dissipapoogresses distally betwedn =
1.3d and D=1.8d, at which point the primary vortex dissipates at the distal @/hile a sec-
ondary vortex is formed immediately upstream. Furtherdases in diameter retain these gen-
eral characteristics of haemodynamics though the inten$ithe vortex increases. Bands of
maximum WSS magnitude appear to co-locate with vortex regamd regions outside of these
bands generally have significantly lower WSS and near wéadicitees. NWPRT in all AAA
geometries have two or three peaks in NWPRT, depending onuimder of vortices present,
these move distally betweeld = 1.3d and D = 1.84 then move proximally in larger ge-
ometries. The magnitude of peak NWPRT decreases between1.3d and D = 1.8d then

increases significantly in aneurysms larger thas- 1.8d.

Figure 4.4.2 shows that the average NWPRT per millimeteamessimilar betwee® = 1.3d

and D = 1.8d then rises rapidly as as the aneurysm increases in size.

4.5 Discussion

Haemodynamics within the simplified AAA geometries wereyveruch driven by the for-
mation and dissipation of annular vortices within the dasit The formation, translation and
dissipation of vortices seen in the simulations have beserkd in previous simulations such
as those by Finol and Amon [41]. Finol and Amon noted that iplelf counter-rotating vortices
occur in the cavity of larger AAAs at high Reynolds numbersjrailar effect to the vortices
found in the two largest models investigated here. Ehelfff investigated flow dynamics

in AAA models with a range of bulge sizes and found that the fiegimes found could be
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divided into three groups; small AAAs with low Reynolds nusnd in which flow stays at-
tached throughout the pulsatile cycle, medium AAAs in whiohtex formation and translation
begins even at lower Reynolds numbers and large AAAs whictiado fully formed vortices
and a transition to turbulence. These regimes fit well withithemodynamics described in the

AAAs investigated in this study.

WSS magnitude and direction is controlled by the dynamickilatensity of vortices within the

AAA. In smaller aneurysms the region of high magnitude negatV'SS associated with vortex
dissipation moves downstream as the aneurysm increasezein Bhis trend is seen in the
experimental investigation of small aneurysms by Salsat. éh larger aneurysms, the region
of vortex dissipation remains static and attached to thaldigll, while the time averaged peak
negative WSS increases in magnitude indicating higheexarttensity. Time averaged WSS
plots of larger AAAs in the investigation by Fraser [46] amaitar to those in this study and

show the spatial trends continuing for AAAs of greater thai &n diameter, while the peak

negative WSS magnitude stops increasing at a diameter af 5cm

Longest et al included a fixed critical WSS limit, assumedeadalf of the time averaged WSS
for the artery investigated, above which NWPRT is no longeorded. This assumption was
arbitrary, and so a more physiologically realistic WSSHénwas created for this study based
on a meta-analysis oh vitro investigations of leukocytes rolling on endothelial cellsder
various shear stresses. The WSS-limited NWPRT model pastisignificant differences in
residence times around the proximal peak in NWPRT, reduitihghagnitude relative to the
distal peak. This indicates that the proximal peak is forinemiregion exposed to higher WSS.
The differences observed suggest that a WSS limiter is sape$o produce accurate results

when modelling the probability of monocyte adhesion in AAAs

As each vortex dissipates, the monocytes which were ilyitmllled into the rotating flow are
released against the lumen where they can become trappew welocity near wall flows in-
creasing the NWPRT and the probability of cell attachmentsrhaller AAAs, the magnitude
of points of peak NWPRT decreases and moves distally as thx@mam bulge diameter in-
creases. This study shows that at a critical AAA diametemtiiaary vortex creates smaller
vortices upstream and peak NWPRT increases in magnitude tilei distribution moves back
upstream. In physiological terms, this means that as the AsAAitiated and begins to grow,
there is a higher probability that monocytes will infiltrélbe proximal end of the aneurysm and

as the AAA grows the area most likely to be infiltrated by mories moves downstream until
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the AAA. Once the aneurysm has developed is reaches theatriiameter above which the
regions of high probablity of inflamation move upstream. @wsely, an increase in ILT may
keep the cavity below the critical diameter and lead to mgteomfiltration moving upstream.
The results suggest that when the aneurysm cavity exceedsitital diameter the probabil-
ity of monocyte adhesion increases exponentially. Phggioally this would create a positive
feedback effect resulting in further expansion of the apgur Formation of thrombus in the
cavity may prevent the aneurysm from reaching this cristage, and so play a protective role
in AAA pathology. This study shows the critical AAA size at iwh haemodynamics change
to be aroundD = 1.8d, giving a maximum diameter of 3.42 cm with the dimensiongusse

which is well below the 5.5 cm AAA size at which surgery is coesed.

The simulations show that, in simple geometries at leashamyte adhesion is likely to occur in
distinct areas, or hotspots, within the AAA cavity. The kstof these hotspots are aligned with
regions of vortex dissipation. Outside of these areas, thbgbility of adhesion is generally
much lower or negligible. If these hotspots of monocyte adire correlate with regions of
wall which are high in macrophage content then it can be asduimat higher levels of wall
degradation occur in these areas due to the degredatiore &@M via macrophage-linked
substrates. Conversely, the areas with limited or no mdeoagtivity would be expected to
contain less intra-wall macrophages and so receive lindegtadation. If, however, imaging
or histology of the wall were to show no correlation betwersaa of peak monocyte residence
time and macrophage accumulation then this study sugdestsnonocytes enter the wall, or
are transported through the wall via a radically differergtinod than the standard model of

transmigration.

By applying the techniques used in this chapter to patieetifip AAA geometries and per-
forming validation studies to ensure a correlation betwieigh monocyte NWPRT and cell
infiltration, this technique could be used to identify hatispof monocyte infiltration and thus
structural dynamics in patients. Further clarificationhaf tole of monocyte adhesion in inflam-
mation and subsequent aneurysm rupture would requirealistudies, possibly involving the
use of PET-FDG imaging to assess infmallation, and longitldstudies to follow patients to

rupture.
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4.6 Conclusions

By studying haemodynamics in simplified AAA geometries watiariety of physiologically
realistic diameters it is clear that the formation and gaton of vortices are the defining
characteristics of flow in AAA. It is this vortex behaviour igh appears to control the motion
and residence times of monocytes seeded into the flow. Gellpudled into the vortex as it
grows and then released towards the wall at the point of flawatkenent and reattachment.
In accordance with vortex progression, peak monocyte easil times are located towards the
proximal end of the AAA cavity in smaller aneurysms, movirgahstream as the aneurysm
gets progressively larger until a critical AAA size. Abovastsize, the peak particle residence
times increases significantly and become concentrateldefutipstream as the AAA enlarges.
Since only the lumen is observed in this study, the resulttdcalso describe monocyte patterns
in monocyte adhesion as thrombus builds up inside the cafigylarger AAA. In each model
the probability of monocyte adhesion calculated throughMRV was distributed in hotspots
of high adhesion probability with large areas of little orcell residence time where adhesion
is unlikely. Having elucidated the discrete regions of higid low monocyte residence time
within the cavities of simple aneurysms, the techniquesnmam be applied to patient specific

geometries and waveforms to determine if these hotspotmanéested in patient AAAs.
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| .. Chapter 5
Patient Specific Investigation

5.1 Introduction

So far flow has been simulated in models of generalised AAArgdoes using an averaged
patient flow wave form. In this chapter, these models arenebee to patient-specific geometries

and the effects of applying inlet boundary conditions of@asing complexity are investigated.

As computational processing power has increased and igagahniques have improved in
resolution and efficiency, the CFD modelling of haemodyranim patient specific geometries
with physiological inlet flow conditions has become possilitatient-specific CFD simulations
have the potential to be an invaluable clinical tool in assgshaemodynamics and stresses in
large arteries [61, 156, 166]. In order to reach the stagdirdtal usage the relative haemody-
namic errors which arise through the use of different in@irilary condition methods must be
quantified in order to build an effective protocol for futuredelling. Inlet boundary condition
methods vary in complexity and, in theory, the more infoliorathat is required to create the
boundary condition, the more similar it will be to vivo conditions. When defining bound-
ary conditions, aquiring the velocity information requireffort in terms of aquisition time and
computational effort and so an investigation of boundamyditions must weigh up the relative

errors involved against the efficiency of modelling.

Inlet boundary conditions of varying complexity are usedCiRD simulations depending on
the flow information available and the accuracy requirecesBure waveforms [180] or 1 di-
mensional circulation models [19] are generally requirdemwall motion is observed though
on their own they include non of the spatial dynamics of thevftequired for solving the 3

dimensional N-S equations of flow.

In rigid walled models, velocity inlet boundary conditioage generally used. If the spatial
variation of inlet velocity is not available, the inlet velty can be modelled either by a plug
flow where a single velocity is applied over the entire inlgtng or by assuming flow is fully
developed and converting the velocities to a series of pfithich agree with the Womer-

sley number. Marzo et al [101] investigated the use of plud \Afomersley flow profiles in
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intracranial aneurysms and found that there is little diffee in aneurysm cavity dynamics
when applying either boundary condition though Womeslést ifiow is still commonly used

for modelling patient specific aneurysms [46, 86].

While providing a theoretical solution for fully developestial flow, Womersley flow profiles
do not account for the spatial heterogeneity of axial flow ko# radial velocity information

and so can only simulate bulk-flow dynamics and not seconiitanyat the inlet.

As blood flows over the aortic arch secondary, helical, flovesfarmed [62]. While these
helical flows are damped as blood travels down the relatstegight descending aorta, some of
this secondary flow is still present below the renal artesitethie inlet of AAAs [48]. Limiting
the velocity information used to create the inlet boundawgditions may remove some, or
all, of the complexity of the upstream flow which may affeat @iccuracy of the downstream
simulation. This effect has already been observed in Ch&pte which the application of
turbulent perturbations at the inlet when using the LES rhpd®luces significantly different

WSS profiles during late systole than when turbulence fomike AAA geometry alone.

PC-MRI data can be used to obtain spatial velocty varigbillthis can be the velocity com-
ponent in the direction of highest velocity magnitude, thead to foot' component in the case
of the aorta, or the x, y and z components of flow velocity givially three dimensional inlet
velocities. Of all the inlet boundary condition methodssibnly tri-directional velocity which
accounts for the complex secondary flows at the inlet and nigieaof the aorta at the AAA
neck however obtaining 3 directions of velocity requiresréased imaging and computational
effort. Despite this, there have been relatively few stsidibich utilise the spatial distribution
of PC-MRI data. Long et al [93] compared simulations of flovingsthrough-plane PC-MRI
velocities at the inlet in the healthy aorta while Kose et7dl][and Fraser [46] did similar in

AAA. Kose et al found 2D PC-MRI data to be significantly moreaate than plug-flow alone.

The studies mentioned above apply only axial velocitiestaace have been no previous studies
to determine whether a lack of spatially varying or radidbegy data at the AAA inlet will
affect the dynamics of flow and WSS inside the aneurysm caditgomparison of boundary
condition types within vivo flow data is required to assess the validity of previous ghiel
simulations and to identify the amount of detail requiredewiselecting boundary conditions.
In this study, PC-MRI was used to obtain patient specific thitbow velocities in the axial and

radial directions and create velocity inlet boundary ctads of axial velocity, axial and radial
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velocity and fully developed Womersley flow profiles.

Fluid dynamics and WSS are simulated in three patient spe&iA geometries segmented
from CT scans. Using PC-MRI velocity data, three differgiuets of velocity inlet boundary
conditions are compared; three-components of velocitg-aamponent of velocity (head to

foot) and parabolic velocity profiles based on centrelineaity at each timestep.

5.2 Method

The inlet boundary condition investigation used patiemc#fir geometries and physiological
flow waveforms created taken from 3 patients. Ethics peforiswas obtained and informed
consent given by each patient. Geometry data was obtaioed@T imaging, and inlet velocity
data was obtained using PC-MRI.

To reduce error in simulations it is crucial to accuratelyedmine the outline of the vessel lu-
men in each slice and to obtain a sufficient number of slices$ore that interpolation between
slices is kept to a minimum. The accuracy in ascertaininduimen depends very much on the
resolution of the scan and the contrast in image intensitydxn blood and lumen. Since the
vessel wall is in motion throughout the cardiac cycle, dafinihe position of the lumen be-
comes a temporal as well as a spatial problem. Previousierperin acquiring geometry data
using 1.5T MRI has met with problems of movement artefactobsg the lumen walls, and

preventing accurate segmented AAA geometry being obtai@ad experience with CT data
[46] is that the AAA datasets are of low noise free from axtefand with good contrast between
lumen and thrombus/wall, from which high quality segmergedmetries can be obtained. As
the geometry is acquired from CT and the inlet velocity fro@MR it is important that the

time taken between scans is minimal. The AAA is constantlyiweng and so if too long a

duration is left between scans the geometry may have chambath may in turn affect the

velocity and haemodynamics of the AAA. For each patient teet® of scans were conducted

within a week of each other.

5.2.1 Phase-Contrast MRI

For all patients, gated PC-MRI measurements were takenrasa-section immediately below

the renal arteries at the neck of the AAA to provide inlet baany conditions. At each cross-

127



Patient Specific Investigation

Parameter Value
Repetition time | 5.215 x 10~2seconds
Echo time 2.41 x 10~ 3seconds
Flip angle 30°
Acquisition matrix 192x132
Pixel bandwidth 555 kHz
Velocity encoding 1.5m/s

Table 5.1: PC-MR imaging parameters

section, phase data and image intensity data was collectdddugh-plane, right to left and
anterior to posterior directions at 20 equally spaced timiatp throughout the cardiac cycle
using a 1.5 Tesla scanner. Blood velocity was obtained flemphase data and intensity images
are used to define the lumen boundary at the inlet. The cacgiide duration was different for
each patient and so the spacing of time points was also eliffeFor patient 1 data was taken
at5.75 x 1073 second intervals, for patient 2 data was takeB.236 x 10~2 second intervals
and for patient 3 data was takensat7 x 102 second intervals. The imaging parameters used

to acquire PC-MR data are shown in table 5.1.

5.2.2 Generating Velocity Boundary Conditions

Due to lack of contrast between the blood and the wall in thesphdata images, PC-MR
intensity data was used to define the boundary of the lumelnediniet plane. The flow intensity

images during systolic flow have the largest contrast beiwbe blood and lumen and so
provide more accuracy when applying contours than duriagtdiic flow (figure 5.1(a)). For

each direction of velocity in each patient, three intensitages at systolic time points were
chosen to segment the inlet. 12 points at which the intertbibps (signalling the edge of
the lumen) were marked manually on each image using Matlab MathWorks Inc.,Natick,

Massachusetts). Using a pixel-intensity based interjpolaihethod these 12 points were joined
to form a contour of the vessel lumen. As this is essentiallyamual method, there are slight
variations in the contour shape for each image so the canteere split into 20 equally spaced
points and the locations of each point were averaged overf #le contours to create a new,

averaged, contour (figure 5.1(b))

Once the perimeter of the lumen was defined, a mask was crizatedhe averaged contour
and applied to each of the phase contrast data sets at emaypbint (figure 5.1(c)). All

pixels lying outside of the contour were given zero velocitggnitude. MRI signal phase is
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(a) Inlet flow intensity (b) Inlet flow intensity with contour

L v

(c) Applying contour to phase data (d) Axial inlet velocity (m/s)

Figure 5.1: Generation of inlet velocity
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measured as an angle between and~. To convert the phase angle to velocity information a
velocity encoding protocol is used. Pixel intensity lyinghin the lumen contour was rescaled
by multiplying it by a rescale slope and adding a rescalacef@. For all patients the rescale
slope was 2 and the rescale intercept -4096. The PC-MRI dathwas velocity encoded with
a sensitivity of 1.5 m/s equating to a pixel value of 4096 ameach pixel must be rescaled.

The conversion of raw data to scaled velocity data can beibesc

2M — 4096) 1.5
v = ( 1096 ) , (5.1)

wherelM is the unscaled PC-MR data.

As an averaged contour was used, the mask does not filterlareak of the vessel lumen,
leading to a scattering of significantly higher magnitudevelocities at the near-wall areas.
A filter was applied to remove these artefacts by zeroing agcities above 2.5 standard
deviations from the mean velocity magnitude. As previouslipations have noted [64] the
PC-MRI data appears to have a high level of noise throughmdoming more prominent in
regions of low velocity (figure 6.7). For patients 1 and 3 all-FIRI planes were aligned in
the same plane for right to left, anterior to posterior amdulgh-plane flow data sets. Patient 2
exhibited slight movement of position between the thropline and the 2 radial velocity scans
at the inlet. By comparing the maximum kidney widths for thR Whages with CT slices there
was found to be a 17 to 19 degree difference between the teasslIihe left to right inlet data

was adjusted accordingly to account for this difference.

Velocity data was obtained at 20 equally spaced time poifite timestep size convergence
study on a simplified geometry conducted in Chapter 2 sugg@siulations require a timestep
size of T/200 seconds. It is therefore necessary to intatpadhlet velocities between the 20
data time points to create a smooth transition. For eachvuelecity data set a spline was used
to interpolate velocities for each pixel over all timesteysl create a set of 200 interpolated

velocity slices.

User defined functions were required to convert the velatétia into inlet boundary profiles

for input into Fluent. Boundary condition methods used were

i) All axial and radial (head to foot, anterior to posterioiddeft to right) components of velocity

applied at each node on the inlet plane,
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Figure 5.2: Patient 1

i) The axial (head to foot only) velocity applied at each eamh the inlet plane,

iii) Womersley flow inlet velocity profiles based on the intentreline velocity applied over
the inlet plane.

Centreline velocity refers to the velocity at the point ofximaum systolic flow. For each
patient, the PC-MRI data describing the time point with tighbst average velocity magnitude
was taken to be the point of maximum systole. At maximum s$gdtee pixel on the inlet plane
with maximum velocity magnitude was nominated as the céné&realue. The velocity at the
point of centreline value was acquired at each timestep.c€hgeline velocity was converted
into a two dimensional velocity profile satisfying the Womsley parameter as in Chapter 2. A
user defined function was needed to convert the 2-D profitear8-D Womersley profile inlet

boundary condition to be used in Fluent.

The axial and radial inlet velocity profiles, as well as thktrvelocity magnitude and the
centreline velocities used to create the Womersley inlet Houndary conditions are shown in
figures 5.2, 5.3 and 5.4.

5.2.3 Patient AAA Surface Imaging

CT slices were obtained at 1mm intervals between the retalies and the femoral artery
bifurcations for all three patients. The slices were sedgmgrusing a Matlab based semi-

automated threshold method. A rectangle was marked ins&deinen of the vessel (or vessels
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Figure 5.4: Patient 3
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(a) Lumen marker on CT data (b) Thresholding of CT data

(c) Applying median filtered contour (d) Applying mean filtered contour

Figure 5.5: Segmentation of lumen surface from CT slice

in the case of slices distal to the bifurcation point) of ealite (figure 5.5(a)). An automated
process of image thresholding and contouring was then imgatdted on each slice. Threshold-
ing was based on the pixel intensity values within each rngtéa To obtain lumen contours,
lines radiating from the central point of each rectangleensgoplied at each slice. The point
along each line at which the pixel intensity dropped was ts@dark the lumen (figure 5.5(b)).
Sixty of these lines were applied to each rectangle, andaitpinterpolated to form a contour.
In order to remove outliers and smooth the contour, a medign ffigure 5.5(c)), then a mean

filter (figure 5.5(d)) were applied to all X, y coordinates osliae.

5.2.4 Geometry Reconstruction

The lumen contours were exported to Rhinoceros v 3.0 (Rdbexteel and Associates, Seattle,
USA) for stitching. The contours of the AAA and each of thadliarteries were individually

lofted to create three discrete surfaces. Joining thesacgas at the bifurcation point however
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is a non-trivial task. Despite the high resolution of z-difenal CT slices, the exact shape
of the bifurcation point must be interpolated from the shapthe contours at the base of the
AAA and the start of the iliac arteries. Direct interpolationay yield a very defined, sharp
bifurcation point which is rarely sedn vivo and so the join must be smoothed. It is important
to strive for physiological accuracy when modelling theubifition point as high WSS may be
located at or slightly downstream of it [93] and so small egrim bifurcation reconstruction
may produce amplified errors in WSS observations. The iliterias were joined to the base
of the AAA in Rhinoceros using interpolated curves. Theseves were then converted to
surfaces creating the defined bifurcation point. The bétiom was then smoothed and the
shape compared visually with sagittal CT slices to assesthghthe amount of smoothing is
sufficient. In order to prevent outlet flow conditions fronfieating the haemodynamics of the
AAA sac, outlet lengths were added. To ensure a smooth tiamsif flow the direction of the
outlet lengths were aligned with the end of the iliac artebg extrapolating the line between
the centre points of the last 2 contours to a lentjth, whered is the average diameter of
the final iliac contour, as defined for simple AAA geometrieChapter 2. This final contour
was copied to the endpoint of the extrapolated line andddftethe iliac artery. The AAA
inlet and iliac outlets were capped with a surface to creaelfacontained shell. All surfaces
were converted to meshes in Rhino and exported as an STL fdgidsl (Materialise, Leuven,
Belgium) software was used to fix any holes and overlappinggirly skewed triangles in the
surface mesh, 'cut’ the ends of the outlet to provide a fluslebplane and if necessary re-mesh

the geometry with a finer mesh to provide a suitable mediunfiride volume meshing.

Patient geometries are shown in figures 5.6, 5.7 and 5.8.

5.2.5 CT-MR Registration

All PC-MR and MR inlet slices were obtained between the bdsberenal arteries and the
neck of the AAA while CT scans began above the renal arterycantinued until the femoral
artery. The two different modalities were registered tbgeto ensure that the inlet plane was
correctly aligned. The averaged MRI lumen contour for eaatiept was transposed against
each of the CT slices in the renal-AAA neck region to asceftiae best match and thus register

the two images.

Mid-plane PC-MRI validation slices were registered by canmg the position information

stored in the Dicom file with that of the inlet slices. Once thiet CT and MR images were
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Figure 5.6: Patient 1 Geometry
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Figure 5.7: Patient 2 Geometry
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Figure 5.8: Patient 3 Geometry
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First layer height| 30um
Growth Factor 2
Number of Rows 8
Total Depth 765um

Table 5.2: Boundary Layer Properties

Patient| Volumes| Faces | Nodes
1 1901961 | 4210929| 578082
2 2158488| 4999407| 803533
3 757945 | 1735179| 267370

Table 5.3: Mesh sizes

aligned the mid-plane slices could then be registered agtiae CT contours.

5.2.6 Volume Meshing

Surface meshes were exported to Gambit (Fluent Inc., Lehatewv Hampshire, USA) to add
volume meshes. The protocol for volume meshing the geneoidets used in Chapter 2 was
used to mesh the patient specific models where feasible. Any $urfaces and small faces
were collapsed using the clean-up module in Gambit to leavaaoth surface mesh. The edge
of the inlet plane was meshed with 100 points and the left ey outlet planes with 50 points
each. Since the patient-specific models will be used to @bs@SS and track near-wall cell
behaviour, a finely meshed boundary layer is required. Thadary layer used was similar to
that of the generic model with a slightly larger scaling doehte radius of the inlet (see table

5.2.6) The inlet and outlet faces were meshed using a pavettglement scheme.

The AAA volumes were meshed using a tetrahedral scheme.l®etanesh size for each of

the 3 patients are given in table 5.2.6.

Examples of the volume meshing regime and boundary voluges Ere shown in figure 5.9.
With the inlet and outlet boundaries set, the patient-gijgetieshes were exported to Fluent for

solving.

5.2.7 Solver Variables

All patient specific models and boundary condition simolagi were solved with the same vari-

ables. A second-order unsteady flow solver was applied ierfElLAs in previous simulations,
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Figure 5.9: Examples of finite volume mesh
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Patient Timestep Size Cycle Length

1 5.755 x 1073 seconds| 1.151 seconds
2 3.355 x 1073 seconds| 0.671 seconds
3 5.67 x 1072 seconds| 1.134 seconds

Table 5.4: Temporal variables

the material properties of blood were taken to be; viscasily0035 kg/ms and density = 1056
kg/m? A LES viscosity model was applied (see Chapter 3) with nat ipégturbations and SIM-
PLE pressure-velocity coupling. The convergence critegae set to; continuity= 1 x 1073
and x, y and z-velocity= 1 x 10~°. The x and y velocities are relatively small and so a low
convergence criteria is required. Due to the complexityhefdecondary flow the solution rarely
completely converged, though the residuals of velocity @mtinuity were shown to plateaux

at the orders of magnitude used here.

5.2.8 Boundary Conditions

Three simulations were required in each of the three patietels to compare the three dif-
ferent inlet boundary condition types. The three direclamlocity (3DV) boundary condition
required user defined functions of x, y and z-componentslef irelocity at each timestep. For
the axial-velocity only (1DV) simulations, the x and y comrmgaits of inlet velocity were set to
zero and only the z-component user defined function was dgezWomersley inlet flow wave

was attached via a user defined function to the AAA geometvittsextended inlet lengths.

5.2.9 Timestep size and cycle independence

The wavelength of the cardiac cycle and the size of the tiepssivere determined from the
PC-MRI Dicom file information. Table 5.2.9 shows the cycladths and timestep sizes for

each of the three patients.

A limit of 70 iterations per timestep was shown to be sufficesresiduals were shown to reach

a plateaux before this point.
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5.2.10 Data Collection

Each simulation was run for 3 cardiac cycles. Throughoutttivel cycle measurements of
WSS, selected lines of fluid tangent to the instantaneousciglvector, velocity magnitude,
vorticity and x, y and z components of velocity over the midrag were taken every tenth of a

cycle.

5.2.11 Image and Statistical Analysis

Qualitative trends and differences in haemodynamics an®& W3he different boundary con-
dition simulations were assessed by visual comparisoneofifita. To objectively compare the
differences in haemodynamics between different inlet bam condition methods, quantita-

tive measures of haemodynamics and WSS variables were used.

5.2.11.1 Flow Structure and Haemodynamics

Plots of fluid flow lines tangent to the instantaneous veyoeéctor during systole and dias-
tole coloured by velocity magnitude show the evolution aigm@l haemodynamics during the
cardiac cycle. Contours of velocity magnitude were obtioe a cross-sectional plane at the
cavity mid-point of all 3 geometries during mid systole andlmiastole. Vectors of radial
velocity were superimposed onto these contour plots to gigealitative description of the

magnitude and complexity of flow throughout the cardiac eycl

The properties of secondary flow within the bulk of the veddebd flow can be quantified by
measuring the value of helicity. The helicity of a flow fieldtie extent to which a fluid flow
describes a spiral helical flow through time. Spiral flow isught to induce more stable flow,
reducing turbulence and potentially preserving endahélinction [159]. Helicity of a fluid is
a relation between the velocity and vorticity of flow and kiaéelicity density per unit volume
Hj, can be defined as [111]

H,=V-(VxV) (5.2)
where(V x V) is vorticity.
Grigioni et al [56] extend this to create a dimensionlessofa® of local normalised helicity
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Hy,
v=—_"" _ _1<¥<]1 5.3
VIV x V| - ®3)
which gives the local values of the cosine of the angle betwedocity and vorticity vectors. A
value of & = 0 occurs in steady, Poiseuille flow in which the vectors of gigloand vorticity
are orthogonal, whereas values|@f = 1 occur when flow is purely helical. The sign &f

indicates whether the overall direction of helicity is dtagse or counterclockwise.

To obtain a representative sample of helicity throughowrdiac cycle in AAAs, a helical flow
index (HFI) along fluid pathline trajectories was used bamedhdices created by Grigioni et
al [56] and Morbiducci et al [111]. 80 fluid pathlines were defi at each T/10 time point,
originating from a point 0.5 cm downstream of the inlet. Facle pathline, the mean helical

flow index (H F'I,) was determined over the fluid particle trajectory

N
1 J
I

where N; is the number of 1 cm steps,= 1,..., IV;, along the trajectory of fluid particle

pathlinej. At each time point the averagéF I, over all pathlines § F'I;) is defined as

N,
1 p
HFI = <= Y HFIL;, (5.5)
p .
J

where N, is the number of pathlinegs = 1,..., IV, at each time point. For simulations with
Womersley inlet flow, particle pathline trajectories wenentated if the pathline entered the
inlet length. H F'I, gives an analysis of the directional helicity at each timepoA value of

time averaged mean helical flow magnitude was also obtairzethe index

S T (A R
HFlpag =~ Y~ > _|HFI, | (5.6)
N 4 Ny &

whereNV, is the number of timestegs= 1, ..., IV;.
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5.2.11.2 WSS

Contours of time averaged WSS values indicate regions tfrisd flow and endothelial dys-

function. Time averaged WSS was calculated via
- 1 [T
WSS| = T/ WSS\ dt (5.7)
0

In pulsatile flows, the effect of oscillating shear stresggsughout the cardiac cycle have
been shown to affect the behaviour of endothelial cells @sdel wall thickness [11, 123, 165].
Oscillatory flow has been shown to up-regulate adhesion catde which may aid monocyte

binding to the endothelium [63]. The temporal variation ifs®/direction can be expressed in

terms of the oscillatory shear index (OSI)[77]

T

WSS, dt

08T = & 1—”53—' . (5.8)
2 [y (WSS, |dt

An OSI value of zero indicates that flow is uni-directionattst location throughout the pul-
satile cycle whereas a value of 0.5 indicates that the subrecditial WSS is zero and therefore

flow oscillates forward and backwards for the same periodsra during the cardiac cycle.

Quantitative comparisons of near wall parameters in AAAngewies were enabled through
the use of the 'patching’ method proposed by Thomas et all[IBach geometry is split into
discrete but contiguous sections and the average valuéeg oétiuired parameter for all nodes
within a given patch is calculated. This method allows theagarison of identical patches on
simulations with differing inlet boundary conditions. Adatches were 3mm in length in the
axial direction, beginning 1 cm downstream from the inled anding 2 cm downstream of the
iliac bifurcation. Above the bifurcation point, the cenpeint of each 3mm segment was found
and divided again &@0° intervals to create 4 patches termed left-anterior (L-&ff;posterior
(L-P), right-anterior (R-A) and right-anterior (R-A). B®l/ the bifurcation point, the iliac artery
segments were divided into anterior (left/right iliac A)amosterior (left/right iliac P) patches.
Mean values of time averaged WSS and OSI were calculatedeawadr patch for comparison

between inlet boundary condition methods.

141



Patient Specific Investigation

(d) 3DV

(h) 1DV (i) Womersley Inlet Flow

Figure 5.10: Lines of flow tangent to the instantaneous velocity vectéwured by velocity
maghnitude (m/s) during mid systole (T/t = 0.2)
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RMS Difference
. |WSS|1a oSl
Patient Axial Womersley Axial Womersley
Inlet Velocity Inlet Flow Inlet Velocity Inlet Flow
1 0.051 (8.5%) | 0.232 (38.7%)| 0.039 (4%) 0.462 (4.7%)
2 0.064 (39.9%)| 0.157 (98.6%)| 0.211 (28.1%) 0.3118 (41.5%)
3 0.094 (24.6%)| 3.499 (76.8%)| 0.247 (37%) | 0.537 (80.4%)
Table 5.5: RMS shear stress results
HF I
Patient (Percentage difference from axial and radial inlet vejgcit
Axial and Radial Axial Womersley
Inlet Velocity Inlet Velocity Inlet Flow
1 0.391 0.409 (4.4%) 0.301 (23.1%)
2 0.283 0.326 (15.2%) 0.191 (32.7%)
3 0.286 0.306 (7.2%) 0.203 (28.9%)
Table 5.6: Helicity results
5.3 Results

Lines of flow tangent to the instantaneous velocity vectomstinat during systole (figure 5.10)
regions of secondary flow form, generally around the neckroximal end of the AAA cav-
ity, in the 3DV and 1DV inlet boundary condition models. Sedary flow appears to form
axially orientated vortices in the 3DV inlet models and &hdhelical vortices in the 1DV in-
let simulations. By diastole (figure 5.11), disturbed flowvagles the entire cavity. In patient
2, the directionality of vortices observed in systole isaieed while patients 1 and 3 show
more random variations in perturbation alignment durirgsttile. Much less disturbed flow
is found in the Womersley inlet flow simulations with much bétflow apparently laminar in
nature throughout the cardiac cycle in patients 2 and 3. Wielcity is generally highest at
the neck and iliac bifurcation points of the aneurysm whbeeeessel diameter is smallest.
With the exception of the low velocities in the patient 3 Waoshey inlet flow model (figure
5.10(i)), all inlet boundary condition methods show simitands in velocity magnitude during
systole. During diastole, the Womersley inlet flow simwaas give generally higher velocity

magnitudes in all 3 patients.

During systolic flow, patients 1 and 3 show similar trendsxialkvelocities and radial velocity
vectors over cross sections of the AAA mid-point (figure % fb2 all inlet boundary condition

methods. The maximum velocity of the patient 3 Womerslegtifibw simulation is around
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(b) 1DV (c) Womersley Inlet Flow

0.8

0.6

0.4

(g) 3DV (h) 1DV (i) Womersley Inlet Flow

Figure 5.11: Lines of flow tangent to the instantaneous velocity vectéwured by velocity
magnitude (m/s) during diastole (T/t = 0.8)
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(a) Patient 1, 3DV (b) Patient 1, 1DV (c) Patient 1, Womersley Inlet
Flow
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(e) Patient 2, 1DV
Flow

0.19

-0.2

(g) Patient 3, 3DV (h) Patient 3, 1DV (i) Patient 3, Womersley Inlet
Flow

Figure 5.12: Contours of axial velocity (m/s) at midsection of AAA withled vectors of radial
velocity superimposed. T/t=0.2
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half the magnitude of the 3DV and 1DV simulations and its ahudelocity vectors show less
disturbed flow. Patient 2 shows more noticeable differeintesial velocity contours between
boundary condition methods though it should be noted tleatrthgnitude of velocity is signif-

icantly lower than in the other patients and therefore déffiees may not be as significant. In
patient 2, radial velocity vectors of the 1DV model (figur&Ze)) show a strong spiral flow
dominating. This is still present, but not as defined in th& 3Bodel and not present at all in

the Womersley inlet flow simulation.

In diastolic flow (figure 5.13), all axial flow distributionseadifferent between each boundary
condition method, with the exception of the 3DV (figure 5d)3and 1DV (figure 5.13(a)) inlet
boundary conditions in patient 1 which are relatively sanilMelocity magnitudes are generally
much lower here than during mid systolic flow and so the pHggioal effects of these differ-
ences may also be lower. Differences in radial velocity secbecome more apparent during
diastole. 1DV inlet boundary condition simulations showlhdefined secondary flow, either in
a unidirectional spiral (figure 5.13(e)) or counter rotgtapirals (figures 5.13(e) and 5.13(h))
while 3DV boundary conditions have more complex radial flamg so show less well defined
spiral flow. Womersley inlet flow simulations tend to redulce tomplexity and magnitude of

radial secondary flow, although patient 1 still retains Sifigal counter rotating spirals.

Secondary flow at the iliac bifurcation is generally presdrketween boundary condition meth-

ods (results not shown).

The large differences in diastolic axial flow velocitiesween Womersley inlet flow and spatial
inlet velocity simulations observed in patients 2 and 3 are @ the fluctuations in inlet ve-
locity which arise due to flaws in the assumptions used wheaticrg Womersley flow profiles
from centreline velocity. Centreline velocity is based dimated sample of velocity data over
the inlet plane. It assumes that the centreline will be tiggoreof highest velocity magnitude
throughout the cycle (it is known to be the highest duringkmestole) and that it is a primary,
central peak at each timestep. If the centreline falls orsalaied region of high or low ve-
locity flow then the Womersley flow profile at that timestep megult in a mean inlet velocity
significantly higher, or lower, than the actual mean. Théeglocity flows experienced during
mid-systole make it less likely that this type of spatialdnegeneity will exist and inlet velocity
plots show flow tends towards the simple parabolic profilesligted by Womersley flow. Later
in the cycle, secondary flow characteristics become monejmet and inlet velocity profiles

deviate from a simple parabolic profile. In 2 of the 3 patightse is a sharp rise in mean inlet
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(a) Patient 1, 3DV (b) Patient 1, 1DV (c) Patient 1, Womersley Inlet
Flow
| -0.03 LX
(d) Patient 2, 3DV (e) Patient 2, 1DV (f) Patient 2, Womersley Inlet
Flow
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L
(g) Patient 3, 3DV (h) Patient 3, 1DV (i) Patient 3, Womersley Inlet
Flow

Figure 5.13: Contours of axial velocity (m/s) featuring scaled vectdrsadial velocity at mid-
section of patient 1 at T/t=0.8
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velocities during diastole in the Womersley inlet flow mogdiich are not present in other

models that take into account spatial velocity variahility

In general, the mean directional value of helicity appeéoser to zero for the 3DV than the
1DV inlet boundary condition method (figures 5.14) througihthe cardiac cycle, especially
in patients 1 and 3. The root mean squared (RMS) values dfityeinagnitude (table 5.3)
show that the differences in helical magnitude are indeegidon the 3DV model (an average
difference of 8.9% lower), but not as significantly differexs would be predicted from the
results of figure 5.14. This could be due to the increased @ity of the 3DV method creating
a greater diversity of clockwise and anti-clockwise hé&jieis seen in the vector plots of figures
5.12 and 5.13 which bring the sum of directional helicitysebto zero. Womersley inlet flow
gives more diverse values of mean directional helicity agfmut the cardiac cycle though it is
generally between the magnitudes given by 3DV and 1 DV sitiims. Table 5.3 shows that
the RMS of time averaged helicity magnitude for Womerslégtifiow is significantly less than
those of the other inlet boundary condition methods in a#iéhpatients (the average difference
between 3DV and Womersley inlet profile helicity is 28.2%heTow helicity magnitude and
higher values of directional helicity in the Womersley inllow simulations indicate that the

simplified secondary flow tends to be unidirectional.

The regions of highest time averaged WSS occur at the ili@medaition point and, for patients
2 and 3, near the inlet and neck of the aneurysm (figure 5.1%3reTis little difference in the

distribution of WSS between the 3DV and 1DV inlet boundargdition methods though table
5.3 shows that differences in the RMS WSS magnitude arefisigni (an average difference
of 24.3%). Womersley inlet flow simulations have generaiyher WSS magnitudes and, in
patients 2 and 3, there are shifts in the regions of high W88.RMS WSS magnitudes show
significant differences between WSS in the Womersley flowehadhen compared to the 3DV
and 1DV simulations (an average of 68% difference betweemavsley inlet flow and 3DV

methods).
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Figure 5.14: Plots of mean directional helicity
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1)

(a) Patient 1, 3DV (b) Patient 1, 1DV
(d) Patient 2, 3DV (e) Patient 2, 1DV (f) Patient 2, Womersley Inlet Flow

0.0

(g) Patient 3, 3DV (h) Patient 3, 1DV (i) Patient 3, Womersley Inlet Flow

Figure 5.15: Contours of time averaged WSS magnitude (Pa)
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There is no significant difference in the distribution (figeirs.16(a) 5.16(b) and 5.16(c)) and
RMS magnitude (table 5.3) of OSI for all inlet boundary cdiodi methods in patient 1. Pa-
tients 2 and 3 however show significant differences in RMSnitage and distribution of OSI
between 3DV and 1DV methods and an even greater differenea wdmpared to Womersley
inlet flow simulations which result in generally more unétitional shear stress (figures 5.16(d)
to 5.16(i)).

Applying 3DV and 1DV inlet boundary condition methods ce=ategions of secondary flow
within patient specific AAA models. 3DV inlet flow appears teate axially orientated pertur-
bations while 1DV inlet flow creates more radial, spirallithgw. 3DV secondary flow is also
more complex than in 1DV inlet simulations and, while thexam 8.9% increase in the mag-
nitude of helicity in 1DV models, the complexity of the 3DVcemdary flow creates counter
rotating regions which reduce the directional helicity.e$a differences in secondary flow are
most prevalent during diastolic flow and do not have a sigmifieffect on WSS distribution
but create a 24.3% differences in the WSS magnitude andaeiite in distribution and mag-
nitude of OSI, especially in patients 2 and 3. Applying thenwéosley inlet flow boundary
condition significantly reduces secondary flow which leadies$s helical flow. The remaining
secondary flow is unidirectional in nature. The Womersldgtiffiow method also significantly
increases WSS magnitude and can affect WSS distributior. slvs that Womersley inlet

flow gives more unidirectional and simplified shear stresses

5.3.1 Discussion

Inlet boundary conditions with 3 components of velocitypinponent of velocity and parabolic
Womersley velocity profiles based on patient PC-MR velodi&iga were applied to patient
specific AAA geometries and compared to assess the diffeseimcflow dynamics and near

wall shear stress variables.

The method of using centreline velocities to define WomegrBtav profiles at each timestep
includes assumptions about the maximum flow velocity whiah ead to significant errors
in inlet velocity magnitudes. These errors are most likelpecur during diastole when flow
velocity is lower and more disturbed. The centreline vejoapproach has been used previously
by Fraser [46]. This study shows that a change in methodakmquired to increase accuracy
when using Womersley flow profiles. An alternative approachoiestimate the maximum

velocity as a function based on the mean, or integratedt v@kcity at a given timestep.
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(c) Patient 1, Womersley Inlet Flow

(g) Patient 3, 3DV (h) Patient 3, 1DV (i) Patient 3, Womersley Inlet Flow

Figure 5.16: Contours of OSI
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Examples of studies which use this method are suggestedeiviean by Steinman et al [156].
This method is not ideal as it involves further assumptidrie@maximum velocity which may
be too conservative. A trade off between the two methods easobght by sampling a larger

area around the chosen centreline to reduce the samplimg err

Recent investigations rely on Womersley flow when model@iD in AAAs [86]. This study
shows that using parabolic inlet flow profiles provides theegal trends in axial velocity and
WSS magnitude but there is a significant loss of secondarydlmiva simplification of oscil-
latory flow when compared to inlet profiles featuring spatielocity information. It may be
that a CFD simulation is required to assess areas of maxim&$ #d velocity, in which case
the use of Womersley profiles may suffice. Creating Womergiefiles requires the least ve-
locity information of all the methods investigated in thiady and so time and effort in terms
of computational processing and scanning time can be séibd required information can
be simulated using these simplified boundary conditionswéder, any study which requires
an understanding of secondary flow, including the modelth¢he behaviour of transported
species should avoid the over-simplified flow structuresate through the use of Womersley

inlet flow boundary conditions.

Differences in haemodynamics between using 1 and 3 comoéimlet velocity are more
subtle. In terms of general flow dynamics, trends in bothlaxéocity and distribution of
WSS are similar throughout. WSS is a sensitive variable hatktare significant differences
in the magnitude of WSS and OSI between 1DV and 3DV methods.sidnificance of these
differences depends on the patient AAA geometry, but theageedifferences in WSS and OSI
magnitudes of 24.3% and 23% respectively are sufficientbel#o conclude that the choice of
inlet boundary condition method is an important factor wimsestigating WSS in AAAs using
numerical simulation. While both boundary condition methexhibit spiral flow, they differ,
sometimes significantly, in the structure of secondary floitferences in secondary flow will
have a limited effect on the regions of maximum velocity an&3Vbut may be critical in
particle transfer and adhesion, especially in regions tleawall. To assess which model is
the most adequate for modelling particle behaviour we medtide which boundary condition
method provides the most physiologically accurate sinat The inclusion of radial inlet
velocity vectors should provide more realistic secondapy fleatures though this relies on
limiting the errors involved in obtaining and implementiting low magnitude radial velocities.

In Chapter 6, the simulated velocities are compared witlepaPC-MRI data.
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Despite differences in secondary flow throughout the cabibyh 3DV and 1DV models give
similar flow dynamics as the blood enters the iliac arteridss may mean that differences in
haemodynamics created in or upstream of the aneurysm ahwityot progress further down-

stream.

Both 3DV and 1DV boundary condition methods show evidendeeti€al flow within the AAA
cavity, especially during diastolic flow. Helical flow is si§jcantly reduced in the Womersley
inlet flow simulations. The presence of spiral flow is thoughtoe an important factor in
vascular mechanics, especially in diseased vesselm ¥tro study by Stonebridge et al [158]
showed that, while spiral flow makes little difference in alttey vessel, in stenosed vessels it
stabalises flow and significantly reduces near wall turtzdeas well as lowering forces acting
on the vessel wall. The stabilising effects of spiral flow #imgl associated stablising of WSS
are likely to have an effect on endothelial cell behaviowt disease progression, Houston et
al [62] found that carotid atheromatous disease was asedaoith a lack of spiral flow in the

aortic arch.

In this study, radial flow was found to be more complex in th&/3Bodels, with perturbations
reducing its helical nature. As elements of helical flow amspnt using both 1DV and 3DV
methods it seems likely from the results of this study thabsfiow is present, at least to some
degree, in AAAsSN vivo. The results of models with both inlet boundary conditionsstrbe
validated to determine which is the most physiologicalkely scenario. If the 3DV model
is found to provide the more physiologically realistic medhit may be that applying radial
velocities to CFD models inhibits the helical nature of fl@btaining 3 components of velocity
using PC-MR scanning involves conducting 3 times as manycitgl scans as unidirectional
velocity data. Longer scanning times, as well as the extathrholds required when scanning
the abdominal region mean that any loss of accuracy inclaye$ing only the axial component

of flow must be weighed up against the effort required to gagneixtra radial velocity vectors.

5.3.2 Conclusions

Womersley inlet flow profiles contain the least velocity imf@tion and produced simulations
with more linear and generally lower axial velocity flows thsimulations which used spa-
tial velocity information. Information on the spiral natuof flow is also lost. At some time
points in the cardiac cycle, assumptions in centrelinet mdocity led to significant under or

over compensation of inlet velocity when creating Womerd$lew profiles. Because of the
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associated simplification of haemodynamics, the use of Walmeinlet flow boundary con-
ditions is not advised for analysis of flow characteristifused to obtain more general flow
dynamics care must be taken to ensure velocities are noteskbw spatially heterogeneous

inlet velocities.

Simulations in which 1 and 3 components of spatially varyimigt velocity boundary condi-
tions were applied produced similar axial velocities andSAdstributions though differ in the
structure of secondary flow, especially during the lattagss of the cardiac cycle. Differences
in flow dynamics between methods cause differences in WS®&idnagnitude. These dif-
ferences may be significant depending on the patient gepmeétre 3DV models contained
more complex radial velocity and a higher degree of axiarecatation than the 1DV models.
This additional complexity reduces the defined helical flavotighout the cavity observed in
the 1DV model. Despite the differences in secondary flow, figwamics in the iliac vessels
are generally similar between the 3DV and 1DV models. Botthous would be sufficient to
model general flow dynamics though for more detailed sinriat such as particle modelling
which involve accurate simulation of secondary flow and WiS®ay be necessary to choose
the more physiologically accurate model. In order to assdssh model is closer tin vivo

dynamics the next chapter involves a comparison of simailesults with PC-MR data.
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Chapter 6
Comparison of CFD and PC-MRI

6.1 Introduction

In the previous chapter the effects of varying inlet bougdamditions on the haemodynamics
and WSS of patient specific AAA were compared. An important] aften overlooked, stage
in medical CFD is validation of flow by comparison with vivo measurements and so this
chapter compares simulated AAA haemodynamics for the itlireetional, one-directional
and parabolic inlet velocity boundary conditions desdilre Chapter 5 againgh vivo mea-

surements obtained using PC-MR imaging.

Previous investigations have used a variety of technigoggdvide boundary conditions for
patient-specific AAA CFD simulations. Often the resultsla#te simulations are not validated
againstin vivo data. Kose et al [74] and Long et al [93] found general agre¢rbetween
simulated and PC-MRI data though there were areas of gaawveitdisagreement, especially in
regions of low velocity and complex flow. Fraser found lessaation citing image artifacts

and lack of radial inlet flow data as reasons.

These studies used only the head to foot component of veland there exists no compre-
hensive comparison of the magnitude of errors resultinghftbe use of different boundary
conditions in AAAs which includes radial velocities. Thegyand quality of boundary con-
ditions often depend upon the precisionifvivo acquisition techniques and so authors are
often forced to compromise on spatial and temporal accurasynulations. A comparison of
simulated AAA haemodynamics with vivomeasurements will assess the extent to which sim-
ulated blood flow deviates from physiological behaviour whsing different methods of inlet
velocity boundary conditions. A significant difference weénin vivo data and simulations
when using simplified inlet velocity boundary conditiondlwiean more complex conditions
are necessary for future investigations. Conversely,dhdmundary condition type results in
similar magnitudes of error then the use of simplified boupdanditions can be justified sav-
ing both imaging and computational effort. In the Chaptapatient-specific AAA blood flow

is seeded with monocyte particles and so validation of pasipecific haemodynamics provides
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Patient| Distance
1 6.6 cm

2 7.46 cm
3 6.16 cm

Table 6.1: Distance of mid-plane from inlet

a means of quantifying errors in the underlying flow whichtcols particle motion, allowing

a greater degree of confidence in the results of simulatibnwaocyte behaviour.

Patient-specific AAA simulations with varying levels of gelty boundary condition complex-
ity are validated against three-component PC-MRI veloddya at a transverse cross-section
around the midpoint of the AAA cavity. Flow dynamics betwdrnundary condition methods

are compared to assess whether the differences betweeadsette significant.

6.2 Method

Velocity encoded PC-MR images were obtained over a trassveross-section around the
centre of the AAA cavity for each of the three patient spedciifiedels described in Chapter 5.

The z-coordinates of these planes in relation to the ineegasen in table 6.1

Mid-aneurysm PC-MR scans were taken in the same scannismsess the inlet scans using
an identical protocol, as described in Chapter 5. Velocitiadvas obtained from the PC-MRI
scans in the head to foot, left to right and anterior to pastelirections at 20 equally spaced
timepoints throughout a cardiac cycle. Velocity encodedNfRl data was segmented using
the corresponding intensity images and converted intocitglalata as described in Chapter
5. By including mid-section transverse slices in the CFDusations of each of the three pa-
tient specific geometries, the simulated mid-section veésccan be directly compared with
the PC-MRI data. A qualitative comparison of velocity vestoan be observed by applying a
colour map to velocity magnitudes throughout the plane. diheof this chapter is to assess
which boundary condition method is more accurate by quangfthe difference between sim-
ulations and imaging data and so a more rigorous statigticalsis is required. When seeking
to validate simulated data it is important to remember thatd is an intrinsic error in PC-

MRI measurements caused by limitations in resolution, epiesent in the image and other
artefacts and so there will be intrinsic differences betwB€-MRI velocities and the actual

velocities encountereid vivo. Analysis of data should therefore be conducted as a cosgpari
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of methods and not a comparison with physiological flow.

6.2.1 Image and Statistical Analysis

= - = |
= = [ |
= = [ |
= = [ |
(a) Sample grid (b) Mid-plane velocity data (c) Selected data points

Figure 6.1: Example of grid-based pixel selection

All CFD mid-plane velocity data was averaged to create a giith the same resolution as
the PC-MRI data, allowing a direct comparison. Data pointsainalysis on each plane were
selected using Matlab to overlay a grid of equally-space@lpion all data sets at each time
point and selecting the pixels which fell within the lumenubdary (see figure 6.1). Pixels from
systolic and diastolic flow timesteps were grouped sepgradecompare possible differences
in accuracy between each flow regime. In order to observedhrelation between simulated
and MRI derived velocities, linear regression analysis agdied to scatter plots of each inlet
velocity boundary condition method against PC-MRI datadibthree directions of velocity.
Spearman’s Rank correlation coefficients were then olddimeeach. Regression analysis and
correlation coefficients are a useful method of determimrgprrelation, or lack of, between
data sets though apparent strong correlations may be uisteavhen comparing CFD with
imaging methods since we can assume that a significantarelagitween the CFD and PC-MRI
data sets is likely. Bland and Altman [7] review the limitats of using correlation coefficients
alone when comparing methods and suggest the use of BlantkAlplots to offer a more
meaningful comparison. For each data point in a Bland-Atirpiat, the average of the CFD
and MR velocities is plotted against the velocity differer®IRI-CFD). It is assumed that
neither the CFD nor the MRI data provides the exact veloaity so the average of the 2 serves
as an estimate of the physiological value. The Bland-Altrlan can then be used to observe
variance in the difference between methods over a range wfviidocities. Lines of mean
difference and mean difference 2 standard deviations were also plotted from which we can

work out the standard error in difference between velaxitlerived through CFD and MRI
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for each of the CFD boundary condition methods. The midiseatelocities of simulations
with three-directional, one-directional and parabolietivelocity profiles were compared with
PC-MRI data for all three patients.

6.3 Results

In general, the CFD simulations underestimate averagesettion PC-MRI velocity at higher
velocity magnitudes and overestimate average mid-se&©+MRI velocity at low velocity
magnitudes in the 3DV and 1 DV models (figure 6.2) and in the \&fsivy inlet flow model

with the exception of systolic flow during systole in patiént

Plots of PC-MRI velocity data against CFD in the head to foation of patient 1 (figure 6.3)
show a slight positive correlation for all three boundarpdition methods, the most prominent
being the 1DV model. Perhaps more noticeable is the difteram distribution of data points
between diastolic and systolic samples. Bland-Altmanspéithead to foot velocity (figure
6.4) show less variation in difference between MR and CFR dating systole than diastole,
especially in the 1DV and Womersley flow models. The incradasgata variability during
diastole suggests a higher degree of noise is present diminglower diastolic flow. This
dichotomy between systolic and diastolic data is not prtagahe plots of PC-MRI data against
CFD data in the right to left direction (figure 6.5) in whicmwf€FD data points are greater than
0.06 m/s. Bland-Altman plots (figure 6.6) show error to beppirtional to average velocity.
Velocity data in the anterior to posterior direction, shawippendix C, is similar in trends to
that of the anterior-posterior direction. Together, tha@sés suggest that a higher degree of error
is present in low velocity flows associated with diastole wilth radial velocities throughout
the cardiac cycle than the high velocity flows observed dunmd-systole. Visualisations of
in-plane velocities from diastolic CFD and PC-MRI data (figu6.7) show that a high degree
of noise is present in the PC-MRI data at low velocities. Therdase in signal to noise ratio
(SNR) in PC-MRI data at low velocity flows has been observesVipusly [64, 124] For the
greatest accuracy in attaining velocity, the velocity eficg of PC-MRI data must be as close
to the observed velocity as possible. The PC-MRI data peavidr this study used a fixed
velocity encoding sensitivity of 1.5 m/s for all componentsvelocity. While this sensitivity
has been used previously for spatial velocity analysiserattrta [111] it is a conservative value
allowing large amounts of noise to be prevalent in the lovesitles observed during diastolic

flow and flow in the radial directions. Further evidence o$§timcrease in MR noise at lower
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Axial Velocity (m/s)

Axial Velocity (m/s)

Axial Velocity (m/s)
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= PC-MR
= = 3DV CFD
+ 1DV CFD
=+ Womersley Inlet Flow

(a) Patient 1
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—-0.02
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Figure 6.2: Average mid-plane head to foot velocity
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Axial and radial Axial Womersley
Inlet Velocity Inlet Velocity Inlet Flow
SRCC 0.584 0.448 0.162
t-value 8.57 7.042 1.715
N 144 200 111
Linear Regression 0.628z + (6 x 1072) | 0.563 + (1.76 x 1072) | 0.1086z + (1.07 x 1071)
2-tail p-value 1.6 x 10714 3x 10711 8.9 x 1072

Table 6.2: Spearman’s Rank Correlation Coefficient (SRCC) and t andyesgdor all samples
in which CFD velocity is greater than 0.06m/s

velocities is found in patient 3 in the 3DV and 1DV boundarpdition methods, though not in
the Womersley inlet flow model. Unlike patient 1, higher eddielocities mean that the radial
flow during systole is also generally more consistent thaindudiastole (see Bland-Altman
plots in Appendix C), The larger cavity diameter presentatignt 2 contains generally lower
velocity mid aneurysm flow than the other patients and so igtendtion between systolic and
diastolic velocities is not as well defined. Despite thidpuiy differences between MRI and
CFD are generally more consistent in systolic flow as shovisland-Altman plots in Appendix
C.

The level of noise present in the low velocity PC-MRI datavpres useful comparison with
CFD derived velocities and so data points in which CFD véjoisi below 0.06 m/s were re-
moved from the data sets. Scatter plots and Bland-Altmats gibthe remaining data were
created, combining data from all three patients in orderoimmare the simulated data from
the three boundary condition method models with the PC-MR&.dDue to the low velocity

flow present in patient 2, less than 2% of the data was aboveriti@al 0.06 m/s and so the
combined results with lower CFD velocity samples removezbimprised mainly of data from

patients 1 and 3.

Linear regression analysis of combined MRI against CFD (fegare 6.8) shows that both
the 3DV and 1DV inlet boundary condition simulations havaikir, positive, correlation with
Spearman’s Rank correlation coefficients of 0.584(< 0.01) and 0.448% << 0.01) while

the Womersley inlet flow simulations shows a smaller, thosighpositive Spearman’s Rank
correlation coefficient of 0.162(= 0.089). Figure 6.8(c) suggests there is still noise present
in the data between 0.06 and 0.1 m/s of the Womersley inletrfiogels. The Womersley inlet
flow method produces the least accurate simulations of AAlAcity and both 3DV and 1DV

models have a similar level of accuracy. There are limitshatwean be inferred from a Spear-
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(a) T/t=0.1 (b) Ti=1

Figure 6.7: Unfiltered PC-MRI velocity data (m/s) in axial direction dhy systole and diastole
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man’s Rank correlation coefficient as the null hypothesssiaes zero correlation and, as both
the simulated and MRI data measure the same physiologicable, some degree of positive
correlation is expected. Even a perfect agreement with M8 daes not guarantee physio-
logical accuracy as a degree of error is associated withirobhgpPC-MRI, and the unfiltered
data shows the introduction of further noise through theafisexed velocity encoding. Bland-
Altman plots allow an analysis of the variance in differeletween simulated and imaging

data.

The Womersley inlet flow model has the least mean velocifigifice between MRI and CFD
(0.0119m/s with 95% confidence intervals of -0.008 to 0.0813). This does not infer that it
is the most accurate method as it was shown to have the latggstion in data with the limits
of agreement between 0.221 and -0.197 m/s. Variation is thre melevant factor here since
a simulation with large mean difference but insignificantiatton from MR data indicates a
constant difference in results and so a correction factarleE used to provide agreement.
Correcting the data in this way becomes harder to justifyriitreasing variation. Figure 6.9
indicates 2 subgroups in the data, a set with error propwtito average velocity, possibly
related to noise in the lower velocity data and a more stadile/gh a lower average difference.
The mean velocity differences between MRI and CFD for the 3iDd 1DV model are -0.0477
m/s (95% confidence intervals of -0.0367 to -0.05 m/s) anaB&4 (95% confidence intervals
of -0.0257 to -0.0471 m/s). A difference of around 0.01 m/sribkely to indicate significant
differences in haemodynamics during systole where védsciixceed 0.2m/s, but may be more
significant during diastole when flow velocities are gergralwer than 0.05 m/s. Both 3DV
and 1DV models have less variability between MRI and CFD tteta the Womersley inlet flow
model (limits of agreement of 0.0844 to -0.1797 for the 3D AriL152 to -0.188 for the 1DV).
The lower variability of the 3DV model suggests that usifdgtake velocity components at the
inlet produces the simulations most likely to be accuratemdompared with one direction and
Womersley flow profiles. While it proved to be the more acairabdel in this study, the 3DV
model has a standard deviation of 0.0674 m/s which is high @vesystolic flow conditions.
Data in both the 3DV and 1DV Bland-Altman plots is arrange@marrowhead shape which
portrays the variability increasing with average velodiiyaverage velocities of less than 0.15

m/s. This effect may be due to the presence of noise in the M&atdower velocities.

By maintaining a constant velocity encoding value well abpeak systolic velocity, the SNR

of PC-MRI data is diminished at low velocities making comgans of radial flow velocities
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impractical. Filtering data points in which the CFD dataowér than 0.06 m/s removes much
of this noise. Comparisons of velocity filtered data showt IVamersley inlet flow simula-
tions have limited correlation with PC-MRI data and a higlgrée of variability in difference
between CFD and PC-MRI data. 3DV and 1DV inlet boundary dwmisimulations share a
similar, positive, correlation with MRI data though the 3Dvwethod gives the least variation
in difference between simulated and PC-MRI data. While the 3nodel may be the most
consistent with MR data, the variability in data is stilla@ely high.

6.4 Discussion

In Chapter 5, CFD simulations of patient AAAs were companedlider to assess the dif-
ferences in haemodynamics observed by adding increasiets lef complexity to the inlet
boundary conditions. While differences in flow velocitieglastructure were observed between
methods, the most physiologically realistic scenario cabe identified without comparing the
simulated results with a validated method of blood veloaitgasurement. Mid-cavity cross-
sections of PC-MRI velocity data were obtained for comparigith CFD simulations. Data
from the CFD simulations with low velocity flow correspondetth regions of low signal to
noise ratio in the MR data so comparison of data was carriedsig only data points in which

simulated velocity was above 0.06 m/s.

Womersley inlet flow models result in large variations infeliénce and poor correlation be-
tween simulated and MRI data. The simplification of haemadyies and differences caused
by centreline velocity assumptions seen in Chapter 5 haga bbown to be physiologically
unrealistic. The scale of the deviation from PC-MRI datagasgs that the assumption of inlet
Womersley flow profiles is inadequate for effective simalatof AAA disease. The difference
in variation of CFD and MRI data between simulations with 8 &rcomponents of inlet veloc-
ity are more subtle due to the similarity in haemodynamiodeeshown in Chapter 5. The 3DV
models exhibited the least variation between simulatedMRd data and so can be assumed
to be the most consistent with physiological flow. The chat®oundary condition method
often involves a compromise between the accuracy of thelation and the effort required in
obtaining inlet data. To acquire three components of vgidcdm PC-MRI data, three separate
scans are required. Achieving these extra scans is not slp@ssible given time, funding and
patient participation restraints. The required accuragyetids on the motives for simulation.

This study has shown that if general trends in haemodynaan&sequired then velocity data
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in the head to foot direction only may be sufficient. Simwlas in which a higher order of

accuracy are necessary, such as the flow-particle behasimutated in this study require the
most accurate inlet boundary conditions available whichbeen shown in this study to be the
3DV model.

PC-MRI uses velocity encoding to prevent aliasing of thedatigher velocity encoding sen-
sitivity values prevent velocity artefacts produced tlyloaliasing but decreases the phase shift
leading to a decrease in SNR [124]. The low SNR observed invighacity flows in this study

is likely to be the result of using a fixed velocity encodingga for each component of velocity
throughout the cardiac cycle. Setting a conservative fixadesfor velocity encoding sensitiv-
ity prevents aliasing in axial flow during systole but incgea noise in the lower velocity flows.
A study by Greil et al [55] show that the effects of low SNR aemcelled out when all pix-
els are averaged to give accurate flow rate, but the influeheise becomes more important
when spatial velocity profiles are required. Johnson anckM6&#] describe the challenge in
obtaining the optimum velocity encoding protocol as momaplex parameters lead to longer

scanning times. They trial the use of 5-point balanced flowodimg.

Low SNR is also present in the inlet PC-MRI data, particylairing diastole and in the radial
flow velocities of the 3DV model. This study shows that changethe radial components
of the inlet velocity boundary conditions result in a diface in downstream haemodynamics
and so applying a velocity encoding scaled by the magnitdidelocity may result in further
differences in AAA haemodynamics. Using 3 components @timélocity in simulations has
been shown to be the most consistent method of simulatiorsaryy removing some of the

noise present in the radial directions this accuracy maytiadr improved.

6.5 Conclusions

As the amount of information contained in AAA inlet velocibpundary conditions decreases,
changes in simulated downstream haemodynamics occuntg&alincreased deviation from
physiological flow as measured via PC-MR imaging. This sisiftess significant between
simulations with three components of velocity and axiabe#dly only than between axial only
and Womersley inlet flow profile simulations. Future invgations applying a variable velocity
encoding range, scaled by estimated maximum velocity mag#se the SNR present in lower

velocity flows and allow for a more detailed analysis of rhdeocities.
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Chapter 7
Patient Specific Near Wall Particle
Residence Time Modelling

7.1 Introduction

In Chapter 4, the application of a NWPRT model in simplified Ageometries revealed de-
fined peaks in areas where monocyte infiltration is mostyikEhese peaks shift in magnitude
and position depending on the size of the aneurysm cavityttendortex dynamics present. In
this chapter the WSS-limited NWPRT model developed in Graptis applied to simulated

monocytes seeded into flow in the patient-specific geonsetréed in Chapters 5 and 6 with
three directional inlet velocity boundary conditions takeom PC-MR data. While the patient-
specific geometries are more complex, the formation andpdissn of vortices which appear
to control the motion of monocytes in flow has been shown torbegmt. The areas with the
highest potential physiological impact, are sections efAlhA with high peak NWPRT where

monocytes are statistically most likely to enter the vess#l and, conversely, sections of low

or zero NWPRT where monocytes are extremely unlikely toraghiwall.

7.2 Methods

The patient-specific geometries and finite volume meshed lusee are identical to those of
patients 1 to 3 described in Chapters 5 and 6. Fluent was osedlfZing the equations of flow
and particle motion as described previously. Each of thed®ngdries feature a fine boundary
layer of volumes and extended outlets though no extensidneoilet is required. The three-
directional inlet velocity boundary condition based on MB-data as described in Chapter 5
was applied to each geometry and each simulated for threeddiac cycles before seeding
with particles. The properties of the monocyte particled e variables of the DPM used
to track their motion, including near wall lift and drag fes; remain as described in Chapter
4. Monocytes were seeded into the flow from the beginning effdlurth pulsatile cycle with

particles injected 1cm downstream of the inlet to minimisetiple escape due to retrograde
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Patient| [WSS|ra | WSSta | NWPRT/mm
1 5.81 0.57 4.95
2 0.6 3.5 x 107* 0.27
3 2.9 0.15 9.85

Table 7.1: Average WSS and NWPRT values

flow at the inlet. Monocytes were seeded at eAgh= 7'/200 timestep over one full cardiac
cycle allowing the monocytes to spread throughout the AARe WSS-limited NWPRT model

was initiated at the start of the fifth cycle and residencesimecorded over 6 full cycles.

7.3 Results

Large peaks in NWPRT are localised at the neck and the bifarcgoints of all patients.
NWPRT within the centre of the AAA cavity is generally an aradé magnitude less than the
inlet and outlet peaks. Monocyte infiltration is thereforestiikely at the neck and around the
bifurcation point of the aneurysms and least likely in theityacentre. There is more variation
in NWPRT between the geometries with magnitudes skewedrttsathe distal end in patient
1 (figure 7.1), the proximal end in the wider patient 2 (figur) &nd various, smaller, peaks
throughout the cavity in patient 3 (figure 7.3) . The NWPRTutessof particles injected into
straight tube models studied in Chapter 4 (figure 4.13(a)ysst large residence time values
located close to the injection plane may be an artefact daog@articles moving immediately

to the wall upon injection.

Peaks in NWPRT tend to localise at, or slightly downstreanpeéks in WSS though not all
peaks in WSS localise with peaks in NWPRT. For example, tlgelf8uctuation in WSS 7cm
upstream from the bifurcation point in patient 2 (figure 7dBes not match any significant
peak in residence time. In patients 1 and 2 there appearsaajbalitative correlation between
the scale of NWPRT and the size of the peak in WSS. This relstiip does not appear to
hold for patient 3 as the largest peak in NWPRT is aligned waitielatively small change in
WSS (figure 7.3). Fluctuations in WSS are therefore inswificpredictors of the position and
magnitude of NWPRT and monocyte adhesion probability.

Between geometries there is a significant difference intbeagye residence time per millimeter
(see table 7.1). Patient 2 has a significantly smaller meaa éiveraged WSS magnitude than

the other patients as well as a much smaller average residieme. From a study of 3 patients
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Figure 7.1: Contours (a) of NWPRT and plots of NWPRT (b) and time aver&g8& (c) in
patient 1 after 6 cycles
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Figure 7.2: Contours (a) of NWPRT and plots of NWPRT (b) and time aver&g8& (c) in
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patient 3 after 6 cycles
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it is not statistically significant to claim a correlationtiveen low magnitude WSS and low

residence times.

Despite the differences in aneurysm dimensions betweethibe patients, the general trends
in residence times are shared between all geometries wgth WMAVPRT at the neck and bi-
furcation point of the AAA and lower residence times withiretcavity. There are however
significant differences in mean residence times betwedantat Peaks in residence time gen-
erally colocate with peaks in WSS, though trends and magmiaf WSS alone do not appear

to be a sufficient indicator of residence time.

7.4 Discussion

Vallabhaneni et al [171] propose the hypothesis that inflation in AAA occurs in discrete
hotspots which in turn causes heterogeneous patterns Irdegtadation and therefore wall
weaknesses. In this study, monocyte residence times iraeaupatient specific AAAs show
that there are indeed discrete regions in which monocyeesignificantly more likely to attach
to the lumen and areas where attachment is extremely unliksll attachment was shown to
be most likely in regions at the neck and bifurcation pointh&f aneurysm, irrespective of the

shape of the geometry, with attachment unlikely at the gaentre.

In Chapter 4, peaks in the residence times of inflammatorg eatre observed to correlate
with spikes in time averaged axial WSS which, in simplifieddels, indicate regions of vortex
dissipation. As in the simplified models, this study shows {eaks in cell residence times
are located at points immediately downstream of spikes ial A¥SS. This may show cell

adherence is controlled by vortex behaviour in patient ifipeaneurysms, though the complex
secondary flows observed in patient specific models makexdehaviour harder to define.
While the probability of monocyte attachment is associatéd regions of peak WSS, profiles

of WSS alone are insufficient for determining where regidnisigh residence time will occur.

The general trends in peak monocyte residence time arerpeesi different aneurysm ge-
ometries though the magnitude of these peak residence &ntkethe average residence times
in an aneurysm were shown to vary significantly. Physiolaifjicthis may mean that inflam-
mation is less prevalent in some AAAs than others. This magaused by the shape of the
geometry, the dynamics of the inlet flow or a combination eftiivo. This study showed that

an AAA with significantly lower average particle residengads also had significantly lower
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WSS magnitudes. The size of this study does not providesstadi significance and further
trials would be required to assess any correlation betwe8® Wagnitude and cell residence
time. Inhibition of cell adhesion at low WSS would be sigrafit since low WSS conditions

are generally thought [81, 164, 189] to be preferential dokbcyte adhesion.

This study simulates the probability of inflammatory celhasion to the lumen. The migra-
tion of cells once they enter the interstitial tissue beytma endothelial lining is beyond the
scope of this investigation but will play a role in the finaktieation of macrophages within
the AAA wall. The trafficking of interstitial leukocytes ioatrolled via chemotactic gradients
[49]. While this is a complex procedure on a cellular levidtistical modelling of macrophage
accumulation may be an area for future investigation. Rihygical data may be used to as-
sess the probability of a macrophage residing in a giverusadrhis will enable the NWPRT
model used in this investigation to be extended to deterrntiagorobability of inflammation
throughout the AAA wall.

In order to develop the techniques used in this study folicalruse, the simulated residence
time results must be validated agaiimstvivo measurements of macrophage accumulatian.
vivo data can be obtained by applying contrast agents to a varfietyanning techniques. The
PET contrast agerfF-FDG has been used previously as an indirect marker of hieisan-
mation [75, 135]. Combined PET/CT images give a visualigatf the spatial distribution and
the magnitude of inflammation. For macrophages specifidslgl contrast agents SPIO and
USPIO may be useful tools have been used to quantify moneegteitment in atheroscle-
rotic lesions [91] and feasibility studies have been cotetlion murine AAA models [170].
If the results of simulated monocyte attachment correlatk megions ofin vivo macrophage
accumulation then NWPRT models can be used as a non-invamtieod of determining the
hotspots of inflammation. This information could then bedusequantify the magnitude and
distribution of wall weaknesses and could potentially lmiporated into a model of aneurysm
rupture risk prediction. Significant differences betwedss simulated and observed accumula-
tion of inflammatory cells would suggest that cells are tpaned to the site of inflammation
via an alternative mechanism. This may be due the migratiacedls between the point of
entry and their destination or through cells entering thé theough an ’outside-in’ pathway
whereby the inflammatory cells do not originate in the bulkiadlow, reaching the adventitia

through a network of microvessels.

Whether a correlation is present or not, validation of sated results againgt vivo observa-
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tions will elucidate the mechanisms by which macrophagashréhe site of inflammation in

the aneurysm wall.

7.5 Conclusions

Numerical simulations of monocyte residence times in paspecific AAA models show dis-
crete regions in which the probability of cell adhesion igrhiThese regions are located at the
neck and bifurcation point of the aneurysm and tend to betddcanmediately downstream
of peaks in axial WSS indicating that secondary flow featin@ge a significant influence on
monocyte adhesion. Attachment was found to be unlikelyutinout the centre of the cav-
ity. Further investigation is required to determine whetheerage WSS affects the average

magnitude of cell residence times.

Residence time models do not account for the migration ofopdages within the vessel wall.

In future investigations, a probabilistic model can be ada@lich accounts for this movement.

Simulated results must be compared agaimsivo observations of macrophage accumulation
in order to validate the numerical findings. Validation matetmine the pathway in which

inflammatory cells reach their destination within the aowviall in AAA disease.
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Chapter 8
Final Conclusions and Future Work

8.0.1 Conclusions

AAA rupture remains a major cause of death in the elderlypaonting for 1.5% of the total
mortality in males over 55 years old [23]. Despite improvertsen surgical techniques and en-
dovascular stenting, the mortality rate for emergency A&pair remains high while the post
rupture AAA mortality rate is up to 90%, including patienthevdo not reach hospital [150].
A method of rupture prediction is required to prevent unssagey surgery while ensuring that
intervention occurs before the aneurysm ruptures. Aneusige and growth rate are the cur-
rent clinical indicators of rupture which require frequeminitoring and have been shown to be
inefficient in many cases. One of the underlying mechanigsgansible for the breakdown of
the wall itself is inflammation. It has been suggested thifdnmmation occurs in specific focal
areas in the AAA wall causing 'hotspots’ of wall degradataomd remodelling. Identifying the
distribution and intensity of these hotspots may lead taracall indicator of AAA wall weak-
ness and thus improve rupture risk prediction. In this stagiperical models were developed
which simulate haemodynamics and the probability andidigion of monocyte adhesion to
the lumen in generic and patient-specific AAAs. The aims efgtudy were to develop the
process of numerical modelling through novel investigatiof turbulence models and inlet
boundary conditions, to elucidate the behaviour of morexcyt AAA pathology and to work

towards a clinical indicator of AAA rupture risk based on amfimation-driven wall weakness.

In Chapter 2, generic AAA geometries were calibrated to ensycle independence and ap-
propriate order of accuracy and optimum grid and timestegssivere obtained via convergence
investigations. A fine boundary layer was applied near thk twaaccount for shear stresses

and flow dynamics on the scale of a single monocyte.

A transition to turbulent flow has previously been obsenreexperimental AAAs during the
end of systole. Despite this, there have been no previogstigations into the use of turbu-

lence models in numerical simulations of AAA.
In Chapter 3, the RNG —e model was found to over simplify secondary flow in both steacly
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pulsatile flows to an unacceptable degree and so should ligedvior modelling AAA flow.
The x — w and LES models predicted peak WSS with more accuracy thalathiear model

in steady flow. In pulsatile flow the — w and the LES model with no turbulent perturbations
at the inlet produced similar WSS profiles while the LES medehich inlet turbulence was
simulated produced significant differences in haemodyosrduring the deceleration phase.
The changes in haemodynamics caused by the addition ofturlailence were not affected
by the intensity of the perturbations, suggesting that gaial distribution of secondary flow
at the inlet has significant effects on downstream flow. Usingw and LES models did not
significantly increase the simulation times in these modglen compared to laminar models.
If information on inlet turbulence is unavailable, both the- w and no inlet perturbation LES
models are viable for AAA modelling. If inlet perturbatiooan be quantified the vortex method

inlet perturbation LES model is required.

In Chapter 4, the haemodynamics of generic aneurysm geilesietere found to be charac-
terised by the formation, translation and dissipation ofudar vortices. Regions of high mono-
cyte residence times were expressed in discrete bandstal®AgA walls in the axial direction
with large regions of very low or zero residence time thramghhe cavity. The regions of high
adhesion probability were aligned with peaks in WSS astetiaith vortex dissipation. This
suggests that the distribution of discrete hotspots of rogiecadherence is controlled by vortex
behaviour. The bands of high residence time move downstesstine maximum aneurysm di-
ameter increases until a critical diameter of around 1.8sithe inlet diameter above which the
bands move upstream and the overall residence time of mw@®uycreases exponentially. If
this were to happeim vivo, fully developed AAAs with large cavity sizes may create aipiee

feedback effect as the higher numbers of monocytes entéréngall cause greater degradation.

The protocol for obtaining haemodynamics and monocyteleesie time was applied to pa-
tient specific models. There is no previous literature datawhich velocity inlet boundary
condition method is most appropriate for modelling AAAs awdan inlet boundary condition

investigation was conducted in Chapters 5 and 6.

Applying Womersley inlet flow profiles created much more éindlow than using spatially
varying inlet velocities. In some cases, assumptions inutaling centreline velocity were
found to lead to significant errors in mean inlet velocity idgrdiastolic flow. Simulations
with one and three components of inlet velocity producedlamaxial velocities and WSS

distributions though differed significantly in terms of teecondary and oscillatory nature of
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flow and often in the magnitude of WSS and oscillatory shegiraSflow was prominent in the
axial inlet boundary condition simulation. Applying Worskay inlet velocity profiles removed
much of this spiral flow, while adding radial velocity vedat the inlet created more complex

flow dynamics which reduced the magnitude of spiral flow.

In Chapter 6, the boundary condition methods were validditemligh comparison of simulated
mid-cavity velocities with PC-MR data. At low velocities FIMIR data exhibited low SNR
resulting in a high degree of error when comparing with sated data. At higher velocities,
the Womersley inlet velocity profiles deviated the most fiaimysiological flow while the three
component inlet velocity deviated the least. There wasddgsrence between one and three
component models of inlet velocity than between the one comapt and Womersley inlet flow

model.

Chapters 5 and 6 show that Womersley flow models should onlyskd if the general trends
in axial velocity and WSS are required and should not be useddtertain values of WSS or
secondary flow magnitude. If Womersley inlet flow is appliedre should be taken to ensure

centreline velocity is representative of the mean inleboiy.

Similarities in haemodynamics between models with one largttcomponents of inlet velocity
mean that using only axial velocity may be sufficient to abtaends in velocity magnitude
and patterns of WSS distribution. The differences in seapnflow prediction and WSS and
oscillatory shear magnitudes between the methods measiithatations which rely on accurate
secondary flow modelling or obtaining accurate WSS magegusguch as the particle tracking

used in this study, require the use of radial as well as agiponents of inlet velocity.

In Chapter 7, initial studies of monocyte residence timepdtients showed the relationship
between the probablility of particle adhesion and haemanyos was the same in vivo and

simplified AAAs, suggesting that the idealised model usethia thesis is reasonable. All
patient simulations showed discrete regions at the neckbdinctation point of the aneurysm
at which the probability of monocyte adhesion is high witlg& areas throughout the cavity
centre where adhesion probability is unlikely. The regiohkigh residence time are located
immediately downstream of regions with peaks in axial WS§gesting that secondary flow

has a significant effect on the distribution of monocyte adire

This study has shown that monocytes are likely to adhereettuthen in discrete hotspots, with

large regions in which adhesion is unlikely. The patterradhesion distribution were found to
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be dictated by the behaviour of secondary flow in the aneurysisimplified AAA geometries,
a critical diameter was found above which the average nelicelaresidence time increased

exponentially.

8.0.2 Future Work

The complexities involved in the simulation of any biolaglisystem mean that it is necessary
to make various assumptions in order to achieve feasiblelation times. This study assumed
rigid walled geometries throughout and so further invediamn is required to assess the affects

of wall motion on monocyte adhesion probability.

The comparison of simulated CFD results with PC-MRI data haxspered by a high degree
of noise present at regions of low velocity flow due to a higloeiy encoding sensitivity.
Applying a variable velocity encoding range, scaled byneated flow velocity may increase
the SNR in low velocity PC-MR data sufficiently to allow commigan. Recent investigations
have proposed methods of solving this problem without §icamtly affecting the duration of

scan time [64].

The migration of macrophages from within the intima of theses wall to their final destination
is beyond the scope of this investigation. To gain a holigiesv of monocyte/macrophage
inflammation, the results of the residence time models cdmked with statistical models of

monocyte migration within the wall based on physiologicaiad

A tentative link between the mean time-averaged WSS and megmnitude of residence time
was found in patient-specific simulations though furthaedgtis required to assess whether this

trend is statistically significant.

This work represents the first steps towards a rupture riskligtion model based on inflam-
matory wall degradation. To assess the clinical relevamidkeopredicted trends in monocyte
adhesion found in this study, the results must be validageghatin vivo data. Regions of in-

flammatory activity and monocyte accumulation within thetiaovall can be mapped through
the use of contrast agents such as FDG in PET/CT scanning Ri@ &d USPIO in MR

scans. A study comparing numerical predictions of monoaglieerence with imaging data
of inflammatory activity in patients will determine the redeice of using numerical predic-
tion in defining regions of inflammation in AAA disease. A aation between simulated

andin vivo imaging results would mean numerical modelling is a viabé&thad of predicting
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inflammation-mediated wall weakness. Significant diffeemnin results would suggest that
inflammatory cells reach their destination through a rdljichfferent mechanism than the tra-
ditional model and so future research must focus on disguyehe origin and methods of

transportation of cells before numerical modelling can fogliad.
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Appendix A
Grid Convergence Indices

Table A.1 shows the GCI for WSS at the cavity midpoint and a{p0i038m downstream of
the midpoint calculated using= 2 and a value op derived from Roache et al [138] (equation
2.19).

T/t=0, z=0m T/t=0, z=0.038m T/h=0.08, z=Om | T/t=0.08, z=0.038m
GCle, | GClLig, | GCLia, | GClLa, | GClia, | GClLg, | GClg, | GClIia,
p=2 |p=104| p=2 |p=—-13| p=2 |p=076| p=2 | p=1.64
34% 95% 8.7% 44% 8.3% 14% 4.2% 4%

Table A.1: WSS GCI for modeD = 2.1 in pulsatile flow withp = 2 and p derived from
equation 2.19

At the end of diastole(/t = 0) the GCI obtained using the derivedare unfeasibly large.
Changes in flow direction with grid refinement at the samptgores may cause unrealistic

values ofp and so the value gf = 2 was used throughout [139].
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Appendix B
NWPRT Models

Histograms of NWPRT against distance from cavity centreakisymmetric AAA models
D = 1.3d to D = 2.9d with no WSS-limiter applied (see Chapter 4). Applying the 8YS
limiter tends to decrease the magnitude of the proximal pedkWPRT. In the case of the

D = 2.1d, applying the limiter splits the large peak in NWPRT into perte peaks.

0.12
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Distance from cavity centre (m)

Figure B.1: Histogram of NWPRT (no WSS-limiter) against distance frawitg centre for
D = 1.3d.

0.012

NWPRT

0.05 0.1
Distance from cavity centre (m)

Figure B.2: Histogram of NWPRT (no WSS-limiter) against distance frawitg centre for
D = 1.5d.
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Figure B.3: Histogram of NWPRT (no WSS-limiter) against distance frawitg centre for
D = 1.28d.
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Figure B.4: Histogram of NWPRT (no WSS-limiter) against distance frawitg centre for
D =2.1d.
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Appendix C
Comparison of CFD and MRI data

Scatterplots and Bland-Altman plots comparing CFD sinadlaesults with PC-MRI data for
anterior-posterior velocity at the midsection of the agsar in patient 1 (figure C.1 and C.2)
show that, with the left to right component of velocity, theppears to be no correlation be-

tween simulated and imaged data for any of the CFD inlet baxyndondition methods.

Bland-Altman plots of CFD against MRI in the anterior-paiie direction (figure C.3) show

good correlation during higher velocity systolic flow but carrelation during diastolic flow.

N . s o ©

P TN 0 "
0 001 002 003 004 005 006 007 008 0.02 004 0.06 0.08 01
CFD CFD

(a) 3DV (b) 1DV (c) Womersley inlet flow
Figure C.1: Scatterplots of CFD against MRI midplane velocity data iteior-posterior di-

rection of patient 1. Systolic data is represented by c#cldiastolic by black
triangles
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Figure C.2: Bland-Altman plots of CFD against MRI midplane velocity adan anterior-
posterior direction of patient 1. Systolic data is represehby circles, diastolic
by black triangles
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Figure C.3: Bland-Altman plots of CFD against MRI midplane velocity adan anterior-
posterior direction of patient 3. Systolic data is represehby circles, diastolic
by black triangles
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