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ABSTRACT

Frequency hopping (FH) waveform synthesis provides a useful method
for generating spread spectrum (SS) signals. A summary of SS techniques

and applications is presented.

Techniques for frequency synthesis based on direct, indirect and
digital "look-up" methods are described and their Timitations for fast
FH applications discussed. Surfacé acoustic wave (SAW) techno]ogy-and
applications are introduced and a comparison of synthesis techniques
using SAW oscillators, filter banks and mixing Tinear frequency
modulated (FM) (chirp) waveforms is presented. In particular, SAW
chirp mixing is shown to be attractive for coherent, wideband, muliti-

frequency fast FH.

A theoretical analysis of the chirp mixing process defines the
synthesiser performance in terms of the chirp parameters. The
design and construction of a prototype sum frequency equipment is
described and performance is reported for continuously generated FH

and CW signals.

Error mechanisms arising from the chirp mixing process and
component tolerances are identified. An analysis of ideal CW
operation provides a method for quantifying the effects of individual
errors. Computer simulation of typical errors using Fourier series
and fast Fourier transform (FFT) techniques demonstrate the performance
Jimitations. The degradation of synthesiser performance due to

temperature variation is also reported.-

The synthesiser performance is discussed in relation to similar

equipment used in FH mode and topics for further study are suggested.
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CHAPTER 1 : INTRODUCTION

Spread spectrum (SS) communications systems]’2 employ a wideband
(10 to 500 MHz) synthesiser in each transmitter which spreads narrow-
band information from the subscriber into a common wideband channel.
The remote receiver employs an identical synthesiser, synchronised
to the incoming signa1; with integration over the data bit interval
to demodulate the wideband transmission for information recovery.
Interference protection is provided by the use of characteristic
pseudo noise (PN) coded signals with Tow cross correlation properties
which result in enhanced signal to noise ratio (SNR), or processing
gain at the receiver, determined to first order by the ratio of
transmitted-to-information bandwidth. The two favoured spreading

techniques are frequency hopping (FH) and phase shift keying (PSK).l’2

PN-PSK, commonly known as direct sequence spread spectrum (DSSS),
equipments achieve spectral spreading through direct modulation of
the carrier by a fast bit rate PN code. The simplicity of PN code
generation through digital shift register techniques combined with the
availability of wideband phase modulators makes this an attractive
system, but wideband performance is currently limited to <100 MHz by
the capabilities of high speed digital circuits. The major
restriction on the use of this technique is the delay time required to
achieve synchronisation between received and local codes when long

duration code sequences are required.

FH modulation is achieved by multiple frequency shift keying
(MFSK) where the required SS bandwidth is divided into a large number

of contiguous subchannels (or slots). Individual frequencies are

-1 -



selected under PN code control, and orthogona]ity between adjacent
slots is ensured if the dwell time on each frequency equals the
reciprocal of the slot separation. Thus for a given RF. bandwidth
(ie, a defined processing gain) the PN code rate for an FH system can
be very much slower than for its DS equivalent. This has significant
advantage in reducing synchronisation delay, but is achieved at the
expense of additional complexity in the form of a wideband, fast

switching frequency synthesiser.

Conventional techniques for frequency synthesis are based on
direct or indirect methods.3 Direct iterative synthesisers combine
a number of Foherent reference sources through a process of
" repetitive mix-filter-divide operations. This provides a fast
switching, high resolution output, but at the expense of size, weight
and power consumption when wideband operation is required. Indirect
synthesis, based on phase locked loop techniques, potentially offers
an excellent low power,Acompact solution but the associated switching
speed is generally too slow for fast FH applications. For this
reason, DSSS systems have predominated in recent years, but advances
in technology and future systems requirements continue to stimulate

interest in FH techniques.

Of particular importance in this respect has been the emergence

of a number of novel techniques for direct synthesis based on surface

4

acoustic wave (SAW) components. The three principal approaches

which have been proposed are : (1) substitution of SAW bandpass

5

filters into conventional direct synthesisers;~ (2) use of SAW

6

delay lines in programmable oscillators;  and (3) mixing linear

frequency modulated (FM) (chirp) waveforms generated by timed

impulsing of SAW chirp fi]ters.7 This thesis is primarily concerned



with the SAW chirp mixing approach which has the capability of providing
a large number of hops (<4000) over a wide bandwidth (<500 MHz)

with minimal size, weight and power requirement. Operating under
direct digital control, this synthesiser can be configured to produce

a continuous output of either continuous-wave (CW) or FH form.

The main purpose of the thesis has been to report the design and
construction of a prototype SAW chirp mixing synthesiser and to present
a detailed theoretical analysis of the synthesised waveform. The
information thus.obtained permits a fuller understanding of the
fundamental Timitations associated with this technique and provides a
basis for quantitative assessment of performance degradation due to

practical design and manufacturing tolerances.

An introduction to Spread Spectrum communications is presented
in Chapter 2, including a review of the common techniques used for
coding, modulation, information transmission, synchronisation and
trackingi Chapter 3 covers traditional techniques for frequency
synthesis, an introduction to SAW devices and applications, and a
review of recent SAW techniques for frequency synthesis. SAW chirp
filter design and performance characteristics in particular are
discussed in this Chapter and the review of SAW based synthesisers

illustrates the relative merits of the chirp mixing technique.

The design theory of chirp mixing is described in Chapter 4 and
expressions are derived for hop duration, bandwidth and number of hops
in terms of the chirp parameters. A detailed description of the
design and construction of a prototype sum frequency synthesisér with

63 hops over a 25 MHz bandwidth at 120 MHz centre frequency is presented,



and performance of this unit is reported operating in both CW and FH
modes. Comparison of performance with published results for similar
equipments providing 127 hops over a 50 MHz bandwidth centred on

360 MHz concludes this Chapter.

A more detailed analysis of the synthesised waveform in Chapter 5
describes analytic and computer aided techniques for quantifying the
degradation attributable to practical limitations in the synthesiser
hardware.  Computer simulations are reported which define the CW
performance under predicted operational conditions. CW operation in
particular was chosen for this analysis as the spectral distortion

attributable to individual error mechanisms is most clearly illustrated.

Finally, Chapter 6 contains a summary of the work described in
this thesis and discusses the impTications‘of these results on the
potential performance of SAW chirp mixing synthesisers operating in
both CW and FH modes. A report of experimental work carried out in -
this area subsequent to completion of the work reported here is

included in this Chapter, along with suggestions for further study.



CHAPTER 2 : SPREAD SPECTRUM COMMUNICATIONS

2.1 INTRODUCTION

The historic development of radio communication is based on
frequency division multiplexing (FDM) where individual subscribers
are allocated specific.channels within a given operating bandos’g
To handle the increasing volume of communications traffic, systems
design effort has concentrated on improving the spectral efficiency

of existing bands and expanding the useful radio frequency (RF)

spectrum. This optimisation process is fundamentally limited by :

(1) the minimum bandwidth required for acceptabte

communication;
(2) the maximum useful RF spectrum.

The former is dependent upon the type of communication (eg, voice,
.TV, data), the modulation technique and the fidelity of the Tink.

The latter is primarily related to atmospheric effects, equipment
size, complexity and cost for a particu1ar application. To minimise
the disruption caused in congested sections of’the spectrum (ie, HF,
VHF, UHF) international cooperation via regulatory bodies is required

to plan and allocate band usageo8

This approach to spectral occupancy can be attributed to the
technology available during early developments in radio communication,
rather than to fundamental principles of physics, and in some
situations does not present the optimum solution. In 1949,

Shannon's publication]o "Communications in the Presence of Noise"

proposed wideband coded signals as an effective method for



communication in a high noise (or low signal) environment. He
described the process mathematically in a channel capacity theorenm,
(Equation (2.1)) which states that the channel capacity (C) can be
maintained under low signal (S) to noise (N) condifions by increasing

the channel bandwidth (W).
S

In essence, this equation contradicts the objectives of FDM systems
design and lays the foundation for spread spectrum (SS) communications,
the techniques for which are described in the remainder of this

chapter.

Spread spectrum communications systems]’ 2

employ a common
wideband channel to accommodate a large number of subscribers through
~ the use of selective addressing techniques. A typical SS link,
Figure 2.1, employs a transmitted signal bandwidth many times larger
than the information bandwidth to achieve some or all of multipath/
interference rejection, low density signal transmission, message

privacy, high resolution ranging, multiple and selective accessing

capabilities.

The favoured signal waveforms for spread spectrum applications

are phase shift keying (PSK) '*'} 1,12

11,12

and frequency hopping (FH)

although time hopping (TH)
13

and linear frequency modulation (FM

are alternatives often combined with PSK and FH to form
1,12

or chirp)

hybrid solutions. Irrespective of the waveform, spectral

spreading is normally achieved under the control of a pseudo noise

11,14

(PN) code. These codes are conveniently generated by digital

shift register techniques and are particularly suited to SS



techniques due to their ease of implementation, abundance of
combinations, and attractive auto- and cross-correlation properties
(see Section 2.2). In the case of PSK-SS, the wideband signal is
generated by direct modulation of the carrier by the PN code,
resulting in the nomenclature Direct Sequence Spread Spectrum (DSSS)
for this configuration. The FH waveform alternatively is achieved
indirectly by multiple Frequency Shift Keying (FSK) under the

control of a PN code, and is known simply as PN-FHSS. .

In the SS receiver]z, a replica of the spreading code and wave-
form is available along with synchronisation, tracking and
demodulation circuitry. Following initial synchronisation of the
received and local codes, the narrowband data is retrieved froh the
wideband noise signal by active or passive correlation, integration
over the data bit period and subsequent detection. Discrimination11’33
against multipath reflections and other cochannel signa1s is achieved
in the correlation process. The resultant processing gain (PG) or

signal to noise ratio (SNR) improvement, is an important figure of

merit for an SS 1ink, and can be expressed as

BS
PG = = ves (2.2)

where BS is the spreading bandwidth and R the information bandwidth
or data rate. Careful selection of PN codes with optima]]6 auto-
and cross-correlation properties is necessary in a multi-access net

to ensure a high level of receiver discrimination.

The remainder of the chapter reviews the major functions within

a SS system. Codes and code generation are discussed in Section 2.2,



leading into a more detailed description of the common spectral
spreading techniques in Section 2.3. Information transmission and
retrieval are discussed in Section 2.4 and synchronisation and
tracking in Section 2.5. Finally, the chapter is summarised in

Section 2.6 with a discussion of SS techniques and applications.

2.2 CODE GENERATION AND SELECTION

Independent of the SS modulation format, the wideband signal
is predominantly generated or controlled by a pseudo noise (PN)

code, which can be attributed to a number of unique properties:
(1) ease of implementation;
(2) abundance of variable length code combinations;
(3) Tow auto- and cross-correlation properties.

The PN codes normally employed are linear maximal length sequences

(m-sequences).m’]5 These are conveniently produced by digital

shift register 1:echn1'ques14’]5 which implement a feedback function
comprj;ing modulo-2 addition of specified register states as:
i1lustrated in Figure 2.2. In this form, the sequence generated
has the maximal length (L = 2n-1) possible from the available number
(n) of shift register bits. Tabular data]5 is available for the

feedback functions fequired to generate m-sequences with values of

n < 34,

In an operating system, codes may be selected as disjoint
subsequences from a very long m-sequence or by modulo-2 addition of

two separate m-sequences.]6 In the latter case individual subscribers



can be allocated a discrete address according to the relative delay

between two common m-sequences.

In direct sequence systems, spectral spreading and subsequent
correlation is achieved with PN-PSK waveforms. The main attraction
of PN coding for this application relates to its two state auto-
correlation funct'ion14 (Figure 2.3) which exhibits a sharp peak when
the received and local codes are accurately aligned. Outside +1 bit

of synchronism- the response is minimal, and a set of time sidelobes

14

can be observed ° with peak amp]itude-% relative to the correlation

peak, where N is the number of chips in the correlator (ie, its time-
bandwidth (TB) product). In situations where a short burst of code

is transmitted a similar correlation response is obtained but the

17
peak time sidelobe level in this case is approximately 2/vN.

In addition to the autocorrelation performance of a PN code,

consideration must be given in an uncoordinated code division multiple

18

access (CDMA) system ~ to the ratio of cross- to auto-correlation

20 of the codes selected. In general, the cross-correlation

16

products
function between different m-sequences may be relatively large.
This can result in false synchronisation acquisition when a receiver
attempts to lock onto a peak due to cross-correlation between the
reference code and that of an unintended cochannel user. Go]d]6
has reported the existence of non-maximal length sequences which
exhibit bounded cross-correlation properties at the expense of minor

degradation of the auto-correlation performance.

Other sequences of significance in SS systems are the BarkérZ]

and Reed-So]omon22 codes. The Barker codes are used as short



10

(<13 bit) synchronisation codes whilst the Reed-Solomon codes provide

error detection and correction capability.

2.3  SPECTRAL SPREADING TECHNIQUES

2.3.1 Direct Sequence

Systems which employ direct modulation of the RF carrier by a PN
code sequence are known as direct sequence spread spectrum (DSSS).
Currently this is the most common SS technique and can be found in

23 24

systems such as' SKYNET“” and NAVSTAR™", the satellite based Global

Positioning System (GPS).

The format of a DS communication 1ink is shown in Figure 2.4.
along with the constituent time and frequency domain waveforms., The
transmitter comprises a data source, encoder, PN code generator, RF
source and wideband modulator. Although any one of the amplitude
or angle modulation techniques applicable to digital signa]h'ng8 can
be used, biphase or quadriphase PSK] is favoured due to the availability
of wideband phase modulators. The resultant PN-PSK waveform has an
amplitude spectrum]] bounded by a sin x/x function, where x = wt/2
and t is the duration of a code chip (or bit). The nominal band-

. 2
width (BS = :r-

) of this signal is defined to the first nulls of the
sin x/x function and hence the processing gain of a DS signal is

defined as

- 2 _
PGps = =g = TrBs e (23)

where R is the information rate and Tr the duration of a data bit.
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In practice the sin x/x envelope exists outside the first nulls with
a first sidelobe pair at a level of -13 dB with respect to the main
Jobe. Subsequent sidelobe~levels decrease in amplitude at a rate

25

of 6 dB per octave. This results in undesirable energy spillage

causing interference to adjacent channel users. It has recently

been shown25

that continuous phase shift modulation (CPSM), or
minimum shift keying (MSK) can be employed to reduce this effect.
The MSK spectrum has a first sidelobe level of -23 dB with respect
to the main lobe and subsequent sidelobes decreasing in amplitude
at the rate of 12 dB per octave. Surface acoustic wave (SAW)

26

bandpass filters® can be used to generate the MSK waveform25 from

a standard PSK signal, and to provide matched filtering in the

receiver.25

The DS receiver contains a replica of the transmitted PN coded
signal, a correlator, synchroniser, tracking circuit and data
demodulator. Following initial synchronisation the incoming signal
js correlated with a stored replica and integrated over the data bit
period to remove the wideband modulation for data recovery. This
process is the key feature of a DS system and provides the signal
enhancement, interference rejection and selective addressing
capabilities of the link. Correlation can be achieved-actively in a

27

sliding corre]atorj’% or passively in a matched filter. The

32 and is related

choice of method is determined by the application
to the processing gain (ie, time bandwidth product),.required in
the receiver. The constraints associated with the physical or

economic implementation of the equipment may also be considered.
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DS transmission can take place in either continuous or burst
modes. Continuous signalling is achieved by the repetitive
transmissidn of short codes (typical periodicity of milliseconds or
seconds) or by the use of code lengths in excess of the Tink
duration. In a multi access environment, this leads to simultaneous
cochannel transmissions where discrimination between signals is
provided by the correlation properties (see Section 2.2) of the
unique subscriber codes. Communication in this form is known as

18

code division‘@ultiple accessing ~ and is attractive for large

geographic coverage systems such as those employed in a satellite

repeater.23

As an alternative, subscribers can transmit information
in short PN coded bursts, which permits the use of uncoordinated or
conventional time domain multiple accessing according to operational

. 28
requirements.

Continuous transmission DS systems predominantly use active
correlation to demodulate the wideband PN waveform as this provides
maximum flexibility and processing gain (ie, TB's in excess of 104)
in the receiver. Due to the long code lengths and continuous
transmission employed in this configuration, slow synchronisation,
data preambles and repetition can be used to ensure acceptable
communication. In comparison bdrst systems require the use of
matched filters as these synchronise immediately to the short bursts

29

of received signal to decode the transmitted data. SAW ™ and charge

coupled device (CCD)30 technology provide suitable time bandwidth
products31 (up to 1000) over a convenient frequency range3]

(1 MHz - 1 GHz) for this application (see Section 2.5).29

DS receivers reject interference as illustrated in Figure 2.5,
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The incoming signal is compressed to a narrow bandwidth by the
correlation process, whilst the interference signal is in effect
spread spectrum modulated by the receiver code. A narrowband post
correlation filter can then extract the narrowband information and

N

1limit the system noise bandwidth. However, a strong colocated

transmitter may overcome the processing gain. of a receiver which is

1

decoding a weak or distant transmission = irrespective of the CDMA

1 and limits

properties. This effect is known as the near-far problem
the app]icafion of DSSS techniques in dense communications systems

such as mobile radio networks.
The main constraints on the maximum available PG are :
(1) the maximum available code rate (1/7)s
(2) the minimum information rate.

The former is 1imited by high speed digital circuit-capabilities
(typically 100 M bps), and the latter by clock instabilities betweeﬁ
transmit and receive clocks (typically 10 baud). Although this
jmplies a PG of 70 dB, 30 dB to 40 dB is more typical for an active
correlator and 20 dB to 30 dB for a fixed coded AMF.32 One major
advantage of high code rate transmission other than for increased PG,
is the‘improved range resolution avaﬂab]e.34 However, the associated
penalties areiincreased size, weight and power consumption. In
addition, the long codes required to avoid range ambiguity, increase

the time uncertainfy between received and local codes, leading to

long synchronisaiion acquisition delays.

The problem of synchronisation is one of the major drawbacks

in a DSSS system. Techniques for reducing acquisition time in DS
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systems are discussed in Section 2.4, but improved performance can
also be achieved by using frequency hopping techniques which achieve
similar PG's with lower code rates. There is considerable advantage

1]

associated with a combination of these techniques.

2.3.2 Frequency Hopping

A PN frequency hopped (FH) waveform consists of a train of RF
pulses, where the frequency of each individual pulse is selected

12 The format of a PNFH Tink is illustrated

under PN code control.
in Figure 2.6 along with the constituent time and frequency domain

waveforms.

In comparison with the PN-PSK system of Figure 2.4, the FH
equipment differs only by the inclusion of a wideband frequency
synthesiser. Encoded data is modulated by the FH waveform at an IF
frequency convenient to synthesiser implementation and subsequently
up converted for transmission. Conventional synthesisers3 are
based on direct or indirect methods, and in principle cén be designed
to produce a large number of output frequencies with arbitrary
bandwidth and reso]ution.3 In practice several hundred hops is

typica13’631th bandwidth and resolution dependent on application.

The FH spectrum consists of a number of overlapping sin x/x
responses, each at a centre freduency dictated by the individual
hop, and each with a bandwidth determined by the hop period.
Orthogonality between adjacent frequency slots is achieved by defining
the hop period (or dwell time) to be the reciprocal of the s]of

12

separation. The resultant RF bandwidth (Bs) and processing

gain (BS/R) are determined primarily by the number of available hops
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and are independent of the PN code rate. Hence, for a given PG,
the hop rate of an FH synthesiser can be much reduced in comparison
to an equivalent DS equipment. The data rate (R) can be greater
than, equal to or less than the code rate depending on the system

design and performance criteria.35’36’60

Current systems have been
designed with B, > 100 MHz'' and R < 1 kbaud % to provide a PG

capability of 50 dB, but 20 dB to 30 dB is more typica1,60

The FH receiver]] operates in a conventional heterodyne mode
where the LO is replaced by a code contro]léd synthesiser identical
to and synchronised with the incoming signal. In this way, the
wfdeband $S signal is demodulated to allow recovery of the baseband
information. Protection from multipath reflection and other co-
channel transmissions is achieved by the frequency diversity inherent
in the FH waveform. However, in dense transmission environments,
and situations where short delay multipath signals exist, any
interference signal of identical frequency and significant power
which is present at the receive antennae may result in data
corruption. This possibility can be minimised by increasing the
number of available frequencies (or decreasing the number of co-
channel users) and reducing the hop duration. Some form of
redundancy or error detection/correction coding can also be emp1oyed‘,]’]5
The penalty incurred by increasing the synthesiser bandwidth and

switching speed is one of size, weight, power consumption and cost

where conventional techniques are concerned.

The complexity of fast switching phase coherent, wideband -
frequency synthesisers as compared to the relatively simple wideband

phase modulator employed in DS systems has discouraged the use of
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pure FHSS in many applications. However, the reduced PN code rate
required in a FH system for a given PG, provides a significant
advantage over the DS equivalent in terms of the reduced delay to
synchronisation and acquisition. This factor has stimulated research
into novel techniques for frequency synthesis as described in

Chapter 3.

2.3.3 Chirp Modulation

Chirp or pulsed frequency modulation (FM) is a SS technique

commonly applied in modern radar systems.]s’37

Spectral spreading is achieved by the generation of a swept
frequency pulse of duration T and bandwidth B, as illustrated in
Figure 2.7. To maintain precise control of the sweep characteristic
this is often carried out at a suitable IF prior to upconversion
for transmission.© In the receiver, the transmitted pulse is down
converted for correlation in a matched filter having equal but
opposite frequency sweep characteristic. This process is commonly

13

known as pulse compression ~ and provides a processing gain expressed

as

PG = = TB eee (2.4)

I
T S

where T is the -4 dB bandwidth of the compressed pulse.

SAW technology is particularly suited to the generation and
detection of chirp signa]s37, due to the precise definition and
repeatability of the sweep characteristic. Time bandwidth products

of up to 100095 are currently available with this technique.
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Although commonly used in radar systems, chirp modulation has
not found such widespread application in SS communications systems.

However, some applications have been proposed.39

where it can provide
extra processing gain when combined with other SS waveforms. It
will also be shown in Chapters 3 and 4 that the SAW chirp filter has
a significant application in the field of fast frequency synthesis

for SS appHcations.7

2.3.4 Time Hopping

Time hopping (TH) is seldom used as an independent SS techm’que]2

but can often be employed with other SS methods to incorporate a level

of TDMA in the transmission.

The DS transmitter illustrated in Figure 2.4, can be altered to
represent the TH equivalent by replacing the wideband phase modulator
by a code controlled on/off switch. Data is stored for'high speed
transmission during the switch "on" period, which occurs at a time
selected by the PN control code. A similar time synchronised facility
is available in each receiver along with data storage and demultiplexing

equipment.

The basic TH system operates on a single carrier frequency, and
hence is susceptible to inference from high power cochannel trans-
missions. For this reason it is common to find TH combined with FH
or DS to provide some added interference protection.40 As with
conventional TDMA equipment, the need for accurate time synchronisation
between transmitter and receiver is essential to ensure reliable
communication. The use of SAW fixed coded AMF's in the receiver

circumvent this problem for DS burst transmission due to their



asynchronous operation.32

2.3.5 Hybrid Techniques

In most applications, a hybrid spread spectrum signal
processing system would prove optimum not only in combining the
attractive qualities of each technique, but also in reducing the

performance required (and hence complexity) of each individual method]2’35’4c

A combined PN/FH/TH configuration such as proposed for the Joint
Tactical Ihformation Distribution System (JTIDS)4], allocates a
transmission time for individual users, and provides DS modulation
followed by FH spreading within each time Slot. In this way, full

- use can be made of the advantages associated with each type :

DS : High accuracy ranging.
Multipath tolerance by discrimination.

Maximum processing gain.

FH : Low speed PN code generation.
Rapid synchronisation acquisition.
Multiple access by orthogonal frequency slots.
Multipath tolerance by frequency diversity.

TH : Multiple access by(hon-over1apping time slots.
High bandwidth efficiency of TDMA available.

Pulsed transmitter operation.
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Chirp modulation is less commonly used but would normally be combined
with FH to provide a measure of frequency diversity in the 11‘nk°39
Its chief attraction is due to the simple, compact format of chirp

generators and receivers available in SAW technology.

2.4 INFORMATION TRANSMISSION AND RETRIEVAL

The modulation techniques used]2 for transmitting information
via a SS link are determined primari]& by the format of the spreading
waveform. Maximum flexibility is obtained where the spreading and
data modulation are achieved independently, but this can lead to
increased hardware requirements and reduction of the inherent

message privacy associated with the wideband s1’gn'a1.,]2

Both analogﬁfﬁand digital modulation are possib]elz, bﬁt digital
techniques are favoured due to compatability with the predominantly
digital SS systems. Suppressed carrier modulation7 is used where
possible to optimise the transmitter efficiency and maintain the

characteristic low power noise-like spectrum.

In the receiver data demodulation is achieved following
removal of the wideband SS signal. Here it has been assumed that
synchronisation between received and local codes has been acquired

and an effective tracking loop is in operation.

The following subsections describe the data modulation and

demodulation techniques used with the common spreading waveforms.
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2.4.1 DS Data Modulation

Direct PN-PSK modulation of an RF carrier results in the
sin x/x spectrum iTlustrated in Figure 2.3. The use of ana1og]"

or non-coherent digital modu]ationm’42

in such a system results in
superposition of the modulation spectrum on that of the SS waveform,
destroying the noise-Tike properties of the spectrum and permitting
information retrieval without detailed knowledge of the spreading

code,

As a result, SS code modification is the preferred method for

data modulation in a DS system. Two basic techniques exist :

(1) Code rate modulation;

(2) Code modification.

The former is less common due to the requirement for wide deviation
high stability oscillators in the transmit and receive equipments.
The latter is achieved by coherent modulo-2 addition of the data

and spreading codes prior to modulation of the RF carrier. This
technique is suitable for both continuous and burst mode trans-
mission and represents the most common method of DS data modulation.
It incorporates the advantages of simple modulo-2 addition techniques
along with a minimum component count resulting from shared use of

the RF modulator by the data and SS codes.

In the receiver, demodulation of both the DS and data coding

is achieved by conventional PSK double sideband suppressed carrier

43

techniques. In this respect DS demodulation results in the most
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complex SS receiver, and a considerable amount of literature has

been published on the subject.43’44

2.4.2 FH Data Modulation

The FH spectrum illustrated in Figure 2.4 differs fundamentally
from its DS equivalent as the associated multiple accessing, message
privacy and interference protection facilities are provided by
frequency diversity rather than code correlation techniques. The
resultant method used for information transmission is therefore less
critical than for a DS system and is normally chosen for ease of

implementation.

The FH process itself can be viewed as a form of wideband
multiple frequency shift keying (MFSK) so it is common to find -
information modulation in the form of binary or MFSK. Analog
modulation can be used in slow hopping (fmr > 1, fm = information

bandwidth, T = hop period) systems, but it has been shown45

that
for fast hopping (fmr << 1) the self-noise generated by the hopping

process in conjunction with analog FM is dominant.

FSK data modulation can be achieved by standard single sideband
techniquesB, or by code modification as in DS systems. For simple
binary FSK, the Tatter technique assigns mark and space data to
an individual code selected hop and its inverse respectively. The
receiver then has prior knowledge of the two specific frequency slots
which require examination for decision purposes. Where M'ary
- transmission is required, the number of hops and the resqution‘
required can increase the synthesiser complexity to a stage where SSB

techniques are preferable.



Demodulation in the receiver is most conveniently achieved by
standard integrate and dump filters.8 The receiver complexity is
dictated by the number of signalling levels used and the overall

performance required from the system.u’s4

It should be noted that FH is used in conjunction with DS, TH
and chirp modulation in many SS systems to provide additional inter-
ference protection through frequency diversity. In these situations
information is normally incorporated in one of the other spreading

H]

codes prior to the hopping process.4

2.4.3 Chirp Data Modulation

Chirp techniques transmit information in binary form by the

use of contradirected waveforms.39

Each transmitter generates an
up chirp (positive FM) to represent a binary *1' and a down chirp

(negative FM) to represent a binary '0'.

In the receiver the incoming signal is'split and fed into two
channels containing down and up chirps respectively to decode the
7' and '0' data states. A comparison of the compression filter

outputs allows a data decision to be made.

2.5 SYNCHRONISATION AND TRACKING

Throughout the previous sections, it was assumed that the
received and local codes were in synchronism and that an effective
code tracking loop was in operation. In practice, this represents
one of the major problems encountered in a SS system and in terms

of overall system complexity, one which is not found in
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conventional communications systems.

The effect is most noticeable in DS systems where high bit
rate, long duration codes are necessary to satisfy system performance
requirements, such as range resolution,.multipath tolerance and
large PG. Alternatively, FH systems can achieve similar performance
levels, in terms of processing gain, with much slower code rates at
the expense of reduced multipath tolerance and range resolution.
Thus a combination‘of these techniques leads to a desirable

compromise between performance criteria and hardware complexity.

The following subsections describe common techniques for

synchronisation acquisition and code tracking.

2.5.1 Synchronisation Acquisition

The prime uncertainties in a received SS signal are the
carrier frequency and code phase. To permit demodulation of the
SS waveform, the received and local codes must be aligned to
within % chip length as described in Section 2.2, and the carrier
frequency offset must fall within the bandwidths of the post

correlation and tracking Toop fi1ters,59

The use of high stability oscillators in both transmitter
and receiver can reduce the frequency offset to that of the pre-
dicted Doppler shift for any given application. The misalignment
of received and local codes by more than 3 chip length, howevér,
causes a much greater problem as there is no measure as to the -
extent of the misalignment. In the worst case this must be '

assumed to be the entire code 1ength; although in cases where
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transmitter and receiver codes have previously achieved synchronisation
or have been initiated simultaneously, the error can be reduced to

one of clock drift and range uncertainty.24

The simplest form of synchronisation acquiéition is achieved by
the serial search technique (sliding corre]ation)48 where é number of
trials are conducted with a 4 chip variation of the local code
timing between trials. For long code sequences, this can be a time
consuming process as integration over millisecond periods is necessary
when the input signal to noise ratio is in the range -30 dB to
-40 dB. In general, the acquisition time of the sliding correlator
is equal to the receiver time uncertainty multiplied by its processing

12

gain. For moderate code lengths (<10,000 chips) the acquisition

time is typically between 2 and 10 seconds for this techm‘que.]2

A number of sequential estimation techniques have been proposed49’50

which provide fast synchronisation methods for relatively high input

49

signal to noise ratios (typically >-10 dB), ~ and for long PN codes.

An alternative method for reducing the acquisition delay is

27 as discussed

based on the use of matched filtering techniques,
for the demodulation of burst mode DS transmissions. In particular,
SAW and CCD AMF's provide suitable TB products for this appli-

cation.

The AMF can be used to detect a suitably chosen subsequence of
a long PN code or alternatively a preamble sequence transmitted
specifically for synchronisation purposes. Either approach pr6~
vides an asynchronous time reference for the receiver code generator.

Where the subsequence or preamble are short (<1000 chips), the AMF
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can be fixed coded.32 However, when the PN code duration is
necessarily long and the use of preambles excluded, a programmable

51

AMF,”" can be set to detect a subsequence in advance of the known

time uncertainty.

SAW programmable AMF's incorporating diode, transistor or
MOSFET integrated tap switches have been deve]oped,52 but there is

a preference to using SAW convolvers for this signal processing

53 54

function. Examples of SAW degenerate acoustic” and semiconductor
convolvers have been demonstrated, the latter being more efficient
but also more complex to fabricate. It is worth noting that the
convolver does not exhibit the same intrinsic asynchronous performance
of the fixed coded devices, as convolution dépends on the incoming

and reference signals being present in the device at essentially

coincident times.

For systems which require matched filtering of large (>1000)
TB signals, a number of options are available. The simplest
technique involves cascading devices by connecting several individual
m;tched filters in series through wideband delay lines. The
alternatives are based on the use of a programmable AMF or convolver
combined with a recirculating delay line integrators6 and more

recently on SAW acousto-electric storage correlator‘s.55

Matched filtering techniques such as described above have been

55,56

shown to provide an improvement in acquisition time some two

orders of magnitude over current active correlators.
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2.5.2 Tracking

Following initial synchronisation acquisition, two forms of
tracking loop are required. The first prevents further code
slippage due to clock instabilities or Doppler shift, and the

second ensures sub-carrier tracking for coherent demodulation.

Code tracking is commonly achieved with a delay locked 1oop

(DLL)57 or a tau-dither 1oop.58

The DLL multiplies the incoming
code with two identical versions of the reference code offset in
time by one chip period. The two resultant correlation peaks are
separated by one chip period and can be subtracted to produce a
discriminator response as illustrated in Figure 2.8. The resultant
output signal is low pass filtered and used to control the VCO
which provides the clock increment for the PN code reference
generator. The tau-dither loop achieves the same purpose by means
of a single correlator acting alternatively on delayed and undelayed
signals. The advantage of this method over the DLL is the reduced
hardware count, but an associated SNR loss of approximately 3 dB is

1ncurred,58

Carrier tracking is achieved by a Costas44 (Figure 2.9) or
squaring 1oop44 when coherent demodulation of biphase data is
required. The relative position of the carrier and delay lock loops

in a system is determined by the overall operating conditions, and

both coherent and non-coherent PN coded systems have been demonstrated.

59
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2.6 SUMMARY AND APPLICATIONS

The preceding sections have described the prime functions
associated with a spread spectrum communications system. Section 1
introduced the topic of spread spectrum communication in relation to
conventional FDM systems. PN code generation techniques were
presented in Section 2 and the common forms of spectral spreading,.
DS, FH, chirp and TH were described in Section 3. The methods for
information transmission via an SS link were discussed in Section 4,
and finally synchronisation and tracking techniques presented in

Section 5.

The techniques which are encompassed by the term SS provide a

‘unique combination of system characteristics :

Selective addressing

Code division multiple access

Low density signal transmission
Inherent message privacy/security
High resolution ranging

Interference rejection.

Although these are not all attributable to each individual SS
technique, suitable combinations of DS, FH, TH and chirp modulation
present an optimum hybrid solution for most requirements (see

Section 2.3.5).

The penalties associated with an SS link are that of increased
receiver complexity (as described in Sections 2.4 and 2.5) and 3

problematic frequency allocation. Despite these problems spread
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spectrum techniques have found application in ground-to-ground,60

41 23 and navigation systems24 as

ground-air-ground, = communications
will be described in the following paragraphs. Table 2.1 presents
a summary of these -systems highlighting the SS modulation technique

employed.

In satellite communications SSMA techniques provide an alternative
to conventional FDMA and TDMA systems. FDMA represents the simplest
option in terms of ground equipment complexity and system coordination.
However, the nonlinearities associated with a hard limiting satellite
receiver generate intermodulation products which reduce the efficiency
of the down link transmission and require uplink power coor‘d1‘na1:1'on¢.6.l
TDMA systems avoid this problem by multiplexing individual users
through the satellite receiver according to a preconceived time
plan. In this way only one user accesses the repeater at a given
instant of time, allowing saturation of the down link transmitter
without power loss and removing the need for up 1ink power co-
ordination. This improvement in efficiency is achieved at the
expense of increased system complexity where a high degree of ground
equipment synchronisation is required along with high peak bower
transmission capacity.,28 In addition time guard bands are
required to allow for transmission delay uncertainty and long delays

can result for subscriber access to the Tlink.

In comparison SSMA techniques use a common wideband channel
for transmission and achieve mutual interference protection by CDMA.
The number of potential users in a CDMA system is dictated by the
available number of unique code addresses whilst inter user 1nfer-
ference is governed by the code cross correlation properties. The

advantages associated with CDMA are that no timing coordination is
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required, simuTtaneous random accessing is possible, satellite
repeater bandwidth is efficiently used (ie, no guardbands) and
simultaneous ranging and communication facilities can be achieved.47
It should be noted that the number of simultaneous users in a CDMA
1ink is considerably less (typically 0.1) than a comparable FDMA or
TDMA 1link, but where a large number»of potential users is combined
with a Tow individual activity factor, CDMA can provide the most

efficient multi-access technique- (see Figure 2.1(b)).

Message privacy is an additional attraction for SSMA in
tactical and commercially secure applications. The use of a SS
uplink with demodulation in the satellite prevents unauthorised use
of the satellite and ensures that uplink noise is removed prior to

63 The TATS (Tactical

64

conventional down Tink transmission.
Transmission System) described by Drouilhet and Bernstein™" is an
example of a SSMA system which uses Reed-Solomon data encoding
followed by MFSK moduTatioﬁ and SS bandspreading by means of fixed

pattern FH.,65

The ranging capabilities of fast chip rate DSSS systems has
been utilised in several space programs, noteably Mariner, Apollo
and Voyager. Tracking systems for space app]ications34’66
operate by interrogating a transponder which either directly re-
transmits or acquires and regenérates the received code sequence.
In the receiver, the returned code is acquired and compared with
the transmitted version to provide a measure of the two-way range.
Alternatively, passive navigation can be achieved by DS techniques
where the time difference measured between codes originating from

spatially displaced but time synchronised platforms (eg, satellite

transmitters) enables calculation of latitude, longitude, altitude
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and velocity. An example of this technique is the NAVSTAR

satellite based Global Positioning System.24

The application of SS techniques to ground mobile communications
has received a considerable amount of stud‘y.m’ﬁs’71 A number of
early papers predicted very high spectral efficiency with virtually
unlimited user addressing.1’ac1'1'ity,68’69 More recent publications
by Matthews and Drury70 and Shipton and 0rmondroyd7] have shown
that in practice, performance differs little from current narrowband
SSB or FM techniques, and incurs the penalty of increased receiver
complexity. However, due to the Tow power noise-1ike spectrum

A that band-

associated with a DS transmission, it has been shown
sharing with existing TV transmissions can yield added communication
capacity which would otherwise have been unavailable. The technique
of slow FH has been proposed for ground tactical applications,

60 72

examples of which are the JAGUAR-V™" and SYNCGARS equipment.

Finally, an excellent example of a hybrid SS system is presented
in the Joint Tactical Information Distribution System (JTIDS)a.I for
ground-air-ground communication. This system shares the 960-1215 MHz
band with existing identification and ranging facilities and employs
a combination of coordinated TH, FH and DSSS modulation techniques.
Message coding is performed by a Reed-Solomon encoder to provide
error detection and correction, prior to spectral spreading by a
5 MHz chip rate MSK code. This code burst is then frequency hopped
into the 255 MHz band and the transmission time allocated according

to a pre-determined time plan.

The systems described in this section illustrate the variety of

applications where SS communications are effective. The main
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limitations on widespread use of SS techniques can be attributed to
the implementational complexity of the transmit/receive equipment

by comparison with conventional techniques. Recent advances in

SAW and CCD technology have reduced:the synchronisation problems
associated with DSSS and similar advances in techniques in frequency

synthesis should improve the capabilities of FH equipment.
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CODING

~EN A FREQUENCY
SCENARIO ALLOCATION FORMAT SYSTEM
Ground-Ground VHF /UHF FH JAGUAR
SYNCGARS
Ground-Air-Ground: L Band DS/FH JTIDS
Ground/Air-Satellite- L Band DS SKYNET
NAVSTAR/GPS
-Ground/Air UHF/SHF DS/FH TDRSS
TATS

Table 2.1 Examples of Spread Spectrum Systems
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CHAPTER 3 : FREQUENCY SYNTHESIS

3.1 INTRODUCTION

Techniques for frequency synthesis were developed during the
1950's and 1960's to meet the requirements of multichannel communications

systems.3

During this period the increasing demand for communications
capacity appeared to be outpacing the available RF spectrum in HF, VHF
and UHF bands, so a great deal of design effort was allocated to

improving spectral efficiency.

Crystal controlled oscillators provided a significant advance
over previous manually tuned equipments as their high stability
performance reduced the need for guard bands between channels, and
encouraged single sideband transmission without a tracking carrier.

By combining a number of such oscillators thrbugh mixing and filtering,
a much larger range of output frequencies could be generated. This
technique is known as incoherent direct synthesis1 and is limited in
accuracy and stability by the number of oscillators and switchable
filters required. Subsequent development of this method replaced the
individual crystal oscillators by a comb of frequencies derived from

a single reference source. Coherent operation could now be achieved

in a compact low cost equipment which, in addition to its high stability
performance, could provide fast, accurate adaption to varying
propagation and interference conditions with a minimum level of operator

ski11. 73

Alternative techniques for frequency synthesis include indirect

3,74

(or phase locked 1oop)3 and digital "look-up" synthesis. All
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these equipments can be used in a variety of appHcations3 including
mobile communication, radio and television broadcasting, automatic
test and measurement systems and spread spectrum (SS) communicat%ons
systems. In particular, recent interest in SS communications has
increased the search for coherent, wideband, fast switching, multi-
frequency synthesisers as discussed in Chapter 2. This has led to
the investigation of a number of novel surface acoustic wave (SAW)

techniques which will be described in this Chapter.

The three conventional techniques for frequency synthesis, direct,
indirect and digital "look-up", are reviewed in Section 3.2, and this
is followed by a general introduction to SAW technology and applications
in Section 3.3. Section 3.4 discusses a variety of SAW techniques for
frequency synthesis and finally concludes the Chapter with a review of

the techniques discussed.

3.2 TRADITIONAL FREQUENCY SYNTHESIS

3.2.1 Direct Synthesis

. . . . 3. .
Direct, or iterative, synthesis™ is a modular system comprising

a number of identical stages as illustrated in Figure 3.1.

Each individual stage requires K input frequencies, spaced by Af,
with a centre frequency fC(K-l/K), where fc is the reference source
and K is an integer with typical value between 4 and 10.3’64’75A single
frequency is selected from the input comb in an RF switching network
and is combined in a balanced mixer with fC/K or the output from the
previous stage as applicable. The sum product generated in the mixer

is then selected in a bandpass filter, divided by K and Tow pass
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filtered to remove harmonics. This signal serves as the input to the
following stage and this process is continued for the remaining (N-1)
stages in the synthesiser. In practice the desired output is taken
from the bandpass filter in the final stage, as this provides a more

useful frequency range for communications applications. -

Coherent operation is achieved if the K frequencies input to each
stage are derived from a single referehce oscillator. This can be
achieved by harmonic multiplication of a stable source with filter
selection of individual comb frequencies, or by indirect phase locked
loop techniques. The phase noise of the direct synthesiser is
therefore closely related to that of the reference source which can be

selected to meet a particular requirement.

4Spurious signal suppression js much harder to define as this is
primarily determined by the circuit layout and package design. The
on/off ratio of the frequency select switches provides the fundamental
limitation, and for high frequency operation (fC > 50 MHz) frequency
conversion techniques are often employed to allow RF switching at low
frequencies where improved on/off ratios can be obtained. Typical
values for spurious suppression are in the range 60 dB to 70 dB, but
through the use of careful design and fabrication techniques,

suppression levels of 80 dB to 100 dB have been achieved.3’76

The operating parameters for a direct synthesiser consisting of

a chain of N stages are given as follows :
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Number of output frequencies = KN . (3.1)
Bandwidth (B) = K. (Af) ... (3.2)
Minimum resolution = B/(KN) . (3.3)

Fine resolution is readily achieved in an iterative synthesiser
by increasing the number of stages (N). The percentage bandwidth
however is limited by filtering constraints at the mixer output where
the bandpass filter must select all sum products yet reject any direct

feedthrough from the mixer input. It can be shown3

that with ideal
filter characteristics the maximum percentage bandwidth is 200/(2K-T)
and by assuming a filter stopband/passband ratio of 2:1, this formula
yields approximately 5% and 14% bandwidth for values of K=10 and 4
respectively. In practice, the choice of K is determined by the
minimum values dictated by the level of inband mixer spurii (typically
K > 4) and the maximum value acceptable for system complexity
(typically K < 16). Multiples of K=2 are often used where direct
digital control of the synthesiser is expected,64 whereas K=10 is

favoured for manually operated equipment.75

Synthesiser switching time is predominantly determined by the
cumulative envelope delays of the bandpass and Tow pass filters in
each stage. Assuming typical filter characteristics and values of

K > 4, the approximate switching time per stage is

_ 2.§~(K-1) . (3.9)
C

From this it can be seen that the overall switching time (NTS)

is reduced by increasing fc or decreasing K. To maintain a constant



number of output frequencies, N must be increased as K decreases.

Hence, NTs is in fact proportional to K/1ogzK rather than K.

Typical va]ues1’3

of f. 1ie between 1 MHz and 100 MHz with Af

in the range 10 kHz to 1 MHz. Based on Equation (3.4), the maximum
switching time for a synthesiser with fc = 50 MHz and K = N = 10 is
4.8 us, which is representatiQe of practical performance.3 Where
possible individual stages in the synthesiser are designed to operate
at frequencies below 100 MHz. This is due partially to the difficulty
in reducing spurious signals caused by RF crosstalk and mixer spurii,

and partially to the increased cost and power consumption of digital

dividers at these frequencies.

As high frequency operation is desirable to maximise the abso]ute'
bandwidth and mfnimise the synthesiser switching time, a design trade-
off exists between performance, complexity, size, power consumption and
cost. If wideband operation is a prime consideration, frequency
multiplication (xM) can be used to expand the synthesised bandwidth
 at the expense of spurious and noise performance which is degraded by
20 1og]0M. Alternatively, for wideband operafion at Tow frequencies,

down conversion can be applied.

Due to its modular construction, the iterative direct synthesiser
is a versatile equipment which can provide fast switching, wideband,
high resolution, coherent operation with excellent spurious suppression
and phase noise characteristics. From the foregoing discussion, it
can be seen that all of these features can only be met simu]taneous]y
at the expense of high system complexity, size, power consumptfon and
cost. Table 3.1 presents a list of typical performance parameters

in comparison with an equivalent indirect synthesiser.



3.2.2 Indirect Synthesis

Indirect synthesis3 is based on the phase locked loop (PLL)

techm‘que78

illustrated in Figure 3.2. This system is a closed loop
electronic servo consisting of a voltage controlled oscillator (VCO),

programmable divider (+N), phase detector (PD) and loop filter.

The operation of the loop is such that the VCO output is diQided
prior to phase comparison with a stable reference source. The
resultant error signal is filtered to remove unwanted harmonics and
used to complete the feedback loop which adjusts the VCO output
frequency so as to reduce the error signal. The loop is said tolbe
in lock when the output from the phase detector is constant and the
output frequency (fo) is related to the reference (fr) by the ratio :

f, o= N | .o (3.5)

By varying the division ratio (N), the output frequency can be
selected, with minimum resolution fr’ across the operating range of
the VCO. When the loop is in lock, any phase change in either
reference or VCO output results in an error correction voltage at

the PD output which adjusts the VCO to track the reference signal.

Phase lock loop design is commonly approached using Laplace

78

transform techniques,’” which are only valid for positive real time

linear parameters. As the PLL contains both linear and non-linear
functions, this must be justified by restricting the analysis to

situations where the.loop bandwidth is small in comparison with the

reference frequency and sma11 signal operation is considered.78

Considerable information is available in the literature’o»7980
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concerning PLL analysis, and hence this will not be reported in detail

here.

PLL's are commonly categorised by type and order, where type
refers to the number of pure integrations in the loop, and order
refers to the highest degree polynomial in the characteristic equation.
Due to the inherent integral relationship between phase and frequency,78
the basic loop is type 1, and in this case a constant phase error at
the PD output tunes the VCO to its lock frequency. For frequency
synthesis applications, type 2 loops are favoured,78 where the addition

of an integration in the loop filter reduces this phase error to zero,

providing coherent operation for all output frequencies.

Practical PLL design involves considerable trade-off between

" performance parameters for a given application. Bandwidth, resolution,
switching speed and noise performance are all inter-related and must be
considered separately for each individual case. For a given application,

the two most important functions in the loop are the phase detector80

78 The common phase detector characteristics are

and loop filter.
sinusoidal, triangular and saw tooth responses. The first two are
suitable for situations where fr is relatively close to fo/N

(ie, B << %J but for wideband frequency synthesis where fr-differs
considerably from fo/N, the saw tooth response is preferred. In this
case the phase error determines the polarity of the error signal and
ensures that the VCO control voltage is changed in the correct
direction to minimise the error signal. It is common to find digital

3,85

phase detectors in modern indirect synthesisers.
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The loop filter is the prime factor which governs the type and
order of the loop transfer function and hence is a critical factor in
determining the loop dynamic response and performance. Type 2
operation is normally achieved through use of an integrate and lead

loop fi]ter.78

The filter is required to reject any harmonic signals
at the PD output and to provide smoothing of any dc ripple content on
the VCO control signal. The integrator provides a short term memory
capacity to store the VCO control signal during phase lock which enables
rapid relocking following any phase transients at the PD output. The
filter is normally designed to be narrowband with a sharp cut-off and
high rejection. This reduces the effects of noise sidebénds external
to the loop (ie, on the reference waveform), but increases the loop

sensitivity to internal noise such as microphonic effects.3

For
frequency synthesis, it also has the effect of reducing the loop
switching speed and hence for fast switching applications, a design
trade-off between switching speed and noise performance must be

accepted.

For narrowband applications, the dynamic response of the loop
can be determined from its characteristic equation which in the case
of the integrate and lead filter is second order. The normalised
form for this equation defines two important terms in PLL design,
the damping ratio (g) and the natural frequency (mn). Families of

curves are available78

which graph the output phase or frequency
response caused by input phase or frequency steps for values of ¢

between 0.1 and 2.0. For a particular loop, w,  and § can be Qefined

n
in terms of the circuit parameters, and with reference to these
graphs, the optimum circuit parameters selected to achieve the

required dynamic response. To yield optimum overshoot and noise



performance T is typically selected between 0.5 and 1.0.

For wideband applications, the above analysis is unrepresentative
.as the large value frequency ;teps cannot be analysed by conventional
Laplace techniques. In this case, the loop switching speed is
restricted by the maximum output from the PD and the slew rate of

the amplifiers and VCO components in the 1oop.85

An empirical figure
quoted for PLL switching is typically 20 to 30 times the period of the
reference signa].3 This can.vary from milliseconds to seconds for

common designs.83’85

A technique often used to improve switching
speed involves decoding the input frequency control word in a digital
to analog converter (DAC) and feeding this information directly to

the VvCo0.3

This pretunes the VCO to the point where normal phase
locking can be effected. A number of techniques have been suggested
for increasing the PLL resolution without increasing the switching
speed of reducing the noise performance excessively. These include
digiphase switching, direct loop combination, vernier loop combination

and digital "look up"/PLL combination.3’80’86

The difficulty in implementing a PLL is increased when high
frequency operation is required. When digital division and phase
detection are used, the VCO output is normally reduced to a suitable
frequency by -standard down conversion or prescaling techm‘ques.3
Prescaling is normally favoured as this results in the minimum component
count and reduces the need for a second input signal to the Toop.

This is limited to VCO frequencies below 1 GHz at present, but

development of gigabit logic should extend this in the future. :
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In general.terms, the PLL synthesiser represents a considerable
improvement over the direct synthesiser in terms of component count,
size, weight and power consumption. For many applications such as
airborne and manpack equipments, these features are highly desirable
and the associated penalty of slow switching speed is accepted as a
design trade-off. Typical performance figures for PLL synthesis are
listed in Table 3.1, and a description of design procedures for a

number of applications can be found in the reference 1ist.3’82’83

3.2.3 Digital "Look-Up" Synthesis

This technique represents a modern approach to frequency
synthesis based on the use of digital read only memory (ROM) and

digital to analog converters (DAC).3’74

The design and manufacture
of this equipment can be attributed to recent advances in digital
large scale integration (LSI) which have increased both the capacity
and availability of memory devices. Although this technique does
not presently provide high frequency wideband operation, the

operating principle is described below for completeness.

Tabulated values of sine and cosine functions are stored in
ROM and selected values read out sequentially to form a sampled
signal of the desired frequency. This in turn is converted into
analog form in a DAC. The sampling interval (ts) is chosen to be
1/fr (where fr is the system reference clock), and the desired |

trigonometric value is calculated from
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6 = 2.m.f .t ... (3.6)

where
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The maximum value for fo is restricted to fr/2 by the Nyquist sampling
criterionS but fr/4 is accepted as a practical 1limit for operational

systems. At present, f_. is limited by the finite access time of the

r
ROM (10 - 100 kHz for MOS devices), the multiplication process required
and the maximum operating speeds of DAC's. Improved frequency
resolution requires an increase in the number of tabulated trigonometric
values, and the accuracy of these values governs the spectral purity

of the output. The consequence of the latter two factors is to
increase the ROM storage required, and although economies can be

made due to the symmetry of the sinusoidal waveform74, this, coupled

with the associated memory access time, limits the performance of the

system.

Following DAC the signal is low pass filtered to remove unwanted
harmonics. The envelope delay of this filter is the governing factor
in the synthesiser switching speed, and typical figures of 1 to 10 us
have been repor'ted3 for filters of varying complexity. The maximum
operating frequency is dependent on the logic family used and can
vary from 200 kHz for CMOS to 12 MHz for EcL.3 However, it should
be noted that power consumption can increase by a factor of 40 and
noise performance degrade by 40 dB between these extremes.3
Techniques have been suggested for increasing the synthesiser.centre
frequency by single sideband modu]ation, up conversion and filtering

or harmonic selection.3



Although this filter does not provide the high frequency, wide-
band operating capacity of the iterative or PLL synthesisers, it is a

74,87

useful technique for synthesis of frequencies below 1 MHz.
digital circuit operating speeds continue to increase, the digital

look-up synthesiser may find wider application.

3.3 SAW TECHNOLOGY AND APPLICATIONS

3.3.1 Introduction to SAW Technology

In the field of electronics and signal processing, the surface
acoustic wave (SAW) is associated with a longitudinal wave propagating
in a piezoelectric material with a velocity some five orders of
magnitude lower than the velocity of electromagnetic radiation. This

wave, sometimes known as a Rayleigh wave,88

is non-dispersive and
typically has more than 96% of its energy content confined within a
depth equal to one wavelength. Due to this Tatter feature and the
comparatively low velocity of the SAW (typically 3 x 105 ms’l for
quartz) a large number of wavelengths can be contained within a
relatively small (less than 250 mm) device, and the waveform can be
sampled or otherwise modified during propagation. Practical
implementation of SAW devices became possible with the development

of the interdigital transducer,89

which permits efficient trans-
duction of electric and acoustic energy, and this has proven to be
a highly reproducible structure using photolithographic replication

techniques pioneered in the semiconductor industry.

The interdigital transducer (IDT) consists of a set of inter-
leaved electrodes made from a metal film deposited on a highly

polished piezoelectric substrate. The diagram in Figure 3.3
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illustrates a basic SAW delay line with identical, uniform input and
output transducers. This simple IDT structure has a constant pitch
(L) and aperture (W) over the transddcer length. Its impedance as
seen at the electrical input port can be represented by a series

equivalent circuit,89

with a reactance which in practice is pre-
dominantly capacitive. In the device passband, the transducer can

be electrically matched by an inductor to cancel the reactive component
so that all incident electrical energy is converted to acoustic

energy. The value of electrode overlap required to make the

resonant impedance of the device equal to 508 (wso) can be easily

ca]cu]ated.89

When a sinusoidal voltage applied to the electrical port
approaches the resonant frequency of the IDT, strong coupling of
electric to acoustic energy occurs and surface waves are launched in
both directions normal to the IDT. At the design stage, it is
possible to select the device operating frequency by varying the
electrode pitch (L), and similarly the amplitude contribution of an
electrode pair (to a first apbroximation) can be controlled by
varying the electrode aperture (W). Maximum values for L and W
are dictated by substrate size and cost while fabrication techniques

and diffraction effects Timit minimum dimensions.

The bidirectionality of the SAW leads to a minimum theoretical
device insertion loss of 6 dB for ideally tuned and matched trans-

89 of -6 dB gives rise to a

ducers and the reflection coefficient
triple transit signal (corresponding to three transits between
transducers) appearing at the output 2 delay periods after the input

signal, with a comparative level of -12dB. In the simple device
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shown in Figure 3.3, unwanted surface waves travelling away from, or
passing under, the: output transducer are absorbed by wax or adhesive
tape, or alternatively scattered by angling the ends of the crystal.
Improved triple transit suppression can be gained at the expense of
increased insertion loss or by the use of special design techn‘iques.go’g1
In situations where Taw insertion loss is a critical requirement,

IDT geometr‘ies92 comprising more than 2 transducers can be used to

reduce the loss to less than 2 dB.

In most pieéoe]ectric materials, the periodic structure of the
IDT also excites bulk or volume acoustic waves which reflect off the
end and reverse faces of the substrate. In most cases these waves
have velocities between 1.5 and 2 times greater than the desired
surface wave, and can lead to undesirable out of band responses.
Elaborate fabrication and design techniques can be employed to

reduce bulk waves by as much as 50> 60 dB.93

Although necessary for energy conversion, the IDT loads the
material substrate due to its finite mass and the piezoelectric
coupling effect. Both these effects tend to reduce the surface wave
velocity relative to that on the free surface of the material. The
relative contribution of these two perturbations is dependent on the

operating frequency and the substrate materia].g4

In a complex SAW device, IDT structures with between 50 and
10,000 % elements may be used. This can result .in undesirable
interelectrode reflections which degrade the.device performance.
Figure 3.4 shows three forms of transducer structure commonly ﬁsed.
The simple A/4 structure used to illustrate the IDT in Fiéure 3.3

creates a particular problem since each finger edge reflects an
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incident SAW in phase at the fundamental frequency. For transducer
. structures with a large number of elements, this reflection severely
impairs performance, and the A/8 or "split finger" electrode con-

figuration must be used.96

This reduces the finger width for a given
centre frequency and hence Timits the maximum device operating
frequency due to photolithographic fabrication constraints. For
high frequency operation, the A/6 structure provides a useful

compromise between reflection suppression and fabrication complexity.

The above description has been confined to uniform transducers,
but in practice, many SAW devices are designed with a non-uniform
IDT where the periodicity or the aperture (or both) are allowed to
vary. Such devices belong to the general class of transversal
filters (Figure 3.5)97 and can be used to perform functions such as
frequency filtering, correlation and dispersive delay. In the.
context of this manuscript, the SAW dispersive delay line (DDL) is
of major importance, and is more fully discussed in Section 3.3.2.
The general application of SAW devices in radar and communications

systems is discussed in Section 3.3.3.

A range of piezoelectric substrate material is available for
SAW device fabrication, and the choice is mainly governed by the
device type, its operating frequency, bandwidth, time delay and
environment. The most commonly used are quartz and lithium niobate
(LiNb03). ST-X quartz is the only readily available material with
a zero temperature coefficient of delay at a convenient and selectable
temperature. A typical characteristic for 42 degree rotated ST-X cut
is shown in Figure 3.6. The null point of this parabola can be

varied over 25 to 100 degrees centigrade by a 10 degree variation of



the crystal orientation.98

The disadvantage of quartz substrates
js their low coupling coefficient which leads to high insertion loss
and narrowband (<4%) operation in uniform bandpass and simple delay
structures. Lithium niobate has a much higher coupling coefficient
allowing bandwidths in excess of 20% for tuned uniform transducers,
and exhibits a velocity anisotropy which substantially reduces beam
spreading due to diffraction. The high coupling can lead to spurious
signals and reflections as discussed previously. The témperature
coefficient of 1ithium niobate is approximately 90 ppm/degree
centigrade, which may necessitate temperature control for some
applications. Other materials of significance are LiTa03,

Bi,,Ge0,, and Zn0 on si.78

From the above discussion, it can be seen that trade-offs exist
when selecting a material for a particular application. The main
factors which must be taken into consideration are : percentage
bandwidth, acoustic velocity, temperature coefficient of velocity
and delay, spurious signal rejection, acoustic loss, availability
and cost of material. Table 3.2 presents the parameters of some
available substrate materials, and details optimum uniform IDT
design considerations.  Further information regarding SAW

fabrication and design techniques can be found in References 4 and 94.

3.3.2 The SAW Chirp Filter

A dispersive delay 1ine (DDL) has a group delay characteristic
which is a specified function of the instantaneous frequency of the

input signal. This can be achieved in SAW technology by two

99

distinct approaches : the first based on the IDT,”” and the second
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on the reflective array compressor (RAC).]00 The former is

historically the more proven technique and is of particular relevance
to this manuscript, but for completeness, some reference is given to

RAC techniques at the end of the section.

Frequency dispersion is achieved in an IDT structure by varying
the interelectrode pitch (L) across the length of the transducer.
The desired amplitude characteristic is independently realised by
varying the aberture (W) of the electrodes, a process commonly known
as apodisation. In this way it is possible to design either linear
or non-linear dispersive filters with or without amplitude weighting.
In this case the device of interest is the 11neaf frequency modu]ated
(FM) filter, most commonly known as the "chirp" filter from its

application in radar pulse compression systems.]3

The simplest chirp filter design combines a wideband non-
dispersive IDT with a dispersive IDT as in Figufe 37 (a). The
main disadvantage of this configuration is the inherent bandwidth
limitation of the non-dispersive transducer. The use of a double
dispersion design as in Figure 3.7(b), circumvents \this problem by
sharing the dispersion between transducers, such that each_trans-
ducer covers the required bandwidth in oné half the dispersive delay.
As discussed in Section 3.3.1, spurious signals caused by the SAW
travelling under the metalised IDT structure can degrade performance,
hence the double dispersive inclined structure illustrated in
Figure 3.7(c) is an attempt to minimise this interaction. High
performance devices also make use of split finger techniques to

minimise the effect of inter-electrode reﬂections.99
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A prime figure of merit for a chirp filter is its time bandwidth
(TB) product, which refers to the device time delay in us multiplied
by its bandwidth in MHz. Also of interest to the system designer
is the operating frequency, the insertion loss, the group delay
variation, the amplitude ripple and the Tevel of time domain spurious
signals. Table 3.3 lists current and projected performance bounds

for IDT based SAW chirp filters.

The alternative approach to SAW chirp filter design, the RAC, is

based on an earlier bulk acoustic wave device, the IMCON.]O]

Input
and output transduction is-achieved by conventional IDT design, whilst
frequency selection relies on a reflective array of etched grooves

with graded periodicity. The SAW normally propagates at approximately
45 degrees to the groove and the combination of two such arrays as
shown ﬁn Figure 3.8 results in a compact U shaped structure which
allows a given time dispersion to be realised in approximately half

the size of a conventional filter. The array grooves are fabricated

102 and introduce

using sophisticated ion-beam etching techniques,
virtually no propagation loss and negligible dispersion?4 Amp1itude
weighting is achieved by varying the groove depth as the reflectivity

varies linearly with depth for shallow grooves.

In addition to increasing the available delay, measured phase
errors can be compensated for by loading the substrate with a variable
widthmetallisation between the two reflective arrays. Since the
frequency dispersion occurs spatially down the length of the crystal,
the metallisation can be varied to achieve accurate phase compensation
at any point in the band. The RAC structure greatly reduces

spurious bulk waves and does not suffer from the surface loading
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effects encountered in IDT devices. This allows optimal matching of

input and output transducers to minimise insertion loss.

The present and projected future capabilities of SAW RAC devices
are tabulated in Table 3.3, alongside the figures for IDT
designs. Although the RAC can achieve much higher time-bandwidth
products, these filters cannot meet the stability of IDT structures
maanactured on quartz, since they normally use a high coupling

material such: as lithium niobate.

3.3.3 SAW Device Applications

SAW components can be used to perform a variety of signal
processing functions, examples of which include frequency filters,
resonators, dispersive and non-dispersive de1éy lines, phase coded
and tapped delay lines and convolvers. Application of these devices

103,4

has been reported in both radar and communications systems, but

the most significant areas of impact have been in pulse compression

104 105 and

radars38, television IF filtering, compressive receivers
4

spread spectrum synchronisation. Table 3.4 presents a list of

potential systems applications for SAW devices along with the

associated properties which make this technology an attractive option.

Pulse compression radar systems]3 commonly employ a Tinear FM,
or chirp, transmit pulse combined with matched filtering in the
receiver to provide increased range detection without lToss of
resolution in a peak power Timited system. The processing gain
associated with pulse compression is equal to the TB product of the
transmitted signal and the résulting compressed pulse has a sin x/x

envelope with time sidelobes commencing at -13 dB with respect to
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the main lobe. As this sidelobe pattern is undesirable in many
applications, it is common to employ spectral weighting in the
receiver to reduce the level of sidelobes at the expense of pulse

broadening and loss of compression ga1’n.13

SAW dispersive delay lines provide a convenient and reproducible
method for generating and detecting the chirp signals used in pulse

38 The DDL characteristics described in Table 3.3

compression radars.
illustrate that pulses with bandwidths of 10 MHz to 100 MHz ahd time
delays of 1 us to 100 us can be achieved at suitable IF frequencies

99

(30 to 300 MHz). For linear FM systems spectral weighting™™ in the

compressor can be applied to achieve time sidelobe suppression of

30 to 40 dB.>>

Due to this weighting, the compressor devicesis
no longer a true matched filter and a mismatch loss of approximately

1.2 to 1.4 dB is experienced.

The use of non-linear FM coding106

avoids the mismatch problem
by sharing the spectral weighting function between transmit and
receive filters. This results in a close approximation to true

107 uhich exhibit

matched filtering, and devices have been reported
sidelobe suppression of 45 dB with a mismatch loss of less than 0.2 dB.
The major disadvantage of the non-linear system is its increased
sensitivity to Doppler shifts in the returned signal, and hence its
use is restricted to applications where the expected Doppler shift

is less than 1% of the centre frequency.

To achieve low time sidelobe performance, amplitude and phase

errors within the loop are required to be of the order of 0.1 dB

107

and 1 degree respective]y.99 Recent work in multi-channel systems

has led to examination of device matching by noise cancellation
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techniques. Typical cancellation Tevels of >30 dB were found in
devices with bandwidths in the range 2 to 30 MHz and time delays in

the range 2 to 40 us.

Other applications for SAW DDL's include variable delay

108 7

modules, Fourier transform processorsw8 and frequency synthesisers.
The FT processor reduces the standard Fourier integral to a series of
multiplications and convolutions using Tinear FM waveforms. A

number of SAW DDL FT processor configurations have been reported]09
but the best known of these is the compressive (or microscan)
receiverm5 which provides a broad band, high resolution,
instantaneous signal detection facility. Table 3.5 illustrates the
performance capabilities of compressive receivers using IDT, RAC
and IMCON devices. SAW spectrum analyser equipments are avaﬂatﬂe“0
which provide : (1) 100 point spectral resolution of analog or
digital signals within a 6 MHz bandwidth in 50 us, and (2) 500 point

spectral resolution within a 25 MHz bandwidth in 40 us.

The output of a FT processor for a CW input signal is a single
time domain impulse (a narrow sin x/x response with suppressed side-
Tobes in practice) whose position in time is determined by the input
frequency. Conversely, an inverse FT processor should produce a
CW output burst for an input impulse function, where the frequency
of the output signal is contr011ed by the relative timing of the
input pulse. This method for frequency synthesis was initially
postulated by Atzeni’/ and is the subject of more detailed investigation

in Section 3.4.3, Chapters 4 and 5.

The variable delay module utilises the dispersive characteristic

of the SAW DDL to offer differential delays to signals of varying



centre frequency. Figure 3.9 illustrates a suitable variable

delay line (VDL) configuration which has demonstrated]]]

continuously
variable delay between 10 and 20 pus for signals with 15 MHz bandwidth

and 100 MHz centre frequency.

SAW bandpass filters have many applications in radar and
communications equipment, but their impact has been most noticeable
in the field of TV IF filtering.104 Due to the transversal nature
of SAW filters, complex amplitude and group delay functions such as
illustrated in Figure 3.10 can be realised. However, the moét
significant factor in this application for the TV manufacturer is
the availability of small size, low cost components which reduce
the complexity of the IF strip and need no elaborate setting up
procedures. These devices are currently produced at a rate of
millions per annum.using mass production techniques similar to those
of the semiconductor industry. The response shown in Figure 3.10
is produced by a filter manufactured on 1ithium niobate and mounted
in a TO8 can with a selling price of approximately 75 pence for large

quantities.

Other uses for SAW bandpass filters are in noise and bandwidth
reduction apph'cations.26 Table 3.6 lists the current and projected
performance levels available for these devices along with that of

112 is a reflective device

the SAW resonator. The SAW resonator
which offers a potentially higher Q-factor (>10,000) than the
conventional transversal filter. It has the advantage of lower
insertion loss (3 dB to 6 dB) than IDT designs but suffers from poor

out of band rejection (typically <30 dB).
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A more recent use of SAW bandpass filters has been in the
generation and detection of MSK waveforms25 for spread spectrum

communications as discussed in Chapter 2.

Non-dispersive SAW delay lines and resonator structures can be
incorporated in the feedback loop of a high gain amplifier to realise

a SAW osci]lator.113

This and other SAW techniques for frequency
synthesis are reviewed in more detail in Section 3.4 due to their

particular relevance to this thesis.

Phase coded tapped delay 11’nes52 and convo]vers53 were discussed
in Chapter 2 due to their significance in spread spectrum communications
where they can provide fast synchronisation acquisition or code |
correlation for short duration burst transﬁissions. 13-bit Barker

114 hich exhibit correlation side-

code devices have been produced
Tobes of -21 dB with respect to the peak response. The maximum

number of taps predicted32 for a fixed coded device is 1024,‘whilst

the added complexity of switching networks reduces this number to
approximately 128 for programmable devices. In situations where
programmability is essential, the SAW convolver provides the best

option with time bandwidth products in the range 500-1000. Techniques
for recirculating delay lines have been demonstrated56 which yield

an increase of 103 in the available TB, and more recent investigations55

into acousto electric convolvers have reported techniques for further

improvement.
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3.4 SAW TECHNIQUES FOR FREQUENCY SYNTHESIS

SAW technology has introduced a mixture of novel and conventional
techniques into the field of frequency synthesis. These are of
particular interest for fast frequency hopping (FFH) applications
(see Chapter 2) where they combine the advantages of wideband, fast
switching performance with low power operation and rugged, compact

construction.

Three main groups can be defined for ease of description :
filter banks, oscillators and chirp techniques; Each of these are
described in the following sections, and their (e1ative merits

discussed in Section 3.4.4.

3.4.1 SAW Filter Banks

SAW bandpass filters can be designed to exhibit a sin x/x
frequency response as illustrated in Figure 3.11. The associated
time domain impulse response of this filter is a rectangular burst

of sinusoid-with frequency fo’ where fo is the centre frequency of
1

the filter; and duration T, where-? is the null spacing of the sin x/x
envelope. By impulsing such a filter with a short duration, high
energy pulse, a rectangular burst signal is generated, and by

repetitive impulsing at a rate equal to %3 a CW waveform is obtained.”6
When this technique is employed for frequency synthesis, a separate
filter is required for each individual output frequency (unless
individual outputs are combined as in the direct synthesis technique

described in Section 3.2.1).

Using SAW filter design techniques, it is possible to design a

bank of filters with identical frequency responses, each separated in
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centre frequency by %- . In this way an impulse train with
repetition period t can be fed in parallel to the filter bank and

the desired output selected in an appropriate switching network.

Since the desired output has a response null coincident with all
adjacent filter peaks, high spurious signal suppression is potentially

available.

115-124

Considerable investigation of this technique has been

made, but perhaps the most significant of all is that by

Carr et a].]]7-]23

They have demonstrated a synthesiser which
comprises a 16-channel SAW filterbank with a 16-input/1-output
silicon-on-sapphire (S0S) PIN diode switch array. The individual

filters have a response of the form

sin (X sin (2x
X ‘ 2X

where x = m(f - fo)/fC

f = applied frequency
fo = filter pass frequency
fC = null separation = reference clock frequency

This is a combination of 2 filter responses, one with nulls at fc’

the other with nulls at fc/é, resulting in an overall response with
very deep nulls spaced by fc. Frequency selection is achieved in
the SOS diode array, and on/off ratios in excess of 50 dB have been
observed, with a switching time of less than 5 ns. Considerable

care must be taken during the design and packaging of this unit to
minimise spurious signals generated both in the SAW device and due

to electromagnetic breakthrough.
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This technique provides a coherent, fast switched output.with
stability dependent on the external reference clock. It does,
however, suffer from complex fabrication problems both in relation to
the switch network and the difficulty of multiplexing the pulse train
into the filter bank when a large number of output frequencies or
wide bandwidth operation is required. In view of these factors it
would appear that the SAW filter bank synthesiser is best suited to
operation over bandwidths of 50 MHz - 100 MHz with between 10 - 20
available output frequencies. A recent paper by Zaken et a1]24
demonstrated the combination of a 10 channel filter bank with direct
synthesis techniques to provide 100 output frequencies spaced by 1 MHz
in the range 420 MHz to 519 MHz. A switching speed of 3 us was

measured which was primarily due to filter response times in the .

direct synthesiser IF section.

3.4.2 SAW Oscillators

3.4.2.1 Single Mode Oscillators :

13 illustrated in Figure 3.12,

The single mode oscillator,
incorporates a VHF/UHF SAW delay line in the feedback loop of a high
gain amplifier. This configuration can support a comb: of n

frequencies Wi, when the condition

w, T4t 8 = 2nm
where T4 = SAW delay - us
6 = electrical phase shift of

magnitude << Wy - T4

n = integer



is satisfied. A single mode is selected from this comb by the
frequency response of the SAW delay line, which is designed to have
nulls at all other comb frequencies. This produces an output with
high short term stability (ie, good spectral purity or single sideband
noise performance) but with poorer medium and long term characteristics.
in comparison to a conventional crystal oscillator. By including a
variable phase network (ee) in the feedback loop, the oscillator can
be tuned over a bandwidth which is related to the Q or number of
wavelengths in the SAW filter. With values of ee in the range +m/2
to -m/2 the bandwidth (Af) is expressed by j-;% where L is the delay
measured ¢$
1ine length A>the total number of wavelengths at the centre frequency.
Bale et al o have demonstrated a method for repetitively defining
the starting phase of a SAW oscillator. This entails impulsing the
oscillator with sufficieht energy at the frequency of interest to
allow the subsequent build-up of oscillation. The loop settling time
is found to be equivalent to approximatélty 10 recirculations (or 10 rd)
which limits this technique to slow switching applications. Faster
switching over the same bandwidth could be made possible by two or
more identical oscillators, arranged such that one onTy was connected
to the output whilst the other(s) switched frequency. Alternatively,
a number of similar oscillators with varying centre frequency could

be combined as in a direct synthesiser (see Section 3.2.1) to increase

the operating band and the number of output frequencies.

3.4.2.2 Multimode Oscillators :

The same configuration as the single mode oscillator (Figure 3.12)

can be used with a wideband SAW delay line in the féedback loop, hence
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permitting oscillation at a large number of the available modes.

Once again, Bale et_a'l6 have demonstrated such a system where
individual modes are selected by injecting a narrowband pulse at the
desired frequency to excite oscillation at the corresponding mode.
They have reported a system using a 2.3 us SAW delay line with a
centre frequency of 70 MHz and demonstrated selection of modes spaced
by 435 kHz between 54 MHz and 92 MHz. Coherent operation between
frequencies is possible provided the associated excitation pulses are

also coherent.

It was also shown that not all possible modes could be excited
and that in some cases several modes appeared to be supported simult-
aneously (a feature known as multimoding). Recent theoretical and

experimental wor'k,]25

has indicated that these problems arise
primarily as a function of the delay line frequency response, and it

is hoped that these can be reduced by suitable SAW device design.

As with the single mode oscillator, frequency switching requires
approximately 10 recirculations of the feedback loop, and hence fast

switching operation requires a number of oscillators in parallel.

3.4.2.3 Discriminator Oscillator :

A variation on the single mode oscillator is the discriminator
oscﬂ'lator‘]z6 illustrated in Figure 3.13. This follows the principle
of indirect synthesis (as described in Section 3.2.2), where the
output from a conventional VCO is input to a SAW frequency
discriminator and the subsequent output used to control the VCb
frequency. The length of the SAW delay line governs the

discriminator response and hence the tuning range of the oscillator,
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and to maintain high spectral purity, a delay line of long duration
(ie, 100 A)is required. To increase the available tuning range
without reducing the stability, a double Toop sysfem can be used,
with a short duration (~10 A) delay line for coarse tuning, and the

original delay line for fine tuning (as illustrated in Figure 3.14

(a) and (b)).

In this configuration it is common to divide the VCO output
prior to the SAW discriminator. This has the advantage of
increasing the fundamental operating frequency at the expense of
reduced stability. The maximum operating frequency is curreétly
limited by digital division technology to ~1.5 GHz. A SAW

127 with an

discriminator oscillator of this type has been reported
operating frequency of 1.425 GHz, and direct VCO modulation

capability of 1 MHz.

Like the single mode oscillator this technique is most suited
to slow (ms) switching applications-over 1% --5% bandwidths.
Performance for FH applications can be improved by suitable

combination of a number of identical oscillators as before.

3.4.2.4 Mode Locked Oscillator :

128 is a variant of

This technique, reported by Gilden et al,
the multimode oscillator, and is based on the block diagram of
Figure 3.12. In this case, the feed back loop contains a non-
linear element known as an amplitude expander, which maintain; the
circulation of a narrow RF pulse which contains the Fourier |

components of all the possible modes. The time domain output takes

the form of an RF pulse train with repetition rate equal to the



71

reciprocal of the SAW device delay, T4 and pulse width approximately
equal to the reciprocal of the SAW device bandwidth (B). The
equivalent frequency domain output comprises a comb speéctrum of n
frequencies spaced by ’I/-rd over a bandwidth, B. The oscillation

can be self starting129

or alternatively can be induced by a
synchronised trigger pulse as in the miltimode oscillator of -

Section 3.4.2.2.

Gilden et a1'28

reported a mode locked oscillator operating at
100 MHz with 20 MHz bandwidth, and 556 kHz resolution. It should
be noted however that this device is not directly capable of
generating FH waveforms, but can be used as a comb generator for

direct frequency synthesis or filter bank techniques as described in

the following section.

3.4.2.5 Multimode Oscillator and Filter Bank :

Adkins 30

has reported a combination of the mode locked
oscillator and the SAW filter bank to achieve fast frequency hopping.
This system combines additional transducers on the substrate of the
oscillator delay Tline which are designed to select individual

frequencies from the generated comb spectrum.

Each output transducer has a=sin x/x response with null
separation equal to the comb spacing. In this way the adjacent
comb frequencies are suppressed and the required output can be
selected by a PIN diode switch array. Experimental results for a
140 MHz oscillator with 10 MHz mode spacing and two mode selecfion

130

transducers at 130 MHz and 140 MHz have been reported. The

diode switches were stated to have an isolation of 60 dB and
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switching time of 2 ns, but due to high electromagnetic breakthrough

.and SAW insertion loss the spectral purity was only 20 dB.

This technique is limited in bandwidth by the capabilities of the
SAW oscillator, and the number of potential output frequencies is

Timited by the resultant complexity of the SAW device design.

3.4.3 Chirp Synthesis Techniques

3.4.3.1 Introduction :

Chirp synthesis is based on mixing two time delayed but over-
lapping linear FM waveforms. Figure 3.15 illustrates the two useful
system configurations known as difference and sum frequency modes

respectively.

In the difference frequency mode, two chirb waveforms with
identical start frequency (w-I = wz), dispersive slope u, and time
separation T, are combined in a mixer and the difference product (or
lower sideband) selected in a 1bw pass filter. The resultant output
is a pulse of frequency (w]b- wo + ut) existing for T < t < T, where
T is the duration of the chirps. During the periods 0 < t < t and
T<t<T+ 1, unmixed portions of the chirp waveforms can be removed

by a suitable time gate.

The waveforms used in sum frequency generation again have
dispersive slopes of equal magnitude, but this time differing in
sign (ie,|uq| = [up| but uy = -up).  In this case, the sum frequency
product (or upper sideband) is selected in a bandpass filter fol]owing
the mixing process. The output pulse has a frequency given by

(wy + @, - ut), which exists for T < t < T, and again it is possible



to remove unwanted sections of the original waveforms by time gating.

From consideration of the above, it can be seen that the output
frequency in each case is dependent on the chirp start frequencies
(w and uQ), their dispersive slope (1), and their time separation (T).
The duration of the output pulse is defined by Tt < t < T, and it is
convenient to define a value for t which in turn allows a pulse

max

of constant length Tnax < t < T to be selected by time gating. Since

a
and are fixed parameters the synthesiser output frequency is
“ “2

determined by the value of t selected in the range 0 < T < T In

max’

this way the total synthesiser bandwidth is defined by MT oo for

difference frequency operation and by 2ut (ie, frequencies in the

max

range +ut... to -ut__.) for sum frequency operation. If T is varied

max
in discrete steps under the control of a stable reference clock, a
multifrequency wideband synthesiser is produced with accuracy and
stability related to that of the reference source and the digital

control electronics.

This technique has a variety of implementations which differ
mainly in the way in which the chirp waveforms are generated and the

variable time delays achieved.

3.4.3.2 SAW Chirp Mixing :

As descrfbed in Section 3.3.2, the SAW chirp filter provides a
convenient method for linear FM waveform generation. In this
approach the chirp waveform is generated by impulsing a SAW
dispersive delay line. This impulse can in turn be controlléd by
a stable reference source, via suitable electronics, to achieve the

accurate time delay required between chirp signals.
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Atzeni et a17 first reported this technique using chirp filters
with 30 MHz centre frequency and dispersive slope of 100 kHz/us.

Output signals were demonstrated at difference and sum frequencies.

Grant et al]B]

reported the development of the technique for
use in the generation of continuous output frequency hopped (FH)
signals by time interlacing two identical channels. This
configuration was also novel in that it used one chirp filter only,
fed by an impulse pair seéaf&ted in time by the desired value of t.
The chirp filters used had 60 MHz centre frequency, 25 MHz bandwidth,
and 5 us nominal time dispersion. The output from each channel was
gated over the period 2.5 us < t < 5 us allowing 12.5 MHz bandwidth.

The generation of coherent operation was demonstrated by correlation

in a SAW degenerate acoustic plate convolver.

Hannah et a1]32

extended the work of Grant using two SAW chirps
per channel to demonstrate programmable CW difference frequency
generation. Phase coherence with a waveform derived from the
reference clock was demonstrated to be within 2 degrees at an output
frequency of 4.8 MHz. The desired signal to spurious level was

-24 dBc, and tﬁe SAW filters used were identical to that used by

Grant.

Hannah subsequently demonstrated sum frequency operation using
the same equipment, but one filter in each channel was replaced by a
device identical in characteristic but opposite in dispersive slope.
An output signal with 50% duty cycle at 110 MHz was generated with
phase coherence of <2° compared to the reference source. Th{s
configuration was capable of hopping over the full chirp bandwidth

(25 MHz), with a hop duration of 2.5 us. Switching time between
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hops is related to that of the gating signal, which can be as fast

as 1 ns, whilst the overall stability is related to the master clock.

Patterson, Dods and Hannah133

reported a 2-channel PN code
controlled chirp mixing synthesiser with a 100% duty cycle operating
in both FH and CW modes. A total of 63 hops,each with a duration of
2.5 us,was demonstrated over a 26 MHz band centred on 120 MHz.
Selection of a single frequency in the band produced a CW output

with spurious signal suppression of >30 dB.

Results from computer simulations showed that this high level of
spurious signal could be attributed to amplitude or phase errors in
the synthesised waveforms, and careful design and construction
techniques could reduce this to >40 dB with available high performance

SAW devices.

Finally, Darby et a1134

presented a comparison of two chirp
synthesiser equipments, one as described by Patterson et a1]33and
the other exhibiting 127 hops each with duration of 2.5 us, operating
over a bandwidth of 50 MHz in the frequency range 335 to 385 MHz.
This paper includes a discussion of error mechanisms within the chirp
mixing process and their effects on the synthesised output. It

also discusses the effect of mismatch between transmit and receive

signals on FH link performance.

Due to the potential capabilities of this system in comparison
to the other SAW frequency synthesis techniques described in this
section (see Section 3.4.4), the remainder of this thesis is .

dedicated to a fuller investigation of this subject.
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3.4.3.3 Discrete Chirp ROM :

135 is similar to that

This technique described by Alsup et al
described in the above section. In this case, however, the
continuous SAW chirp filter is replaced by a discrete version. The
system configuration is similar to that suggested by Grant13], but
the discrete filters appear like serial access read-only-memories
(ROM's).  An alternative method intended to improve performance,
suggested the use of a prime sequence filter as an acoustic random
access ROM. Both techniques have the disadvantage that the output

waveform is of a sampled nature.

3.4.3.4 Tapped Delay Line :

The third SAW chirp technique reported by Manes et a1]36 and

Alsup et a1135

combines two contra-directed chirp waveforms in a SAW
tapped"delay T1ine. As both chirps are simultaneously launched from
opposite ends of the filter, the time delay required between the two
signals to generate a particular frequency is achieved by the spatial
positioning of the taps on the SAW substrate. In this way the number
of output frequencies available is dictated by the number of taps on
the SAW substrate. When the two chirp signals are detected at any
one tap, they are.input to a mixer and the desired product selected

by filtering. Either difference or sum operation can take place

according to the format of the input chirp signals.

The most attractive feature of this technique lies in the ability
to use active chirp generators. This allows the use of long time-
duration signals, which in turn allows the generation of long duration

bursts of output signal. The number of output frequencies is however,
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limited by the number of taps physically realisable on the SAW

substrate, and the overall insertion loss of the device.

3.4.4 Comparison of SAW Synthesis Techniques

SAW technology provides a wide variety of synthesis techniques,
each of which can be attractive for a particular application. Table
3.7 lists the various techniques and gives a rating of their relative
performance in terms of operating frequency, bandwidth, output

frequencies, switching speed and spectral purity.

The single mode and discriminator oscillators represent stable
frequency sources, but are limited in their application to fast
frequency hopping due to their narrow band operation and slow switching
speed. The multi mode oscillator is potentially attractive, but
there are considerable technological problems in exciting the desired
mode and in preventing multimoding. As a single device this approach
would still have a slow switching speed, and some form of parallel

operation is required for fast switching applications.

The filter bank techniques are much more attractive for FH
applications due to the inherently high switching speed. This
approach provides high spectral purity with fast (ns) switching speed.
At present, however, the SAW/SOS diode fabrication and the device
packaging constraints 1imit the number of available output frequencies

to between 20 and 30.

For wideband'fast switching multifrequency operation, chirp
techniques present the most attractive option from those discussed

above. Of the three chirp methods described, chirp mixing using
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SAW linear FM filters provides the most flexible solution. The
discrete chirp ROM holds no advantage over the continuous version,

and has the disadvantage of a sampled output. The tapped delay

line technique allows the use of active chirp generation which enables
the synthesis of long duration frequency bursts. However, for short
duration hops required in fast FH applications, SAW linear FM filters
provide a more convenient method for generating the chirp signals,

and there would appear to be no advantage in combining these in a SAW
tapped delay line. In fact, the extra fabrication complexity would
be both costly and 1imiting in the number of available odtput

frequencies.

For these reasons, SAW chirp mixing appears to be the optimum
SAW frequency synthesis technique for generating coherent, wideband,
fast switching waveforms when a large number (ie, >100) of output
frequencies are required. Current SAW devices can be used to
generate waveforms with >100 MHz bandwidth, nanosecond switching speed;

and potentially 100's of output frequencies.
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PERFORMANCE FEATURE

DIRECT SYNTHESIS

INDIRECT SYNTHESIS

Percentage Bandwidth

Resolution

Switching Speed

Spurious Suppression

Relative Complexity

<15

<1 Hz

1T us - 100 us typ

100 dB max
60 dB typ

large size, weight;complexity
related to number of hops

octave and wider;
Timited only by VCO capability

1 to 100 kHz using basic loop;
<1 Hz using multiple loop techniques

1 ms to 10 sec typ; 1
normally 20 to 30 times (?——-)
ref

70 - 100 dB at frequencies offset

by >10 loop bandwidths; 50- 60 dB

close in

small size, weight; minimum compiexity

Relative Power Consumption high Tow
Table 3.1 Comparison of Direct and Indirect Frequency Synthesis
ﬁk:np.
Crystal 2 Optimum Coeff of Attenuation
Cut and Velocity K Wopt. Bandwidth Delay at 1 GHz
Material Orientation | (Km/s) (8) | Nopt | (wavelengths) | (%) (pEm/°C) (dB/us)
LiNKO, ¥~z 3.485 4.8 4 108 25 88 1.07
LiNKO, 411° rot. 4.000 5.5 4 94 26.5 70 1.06
- X prop.
Quartz. Y-X 3.159, 0.22 19 43 5.5 =24 2.6
Quartz ST-X 3.157 0.15 23 35 4.4 ~ O 3.1
: . -122 1.6
BilZGeOZO (100) (011) 1.681 1.40 8 26 14
LiTaO3 2-Y -3.329 1.2 13 31 8 69 1.0
AlN/A1203 X-Z 6.120 0.63 11 60 10 44 1.7*
* at 200 MHz
Table 3.2 SAW Parameters of Some Common Materials




- PARAMETER -

CURRENT FUT CURRENT FUT

" Centre frequency (MHz)

 Bandwidth (MHz)

: Time dispersion (us)
‘T B

j Amp. ripple (dB p—-p)
 Phase error (deg mms)

" Sidelcbe suppression (dB)

10-1200 10-1500 | 60-1200 60-2000

1-1000

1-500  1-750 | 1-500

05-50  01-80 1-100  "05-120
4-800  4-2000 | 40-l16k  10-50k
02 oL 05 05

05 02 05 05

-45 -50 -40 -45

Table 3.3 Current and Projected Performance Bound for SAW IDT and RAC
Dispersiye Filters
DEVICE APPLICATIONS
DELAY LINE Fusing, MT1 Radar, Communications Path

WIDEBAND DELAY LINE
BANDPASS FILTER AND
RESONATOR :
OSCILLATOR

TAPPED DELAY LINE

*DISPERSIVE DELAY LINE
('CHIRP')

*PSK FILTER

CONVOLVER .

Length Equaliser, Altimetry, Time Ordering

"Recirculating digital storage

Colour TV, Radar, Communications Satellite
Repeaters, ECM, Frequency Synthesis

Stable Source VHF to Microwave -
Communications and Radar

Fourier Transformation, Acoustic Image
Scanning, Clutter-reference Radar, SSR,
ECM Deception

Radar Pulse Compression, Variable Delay
For.Target Simulation, Fourier
Transformation (Spectral Anmalysis).
Compressive Receiver, Group Delay

.Equalisation.’

Spread Spectrum Communications, Radar,
Military ATC '

Synchroniser For Spread Spectrum

Communications, Fourier Transformation

Table 3.4

* matched filter

Areas of Application for SAW Devices
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Current and Projected Performance Bounds for SAW (a) Bandpass Filters and (b) Resonators

1.D.T R.A.C 1.M.C.O.N
CURRENT FUTURE CURRENT FUTURE CURRENT FUTURE
BANDWIDTH (MHz} 250 -400 250 500 6 10
RESOLUTION (KHz) 40 20 20 10", 0.4 0.15
MAXIMUM NUMBER OF TRANSFORM 500 2,500 3,600 0000 6,000 25,000
POINTS
DYNAMIC RANGE (LIMITED BY CLOSE 40 45 35 40 30 35
IN SIDELOBES) (dB) .
Table 3.5 Current and Projected Performance Bounds for SAW IDT, RAC and IMCON Compressive Receivers
Parameter Current Future
Centre frequency f_ (Hz) 107 - 10° 108 - 2 x 10°
3dB bandwidth (Hz) 5 x 10% - 0.4£ | 2 x 0% - 0.8f
Minimum loss (dB) 6 1.5
Minimum shape factor (ratio of
bandpass width of 3dB and
40dB) 1.2 1.2
Minimum transition width from
bandpass to bandstop (Hz) 5 x 104 2 x 10%
Sidelobe rejection (dB) 55 65
Ultimate rejection (dB) 65 80
Amplitude of bandpass
ripple (dB) 0.5 0.2
Linear phase deviation
(degrees) 5 2
(a) Band Pass Filters
PARAMETER CURRENT PROJECTED
Frequency (MHz) 50 - 400 50 - 1500
Unloaded Q (at 200 MHz) 20,000 40,000
Spurious Suppression (dB) -25 -40
L S T-1,% 0
Temperature Stability f/f(t) ( ’TTTET') x 10 ( <55 ) x 10
Ageing (ppm/year) 10 0.5
Complexity 2 port, single pole 2 port, 4 pole
(b) Resonators
Table 3.6




82

PERFORMANCE FEATURE *FILTERBANK *MULTIMODE CHIRP
: OSCILLATOR MIXING
Number of Hops <500 <500 <4000
Minimum Hop Spacing >50 >50 >50
(kHz)
Maximum Bandwidth (B) <500 <500 <500
(MHz)
Spectral Purity (dBc) <-60 <-60 <-40
CW Output
Switching Speed (ns) <10 >104 <10
Clock Frequency Hop Spacing Hop Rate -%
cqs Clock Clock Clock
Long Term Stability Dependent Dependent Dependent
.y Clock Substrate Substrate
Temperature Stability Dependent Dependent - Dependent
Power Consumption (W) ~10 ~10 ~10

* these assume the outputs of several basic synthesisers are combined

Table 3.7 Comparison of SAW FH Synthesiser Performance Capabilities
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Stage 1 | Stage 2
Centre Ffequency fc ]
|
bandwidth
B = Kaf |
|
fc/K o> l—a BPF L o K [l LPF +—> BPF » K LPF
1
one of K frequencies |
spaced (Af/K)
about (f_/K) !
¢ | one of K2 frequencies
digitally controlled spaced (Af/K)
RF switch ' about (f_/K)
|
1
to chain of (N-2)
' H other identical stages
1
- 5 b !
t 1 | 1
[ l
Vo H L !
K frequencies
spacing Af
centre frequency fc(K - 1/K)
Figure 3.1 Iterative Direct Synthesiser : 2 of N Stages
6.(s
f r(s) phase Se(s) Toop veo %(s) . f
‘r  e———————  detector filter - o
A
1
eo(s)/N o

Figure 3.2 Indirect Phase Locked Loop Synthesiser
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Figure 3.3  Schematic Diagram of a Simple SAW Delay Line
Fx A Fad =

% electrode % electrode % electrode
(a) (b) (c)

Figure 3.4 Interdigital Transducer Structures
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Figure 3.5  Schematic Configuration of Generalised

100 | __

60 4 —

40 }—

20 —

3

a2

P— —— — =~ 3 e —— — ]

[

Transversal Filter

20 40

temperature iOC)

Figure 3.6 Temperature Stability of ST-X Cut Quartz

60 80

output

w



86

low frequency ' high frequency
ST — =
~

(a) Singled Ended In Line Dispersive Structure (Including Apodisation)

Tow frequency high frequency high frequency low frequency

W0 W

(b) Double Ended In Line Dispersive Structure

Tow frequency high frequency high frequency low frequency
/’ ~
///( \\\\
/// \\\\
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P . \\

///’ ~ ~
- 7 ~ S o
~ -~ \\ ~
-~ ~
Cd ~

(c) Double Ended Inclined Geometry Dispersive Structure

Figure 3.7 SAW Dispersive Delay Lines - Various IDT Structures
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Figure 3.8 SAW Dispersive Delay Line Using RAC Structure
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Figure 3.9 SAW Analogue Variable Delay Line
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Figure 3.10 Required and Measured Responses of a SAW Filter
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(b} Frequency Domain Response

Figure 3.11 Frequency and Time Domain Responses of a Sin x/x Frequency Filter
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Figure 3.12  Delay Stabilised SAW Oscillator
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Figure 3.14 (a) Multimode SAW Discriminator
Oscillator

Figure 3.14 (b) Response of Programmable and Fine
Discriminator in Multi-Mode SAW
Discriminator Oscillator
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(b) Sum Frequency Generation (can also be used for difference frequency)

Figure 3.15 Chirp Mixing Frequency Synthesis : Sum and Difference Product Generat:
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CHAPTER 4 : THE DesieN, ConsTRucTIiON AND PERFORMANCE OF A

SAW CHIRP MIXING SYNTHESISER

4.1 FREQUENCY SYNTHESIS BASED ON CHIRP MIXING

A variety of SAW techniques for frequency synthesfe were described
in Section 3.4, but for applications where fast switching, coherent
operation is required with a large number of hops (>100) over a wide
bandwidth, the chirp mixing technique provides the most attractive
solution. The following section describes the theoretical basis for this

synthesis technique. :

The chirp mixing technique is based on mixing two time delayed
but partially overlapping linear FM, or chirp, waveforms. For ideal
operation, the two constituent chirp waveforms, 31(t) and sz(t), can

be expressed as

.51(t) cos(w]t + gu]tz) 0<t<T, ... (4.7)

s,(t) = costup(t = T) + Bup(t - 0% t<t<T, 4. (4.2)

where W, and w, are angular frequencies representing the chirp start
frequencies, u; and u, are the ich)irPf'dispersive'Slcpas Ty and T,
the respective signal durations, and T the time delay between the two

signals.

The product of the two waveforms is given by

s¢(tsT) = éCOS[{(w1 + wy) = upth t - éuztz + %tz(u1 + uz)]

-+

écos[{[w1 - wzl-Huzr} t +w,Tt éuzrz + étz(ul - uzﬂ

for T < t < Ty, if Tz'g T ‘ .. (4.3)



The two cosine terms in this equation represent sum and difference
frequency products, which can be selected by bandpass filtering if
suitable chirp parameters are selected. The instantaneous frequency -

associated with each product can be expressed by

€
[

g = (w] +.w2) - UoT + (ug + uz)t ... (4.48)

Wy (luo.l - mzl) * U + (- up)t ... (4.5)
In both these equations the first two terms represent a monotonic
angular frequency which is dependent on the value of 1t for any fixed

set of chirp parameters.

The third term in each case represents a residual chirp which can
be removed by selection of the chirp parameters as i11ustra£ed
graphically in Figure 4.1. From this diagram, it can be seen that a
constant sum product is achieved by selecting Iu]| = lup| = |u]
but Mo = ~Hq SO that

wg = (wg + w2) - Ut ... (4.6)
Similarly a constant difference product is achieved by selecting

Uy = Uy = W SO that
wg = fug - wy| +ut ... (8.7)
For sum frequency operation the output signal has a centre

frequency (f] + fz) and, allowing for positive and negative variation

of T, covers a bandwidth
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B, = L. 1 ... (4.8)

where T represents the maximum permissible value of T (ie, T, < T]).

Difference frequency operation generates an output with centre
frequency |f1 - le, but due to spectral fold over at 0 Hz, the

operating bandwidth is reduced for cases where [f; - fol< |%% Tp|

such that
Bg = My - fol + l3= tuls o 1fy = ol < lgp 1
- M - H
= T m |f] f2I 2 ‘Zﬂ Tm|
. (4.9)

It should also be noted that B¢ < f2 < f1 to enable selection of
the sum or difference product without mutual interference. A value
of Bg = 0.5 . fz represents a realistic limitation based on practical
filter characteristics. From this point onwards, it is assumed that

= = =X
values of f] and fz have been selected such that BS = Bd =B = = T

and B < 0.5 . f,.

In both cases, as T is varied, the overlap of Sq and Sy changes
and hence the length of the output pulse varies. For frequency
hopping applications, it is desirable to synthesise a mutually
orthogonal set of output signals. This means that the frequency
spacing of the generated waveforms should be 1/TH, where TH is the hop
duration. To achieve this, a constant hop length 1is necessar& and
the natural choice is dictated by the minimum possible hop duration

which will result from a given maximum value of T, T By definition

m



Tn < T] < T2, and thus TH can be defined as

To maximise the number of orthogonal hops (N) and hence optimise T

the following applies :

available bandwidth
Int ( Fiop bandwidth ) ... (4.10)

=
1}

where Int(x) = greatest integer < X

B

T

)
v
=2
1}

U
On substitution for TH :

= u -
N = Int{w‘tm (T] Tm)}

which for maximum N, implies

T

T = _21_ oo (8.17)
T
=> TH = —-2—-
. " 2 ' BT]
=> N = Int ( IT-l'. T-[ ) = Int ( 7 ) coe (4.12)

where B represents the chirp bandwidth. From this it is apparent
that the maximum available hop bandwidth can be calculated directly

from the time-bandwidth product of the constituent SAW filters.
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These expressions do not involve T2 wﬁich was initially assumed
> T] (Equation (4.3)). In accordance with the practical constraints
of chirp genera£ion, T2 should be chosen for a minimum time bandwidth
(TB) requirement, which results in Ty =T, = Tp. A consideration of
the timing relationships of the chirps (Figure 4.2) shows that under
the above cqnditions it is possible to produée a 50% duty cycle wave-
form which can be time interlaced with another similar waveform to

generate a continuous output.

It should be noted at this point that a continuous output does
not necessarily imply phase continuity between hops, as would be
required for a CW signal. This situation can only occur when the
hop duration, TH’ is an integral number of cycles of the synthesised
frequency. This condition will be satisfied if the synthesised

frequency is an exact multiple of the frequency spacing (TH)-1.

2mr M

ie, Ty (w1 0,) T c.. (4.13)
for sum frequency operation, and
T, = 2n M ... (4.18)

(w] - w2) + ut

for difference frequency operation, where M represents an integer in
each case. The value attributed to Tt in each case is given by
Tg +'E—%ﬁ » Where Ty is a preset offset delay and n is an integer in
the range 0 < n <-§ .

For CW operation, Equations (4.13) or (4.14), as appropriate,
must be satisfied for all allowable values of n, which is true if

valid for any value, say n = 0. Since Wy, Wo and py are fixed
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- parameters for a given chirp waveform, the term Ty has been included
to allow selection of TH = éTO whilst maintaining the phase

continuity required for CW operation.

The required delay term can easily be obtained by digital
techniques derived from a stable master clock. The basic timing

increment required can be given by

range in T

At number of hops

Referring to Equation (4.12) this can be written as

Hence the minimum clock frequency must be<% .

Consideration of equations (4.4) and (4.5) shows that the
starting phase of a given pulse is constant for a given value of t.
Thus, by deriving all timing signals for a stable clock, phase

coherent operation between two identical synthesisers is obtained.

4.2 DESIGN ASPECTS

4.2.1 SAW Devices for Chirp Mixing

The most attractive method in practice for generating the wave-
forms specified in Equations (4.1) and (4.2) is based on iﬁpu]sing SAW
chirp filters. As described in Section 3.2.3, these filters.provide
an accurately defined linear FM waveform, which éan be excited by
means of an accurately timed impulse.” The required timing relation-

ship between chirp waveforms is achieved by control of the excitation
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pulses as illustrated graphically in the timing diagram of

Figure 4.2.

The synthesiser described in this section was designed around
two readily available chirp filters, w{th equal but contradirected
dispersive slopes. The devices were primarily intended for use as
a pulse compression pair and were manufactured on ST-X cut quartz
using single finger electrode transducers with doubly dispersive
inclined geometries. As is common in pulse compression filters,
the down chirp (ie, negative dispersive slope) is unweighted and the

An vnwelghted up-chirp was desiqned for the final equipment.
up chirp (ie, posi ive dispersive slope) apodised.‘A The nominal
parameters common to both filters are : centre frequency 60 MHz,

bandwidth 25 MHz and time dispersion 5 us.

It can be seen from Equations (4.8) and (4.9) that sum
frequency operation offers twice the available system bandwidth
compared to difference frequency operation when chirp waveforms with
identical centre frequency are considered. This factor, combined
with the more attractive output centre frequency of 120 MHz, made
sum: frequency operation the better choice for practical implementation.
The target performance for the synthesiser was calculated from the

design rules of Section 4.1 to be :

- centre frequency 120 MHz
- bandwidth 25 MHz
- hop duration 2.5 us

- number of hops 63



4.2.2 System Configuration

A block diagram of the synthesiser is shown in Figure 4.3.
Essentially, it can be subdivided into two : the RF section and

the digital section.

The RF section comprises two identical channels, each consisting
of an up and a down chirp filter with associated impulse generators,
RF amplifiers, a mixer, a bandpass filter and a gate. The two
channels are time interlaced such that their summed outputs form a
continuous signal which is further amplified, passed through an
ampiitude limiter and finally bandpass filtered to remove harmonic

signals generated in the Timiting process.

The digital section provides all the control functions necessary
for triggering the chirp waveforms, interlacing the channels and
timing the appropriate gating signals. The circuitry is driven
synchronously from a stable master clock, and consists of two
programmable down counters, one for each channel, which are preset
by manual switch selection or by PN code control. The counter
outputs are decoded and steered digitally to the apprbpriate impulser
which produces a -40V peak, 8 ns baseband impulse to excite the filter.
This allows random selection of the relative chirp timing to provide
+/- values of T. The digital circuitry also controls the gate timing
and duration necessary to select the optimum portion of the synthesised
pulse and time interlace the two channels. This signé] feeds a

transistor drive stage connected to the RF switch.

Figure 4.2 illustrates a timing diagram for one channel of the
synthesiser, indicating the relationship kequired between impulse,

chirp and gate timing to obtain input frequencies over the full chirp
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bandwidth. To prevent the presence of undesired signals in a gate
period it can be seen that a chirp should not be impulsed at a rate
greater than 2/T or less than 2/3T. This allows generation of a
maximum number of frequencies with no time overlap, and represents

the best achievable performance from a minimum amount of hardware.

4.3 CONSTRUCTIONAL -ASPECTS

The synthesiser described above can be broken down into two
separate sections : the digital control circuitry, and the RF
componentry. The unit, pictured in Figure 4.4, is housed in a
standard 19 inch ISEP rack, 5% inches high and 10 inches deep and
weighs approximately 7 kg. Thé RF section is mounted on an aluminium
sheet and placed in a half rack plug-in module whilst each individual
circuit board is mounted in a separate plug-in unit. Control signals
from the digital section are carried via flexible coaxial conductors
to a multiway McMurdo connector on the RF plug-in.  External power
supplies were used to provide the required 5, 15 and 25V DC regulated
voltages with a total power capacity of 15W. The individual sections

are described below.

4.3.1 Digital Section

The digital control section comprises three separate boards :
two programmable pulse generator (PPG) boards (one for each channel)
and one master control board. A fourth board is required for
frequency selection, and this was chosen from two p1ug-iﬁs, one
containing a PN code generator and the other a manual switching

matrix mounted on the front panel.
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4.3.1.1 Master Control Board :

The master control board performs two distinct functions.
It provides two time interlaced trigger pulses which initiate the
timing cycle for each RF channel, and it also provides the gating

waveforms required for selecting the desired output signal.

Figure 4.5 illustrates a schematic diagram of the circuit. A
stable external clock (with a nominal value of 12.5 MHz) is input to
a 74 series dfvide—by-63 TTL counter, and the desired trigger pulses
(separated by a nominal 2.5 us) are obtained by decoding the '1' and
'32' states on-the parallel output from the counter. The parallel
output is also fed to a PCB mounted dual-in-Tine switching network
and logic circuit which produces the required gate waveform for each
channel. This method of gate waveform generation was adopted to
allow for the finite delay associated with the RF signal transit
through the SAW chirp filters. It also provides a means of
adjusting the precise position and duration of each gating signal.
As the input impedance of the RF gate was 50 ohms, a push-pull
transistor driver.stage was included, as illustrated on the circuit

schematic of Figure 4.5,

4.3.1.2 Programmable Pulse Generator Boards :

Two PPG boards of identical design and construction are required,
each being used to control one RF channel. The two timing pulses
required to:control the chirp filter excitation, are derived from a
6-bit digital word input from the PN code generator or manual s&itching
network as appropriate. The six-bit Qord is used to preset a

programmable down counter (Type 74193) which is enabled by the trigger
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pulse input from the mastér control board. This trigger pulse acts
as the timing signal for the first chirp, and the overflow from the
down counter acts as timing signal for the delayed chirp. The down
counter is clocked at the master clock rate (12.5 MHz) with a delay
increment integrally related to Tz%gﬁysl, As the system is designed
to operate with both negative and positive delays, the down counter
accepts the five least significant bits of the input control wérd.
The most significant bit is input to a digital 'steering' network
which routes the trigger pulse to either filter in a channel and
simultaneously routes the delayed timing pulsed of 0-31 clock periods
to the other filter resulting in an effective delay variation ranging
from -31 to +31 clock periods. This circuit is illustrated

schematically in Figure 4.6.

4.3.1.3 PN Code Generator :

The PN code generator is based on a 6-bit digital shift register
(Type 74164) with serial input/parallel output facility. As
~i1lustrated in Figure 4.7, the output from the register is fed back to
the input following combination in exclusive -or gates with the parallel
output from bits 5 and 3 respectively. This results in repetitive PN
sequence 63 bits in 1eﬁgth. A push-button preset facility was

incorporated on the front panel to initiate the code sequence.

4.3.1.4 Manual Switch Network :

This facility was provided to enable the selection of a constant
output frequency, and to ease frequency selection for evaluation
purposes. Six single-pole single-throw switches were used with LED

indicators, as indicated in Figure 4.8.



4.3.2 RF Section

The RF section was made up of a number of individually boxed
circuits interconnected by 0.085 inch semi-rigid coaxial cable fitted
with SMA male connectors. Standard diecast aluminium boxes (dimers)
were used where possible, but the chirp filters were mounted in custom
designed, milled aluminium packages. A1l the circuitry was constructed
on double sided copper-laminate board and each individual box was
fitted with SMA female connectors (except at the input to the impulser
which was made by BNC connectors). This modular approach was taken
to minimise RF leakage between circuits in an attempt to reduce
spurious signals at the output. It also facilitated substitution
and modification of individual units during the prototype stage. A

block diagram of the RF section is presented in Figure 4.10.

4.3.2.1 Impulser Circuit :

The impulser circuit is illustrated in Figure 4.9. Under normal
conditions, the transistor is switched on, until the negative timing
pulse of approximately 350 us is applied to the base. This switches
the transistor off and generafes a back emf of between 100 and 200
volts in the collector circuit. When the transistor is switched
on at the end of the timing pulse, avalanche breakdown is initiated
in the transistor and a negative pulse of magnitude 40 to 60 volts

and duration 6-10 ns is observed.

To achieve the maximum output from the impulser, the transistor
should be switched on as the back emf reaches its peak. Caré must
be taken in selecting the coil and transistor such that the-maximum
emf is below the inherent avalanche breakdown voltage of the transistor,
as control of the exact point of impulse is lost if self avalanche

occurs.
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4.3.2.2 Chirp Filters:

The chirp filters were manufactured on ST-X cut quartz and were
housed in a package with outline dimensions 64 x 38 x 1é mm.
The package was designed with separate cavities in base and 1id
connecteﬂ by standard feed through connectors. The top cavity was
approximately 3 mm in depth, and the crystal was mounted on a layer
of RTV adhesive. in such a way that the surface was kept very close to
the cover plate to minimise EM breakthrough. The base cavity was
split into two sections which housed the input and output tuning

circuit and the SMA female connectors.

A single resonant coil tuning circuit was used to tune out the
capacitive component of the transducer impedance for matching into
50 ohm external circuits. In practice, this was difficult to
achieve successfully due to the ]arge percentage bandwidth of the

SAW filters.

4.3.2.3 Amplifier/Mixer Circuits:

Each chirp filter had an associated insertion loss of approxi-
mately 50 dB, hence amplification was required prior to the mixing
process. Avantek sub-miniature thin film amplifiers, type GPD 401,
402 and 403 were cascaded as required to achieve optimum power levels
for efficient mixer operation. Considerable care had to be taken in
the layout of this circuit when three or more amplifiers were cas-
caded to prevent spurious oscillation. In some cases, it was found
necessary to incorporate a simple filter between stages to reduce

this effect.
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The mixing process was also performed in one of the amplifier

chains using a Minicircuits double balanced mixer type SRA 1.

4.3.2.4 Summing, Limiting and Filtering Components :

The sum product from the mixer was selected in a 4 section LC
bandpass filter, commercially manufactured by Telonix. These units

were specified with 120 MHz centre frequency and 30 MHz bandwidth.

The final module in the RF section contains a summer
(Minicircuits type PSC-1), an amplifier chain as previously described
and a limiter (Minicircuits type PLS-1 ) to remove any amplitude
variations in the generated waveforms. Finally, a third Telonix
filter was used to remove any harmonics generated in the  limiting

process.

The system output was then taken by a flexible coaxial

conductor to a BNC female connector on the back panel of the rack.

4.4 PERFORMANCE OF A PROTOTYPE SAW CHIRP MIXING SYNTHESISER

4.4.1 Experimental Results

The synthesiser whose design and construction has been described
in the preceding sections operates in the sum frequency mode to give
a continuous output comprising either a CW signal under manual switch
control or an FH waveform under direct PN code control. The main

performance parameters are summarised in Table 4.1.

Figure 4.11shows the output spectrum generated by the synthesiser
when producing an FH waveform under the control of a 63-bit PN code

and a hop rate of 400 kHz. The system bandwidth is 25 MHz, at a
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centre frequency of 120 MHz, and the individual ( El;;i ) spectrum
of each individual hop can be seen from the expanded trace shown in
Figure 4.12. These spectra illustrate the capability of this

synthesis technique for wideband frequency hopping.

Section 4.1 defined conditions which allow CW signal generation.
This was achieved in practice by careful matching of the constituent
channels and fine tuning of the external master clock frequency to
achieve a spectrum of the type illustrated in Figure 4.13. In this
case, the output signal is at 122 MHz, and the time domain signal is
shown on standard and expanded scales alongside the resultant
frequency. spectrum. The level of spurious signal in this spectrum
is greater than -30 dB with respect to the carrier signal. Further

consideration of the CW performante of the system is given in Chapter 5.

Experimental systems had previously shown the excellent phase
coherence achieved between a single channel sum frequency synthesiser
and the master clock controlling the synthesiser. For FH spread
spectrum applications, phase coherence between transmit and receive
synthesisers is essential, and as such, these units must have
'identical' performance. Two prototype sum frequency synthesisers
were made during this study, and phase coherence between them was
measured for CW operation as illustrated in Figure 4.14. The
measured coherence, shown in Figure 4.15, is within 2% and is stable
from hop to hop over the exposure period (20us). Due to experimental
difficu]ties in maintainfng the performance capabilities demonstrated
in Figure 4.11 - 4.13, in both synthesisers over any extended. period
of time, a full analysis of FH modem operation was not possible.

In practice, the best SAW devices and ancilliary RF circuitry were
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used to optimise the performance of one synthesiser only for CW

operation.

4.4.2 Discussion of Results

The results presented here demonstrate a SAW chirp mixing
synthesiser operating in both FH and CW modes at a sum frequency of
120 MHz. FH operation under PN code control has shown the generation
of 63 hops with 2.5 us duration over a frequency range 107.5 - 132.5 MHz.
CW operation was also demonstrated at 122 MHz with peak signal to
spurious levels of >30 dB, and phase coherence between synthesisers

of <29,

These results compare favourably with that of Dar'by]34 who

produced a similar equipment in parallel to, but unknown to this work.
Following a similar RF technique with some variations in the digital
control section, Darby produced a synthesiser with 127 hops of 2.5 us
duration across a frequency range from 335 - 385. This was a
dedicated system using a fixed crystal oscillator for a master clock
and was used primarily for FH experiments. As the synthesiser
described in this Chapter derived its timing from an HP 32008
frequency generator, phase locked to an ovened crystal source, it
was more suited for expekimenta] evaluation of CW performance where
optimum performance resulted from careful adjustment of the clock
frequency. Early experimental results were published by the author
along with details of preliminary simulation of performance under
practical error condition;?3 Fuller details of this work are:given

in Chapter 5.
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The conclusion of this experimental work has been to demonstrate
the ability of SAW chirp mixing synthesisers to provide coherent, |
fast switching, wideband FH operation under direct PN éode control.
Operation in CW mode is possible but the spurious content in the
synthesised system is too high for most conventional applications.
Techniques for improving this performance for use in CW or slow FH
applications by use of a narrow band tracking filter are discussed
in the concluding remarks in Chapter 6. It is, however, a valuable
feature of this technique that the performance demonstrated was

achieved using readily available components at relatively low cost.
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PERFORMANCE THEORETICAL DESIGN PROTOTYPE
PARAMETER PERFORMANCE
SUM DIFFERENCE
Centre Fregquency 1 (@ + w,) 1 lm - | 120
(MHz) 2r V1 2 2m 2'-
Bandwidth (MHz) B B 25
. BTo BTo
Number of Hops (N) _E_ — 63
2
Hop Duration (us) ;g _Ig 2.5
2
Slope Requirement My =l = u My = Hy = 5
(MHz/us)
Clock Frequency %, .% 12.5
(MHZz)
CW Restriction 2M 2M
f = f = ]22
(MHz) s T_ d ~T_

Table 4.1 Chirp Mixing Synthesiser Performance Parameters

(Theoretical and Experimental)
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Figure 4.4 Photograph of Prototype Synthesiser Hardware
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CHAPTER 5 : EVALUATION OF SYNTHESISER DESIGN AND PERFORMANCE

5.1 WAVEFORM ANALYSIS AND ERROR SOURCES

Chapter 3 presented a review of frequency synthesis techniques
and discussed the associated performance bounds and critefia. Ideally
a frequency synthesiser should be capable of generating a perfect,
stable sinusoid, with a signal to noise ratio determined by the system
noise floor and the peak linear output level. For fast frequency
hopping applications this performance should be repeatable at a large
number of frequencies over a wide bandwidth and with instantaneous
switching between frequencies. Viewed on a spectrum analyser, such a
synthesiser would generate a single spectral 1ine when operating in CW
mode, and an orthogonal set of sin x/x responses when operating in FH

mode.

In practice, this performance is difficult to achieve as the CW
waveform is generally distorted by noise or modulation generated in the
synthesis process or the surrounding electronics and the FH waveform is
additionally distorted by the finite rise, fall and settling times for
each hop which contribute to the degradation of the ideal sin x/x

spectrum.

The overall effect of these imperfections on system performance
is highly dependent on the modulation technique and the full system
requirements and in practice, it is not essential that both synthesisers
produce ideal waveforms, but rather that a high degree of match is

provided between transmitter and receiver.
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Figure 4.12 illustrates an expanded trace of a practical chirp
mixing synthesiser output when operating in FH mode. This waveform
exhibits a. first order match with theory, but due to the inherent
overlap associated with a number of orthogoha] sin x/x responses, it
is difficult to analyse each constituent waveform. A measure of the
system performance can be aéhieved by back-to-back modem operation, but
this is on]yAa valid measurement for the particular modulation
technique selected. - In addition, this type of measurement provides no
information as to the mechanisms within each synthesiser which cause
the signal distortion, hence precluding any assessment of the ultimate

limitations on the equipment usage.

Experimental measurement of the phase cdhereﬁce between two
synthesisers was made (Figure 4.14) but this was restricted to CW
operation as difficulty was experienced in maintaining reliable
operation of both the Constructed synthesisers over the full FH band-
width for an extended period of time. Figure 4.13 shows the synthesiser
output operating in CW mode. The high spurious content (approximately
-30 dB with respect to the peak output) indicates that there is dis-
tortion present in the signal and more important that this distortion
is both clearly visible and precisely defined. For this reason, the
remainder of the Chapter is dedicated to analysis of the chirp mixing
synthesiser operating in CW mode such that each individual error
mechanism cén be identified and quantified separately. As these
mechanisms can be attributed to component tolerancing, system design
parameters and constructional details, the following subsection
contains a description of the potential error sources and thei?

ultimate significance to SAW chirp mixing synthesis.
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5.1.1 Efror'SOUrces

The theoretical expression of Equation (4.3) describes the
process of chirp mixing under ideal conditions. Cérefu] examination
of this equation]34 shows that errors in the start frequencies
(w], wz), diépersive slopes (u1, “2) or the chirp timing (t) can all
lead to unwanted phase or frequency offset terms in the synthesised
output. For FH operation, these errors result in correlation mis-
match 1055134 which degrades the SNR improvement offered by coherent
predetection integration. In the CW mode, errors in each hop destroy
the phase coherence criteria of Equations (4.13) and (4.14) resulting
in a complicated periodic modulation of the signal which produces high

spurious levels (spurs) in the output spectrum.

Based on these observations, the synthesiser performance can be
characterised by identifying all potential error sources which result
from component tolerancing, system design and construction. These

include :

(1) Relative amplitude (AA) and phase (A8) imbalance between |

channels which results in spurious modulation of the carrier.

(2) Impulse timing errors (At) Teading to interchannel frequency
imbalance arising through fixed time offsets, clock

instability and impulse jitter.

(3) Gate edge timing errors (Atg) which directly influence

spurious levels.

(4) Chirp centre frequency errors (Af] 2) which result in ihter—

channel frequency imbalance as (2).
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(5) Chirp slope mismatch (Au) which results in a residual linear

FM term.

(6) Chirp phase ripple (A¢) which gives rise to a variable FM

term depending on T.

(7) Temperature dependence of system components (in particular
the SAW devices) which leads to frequency offset of the

synthesised frequency envelope.

(8) Mixer spurii which arise through harmonic generation and

result in increased 'background' spurious level.

Items (1), (3), (4), (5) and (6) arise directly as a result of
the chirp mixing technique whereas aspects of items (2) and (8) are
applicable to all direct.synthesisers. Item (7) applies to all
synthesis techniques and in particular, the effects of SAW device
température dependence are applicable to all SAW based synthesisers.
Schematic i]]ustfations of these error mechanisms are given in

Figures 5.1,5.2 and 5.3.

Impulse timing errors and chirp centre frequency errors not only
result in frequency imbalance between channels, but contradict the
' phase coherence criteria of Equations (4.13) and (4.14). Fixed time
offsets in the impulse path can arise from delay offsets in logic
components, impulser circuits, group delay difference between SAW
devices and group delay differences in amplifier chains. Careful
circuit design, layout and matching between channels can reduce these

effects to a minimum.
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One source of error not considered during the implementation of the
hardware described in Chapter 4 was that of mixer spurii. In
particular, the highest spurious term generated in a double balanced
mixer (3 times the local oscillator (LO) frequency minus the input RF
frequency) occurs at ~-15 dB with respect to the desired sum or
difference. product. When sum frequency operation is empioyed, this
term occurs with a frequency Bm] - Wy + 4ut in comparison to the desired
sum product at Wy + Wy = UT, aﬁd as both terms exist for time (To - T)
it is possible that they will both appear in the desired output band (B).
To avoid this occurrence, a simple analysis shows that Wy and Wy should

be selected such that
lwy - wp| > 1.25B

This criteria was not applied in the constructed hardware due to use
of available components, but it would in fact be possible to use
spectral inversion to provide an upchirp signal spaced +1.25 B from
the centre frequency of the down chirp and this may have other
attractions in terms of cancelling phase ripple and slope mismatch

between devices.]34

Temperature dependence deserves special mention, as the mechanism -
involved includes the effect of two separate components, namely the
hopping rate and the spectral enve]ope'of the syntheéised frequency.
This topic is discussed in more detail in Section 5.4 following an
analysis of the synthesised waveform in Section 5.2 which provides
relevant information towards the understanding and assessmentaof

temperature effects.
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The main source of error in the SAW chirp mixing synthesiser is
the fidelity and reproducibility of the SAW chirp filter. Items (4),
(5), (6) and (7) are all error mechanisms attributable to practical
SAW device tolerancing, typicaj figures for which are given in Table 5.1.
Although group delay, temperature and frequency offsets can be reduced
by careful matching, compensation and receiver tracking Toops, -the
residual FH term due to slope mismatch and phasevripple provides. a
fundamental limitation to the fidelity of the synthesised Hop. To
assess the effect of individual error mechanisms on the synthesiser
performance, analytical and computer aided techniques were used to
simulate CW chirp mixing synthesis under the distortions described in
Items (1) — (6). Temberature effects (Item (7)) are discussed in
Section 5.4, but mixer spurii are omitted from further study as they

can be designed out of band as described above.

5.1.2 Analysis Technique

The techniques used to analyse the synthesiser performance include
both analytical and computer aided methods, but all rely heavily on

Fourier transform theory.137

The Fourier trénsform pair (Equations (5.1) and (5.2)) enable
conversion of any general time domain waveform to the frequency domain

and vice versa.

Flo) = Ff(t)e_jwt dt = °§{‘f('t)} ... (5.1)
f(t) = o [ et 4 = 7T iF ) ... (5.2)
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This transform pair Ls an essential tool for communication engineering
and tables of standard transform pairs and identities can be found in

137 Wherever

most communications texts8 and mathematical tables.
possible, use has been made of standard results to reduce the amount

of mathematical derivation required.

The most important transform pairs used aré those of the eternal
cosine waveform, cos(mkt), and the rectangular pulse, rect(t), where
1, |t <3

rect(t) = o, [t] > 3

These are given in Equations (5.3) and (5.4) using the notation %'to

represent forward Fourier transformation (ie, from time to frequency

domain).
%G (cos(wyt)) = T - w) + 76w + wy) L (5.3)
sin(w/2)
%F(rect(t)) = — = Sa (w/2) ... (5.4)
w/2
§(A) = impulse function

b
where [ §(X - Ak)dk =1, a<) < b
a

Similarly, the most important identities used are those of super-
position (linearity), time shift (delay), frequency shift (modulation)
and convolution/multiplication. These results are listed below for

convem‘enc;e.s’]37
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(1) Superposition :
{a] 1’1 (t) + a, f2 (t)} = a, F] (w) + a, F2 (w) cee (5.5)

(2) Time Shift :

-jwt

{(f(t - t)} = Flwe ° ... (5.6)
(3) Frequency Shift :
jwmt
{f(t)e }os Fle - o) ... (5.7)

(4) Convolution (*)/Multiplication (x) :

[F(t) * h(t)} = F(w) x H(w) ... (5.8)
{F(E) x h(E)} = = [Flw) * H ()] ... (5.9)

The identities of Equations (5.8) and (5.9) are particularly
important for graphical analysis and describe the relationship between

convolution and multiplication as follows :
- Convolution in the time domain is equivalent to
muitiplication in the frequency domain,
and conversely,
- Multiplication in the time domain is equivalent to

convolution in the frequency domain.

In all these expressions, angular frequency (w = radians per second)
has been used, and will be used throughout the analytical and

computational work. Where specific results have been calculated
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relating to practice, these are represented in terms of inverse time

(f = w/2m, ie, Hz).

By nature, the FH waveform is periodic and thus lends itself to

8 A periodic time domain waveform has a

Fourier series analysis.
frequency spectrum which comprises discrete components(Fn), known as
the Fourier or harmonic components, which are spaced in frequency by
the inverse of the time domain period. Mathematically, these

components can be derived in a number of ways, but in this case it is

convenient to express them as

Foo= T F(w)L : ... (5.10)
r = nw
r
_ 2m
where W, = T;
Tr = time domain periodicity
F(w) = %%(f(t))

The following sections make use of the above theory to predict
the synthesiser output under the error conditions stated in Section 5.1.1.
Section 5.2 analyses the waveform theoretically and presents a graphical
approach for prediction of the synthesised amplitude spectrum. A
discussion of the synthesised waveform and results of numerical
computation based on Fourier series analysis are presented for

amplitude, frequency and phase errors.

For situations where more complex errors occur, such as phase
ripple and residual chirp signals, analytical analysis become un-

wieldy. In that case, simulation of these effects was achieved using
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fast Fourier transform (FFT) computation techm'ques.138 This is
described in Section 5.3 along with a summary of results relating to

the synthesiser performance.

Finally, Section 5.4 investigates the effects of temperature on

the output waveform.

5.2 FOURIER SERIES ANALYSIS

The analysis, results and graphical presentation described in this
section serve as'a convenient tool for quantifying the spectral
distortion present in a CW chirp mixing synthesiser due to fundamental
frequency, amplitude and phase errors. Due to the mathematical
simplicity of the error signals, this also provides a convenient basis
for understanding the more complex error mechanisms due to chirp filter
imperfections and simultaneously provides a means of verifying the
results obtained in more complex FFT computer aided analyses of
Section 5.3. In particular, the graphical approach of Section 5.2.2

is particularly useful in this respect.

The mathematical derivation is applicable to any practical
situation, but where specific examples are given, these have been
chosen (where possible) to coincide with the experimental synthesiser

performance and reflect the level of error signal likely to occur.

5.2.1 Mathematical Derivation

The waveform illustrated in Figure 5.4(a) can be represented

mathematically by
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fk(t) Ak cos(wkt + ek) 0<ctc<ty

where Ak is the peak amplitude
W, = Zﬂ.fk, and fk is the sinusoidal frequency

ek = the phase at t = 0.

The true Fourier spectrum of this waveform can be obtained using

Equation (5.1) to give

- At t j[(m-w)tk+6]
Fe@) = 5K safe -w) £ . e 7k
: t, «
At -J w, +Ww +6
+ —T—kk Sa(wk+w)—2— [ T k]
= F(0) + F_(0) ... (5.12)

Thé two terms, Fk+(w) and Fk_(w), in Equation (5.12) have identical
amplitude spectra (Figure 5.4(b)) centred on frequency Hwy and ~wy
respectively. Provided Wy is large in comparison to-%;
is small percentage bandwidth), there should be negligible interaction

(ie, there

between the positive and negative responses. In FH mode, the chirp
mixing synthesiser described in Chapter 4 is designed to operate over
a 21% bandwidth, but each individual hop has a main lobe bandw1dth of
800 ngetfeéﬂé first nulls which corresponds to <1% bandwidth. In
this analysis the waveform is a CW signal which is modulated to

varying degrees at a rate dictated by the hop period, (tk = TH).
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For relatively small error signals (<1%) the associated noise spectrum
should be relatively narrow band. For the remainder of the analysis,
the positive response Fk+(w) alone will be considered for the sake of

clarity.

To achieve the waveform of Figure 5.4(c), the rectangular cosine
burst must be forced to repeat with period Tr’ and the resultant line
spectrum (Figure 5.4(d)) is derived by Fourier series analysis. In
this case it is convenient to perform this analysis through use of the
identity in Equation (5.10), where F(w) is replaced by Fk+(m) of
Equation (5.12), W, = 21r/Tr and Fn becomes Fnk+referring to the
harmonic components of the positive frequency feéponse. The line
spectrum can now be represented by

A, t t :j[(w-nw)tk+eJ
Frks = 7;" T% Sa(wy - n@r)'j¥ ce LK rZ Tk
. (5.13)

This waveform contains separate amplitude and phase terms, each of

which has been graphed against frequency in Figures 5.4 (d) and (e).

The expression for Fnk in Equation (5.13) is a general expression

+

defining the spectral components of a sinusoidal signal of frequency
w

fk =<§% , duration tk, phase offset ek and repetition period Tk.

It should be noted that te X fk and Tk X fk need not be integral

implying that this waveform could not be simplified to 100% amplitude

modulation of an eternal sinusoid by a rectangular waveform. This

point is significant when error effects are concerned and will' be

discussed with the aid of an illustrative example in Section 5.2.2.
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For ideal CW synthesis, Equation (5.13) représents the output from
Channel 1 of the chirp mixing synthesiser. To be consistent with the

system design and nomenclature of Chapter 4, this requires that

b -
k -~ 2
. where tk = TH’ hop duration
and Tk = TO’ chirp duration and channel hop repetition period.

The terms Ak’ W W and ek can also be replaced by A1, Wy s

w0(= ZW/TO) and 61, and Fnk+ then becomes

. (5.14)

The output from Chanhe] 2 is identical to this but is delayed by
one hop period as illustrated in Figure 5.5 (a) and (c), to allow time
interlace of the two channels. Making use of the Fourier time shift
identity (Equation (5.6)) where tg in this case is ;? » the positive

line spectrum associated with Channel 2 can be written as

. (5.15)

where A2, Wy and 62 represent the amplitude, angu1a¥ frequency and
-Jjnw
phase offset for this channel, and the term e 0 7? represents the
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desired delay. Comparison of Equations (5.14) and (5.15) illustrates

that this delay term introduces an additional offset in the phase

spectrum of Channel 2 but has no effect on the amplitude spectrum

(Figure 5.4 and 5.5).

A continuous output signal can now be obtained by complex

addition of these two equations, and once again, this can be simplified

for the ideal case of CW synthesis by applying the following conditions :

“o

]
>
[

o

21r/TO

where £ is an integer in

the set 0, 1, 2, ...

The combined synthesiser output signal is now written as

nO+
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The term e 9™

n=0,+l, +2, ... ... (5.16)

assumes the values +1 for even and odd values of n

respectively. This reduces all terms where n is odd to zero by phase

cancellation. A1l even values of n coincide with null points in the
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1]
—

Sa(w) waveform excepting where n = 2% and Sa(22 - n)
n=2%
resulting in

A .
F = e (5.17)
nO+ no= 22 2

This is illustrated graphically in Figure 5.6.

A similar analysis of the negative frequency spectrum yields an

identical resu]tz(Fno_ =-§) at frequency w:=--2£wo and the

n = -2%
combination of these two spectra yields a spectrum identical to the

theoretical integral transform of a cosine waveform.137

By this simple Fourier series analysis, the generation of a CW
signal has been shown to be dependent on the phase, frequency aﬁd
amplitude match of the two constituent waveforms. The extent of fhis
dependence in relation to the error mechanisms described in Section 5.1
is the subject of the remainder of the chapter. With knowledge of
these relationships, estimation of practical distortion levels is
possible, and conversely, working from this knowledge, a modulated
CW spectrum can provide an indication of the type if not the source of

error involved.

5.2.2 Graphical Interpretation

An estimate of the previous result can be achieved graphically

138 £or the analysis of DFT

following a technique described by Brigham,
and FFT calculations. This technique makes use of standard Fourier
transform pairs and identities, and providing the time domain waveform
can be built up from a number of standard functions, the frequency

spectrum can be predicted without recourse to rigorous mathematics.
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As an illustrative example, the output from a single channel of
the synthesiser operating in CW mode is described graphically in
Figure 5.7. The following paragraph describes the graphical analysis,
and the way in which the time domain waveform is derived from knowledge

of the synthesiser operation.

(During the analysis -the bracketed Tetters will refer to sub-

sections of Figure 5.7.)

Ll

The spectrum (f) of a single hop generated by the synthesiser can
be derived from an eternal sinusoid (a) at the centre frequency, f1,
truncated by a rectangular pulse (c) of duration T0/2.' The truncation
is achieved by multiplication of the two time domain waveforms (a) and
(c) which corresponds to convolution of their spectra resulting in (f).
This waveform was the basis of the Fourier series analysis of Section
5.2.1. For ideal CW operation, the channel must generate this hop
with a 50% duty cycle, and hence must be triggered by an impulse train
(g) with period TO' This impulse train has an equivalent frequency
domain response (h) comprising a2 line spectrum with spacing 1/T0.

The final channel output (i) can now be derived by convolving the time
domain waveforms of (e) and (g), and the equivalent . frequency spectrum
(3) is the result of multiplying (f) and (h). This latter effect is

often described as frequency sampling.

Thus by a process of multiplication and convolution, the
amplitude spectrum of Figure 5.7(j) illustrates a Sa(w) function with
peak response at f1, sidelobe null spacing 2/T0, sampled at frequency
intervals which are integral multiples of l/To. In this case;
f1 = N/TO where N is an integér, and the waveform is identical to

that predicted by Equation (5.13).
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The above analysis can be repeated for the other synthesiser
channel which is identical but time shifted by T0/2. Figure 5.8
illustrates the resultant waveforms, and as predicted by Section 5.2.1,
the amplitude spectrum is identical. However, this does illustrate
one disadvantage of the graphical technique, namely that no phase
information is presented, which prevents combination of the waveforms

to achieve the true CW output.

From this latter result, it would appear that the graphical
analysis is only valid for multiplication and convolution operations,
and hence should only be used as a guide td more rigorous analysis.
The technique does provide a useful insight into the synthesiser
operation, and combined with the knowledge of the phase spectra
obtained in Section 5.2.1 can be used to predict the spectra obtained
when frequency, phase or amplitude errors are present in either or

both channels.

5.2.3 Discussion of the Synthesised Waveform

Ideal CW operation requires that each channel generates a 50%
duty cycle waveform, with an identical frequency, start phase and
amplitude in each hop. To achieve ideal match of the two channels,
each hop should also contain an integral number of hops per channel.
This in fact is a special case of Equation (5.13), where

v« To Oy Wy o
te= - == and ( 5 - Tk) = ( o TO) is an integer, and
represents the 100% amplitude modulation of a sinusoid (frequency f1)
by a square wave (period TO). In general, this latter waveform and

the synthesiser output described by Equation (5.13) are quite

different. To illustrate this point, a graphical analysis of the
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square wave modulated waveform is given in Figure 5.9. Comparison of
this with Figure 5.7 illustrates an identical end result, but also
shows that the 3rd and 4th steps in the process have been reversed.
Thus the spectrum of the square wave modulated sinusoid is achieved by
frequency domain convolution (of Figures 5.9(b) and 5.9(h)) whilst the
synthesised waveform is achieved by frequency domain multiplication (of

Figures 5.7(f) and 5.7(h)).

The implications of this statement can best be illustrated by
considering the effect of a frequency shift (Af) on each waveform.
For the square wave modulation case, the spectral line of Figure 5.9(b)
is shifted by Af. The modulating square wave is unaffected and hence
the convolution of Figures 5.9(b) and 5.9(h) result in an identical
modu]atfon pattern centred on (f] + Af) as shown in Figure 5.10(a).
For the synthesised waveform, the frequency shift moves the peak
response of the Sa(w) function in Figure 5.7(f) by Af. The frequency
sampling waveform of Figure 5.7(h) is left unaffected as the master
clock frequency within the synthesiser remains invariant so that when
these two waveforms are multiplied, the frequency samples no longer
occur at the peak and nulls of the Sa(w) waveform, as shown in

Figure 5.10(b).
This demonstrates two fundamental effects in the synthesis process :

1. The hop duration and timing are directly dependent dn the
master clock, and hence the Sa(w) spectral shape (but not
necessarily position) and the Fourier components in the
output signal will remain invariant and defined within tﬁe

Timits of the master clock stability.
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2. Although the hop selection is controlled by the master
clock, the absolute frequency within each hop is a function
of the chirp filter characteristics, hence the position of
the Sa(w) spectrum can vary in fe]ation to the Fourier

component sampling frequencies.

The above analyses have been carried out with respect to single
channel operation. However, with the knowledge of the phase spectra
given in Section 5.2.1, it is possible to predict the effect the
frequency shift (Af) will have on the CW spectrum. In fact, a
frequency shift has no.relative effect on the phase spectra of the
two channels, so the odd harmonics around the centre frequency (f]),
still cancel. However, due to shift in the Sa(w) amplitude
spectrum, the even harmonics no longer coincide‘with the null points
in the response, and add constructively to give an asymmetric
spectrum in this case. The time domain waveform is now a series of
freduency hops duration T0/2, with a phase jump between each hop.
When Af is increased to 1/T0, the highest spur assumes a value
equal to that associated with f], and eventually if Af is increased
to 2/T0, the CW condition is again achieved, but at a new centre

frequency of f] + Af.

5.2.4 Calculated Error Levels

Equations (5.14) and (5.15) were programmed into an Apple
microcomputer to calculate the Fourier components of a CW waveform
synthesised from two time interlaced repetitive sinusoidal burst
waveforms with burst duration TO/Z and repetition period TO' It
was assumed that perfect time interlacing between channels would

take place.
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Individual variation of the channel amplitudes (A], A2),
frequencies (f1, f2) and start phases (61, 92) was possible, and
nominal parameters of 120 MHz centre frequency and 2.5 us hop
duration (TO/Z) were selected to simulate the. parameters of the
experimental equipment. Simulation was carried out using the
positive Fourier spectrum initially but subsequently both positive

and negative terms were used.

The error mechanisms simulated were :

1.  Amplitude imbalance 20 1og]0(AA) - dB
2. Frequency imbalance Af - kHz
(f] = 120 MHz)
(fz = 120 + Af)
3. Frequency error Afp - kHz
(f] = fz = 120 + Afp)
4. Phase imbalance AB - degrees

(46 = 8, - 8;)

and the values used are listed in Table 5.2.

To facilitate graphical output of these results, the same
equations were programmed into an ICL 2972 mainframe computer.:
Each calculation provided'émp1itude and phase spectra for each

individual channel plus the combined output. Examples of all
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four error types simulated are presented in Figures 5.11 and 5.12.

A summary of the results for the various error magnitudes is shown

in Figure 5.13 where the highest spurious level (with respect to
theoretical peak output) is graphed for the four error mechanisms.
In addition, a graph of the zero error ideal CW spectrum is contained
in thig figure. Close examination of these results shows the
maximum error magnitude for a -60 dB spur level to be AA = .03 dB,
AF = .35 KHz, af, = .4 kHz, and 49 = 0.2°.  Table 5.3 presents

these results along with the error levels permissible for -50, -40,

and -30 dB spurious.

The spectra of Figure 5.13(b) agrees with the analytical
results for ideal CW operation described in Section 5.2.1.
Similarly, the graphical method of Section 5.2.3 can be used to
predict the results illustrated in Figures 5.11 and 5.12. Three
distinct spectra arise from the error- simulations 2, 3 and 4 above.
These represent : (a) a constant frequency shift in both channels
resulting in a phase jump between hops, (b) a frequency shift in one
channel resulting in a phase jump between every second hop and a
frequency difference between channels, and (c) a simple phase offset

between otherwise ideal channel operation.

Error (a) results in an asymmetric amplitude spectrum occurring
at all even Fourier components surrounding the original centre
frequency. This is due to the relative movement of the sin x/x
envelope (associa@gd with both hops) with respect to the invariant
spectral lines. Phase cancellation of all odd harmonics stili
occurs because f] = f2, but the even harmonics, previously suppressed

by the nulls in the sin x/x response, now assume values proportional
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to the sin x/x envelope. Error (b) results in an asymmetric
spectrum occurring at all the Fourier components, as both phase
cancellation and null suppression have been lost. Error (c)
results in an odd harmonic spectrum as the even harmonics appear at
null points in the sin x/x but the odd harmonics no longer cancel

due to the phase imbalance between channels.

5.3 COMPUTER SIMULATION

5.3.1 Difference Frequency Simulation

Chronologically, the first simulated results of the synthesiser
performance were carried out on the Edinburgh Multi Acceés mainframe
computer System (EMAS). Within the Timits of computing time and
capacity, the objective of this exercise was to obtain the maximum
amount of information regarding the spectral content of the hopper

waveform.

A nominal resolution of 1 kHz was assumed and the values shown
in Table 5.4 calculated to determine the number of FFT points
required for operation at a range of frequencies from 0.4 MHz to
132.5 MHz. In tandem, a sample program was run to investigate the
computing time required for various numbers of FFT points. Based
on the approximate rule that computing time doubles with the number
of FFT points used, Table 5.5 was constructed. From these two
tables, it becomes apparent that operation close to DC was advantageous
to reduce computing time and cost, so it was decided to carry put
the simulation based on the difference frequency mode of operaﬁion,
under the assumption that the results would be directly applicable

to sum frequency operation.
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An IF frequency of 800 kHz was chosen, with data generated from
512 frequency hops each of 2.5 us duration, providing a resolution
of 781.25 Hz.  The minimum Nyquist sampling rate for this waveform
is 1.6 MHz (equivalent to 2048 FFT points), so a sample rate of
3.2 MHz was selected which required 4096 FFT points. Table 5.6
summarises the parameters of interest for the computation. Results
were calculated for frequency (Af) and phase (A8) errors as before
and in addition inter-channel phase ripple (A¢ - assumed to be a
one cycle sinusoid departure from the expected time domain quadratic
phase response) and inter-channel chirp mismatch (Au/2m, MHz/us) were
simulated. Table 5.7 lists the magnitude df error simulated in each

case.

The results obtained are graphed in Figure 5.14 showing the
decibel value of the highest spurious level compared to that of the
desired output frequency level. Comparable levels for amplitude
modulation and time gating errors (calculated from 100% rectangular
wave amplitude modulation theory139) are shown for comparison.
Sample graphs for each case are shown in Figure 5.15 - 5.18. These
graphs noticeably all illustrate an asymmetry around the centre
frequency which with reference to Figures 5.11 and 5.12 is expected
under certain circumstance but noticeably should not occur for the

case of AB where a symmetrical output is predicted.

Careful consideration of the FFT process shows that this effect
can be attributed to contributions from the negative image frequency
(ignored in the previous theoretical sum frequency analysis as: |
having negligible contribution to positive frequencies due to the

small fractional bandwidths involved), and a positive "alias"
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frequency image centred on 3.2 MHz - the FFT sample rate (FS). The
latter of these effects can be removed by greatly increasing the
sampling rate so that the alias occurs at a much higher frequency
and provides no contribution at 800 kHz (ie, N = 512 x 4096 = 2097152
=> F, = 1.6384 GHz).  The former however, is a real effect and
reflects the asymmetry associated with modulating a waveform at a

rate of 50% of its absolute value.

These results have been recorded here mainly to illustrate the
éffects of the negative image frequency and its resultant limitation
on difference frequency operation when a very short hop period (in
relation to the hop frequency) is used. To illustrate the improve-
ment available by carrying out the simulation at a higher centre
frequency, and without severe aliasing, results were obtained for a
phase error of A8 = 1.0° at an IF of 8 MHz. This is shown in
Figure 5.19, and theAresu1ts obtained correlate to within 0.001 dB
with the theoretical calculation of Section 5.2.4. However, based
on the number of FFT points (2097152) required to reduce aliasing,
this technique would appear unwieldly even by mainframe computer
standards. The problem can in fact be circumvented by reducing
the FFT reso]utioﬁ, which is possible due to the discrete line

spectra involved.

As the theoretical analysis described in the previous section
was carried out in parallel and in some cases subsequent to this
computing, it became apparent that the waveform would in fact be a
line spectrum with a Tine spacing dictated by the inverse of the hop
period, so that providing the FFT routine sampled on these points

the resolution was uncritical. This enabled the data to be created
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from 2 hop periods (one for each channel) which results in a resolution
of 200 kHz, and a sample rate of 819.2 MHz for 4096 FFT points; The
results shown in Figure 5.19 %or an 8 MHz centre frequency were

calculated in this way.

The result of this simplification of the FFT process implied that
true system simulation based on the operational centre frequency of
120 MHz was now possible. This is described in the following sub-

section.

A flow diagram and computer listing of the difference frequency
computer program can be found in Appendix 3, along with a sample print

out of results.

5.3.2 Sum Frequency Simulation

Sum frequency simulation was based on the experience gainedh}n
the difference frequency work. An FFT was performed on data
'representing two hop periods, each of 2.5 us duration containing a
nominal centre frequency of 120 MHz. The maximum number of points
acceptable to the FFT subroutine (16384) was used to minimise the
aliasing effect. This provided a sampling rate of 3.2768 GHz and

a resolution of 200 kHz.

The results of Section 5.2.4 and 5.3.1 were recalculated for
similar values of AA, Af, Afp,er, A and Au/2m as detailed in
Tables 5.2 and 5.7. The peak:spur levels are graphed in Figure 5.20.
Comparison of results for AA, Af and A6 with those of the theoretical
analysis in Section 5.2.4 shows a high degree of correlation, which

provides a degree of confidence in the results for A¢ and Au/2m
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which are not easily calculated by analytical methods. It was noted
that some asymmetry still existed in the case of A8 (approximately
0.01 dB) but recalculation of the theoretical analysis including the
negative frequency image (at =120 MHz) produced similar results,
illustrating that it was in fact a real effect. Sample graphical

outputs are illustrated in Figures 5.21 - 5.24.

Comparison of the peak spur levels for difference and sum
frequency operation shown in Figures5.14 and 5.20 illustrates a peak
signal to spur improvement of between "2 and 5 dB for sum frequency
operation. Taken in conjunction with the high degree of correlation
with the theoretical calculations, these results can be taken as
representative of projected synthesiser operation. Examination of
the A¢ and Au/2m curves in Figure 5.20 illustrate that spurious
levels of -60 dB with respect to the peak output would require <0.2°
phase ripple and <0.0005 MHz/us disperéive slope mismatch. Both of
these figures are currently outside avatlalle SAW device performance
bounds where typical values would be A¢ = 5°, and Au/27 = 0.05 MHz/us.
In practice, experimental work]34 has shown that minimum slope mis-
match is likely to occur if the two chirp responses are generated

from one filter using spectral inversion techniques.

Based on measured results for the prototype synthesiser SAW
devices, Two ‘Simv_l a__('_t‘on_ge wv_re”’sjzf}ormqo[ u)il::t"\_ t}u?, j\o(,LowC nj ua,[ues

of dispersive slope :

SIMVLATION 1 2
: M Mo
Filter 1 = | 4.98 4.98

Channel |
, Filter 2 3 4.93 4.93
C;\wmeLZEFﬂter 3 = 4.98 4.98
Filter 4 - = 4.93 4.95

TA’BLL‘, 05’ DLS?@!’ SLM SL&PQ Valves 6\7{/.9', (MH—?_-//_}5>
[based on expert menlal MQ_]
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The resultant peak spurious levels were : (1) -14.7 dB and

(2) -16.8 dB, and the simulation output is shown in Figure 5.25.
Notably for the second simulation, the asymmetry between channels
results in spurs every 200 kHz as opposed to 400 kHz for simu]atioﬁ
(1).  The experimental results jllustrated in Figure 4.13 do not
correlate with these calculated values. This can be attributed to
fortuitous phase cancellation between a number of error mechanisms
aéhieved through careful tuning of the master clock frequency.
Following random switch-on the prototype performance could easily

match that calculated.

A Tlisting of the program used for sum frequency simulation is
contained in Appendix 4 along with a sample print out of results.
Subsequently an interactive program was generated with user notes and
a variety of input/output facilities to allow easy selection of
individual parameters for simulation. A listing and sample print

out are contained in Appendix 5.

5.4  TEMPERATURE DEPENDENCE OF SYNTHESISER OPERATION

Previous sections have shown that the spectral line spacing in
the synthesiser output is a function of the hop period only and is
referenced through digital division to the stable master oscillator.
It has also been shown that a frequency offset in the output hop
leads to a shift in the associated sin x/x envelope resulting in the
generation of spurious levels in CW operation. If an ovened
crystal source is used as the master clock, the absolute position

of ‘these spurs would be expected to remain constant, but the relative
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magnitude of each one (including the desired output) would vary
according to the position of the sin x/x envelope associated with
each channel. In a practical synthesiser, one potential source of
frequency error is that due to temperature variation of component

parameters.

Measurement of the prototype synthesiser operating in sum CW
mode verified this theory. Using an ovened crystal source as a
reference, the butput at 120 MHz was measured against a reference
signal on a Hewlett Packard spectrum analyser with a resolution of
10 Hz.  No perceptible frequency offset was noted over a temperature
range of 20°C to 70°C but variation of the amplitude level occurred.
It was initially thought that spurious requction could be achieved
by temperature compensation through adjustment of the master clock
frequency.  Although this is theoretically possible, it does not
represent a viable solution as adjustment of the master clock changes
the gating period and hence the position of each spectral component.
Spurious reduction is therefore only achieved at the expense of an
absolute frequency offset given by
Afc n

of, =

63

th spectral line due to

where Afn represents the change in the n
Afc,the master clock frequency shift required to reduce the spurious

level and 63 is the division factor used in the prototype equipment.

A number of factors could contribute to changes in the output
spectrum as the temperature varies, but in a well-designed synthesiser,

the limiting factor is likely to be the temperature characteristics of.
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the SAW chirp filters. In practice, these devices are normally
fabricated on ST-cut quartz to obtain the best available temperature

stability.

Experimental results obtained by Schulz and HoHand98 indicate
that the variation of phase delay with temperature is primarily

parabolic, and can be expressed by
T = To(1 +a(s - §5)2)

where : T = delay between any two points on
the surface

Tg = delay at a temperature So

§ = temperature, 60 is the turn over
temperature
a = ~32 x 1079 °¢2 (experimental data)98

This delay change will cause a resultant frequency change since

1
f = —
0 t,
where fO is the output frequency at room temperature and tg is

the delay per wavelength at room temperature, and hence

1 5

FO) = trvam =52

where 8 = 1 + a(8§ - 60)2.
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Adopting the terminology of Equation (4.6), the output from an ideal

synthesiser with temperature can be written as

1
) = 7 (us T)
Bz "%
.The first term of this expression is dominant as Wy + Wy >> T for
a sum frequency synthesiser. The frequency shift in ppm versus
temperature for various values of T is graphed in Figure 5.26. °The

values chosen are representative of the prototype synthesiser.

As the primary effect on the output waveform is a frequency
offset in each hop, the effect on the CW synthesised spectrum can be
calculated theoretically as in Section 5.2.4 and the resulting
spurious level taken from the graph in Figure 5.13. To illustrate
the potential spurious level over a range from -20° to +70°C,
Figures 5.26 and 5.13 have been combined for a frequency in the

centre of the output band (ie,r = 0) and are graphed in Figure 5.27.

From this analysis it is apparent that majbr degradation of the
synthesiser output can be expected if CW operation is required over
a wide temperature range without ovening the SAW devices. It can
also be seen that compensation by master clock adjustment is possible,

but ineffective due to the resultant change in output frequency.

Temperature effects do not provide the same problem for FH
applications, as the frequency error can be small in comparison to
the hop bandwidth, and since fhe}start phase in both transmit and
receive synthesisers should remain constant, the error due to |

temperature variations will result in a small correlation loss in the

receiver.
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5.5 DISCUSSION OF RESULTS

An analysis of the CW chirp mixing waveform has been presented
in this Chapter, and the effects of tolerancing in the constructed
equipment quantified. A number of error mechanisms have been described
which led to amplitude, frequency and phase mismatch between
synthesiser channels. The most significant error sources were shown

to be SAW chirp slope mismatch, phase ripple and temperature dependence.

Simulation of the effects of chirp slope mismatch and phase
ripple have shown that current device repeatability and linearity are
unlikely to yield better than 40 dB spurious suppression fof CW
synthesis. Using typical experimental data, the performance of the
constructed equipment (30 dB suppression) was shown to be considerably
better than prediced (~15-17 dB suppression) but this was attributed

to fortuitous cancellation achieved by careful master clock tuning.

Temperature effects on synthesiser performance result in
increased spurious signal level. This effect can only be minimised
by temperature control of the SAW devices. For FH applications the
frequency drift due to temperature is small in comparison to the hop
bandwidth, and as each synthesiser in a 1ink should maintain the same

start phase, only a small correlation loss should occur in the receiver.

The devices used to construct the prototype equipment were
currently available components which had not been optimised or
selected to provide closely matched responses. The results of this
Chapter show that considerable importance lies in the design and
manufacture of the SAW devices if acceptable CW or slow FH signal

generation is required.
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The results of computer simulation of the-system performance are
presented in Figures 5.11 to 5.27, where typical-error magni tudes have
been selected. A summary of the result§ obtained for the complete range
of error mechanisms (over a range of magnitudes) is presented in Figure 5.20.
These represent the performance available from a sum frequency synthesiser
generating a CW signal. Comparative results carried out for difference

frequency operation are presented in Figure §.14,

The results presented in this Chapter have concentrated on the limitations
of the SAW chirp mixing synthesiser when used for generating CW signals.
The degradations which apply in that situation do not necessarily effect the
FH performance of the system. The primary error for FH operation is”due to
correlation mismatch loss attributable to residual chirp signals. Récent

work]34 has shown this to be less than 1 dB for hardware and experimental

link operation has been demonstrated]40’ ]4].
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ST-X Quartz Y-2 LiN}:D3
Mechanism Tolerance Cause Tolerance Cause
Substrate manufacture f :
and orientation .+ 10ppm ST-angle + 200ppm Structure variations
Metal film thickness + 20ppm + 2.5% in + 20pmm + 2.5% in Al. at 20008
. Al. at :
20008
"Mark to Space ratio + 10ppm + 5% + 300pEm + 5%
Substrate Flatness + 20ppm + 10 fringes + 20ppm + 10 fringes of sodium
: of sodium light
light
Total velocity tolerance + 60ppm + 540ppm

Table 5.1

Velocity Tolerance

in ST-X Quartz and Y-Z L1'Nb03

at 50 to 100 MHz

ERROR MECHANISM SYMBOL SIMULATION RANGE
Amp1itude Imbalance AA (dB) 0.0 - 0.9
Frequency Imbalance Af (kHZ) 0.0 - 100
Frequency Error Afp (kHz) 0.0 - 100
Phase Imbalance A8 (degrees) 0.0 - 10

Table 5.2

Range of Error Mechanisms Simulated

by Fourier Series Analysis




Maximum .
Spurious Fractional
Levels -30 -40 -50 -60 Error
Multiplier
Error
Mechanism
A 89 19.4 10.3 3.4 x 1073
sty 32 1.2 3.2 0.88 x 1073
o, 85 .35 1 3.3 x 1078
Af 84 27 9.1 3.0 x 1078
28 15 4.7 1.6 0.47 x 1073
8 1.4 3.6 1.6 0.36 x 1073
Ay -4
7 18.8 5.6 1.96 0.6 x 10
Table 5.3 Maximum Fractional Error for -30, -40, -50, -60 dB Spurious Level w.r.t. Peak Theoretical Output
Maximum Minimum Required Number of Nearest Equivalent
Analysis Nyquist Resolution Sample Radix-2 Exponent
Frequency Sampling Points Number of 2
Rate
(MHz) (MHz) (kHz) N >N
0.4 0.8 1 800 1,024 10
0.8 1.6 1 1,600 2,048 n
1.2 2.4 1 2,400 4,096 12
107.5 215.0 1 215,000 262,144 18
120.0 240.0 1 240,000 262,144 18
132.5 265.0 1 265,000 524,288 19
Table 5.4 Minimum FFT Sampling Rate and Number of Points for Sum and Difference Frequency Simulation
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Number of Equivalent Approximate

FFT Samples Exponent Computing

of 2 Time
. oNU .

(N) (NU : 277 = N) (minutes)
8,192 13 0.5
16,384 14 1.0
32,768 15 2.0
65,536 16 4.0
131,072 17 8.0
262,144 18 16.0
524,288 19 . 32.0

Table 5.5 Computing Time Required for N-Point FFT Execution

Value
Difference Frequency Sum Frequency

Parameter Simulation Simulation
FFT time window (us) 1280 5
No of hops in window 512 2
No of samples 4096 8192 or 16384
Sample rate (MHz) 3.2 1638.4 or 3276.8
FFT resolution (kHz) .78125 200
IF frequency (MHz) .8 120

Table 5.6 FFT Parameters Applicable to Difference and Sum Frequency Simulation
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ERROR MECHANISM SYMBOL SIMULATION RANGE
Frequency Imbalance . Af (kHz) 0.0 - 100
Phase Imbalance A8 (degrees) 0.0 - 10.0
Chirp Phase Ripple A¢ (degrees) 0.0 - 10.0
Chirp Slope Mismatch SE - (MHz/us) 0.0 - 0.0

Table 5.7 Range of Error Mechanisms Simulated by Difference Frequency FFT Analysis
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Figure 5.1 Amplitude (a) and Timing (b) Error Mechanisms

T0 = chin duration

(a) Chirp Phase Ripple (A¢) (defined * cycle sinusoidal departure
for ideal quadratic phase)

1 cycle sinusoidal departure

%*
sd
200 2 cycle sinusoidal departure

4% 400

(b) Frequency Error (Afp) in Both Channels (leading to phase jumps
between hops)

(¢) Inter-Channel Phase Error (48)

Figure 5.2 Phase Ripple, Frequency and Phase Offset Error Mechanisms
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Difference Frequency
Residual Chirp = af/(tsT-t,) -

Te- ‘s.}Afl

d

4

Sum Frequency
Residual Chirp = af, /(t+T-t,)

t, t BT 4T

—te

Figure 5.3 Chirp Slope Mismatch Error Mechanism
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Figure 5.4 Amplitude and Phase Spectra of a Repetitive Cosine Burst Waveform
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Figure 5.5 Amplitude and Phase Spectra of a Delayed Repetitive Cosine Burst Waveform
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Time Domain Frequency/Amp1itude Domain Frequency/Phase Domain
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Figure 5.6 Amplitude and Phase Spectra : Illustrating CW Frequency Synthesis from Two Repetitive Burst Cosine Waveforms
(a), (b), (c) - Channel 1; (d), (e), (f) - Channel 2; (g), (h), (i) - Ideal Synthesiser Output

<> Forward/Reverse Fourier Transformation
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Figure 5.8 Graphical Derivation of the Amplitude Spectrum for Channel 2
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Time Domain - Frequency Damain
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(a) Amplitude modulated cosine waveform - non integral no. of cycles/burst

f,] f+t

-+-e--- Original sinx/x. response

Frequency shifted sinx/x
response
Resultant frequency spectrum

(b) FH channel output - non integral no. of cycles/hop

Figure 5.10 Camparison of FH and Square Wave Amplitude Modulated
Waveforms, with a Frequency Shifted Output Signal.

N— Forward/Reverse Fourier Transformation
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Figure 5.12 Synthesiser Error - Fourier Series Program
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Figure 5.14 Maximum Spurious Level w.r.t. Theoretical Peak Output
vs Error Mechanisms

(Difference Frequency FFT Simulation)

*A¢200 refers to 200 kHz chirp phase ripple
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Figure 5.15 Synthesiser Error Simulation
Difference Frequency FFT Program
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Figure 5.17 Synthesiser Error Simulation
Difference Frequency FFT Program
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Figure 5.19 Synthesiser Error Simulation
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Figure 5.20 Maximum Spurious Level w.r.t. Theoretical Peak Output

vs Error Mechanisms

(Sum Frequency FFT Simulation)

*A¢200 refers to 200 kHz chirp phase ripple
A¢4OO refers to 400 kHz chirp phase ripple

F (MHZ)
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‘Figure 5.21 Synthesiser Error Simulation
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Inter Channel Frequency Imbalance
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Figure 5.22 Synthesiser Error Simulation
Sun Frequency FFT Program



173

Chirp Filter Phase Ripple
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Chirp Filter Slope Mismatch
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Figure 5.24 Synthesiser Error Simulation
Sun Frequency FFT Program
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Chirp Filter Slope Mismatch - Real Parameters
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Figure 5.25 Synthesiser Error Simulation
Chirp Filter Slope Mismatch, based on Measured Parameters
Sum Frequency FFT Program
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CHAPTER 6 :- SuMMARY AND CONCLUDING REMARKS

The work detailed in this thesis has been concerned with
techniques for SAW chirp mixing frequency synthesis for fast FHSS
applications. An introduction to this work and the contents of the

thesis were presented in Chapter 1.

Current techniques for SS modulation were reviewed in Chapter 2
along with the principal methods for information transmission, PN
code generation and synchronisation, carrier and code tracking and
information demodulation. SS systems were shown to be more complex
than conventional FDM equipment and hence are primarily used in
applications where they provide more efficient multiple access
capability, improved multipath interference rejection or inherent
message privacy through low density coded transmission. Discussion
of the two favoured spreading techniques, FH and DS, showed that DS
is inherently simpler but suffers from unacceptably long synchronisation
delays. FH systems employ a wideband frequency synthesiser to
provide comparable processing gain at much reduced code rate,
resuiting in reduced synchronisation delay at the expense of
increased hardware complexity. In practice, the optimum solution
for many apb]ications is a combination of DS, FH and TH where each
technique contributes a portion of the overall system processing

gain.

Chapter 3 presented a review of conventional techniques for
frequency synthesis based on direct or indirect methods. Thesg
have Timited application in fast FHSS due to the size, weight'ahd
power consumption associated with direct synthesis and the slow

switching speeds inherent in indirect equipments. The digital
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"look-up" synthesiser was shown to provide a novel technique based

on the selection of sinusoidal data stored in read-only-memory. A
review of SAW technology was presented in Section 3.3 as an
introduction to frequency synthesis techniques based on SAW components.
The capability of this technology to provide complex amplitude and
phase functions over a wide IF frequency range (10 MHz - 1 GHz) was
stressed and applications in radar, communications and signal
processing reported. In particular, the development of high

fidelity linear FM (chirp) filters for radar pulse compression was
discussed due to the importance of these combonents in SAW chirp

mixing frequency synthesis.

The principal methods discussed for SAW based frequency
synthesis were filter bank, oscillator and chirp mixing techniques.
0f these three, the multimode oscillator potentié]ly presents the
simplest solution for wideband synthesis. However, reliable mode
selection and coherent operation are difficult to achieve in
practice, and freduency switching is relatively slow implying
paraliel operation for fast FH applications. The filter bank
technique provides a fast switching, high purity output signal, but
the number of available frequencies is limited to less than 20 by
the complexity of the SAW device and RF switching network.  Through
the use of a number of parallel units and conventional direct
synthesis techniques, both filter bank and oscillator techniques
can produce up to 500 hops over a 500 MHz bandwidth, at the expense
of increasing system complexity. For coherent, wideband, fast
switching, multifrequency operation, the SAW chirp mixing synthesiser
provides the most attractive option with the potential capacity for
4000 hops, 50 kHz resolution, 500 MHz bandwidth and 10 ns switching

speed.
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A theoretical analysis of the chirp mixing process was
presented in Chapter 4. Details of sum and difference frequency
operation were provided along with a set of design rules défining
synthesiser performance in terms of the constituent chirp parameters.
Expressions were derived for optimum hop duration (TO/Z), maximum
number of hops was (TOB/Z) and maximum bandwidth (B). Sum frequency
operation was stated to provide the more useful output range for
practical applications. The design and construction of a prototype
synthesiser were described in Section 4.2 and 4.3 respectively. A
two channel configuration was employed to produce a continuous
sum frequency output of either FH or CW form. Available chirp
filters were used with centre frequency 60 MHz, bandwidth 25 MHz
and time dispersion 5 us. FH performance under PN code control
demonstrated a contiguous frequency spectrum containing 63 hops
of 2.5 us duration in the range 107.5 to 132.5 MHz. CW operation
was achieved by manual frequency selection, and performance at
122 MHz demonstrated a peak signal to spurious level of >30 dB.
Phase coherence measurement between two prototype synthesisers
operating in CW mode illustrated <2° offset. Comparison of this
prototype with a similar unit constructed in parallel illustrated
a high degree of correlation in experimental results. From this
experimental work, it was concluded that the synthesiser was
capable of producing a continuous fast FH output, but that the CW
performance would be unacceptable for most applications without

additional filtering to reduce the high spurious signal Tevel.

Chapter 5 presented a detailed analysis of the chirp mixing
waveform and investigated potential sources of performance

degradation in the synthesiser design. The major error mechanisms
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identified were impulse timing offsets, chirp filter tolerances,
interchannel phase or frequency imbalance, temperature effects and
mixer spurii. The most critical of these were shown to be chirp
slope mismatch, phase ripple and temperature drift. With these
exceptions, careful system design and circuit Tayout can‘be used to

minimise performance degradation.

To fully demonstrate the effects of individual error mechanisms,
analysis of the CW synthesised output was performed. Fourier
series analysis of the ideal chirp mixing waveform provided a
basic understanding of the synthesis process, and demonstrated the
importance of phase and frequency matching between channels. A
graphical analysis of the process was presented as a shorthand
method for predicting the amplitude spectra of synthesised waveforms.
Quantitative results for the degradation associated with individual
errors were obtained by computer simulation. Fourier series
analysis was used to calculate amplitude, frequency and phase errors,
and FFT analysis was used for chirp phase ripple and slope mismatch
error assessment. From these results, it was shown that the Tevel
of SAW chirp filter reproducibility required to achieve -60 dBc
spurious suppression was at least an order of magnitude better
than currently available. This demonstrated the current limitations
on synthesiser performance and suggested that future work should be
directed towards techniques for providing high fidelity chirp

waveforms

The effects of temperature variation on the synthesiser output
were discussed in Section 5.4. An analysis of frequency errors in

the generated waveform due to temperature drift of SAW chirp filters
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was presented. It was shown that the output frequency does not
vary with temperature, but that thg amplitude and spurious signal
levels do vary. Results were presented which quantify the
increase in spurious signal level with temperature. This analysis
implied that temperature compensation by master clock tuning was
ineffective and that ovened SAW devices were required for high
purity CW operation. In the case of FH operation, the frequency
error due to temperature can be small in comparison to the hop

bandwidth resulting in a small mismatch loss in the receiver.

The work presented in this thesis described the performance of
a prototype SAW chirp mixing synthesiser and presented an analysis
of the fundamental limitations associated with this technique. A
number of areas remain which require further study and a certain
amount of this work has been carried out in the period following
completion of this work but prior to submission of this document.

A summary of this work is described in the following paragraphs.

Dalr'b.y]34

reported the performance of a similar equipment
producing 127 hops with 2.5 us duration in the frequency range

335 to 385 MHz. He also presented an analysis of the performance
bounds of FH links due to mismatch loss resulting from residual FM
components in each hop. Results showed that a maximum chirp TB
product of 3500 was possible for a 1 dB correlation loss based on
replication accuracies of 2 parts in 104. Subsequent work by

Eustace, Bale and Dalr'by]40

demonstrated the performance of a third
prototype unit producing 480 hops with 5 us duration covering:
96 MHz in two.séparate bands from 306 - 354 MHz and 356 - 404 MHz.

This paper describes FH modem operation using binary FSK data and
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employing a delay locked tracking Toop in the receiver. High
accuracy between synthesisers was measured in a back to back
configuration, with errors of less than 20 kHz measured at spot

frequencies.

Further details of this equipment were published by Darby and

Hannah]4].

Preliminary bit error rate measurements were reported

for ?H modem operation including upconversion to a microwave

carrier. From these results, it was estimated that the implementation
loss due to the SAW synthesiser and correlator amount to 2 dB in
total. Additional information is presented in this paper concerning
the reduction of spurious signals in the CW mode by use of a narrow-
band tracking filter. Experimental work carried out by Hannah and

ReidS®

demonstrated the use of a phase Tocked Toop to track the FH
synthesiser output. Improvement of spurious suppression from

-32 dBc to < -60 dBc was demonstrated using the synthesiser
described in Chapter 4. The switching time of the loop for a full

band (25 MHz) jump was shown to be 2 ms.

A number of areas concerning SAW chirp mixing synthesis still
exist which could usefully be explored. For existing designs,
hardware miniaturisation, and reduction of power consumption are
important. Fuller investigation of spectral inversion techniques
merit consideration in the search for optimally matched chirp wave-
forms. Due to the ultimate dependence of the equipment on chirp
reproducibility, current WOrk]42’]43 on digitally generated chirp
waveforms provides a technique for generating long, high accuracy

chirp signals with the added advantage of programmability. This

would need to be considered in Tight of digital "look-up" synthesis
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techniques. Finally, a full characterisation of FH performance
is required with consideration given to optimum hop rates,
modulation techniques and minimiéation of spectral spreading

associated with individual hops.

This thesis has discussed a potentially attractive technique
for fast FH waveform synthesis. It is hoped that in the future,
SS systems designers can usefully employ this equipment to achieve

effective communication under a variety of channel conditions.
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FREQUENCY-HOPPED WAVEFORM
SYNTHESIS BY USING S.A.W. CHIRP FILTERS

Indexing rerms: Frequency synthesis, Surface-acoustic-wave
devices

The design and construction of a surface-acoustic-wave (s.a.w.)
pseudonoise (p.n.) code controlled frequency-hopping (f.h.)
synthesiser for spread-spectrum (s.s.) communication is
reported. The prototype synthesiser uses s.a.w. chirp filters
with 60 MHz centre frequency, 5 MHz/us dispersive slope and
25 MHz bandwidth, and operates in both continuous-wave
and fh. modes. Experimental results show an output centred
on 120 MHz, electronically programmable over a 25 MHz
bandwidth in 63 discrete hops.

Introduction: Wideband (10-500 MHz) synthesisers are
employed in spread-spectrum communication transmitters
to spread narrowband subscriber information into a common
wideband communication channel.! Two spreading techniques,
frequency hopping and phaseshift keying (ps.k.), are
employed, with psk. systems at present predominating,
owing to the technological difficulties in producing a fast-
switching phase-coherent wideband f.h. synthesiser. However,
the advent of surface-acoustic-wave technology has revived
interest in fh.-s.s. communication, and various approaches
have been reported.?* ¢

This letter describes the design and construction of an f.h.
synthesiser based on impulsing s.a.w. linear frequency-
modulated (f.m.) ‘chirp’ filters. Results are presented which
demonstrate this synthesiser operating in continuous-wave
(c.w.) and f.h. modes.

Synthesiser principle: The operation of this synthesiser relies
on the ‘mixing’ of two linear f.m. waveforms of form
cos (wt + 3ur?), where w represents the starting frequency
and u the dispersive slope. The introduction of a time delay
between the start of two such waveforms with parameters
w;, 4 and w,, —u yields a sum-product after mixing of the
form

§ cos{(w; + w, +ur) t —w, T — dur?} ¢))

This is a pulse of frequency w,; + w,; + ur which exists for
7<t<T, where T is the duration of the chirp waveforms.
Other configurations are possible by using waveforms with
different parameters, where the difference frequency® is
selected.

Eqn. 1 shows that the synthesised frequency depends on 7,
which is the relative timing of the chirp waveforms. By varying
7, pulses of minimum length T —|7,,,,,| can be generated over
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filters
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o signal
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a frequency range of 2u|7,.|. F.H. applications normally
require orthogonal frequency spacing where the slot separation
is the reciprocal of the pulse length. Thus the number of
frequencies, which is given by 2ul7maxl (T — ITmaxl), is maxi-
mised when |7,,,¢| = 47. The bandwidth cover is uT, which
is the chirp bandwidth.
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In practice, the time-delayed chirp waveforms can be
generated by impulsing s.a.w. chirp filters. When the impulse
timing is derived from a stable master clock, the synthesised
output frequencies will be phase coherent from hop to hop,
and, by interlacing two channels, it is possible to produce a
continuous output. {
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Synthesiser operation: The synthesiser was designed around
available double-dispersive s.a.w. chirp filters with 60 MHz
centre frequency, S MHz/us dispersive slope and 25 MHz
bandwidth. This allowed generation of 63 hops, ~ 400 kHz
apart, centred on 120 MHz.

Fig. 1 illustrates a block diagram of our prototype
synthesiser, which uses four chirp filters to produce two time-
interlaced channels, giving a continuous output. A stable
master clock drives separate programmable pulse generators
in each channel. These generate pulse trains, with the required
time delay 7, which are then input to the impulse generators
to produce accurately timed 40 V 8 ns-wide pulses. The
chirp-filter outputs are amplified and drive a double balanced
mixer which generates sum-and-difference products.

The sum product is selected in a bandpass filter with
120 MHz centre frequency and 35 MHz bandwidth. The
generated frequency burst is gated in a second double balanced
mixer operating as an r.f. switch, to give a fixed-duration
output, irrespective of hop frequency. This output is sub-
sequently summed with the second channel, amplified and

"m" + amplitude
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Fig. 3 Highest spurious for difference-frequency c.w. synthesis

Computer-simulation studies of the factors affecting
spurious levels in generating c.w. signals have been carried
out. Fig. 3 shows results which illustrate separately the effect
of amplitude imbalance between channels, timing error in the

gating circuits and chirp phase errors. Careful design should-

permit a spurious level of ~40dB to be achieved with
available high-performance chirp-filter designs.

5MHz

l 10d8

centre frequency =120 MHz

Fig. 4 Sum-frequency synthesiser operating in fast hopping mode,
producing 63 hops over 26 MHz bandwidth

limited to remove amplitude ripple and imbalance between
the two channels. Finally, the output is again bandpass filtered
to remove any unwanted signals produced by the gating and
limiting processes. The synthesised frequency is selected by a
6 bit digital input to the programmable pulse generators. This
can be applied from manual switches or a p.n. code generator.

Experimental results: Fig. 2a illustrates the time-domain
response for a c.w. output. The masterclock rate was
11-218 MHz, giving a hop duration of 2-81 us and a frequency
spacing of 356-127 kHz. This is shown in expanded form in
Fig. 2b. The eighth hop above the centre frequency of 120 MHz
was selected, producing a frequency of 122-85 MHz, and the
spectrum of this signal is shown in Fig. 2¢. The spurious level
is 30 dB down on the generated frequency. Measurement of
the performance of the gating circuitry has indicated that this
is currently limiting the spurious level attainable.

.. Fig. 4 illustrates the synthesiser operating in f.h. mode,
oroducing 63 hops over a bandwidth of 26 MHz. Here, the
.absolute spurious level produced by one hop is not crucial,
|as the receiver hops in synchronism with the transmitter
|following an identical pattern of frequency hops. Interference
.protection in this case is provided by the crosscorrelation
.properties of the p.n. control code.

‘Conclusions: The coherent s.a.w.-f.h. synthesiser reported
‘here offers rapid hopping with many hops over a wide band-
‘width, all under the control of an external digital code. It
offers high-speed switching without the complexity, size and
cost penalties associated with conventional direct synthesisers.
Compared to other s.a.w.-f.h. approaches, this system can
produce a large number of hops over a wide bandwidth
without multiplexing a number of individual synthesisers.
With present s.a.w. chirp filters, synthesisers could be designed
to produce 100s of hops over bandwidths up to 500 MHz.
It therefore has potential applications in f.h. systems operating
in the v.h.f./uh.f. and low microwave range.
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APPENDIX 2 : COMPUTER PROGRAM LISTING AND SAMPLE RESULT PRINT OUT

(FOURIER SERIES SIMULATION)

A2.2 Main Program : Fourser

Sample Print Out
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PROGRAN FOURSER.

PROGRAN TO CALCULATE THE FOURIER COMPONENTS OF

TWO TIME INTERLACED SQUAREWAVES, WHERE THE CONTENT OF
EACH SOUAREVWAVE BURST IS SINUSOIDAL SIGNAL VITH
AMPLITUDEA1,A2;FREQUENCY F1,F2; PHASES P1,P2;

AND HOP PERIOD T.

THE OUTPUT IS5 FREQUENCY,ANPLITUDE AND

PHASE DATA, WITH 15 POINTS IN EACH OF THREE ARRAYS.

IMPLICIT REAL*B(A-H,0-1)
DIMENSION A(3,15),P(3,15),FREQ(15)

PI2 = 8.8*DATAN(1.8D88) Coamand:RUN(FOURD)
WRITE(6,1)
1 FORMAT(/1HX,”FOURIER SERIES PROGRAN‘/1HX, FOURIER SERIES PROGRAM
C“SPECIFY AMPLITUDES,PHASES,FREQUENCIESIHOP PERIOD.”/) SPECIFY AMPLITUDES,PHASES,FREQUENCIES&HOP PERIOD.
CALL FPRMPT(’A1:7,3)
READ®, A1 Al:1.0
CALL FPRMPT(/A2:7,3) A2:1.0
READ*, A2 PH1:1.8
CALL FPRNPT(“PH1:7,4) PH2:0.6
READ#,PH1 F1:128.0D64
PH1 = PH1%PI2/344. F2:128.0D86
CALL FPRMPT(“PH2:”,4) T-HOP:5.8D-86
READ*,PH2 10P7:50
PH2 = PH2+P12/340.
CALL FPRMPT(’F1:,3) STOP
READ*, U1
Ul = W1sPI2 Coamand:LIST(INFO,.0UT)
CALL FPRMPT(’F2:,3) 6.11868008D #9 -26.8458 271.9089
READ® 42 @.11880008D 9 -80.0084 181.0988
W2 = W2#PI2 6.11998088D 89 -23.9224 91.0800
CALL FPRMPT(”T-HOP:”,4) 9.11928666D 89 -B0. 0866 1.0080
READ#,TH 0.11949808D 89 -19.4854 271.8990
ug = PI2/TH 6.11968088D 89 -86.8080 181.8660
NC = IDINT(M1/N@)+1 9.11980808D 89 -9.943¢ 91.0080
N1 = NC-9 G.12600808D 69 -6.8286 1.0080
D0 21 = 1,15 0.12028880D 89 ~9.9439 271.9989
WA = (U1-(N1+1)*UB)*TH/4, 6.12048888D 89 -86.9000 181.0080
UB = (U2-(N1+1)%Uf)*TH/A. 8.12069906D §9 -19.4854 91.0080
IF(WA.ED.8.) 6OTO 7 9.128800880 69 -86.08860 1.0080
Al1,1) = A1/74.%(DSINCUA)/UA) 6.12188890D 89 -23.9224 271.9080
60TO 8 6.121288860 99 -86.0060 181.6004
7 Al1,1) = A1/4. 8.121488800 #9 -26.8458 91.0080
8 P(1,1) = UA+PHI 6.11866886D 9 -26.8458 90,8604
X1 = A(1,1)*DCOS(P(1,1)) 0.11888808D 89 -80.6006 180.908¢
Y1 = AC1,1)#DSIN(P(1,I)) 6.11988808D 69 -23.9224 278.6006
ACT,1) = DSORT(X1#X1+Y1%Y1) 0.11928886D 89 -86.8069 0.60048
P(1,1) = (P(1,I)/PI2-DINT(P(1,1)/P12))+346 $.11948088D 89 ~19.4854 90,8008
IF(WB.EQ.8.) BOTO 9 6.11968808D 89 -88.0680 180. 90048
A(2,1) = A2/4.#(DSIN(UB)/UB) 6.11988800D 69 -9.9438 270.9080
6OTO 16 @.12000808D €9 -6.0286 0.6808
9 A(2,1) = A2/4. 0.12620008D -9.9436 98.900¢
18 P(2,1) = UB-(N1+¢1)¢P12/2.4PH2 -80.0080 180.900§
X2 = A(2,1)%DCOS(P(2,1)) 0.12668008) ~19.4854 276.8008
Y2 = A(2,1)*DSIN(P(2,1)) 6.12086066D 99 -80.8086 0.8008
A(2,1) = DSORT(X2#X2+Y2#Y2) 8.12190008D 99 -23.9224 99,0808
P(2,1) = (P(2,1)/P12-DINT(P(2,1)/P12))¢348 0.1212680880 989 -B9.908¢0 180.9000
AX = X14X2 9.12149008D 69 ~26.8456 278.0809
AY = Y14Y2 6.118608868D #9 ~62.8875 §.5008
A(3,1) = DSORT(AX*AX+AY*AY) 6.11888808D 29 -80.0090 §.5800
P(3,1) = DATAN(AY/(AX+@.1D~28)) 8.11988888D 89 -59.8856 §.5000
P(1,I) = P(1,1)%348./P12 0.119288880 49 -80.8060 $.5004
P(2,1) = P(2,1)%348./P12 8.11940088D #9 -54.6480 $.5000
P(3,1) = P(3,1)%346./PI2 0.11968908D 69 -88.0080 §.5600
2 CONTINUE ¢.119880060 9 -45.1856 #.5000
BO 13 1 = 1,15 6.12008088D 89 -§.0063 6.5800
DO 14 J = 1,3 0.12028068D 69 -45.1856 #.5600
IF(P(J,1).6T.188.1) P(J,I)=-(368.-P(J,1)) 0.12046086D 89 -80.0000 0.5600
IF(P(J,1).LT.B.0888) P(J,I) = 368+P(J,I) 6.12660008D 89 54,6488 §.5800
IF(P(J,1).6T.35%9.999) P(J,1)=0.004 0.126808808D #9 ~B8.0080 9.5080
14 CONTINUE 6.12186866D 89 -59.8858 8.5000
13 CONTINUE 0.12128008D 89 -80.6088 9.5080
IF(A2.6T.A1) GOTO 4 0.12148008D 69 -62,89075 0.5000
AN = Al
GOTO 5 Command:
4 AN = A2
AN = 8.5

SD03I=1,15
FREQ(I) = (N1+1)=W§/P12
AC1,1) = 26.*DLOG1#(2.*A(1,1)/AN+1.9D~58)
IF(ACT,1).LT.~86.) 4C1,1) = -89,
4(2,1) = 28.%DLOG1#(2,%A(2,1)/AN+1.0D-58)
1IF(a(2,1).L7.-88.) A(2,1) = -84,
A(3,1) = 20.%DLOGI#(2.%A(3,1)/AN+1.8D-56)
IF(A(3,1).LT.-B8.) A(3,1) = -84,
3 CONTINUE
CALL FPRMPT(”I0P%:’,5)
READ#,I0P
WRITECIOP,8) ((FREQ(J),A(I,J),P(I,J),J=1,15),1I=1,3)
6 FORNAT(D14.8,F13.4,F13.4)
END
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PROGRAN D2PROG

MAIN PROGRAM FOR COMPUTING FFT SIMULATION OF
DIFFERENCE FREQUENCY CHIRP MIXING SYNTHESIS.
DATA CREATION ROUTINE DFS PROVIDES THE WAVEFORM
REQUIRED. FFT DATA IS READ FRON FT89,KDATA.

IMPLICIT REAL#*8 (A-H,0-2)
REAL®4 X(4898),Y(4#98)
COMNON /BLK2/ FT
DIMENSION XDAT(4898),XIDAT(4898) ,FREQ(4698)
DIKENSION XDAT2(4898),XIDAT2(4$98)
DIMENSION FY(32776)
DIMENSION NX(5),NA(5),NY(5)
DATA NX,NA/” FREGUENCY  (HZ) “,“AMPLITUDE (DB)’/
DATA NY/’PHASE (DEGREES)’/
PI = 4,.8+DATAN(1.8D88)
CALL EMASFC(’DEFINE’,6,“FT0%,KDATA,18)
READ(9,99) KP,KU,K

99 FORMAT(IS)
CALL DFS(XDAT,XIDAT,FRER,K)
Ké = 2%
CALL DFOURT(XDAT,XIDAT,K,KU,K&,-1.8D88)
CALL DSUITCH(XDAT,K)
CALL DSUITCH(XIDAT,K)
K1 = K/241
K2 = K
CALL DZOOM(XDAT,XIDAT,FREQ,K,K1,K2)
K = Ki
CALL DXMP(XDAT,XIDAT,K)
CALL DMAXAMP (XDAT,K,K3)
Z = 2%x(U/2
CALL DLDGAMP(XDAT,K,Z)
Z= -68.8
CALL DCUTOFF (XDAT,K,2)
K1t =1
K2 = K
IF(K1.LT.8) K1 = 1
IF(K2.6T.K) K2 = K
CALL DZOOM(XDAT,XIDAT,FREQ,K,K1,K2)
K = K1
CALL DPRNT3(FREQ,XDAT,XIDAT,K,58)

D01 1=1,2048,25
WRITE(S1,186) FREQ(I),XDAT(I)

188 FORMAT(D14.9,F13.5)

1 CONTINUE

IF(KP.LT.8) GOTO 11
CALL SINGLE(FREQ,XDAT,X,Y,K)
CALL EDPLT1(X,Y,K,K+2,1.,1.)

11 CONTINUE
END

Command:RUN(D2PROGO)

FFT ANALYSIS OF ANALYTICAL CHIRP MIXING CW FREQUENCY SYNTHESIS

4896

0.200000008D 94
0.2000000008D 96
6.126000808D 68
¢.100680008D 61
2.108606008D 01
0.6000000800 90
¢.000000000D #0

0.800806000D #4
6.000600008D #4
9.5690000000 13
8.599000000D 13
6.566000006D 13
2.500608688D 13

STOP

Coamand:LIST(INFO2,.0UT)

9.0088000800 00 ~64.000040
§.200006005D 86 ~52.46721
£.480900018D 66 ~66.90080
§.600080015D 06 -44.85225
86 -8.80813
§.100060863D 67 -44.91026
£.128000063D 87 ~68.00006
§.140600864D 07 ~52.68726




A3.3
Start

Initialise Variables

Set Counters

Lastb

Generate Odd Hop

Increment Counter

Last }

Generate Frequency
Axis Data
Generate Even Hop
Increment Counter Stop

)

Data Creation Routine: Flow Diagram



OoOOOoOOO0O0O00

A3.4

PROGRAM DCRT.
PROGRAN DCRT CONTAINS ROUTINE DFS - DIFFERENCE C PROGRAM DMRTS.
FREDUENCY SINULATION OF SAW CHIRP NIXING SYNTHESIS. c DKRTS CONTAINS A SET OF DATA MANIPULATION ROUTINES.
THE DATA CREATED HAS 512 HOPS, 2.5 NICRO SEC IN c THESE ARE USED FOR CONVERTING TO LOG ANPLITUDES, SELECTI
DURATION,OPERATING AT AN IF FREQUENCY OF 868 KHZ. c THE LARGEST DATA POINT, AND ZODMING IN OK SECTIONS OF THE
THE NUNBER OF FFT POINTS IS 4896, AND THE RESOLUTION c GENERATED DATA. ROUTINES INCLUDE;
1S 781.25 HZ. c DSUITCH; DXNP; DNAXANP; DLOGAMP; DZOON; SDCUTOFF.
DATA 1S READ IN FROK FT11,DATA1, AND IS READ OUT INTO
FT58,INFO.
SUBROUTINE DSWITEH(Z,N)
INPLICIT REAL#8 (2)
DINENSION Z(N)
N2 = N/2
SUBROUTINE DFS(XREAL,XIMAG,XFREG,N) D0 26 J = 1,K2
IMPLICIT REAL#8(A-H,0-7) 1 =D
DIMENSION XREAL(N),XINAG(N),XFREG(N) 2(3) = Z(N2+J)
PI = A.6%ATAN(1.8) Z(N2+J) = 71
CALL ENASFC(/DEFINE,6,”FT11,DATA1,18) 26 CONTINUE
CALL EMASFC(/DEFINE’,6,’FT58,INFO, F887,14) RETURN
READ(11,181) WA,MB,XF,Al,A2,XTAUT,XTAUZ,PCNT,PCNT2, THETA1 , THETA2, END
CXM1,XU2,XH3, XWA, XU, XU2, XU, XU4
WRITE(6,182) SUBROUTINE DXNP(XREAL,XINAG,HN)
WRITE(&,281) N,WA,UB,XF,A1,A2,XTAU1,XTAU2,PCNT,PCNT2, THETAT, IMPLICIT REAL®B (A-H,0-1)
CTHETAZ,XW1,XU2,XU3, XU4,XU1,XU2, XU3,XU4 DINENSION XREAL(N),XINAG(N)
181 FORKAT(19(D16.9/)) PI = 4.85DATAN(1.8D06)
182 FORMAT(//¢ *,’FFT ANALYSIS OF ANALYTICAL CHIRP MIXING *, D027 1= 1,8
C’CV FREQUENCY SYNTHESIS’///) & = XREAL(I)+8.1E-78
281 FORMAT(IS/,19(D16.9/)) B = XINAB(I)
XM = XW1%2¢PI XREAL(I) = DSORT(A%A+B#B)
XU2 = XW232%P1 C = DATAN(B/A)/PI
XU3 = XU3#24PI XINAB(I) = (C-IDINT(C))*189
XU4 = XWAs2#PI 27 CONTINUE
XU = XU1#24P1 RETURN
XU2 = XU2#2¢P1 END
XU3 = XU3#2sP1
XU = XU4e2%P1

SUBROUTINE DMAXANP(XREAL ,N,N1)
IMPLICIT REAL#8 (A-H,0-Z)
DIMENSION XREAL(N)

R = XREAL(1)

WA = 2.%PIsUA
WB = 2.*PI*UB
THETA1 = THETA1%24P1/368
THETA2 = THETA2#2#P1/340

XT6 = 2.5D-94 N1 =1
DT = XT6/8 DD 28 1 = 2,N
VUIF = 8688882, 94P] IF (XREALCI).6T.R) N1 = 1
i R = XREAL(N1)
L=8 28 CONTINUE
W=t RETURN
98 IF (J.GE.N) GD TO 92 END
J o= g+
T = (L#DT)4+XTAU1-(M-1)%XTG
XTHI1 = PCNT#2.8%P1/369%DSIN(UA*T)
XTHI2 = PCNT#2.8+P1/360*DSIN( (WA*T)+PI) SUBROUTINE DLOGANP (XREAL,N,Z)
XREAL(J) = A1#DCOS((XU1-XU2+UIF +XU2#XTAU1 ) $T+XU24XTAU1 -8 .5+XU2 IMPLICIT REAL*E (A-H,0-2)

DIMENSION XREAL(N)
DO 186 1 = 1,N
XREAL(I) = 26+DLOGIG(XREAL(I)/Z+8.1E-78)

CHXTAUI%#2+4XTHI1-XTHI2+8,. 5% (XU1-XU2) #T¢T+THETA1)
XINAG(J) = @

L =L+
IF (L*DT.LT.M#XTG) GO TD 9¢ 1866 CONTINUE
W= N+l RETURN
91 IF (J.BE.N) GO TO 92 END
J = g4t
T = (L*DT)+XTAU2-(N-1)#XTG SUBROUTINE DZOOM(XREAL ,XIMAG,XFREQ,N,N1,N2)
XTHI3 = PCNT2#2.8+P1/36@*DSIN(UB*T) IMPLICIT REAL#8 (A-H,0-2)
XTHI4 = PCNT2%2.8*P1/368#DSIN( (UB+T)+PI) DIKENSION XREAL(N),XIMAB(N),XFREQ(N)
XREALCJ) = A2#DCOS( (XU3I-XUA+UIF +XUARXTAU2) #T+XU4*XTAU2-6.5+XU4 DO 318 J = N1,N2
C#XTAU2##2+XTHIZ-XTHIA+D, 5% (XU3-XU4) *T=T+THETA2) L = (J#1-N1)
XINAG(J) = @ XREAL(L) = XREAL(J)
L = L#1 XIKAG(L) = XIMAG(J)
IF (L#DT.LT.M*#XT6) 60 TO 91 XFREQ(L) = XFREQ{(J)
N o= N+t 318 CONTINUE
IF (J.LT.N) GO TO 98 NI = N2-N1+1
92 K = J#1 RETURN
M= N/2 END
T = N#DT

T = 1/781.25
DO 452 J = 1,
XFREQ(J) = -(K=J41)/T
L= H+J
XFREG(L) = (J=1)/T
452 CONTINUE -
RETURN
END

SUBROUTINKE DCUTOFF (XREAL,N,XR)

INPLICIT REAL#8 (A-H,0-2)

DIMENSION XREAL(N)

DO 488 J = 1,N

IF (XREAL(J).LT.XR) XREAL(J) = XR
468 CONTINUE

RETURN

END
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APPENDIX 4 : COMPUTER PROGRAM LISTING AND SAMPLE RESULT PRINT OUT

(SUM FREQUENCY FFT SIMULATION)

A4.2 Main Program : D3 PROG

Sample Print Out

A4.3 Data Creation Routine : SCRT

(Data Manipulation Routines as per Appendix 3)
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PROGRAM D3PROG

PROGRAK TO CARRY OUT SUN FREGUENCY FFT ANALYSIS OF

SAU CHIRP MIXING FREQUENCY SYNTHESISER.

FFT INFORMATION IS READ FROM FTO9,KDATA.

SINULATION DATA IS READ FROM WITHIN THE DATA CREATION
PROGRAK-SFS.

THE FIRST TERM IN FT@9,KP, IS +1 FOR GRAPHICAL OUTPUT,

AND IS -1 FOR DATA OUTPUT ONLY. DATA IS OUTPUT TO FTS@,INFO.

INPLICIT REAL*8 (A-H,0-1)
REAL*4 X(16386),Y(16385)
CONNON /BLK2/ FT
DIKENSION XDAT(16386),XIDAT(14384),FREQ(15386)
DIMENSION FT(32778)
DINENSION NX(5),NACS),NY(S)
DATA NX,NA/’ FREQUENCY (HZ) /,“AMPLITUDE (DB)”/
DATA NY/’PHASE (DEGREES)’/
PI = 4.@+DATAN(1.8D88)
CALL ENASFC(‘DEFINE’,&,”FT09,KDATA,18)
162 FORMAT(“17//7 #,“FFT ANALYSIS OF ANALYTICAL CHIRP’,
C” NIXING CU FREQUENCY SYNTHESIS”)
183 FORMAT(/” “,’DOUBLE PRECISION PROGRAM’//)
URITE(6,162)
URITE(6,163)
READ(9,99) KP,KU,K
99 FORMAT(IS)
CALL SFS(FREQ,K)
CALL DFCOOL(KU,-1.8D88)
DO 18 1 = 1,K
XDAT(I) = FT(2¢1I-1)
XIDAT(I) = FT(2%I)
18 CONTINUE
CALL DSWITCH(XDAT,K)
CALL DSWITCH(XIDAT,K)
K1 = K/241
K2 = K
CALL DZOOK(XDAT,XIDAT,FREQ,K,K1,K2)
K = Ki
CALL DXMP(XDAT,XIDAT,K)
CALL DMAXAKP(XDAT,K,K3)
7 = 2%eKU/2
CALL DLOGANP (XDAT,K,Z)
7= -86.0
CALL DCUTOFF (XDAT,K,Z)
K1 = K3-15
K2 = K3+15
CALL DZDON(XDAT,XIDAT,FREQ,K,K1,K2)
K = Ki
CALL DPRNT2(FREQ,XDAT,K,56)
IF(KP.LT.8) 60TO 11
CALL FPRMPT(“PLT 0/P: “,9)
READ®,IPLT
CALL PLTPRT(FREQ,XDAT,K,IPLT)
11 CONTINUE
END

FFT ANALYSIS OF ANALYTICAL CHIRP MIXING CW FREQUENCY SYNTHESIS

DOUBLE PRECISION PROGRAN

FFT POINTS :

CLOCK FREQUENCY :
PHASE RIPPLE FREQUENCY 1: 6.200080980D

ANPLITUDE 1 :
TINE DELAY 1'
2

PHASE RIPPLE ANP.

PHASE OFFSET

START FREGUEW

CHIRP SLOPE 1

2
3
4

FREQUENCY

117.80808D
117.20888D
117.48086D
117.60008D
117.88088D
118.080860

118.208860

118.49606D
118.6868860
118.80088D
119.060080
119.200860
119.488680
119.68888D
119.880080
126.00808D
126.20080D
128.490860
126.600080
120.8006080

:
:
:

Y

L B

121.48880)
121.60088D
121.800080
122.90066D
122.289860
122.480800
122.608800
122.80866D
123.80808)

N -

16384
$.1266000600

2: £.208080080D
§.100008008D
8.10080000610
$.800800800)
6.000000000]
6.0000000066D

#000006D

6.0008000800)
6.1008008061
$.475000000D
8.7250000081D
8.4750000000
$.725600900)
8.500000006)

-9.5090602801

8.508006008D

-9.500000000)

AKPLITUDE
-68.51961
-88.6800¢8
=67.29111
-80.00800
~65.85452
-80.60800

=64.12592

~88.90040
=61.95744
-80.00000
~59.0491%
-80.00000
~54.62654
-80.90800
-45.49842

=9.99633
-45.1127¢
-80.08004
=54.64937
-80.00080
-59.12857
-B86.00800
-62.45734
-B80.90040
=64.25448
-88.08000
=-66.81154
~-80.0080¢
=67.4767%
-80.00800
-48.73374

13
13
13

A4.2



PROGRAM SCRT

PROGKAN CONTAINS ROUTINE SFS - SUM
FREQUENCY SIMULATION DATA CREATION.

DAiTA IS READ IN FROM FT11,DATAI,

AND IS OUTPUT TO FTSO,INFO ALONG WITH

TITLE INFORMATION.

THE ROUTINE CREATES TWO HOFS REPRESENTING
EACH CHANNEL IN THE SYNTHESISER. ERRORS OF
AMPLITUDE ,FREQUENCY,PHASE,FPHASE RIPPLE, AND
DISPERSIVE SLOPE CAN BE INTRODUCED.

oo nn

SUBKOUTINE SFS(FRER,N)
IAPLICIT REAL*8 (A-H,0-1)
COMMON /BLK2/ FT
DIMENSION FT(32770)
DIMENSION FREB(N)
PI = 4,0%DATAN(1.0D00)
CALL EMASFC(’DEFINE”,&, FTi1,DATA1,10)
CALL EMASFC(/DEFINE ,6, Fid0,INFuU,,FBY 14}
READCT1,101) Wh,WB XF,A1,RZ,XTAUL,XTAU2,PCNT,PCNT2,THETAT,THETAZ,
CXW1,XU2,XU3, XU4,XUI,XU2Z,XU3,XU4
c CALL FPRAPT(ZKNOCK DUT: ~,11)
c READ#,KND
WRITE(S50,102)
WRITE(S50,103)
101 FORWAT(Dié.7)
102 FORMAT(//7FFT ANALYSIS OF ANALYTICAL CHIRF HIXING CW 7,
C*FREQUENCY SYNTHESIS®)
103 FORMAT(/” “,”DOUBLE PRECISION PROGRAM’///)
201 FORBAT(IS)

300 FORMATC FFT POINTS : s 13}
301 FORMAT( CLOCK FREGUENCY : “yDi6.9)
302 FORAAT(”PHASE RIPPLE FREQUENCY 1:7,D16.7)
~ 303 FORMAT(” bl = 2t ,016.7)
304 FORMAT( AMPLITUDE 1 & 7yD16.9)
305 FORWAT(” 21 “yBi6.¥)
306 FORAATL TIAE DELAY 1 @ “yD16.9)
307 FORMAT( 2 D169
308 FORMAT(’PHASE RIPPLE AKP. 1 : 7yD16.%)
309 FORMAT(” 21 “yD16.9)
310 FORWAT(“PHASE OFFSET 1 : 7yD16.9)
311 FORMAT(" v “yD16.9)
312 FORMAT(“START FREQUENCY 1 : 7,016.9)
313 FORMART(” 23 “yb16.9)
314 FORRAT(” 33 *oD16.
315 FORMAT(” 42 7,D16.%)

316 FORMAT(/CHIRP SLOPE 1 :

317 FORMAT(” 2 :

318 FORMAT(” 3 Ty i6.9)

317 FORMAT(” 4z yD16.91/7) (:}»XU4 = XU4#2+P]

7,D16.9)

320 FORNAT(®  FREQUENCY AMPLITUDE “) WA = 2.+PIsUA

C 321 FORMAT(“ZERD SAWPLES IN HOP 1 : “,I5/) Wb = 2,#PI+UB
WRITE(S50,300) N THETA1 = THETAI*2%P1/360
WRITE(50,30i) XF THETAZ = THETA2#2*P1/360
WRITE(S50,302) WA DT = 63/(XF=N)
WRITE(S50,303) WE N2 = N/2
WRITE(S50,304) Al b0 10 I = 1,N2
WRITE(S0,305) A2 T = (I-1)%DT
WRITE(50,306) XTAUI XTHIT = 2,0#PCNT#2.0#PI/360#DSIN(UA*T)
WRITE(S50,307) XTAU2 FT(2¢I-1) = Al=DLOSC(XUI+XNZ-XU2*XTAUT I xT-XU2eXTAUT#0. S Xi2+¢XTAUI
WRITE(S50,308) PLNT Cxx2+XTHIN+0. 5% (XUT+XU2)*T*T+THETAL)
WKITE(S50,309) PCNTZ FT(2#1) = 0.0D00
WRITE(50,310) THETAI J = I+N2
WRITE(50,311) THETAZ XTHIZ = 2.0#PCNT2#2.0¢P1/340¢DSIN(UB*T)
WRITE(50,312) XWi FT(2%4-1) = A2«DCOS((XUI+XWA-XUA*XTAU2) #T-XUAXTAUZ+0. 5% XUA*L(TAUZ
VRITE(50,313) Xu2 Cxe2+XTHIZ+0. 5% (XUI+XUA)I*T*]+1HETAL)
WRITE(50,314) XW3 Fli2xd) = 0,000
WRITE(50,315) Xxvw4 10 CONTINUE
WRITE(50,316) XU1 K= N2

WRITE(S50,317) Xu2 c Al = (H-KND)+1

WRITE(S50,318) XU3 c DO 12 I = Ni, K

WRITE(50,319) XU4 c FT(2#I-1) = 0.0D00
C WRITE(50,321) Kau € 12 CONTINUE

WRITE(S50,320) T = N&DT

XWi = XWisZsPI DO 11 I = 1,K

XH2 = XU2w2%P] FREQ(I) = =(M-I+1)/T

N3 = XW3I*2%P] L = M+l

XW4 = XU4s2%PI FRE@(L) = (I-1)/T

XUt = XUi*2*F] i1 CONTINUE

U2 = XU2%2sP1 RETURN

= KU3*2*P] END

xu3

©
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APPENDIX 5 : COMPUTER PROGRAM LISTING AND SAMPLE PRINT OUT

(INTERACTIVE SUM FREQUENCY FFT SIMULATION)

A5.2 Main Program : Interact

A5.4 Data Creation Routine : DTS
(Data Manipulation Routines as per Appendix 3)

A5.5 Sample Print Out
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INTERACTIVE PROGRAM FOR ANALYSING THE SPECTRAL OUTPUT
OF A CV FH CHIRP WIXING FREQUENCY SYNTHESISER

INPLICIT REAL*8 (A=H,0-1)
COMNON /BLK1/ FC,A1,A2,A3,A4,41,U2,U3,u4,U1,U2,U3,04,TAUT,TAUZ,
CTAU3,TAU4, THI1,THI2, THI3, THI4,KU,K

CONMON /BLK2/ FT

DATA IN/“ND */

DATA IY//YES </

DINENSION FT(32778)

DIMENSION NX(5),NA(S),NY(5)

DATA NX,NA/’ FREQUENCY (HZ) /,”ANPLITUDE (DB)’/

DATA NY/“PHASE (DEBREES)‘/

PI = 4.9+DATAN(1.8D#6)

CALL EMASFC(“DEFINE”,&,’FT13,DATA3",18)

CALL EMASFC(’DEFINE’,6,’FTS8,INFO,,FB8°,9)

IEXEC = 1

TITLE PRINTOUT

WRITE(4,238)

238 FORMAT(///7 7,78(’%")/” ~,78(’*%")/* “,8(’%”),” SURFACE ACOUSTI",

235

C’C WAVE CHIRP NIXING FREQUENCY SYNTHESIS /,6(‘#7)/7 7,8(’%”)” CO’,
C/HPUTER SINULATION OF SUN FREQUENCY SYNTHESIS ‘8(” “),4(</)/
C’ 7, 280737377 2,280 %)/ 1 1)

EXPLANATORY INFORMATION IS AVAILABLE IF REQUIRED (REPLY YES @R NO)
WRITE(6,235)

FORMAT(//” 7,718 EXPLANATORY INFORMATION REQUIREB? (YES OR NO)“/)
CALL FPRNPT(ZINFO:”,5)

READ(S5,218) IYN

IF(IYN.EQ.IN) 6OTO 1

EXPLANATORY INFORMATION

WRITE(6,231)

231 FORMAT(T7,“SIMULATION IS BY DIRECT MULTIPLICATION”,

€’ OF THE CHIRP WAVEFORNS’/T7,”FOLLOMED BY FOURIER TRANSFORNA,
C“TION OF THE RESULTANT DATA.”//T7,”DATA CAN BE INPUT TD THE -,
CPROGRAN FROM THE TELETYPE/,

C/T7,70R BY SPECIFYING AN INPUT DATA STREAM.”//T17,

C“THE VARIABLES REQUIRED IN THE INPUT DATA ARE:“/)

WRITE(6,232)

232 FORMAT(T25,°K - THE NUNBER OF FFT POINTS,”/T235,

C’KU -~ WHERE KU=2#$K,”/T25,”/KP - A GRAPH PLOTTER CONTROL CHARACTER”
C/T31,7(+1 FOR PLOT;-1 FOR NO PLOT),”/T25,
C’FC - THE SYSTEM MASTER CLOCK FREQUENCY,’ /723,
C’A1->A4 - THE CHIRP AMPLITUDES,’/T25,
C’F1->F4 - THE CHIRP START FREQUENCIES,’/T25,
C7U1->U4 - THE CHIRP DISPERSIVE SLOPES,” /725,
C’TAUI->TAU4 - THE CHIRP DELAY TERMNS, /725,
C’THI1->THI4 - THE CHIRP START PHASE OFFSETS.”//)
URITE(6,234)

234 FORMAT(/T7,”REAL DATA IS IN DOUBLE PRECISION FORMAT:D1&.97/

CT7,”INTEGER DATA IS IN 16 FORMAT.”/)
MRITE(6,233)

233 FORMAT(T7,”THE NOMINAL DEFAULT INPUT DATA FILE IS DATA3: ST13.’

C/T7,”THE NOMINAL OUTPUT DATA FILE IS INFO: STS#.“/” *,78(‘#7))

THE DIFFERENT DATA INPUT OPTIONS FOLLOW
THE OPTIONS ARE:1) INPUT THE NO OF FFT PDINTS FROM THE TTY,
THEN INPUT THE OTHER DATA FRON A DATA FILE
2) INPUT ALL THE DATA FRON THE DATA FILE
3) INPUT ALL THE DATA FRON THE TTY.
1 WRITE(6,256)
258 FORMAT(//” ,”TELETYPE OR FULL DEFAULT FILE INPUT?’,
C’(1 FOR TTY;# FOR ST:X)’/)
CALL FPRMPT(“DATA TYPE:’,18)
READ#,1D
IF(ID.EQ.#) 6OTOD 32
INPUT FFT POINTS SPLOTTER INFO
WURITE(4,251)
251 FORMAT(//7 7,“FFT POINTS - 2#sKU=K;KU=1->14"/)
CALL FPRHPT(7KU:”,3)
READs KU
K = 2¢3KU
WURITE(6,248)
248 FORMAT(// ’,”BRAPH PLOTTER OUTPUTT(YES OR NO)’/) (:>,

CALL FPRMPT(“GRAPH PLOT:”,11)

o000

Ooon

e Ralel
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388
252

381
253

382
254

363
255

384
256

385
257

32
258

9

o

33
34

READ(S,218) IYN
FORMAT (A4)
IF(IYN.EQ.IY) GOTO 30
KP = =1

6070 31

KP = 1

CONTINUE

CHOOSE WHERE REWAINING DATA COMES FROM (TTY OR FILE)

WURITE(6,249)

FORMAT(//” “,”REMAINING DATA FROM TELETYPE OR DATA FILE?",

‘(1 FOR TTY,# FOR DATA FILE)’/)
CALL FPRNPT(’DATA TYPE:’,18)
READ#,1D2

IF(1D2.EQ.#) 6OTO 32

TTY INPUT SECTION

WURITE(6,252)
FORMAT(//” 7,”MASTER CLOCK FREQUENCY?"/)
CALL FPRMPT(“FC:”,3)
READs* ,FC
IF(IEXEC.BT.1) 60TO 2
WRITE(6,253)
FORMAT(//“ “,“CHIRP AMPLITUDES? (1-24)"/)
CALL FPRHPT(7A1:7,3)
READ=, A1

CALL FPRHNPT(’A2:7,3)
READ*, A2

CALL FPRNPT(“A3:",3)
READ#,A3

CALL FPRNPT(7A4:”,3)
READ® A4
IF(IEXEC.GT.1) GOTO 2
WRITE(6,254)
FORMAT(//* “,”CHIRP START FREQUENCIES? (1->4)7/)
CALL FPRMPT(“F1:7,3)
READ*,F1

CALL FPRNPT(’F2:7,3)
READs,F2

CALL FPRMPT(“F3:7,3)
READ#,F3

CALL FPRMPT(“FAz”,3)
READ*,F4
IF(IEXEC.GT.1) GOTOD 3
WRITE(6,255)

FORNAT(// *,”CHIRP DISPERSIVE SLOPES? (1-24)7/)_
CALL FPRMPT(U1:7,3)
READ#, U1

CALL FPRMPT(7U2:7,3)
READ#, U2

CALL FPRMPT(“U3:”,3)
READ#,U3

CALL FPRNPT(“U4:",3)
READ®, U4
IF(IEXEC.GT.1) 60TO 4
WRITE(4,258)
FORKWAT(//” ’,’CHIRP TIKE DELAYS? (1->4)7/)
CALL FPRMPT(“TAU1:",5)
READ#, TAU1

CALL FPRNPT(’TAU2:,5)
READs, TAU2

CALL FPRMPT(“TAU3:",5)
READ%, TAU3

CALL FPRMPT(“TAU4:",5)
READ®, TAU4
IF(IEXEC.6T.1) 60TO 2
WRITE(6,257)
FORMAT(//< *,’CHIRP PHASE OFFSETS? (1->4)7/)
CALL FPRNPT(“THIt1:/,5)
READ®, THI{

CALL FPRMPT(‘THI2:",5)
READ%, THI2

CALL FPRMPT(’THI3:”,5)
READ® ,THI3

CALL FPRMPT(’THI4:”,5)
READ* , THI4
IF(IEXEC.6T.1) 60TO §
6070 35

DEFINE INPUT STREAN 3INPUT DATA FROK THEREFROM

URITE(4,258)

FORKAT(//” *,“NONINAL DEFAULT INPUT STREAM IS 137/)
CALL FPRHPT(/I/P-STREAN:,11)

READ®,11P

IF(1D2.E0.6) GOTD 33

READ(IIP,99) KP,KU,K

FORKAT(14)

6070 34

DUNMY READ IN FOR OPTION 1

READ(IIP,99) ID1,102,1D3

REAL(IIP,188) FC,A1,A2,A3,44,F1,F2,F3,F4,U1,U2,U3,04, @
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CTAU1,TAU2,TAU3, TAUA, THI1,THI2, THI3, THI4
189 FORNAT(D16.9)
35 CONTINUE

DEFINE OUTPUT STREAK

URITE(4,259)

259 FORMAT(//” “,’NOKINAL OUTPUT STREAN 1S DATA FILE INFO-5T507/)
CALL FPRNPT(’8/P-STREAM:”,11)
READs, 10P

PRINT OUT INPUT DATA

URITE(4,229)
229 FORMAT(//)
CALL FPRMPT(“PRINT OUT ? /,12)
READ(S,218) IYN
IF(1YN.EQ.IN) GOTO 7
WRITE(IOF,238)
URITE(IOP,268) K
266 FORMAT(//” “,“NO. OF FFT POINTS = *,14)
URITE(IOP,261) FC
261 FORMAT(” “,”NASTER CLOCK FREQUENCY = “,2PD16.9)
URITE(IOP,262) A1,A2,A3,Ad
262 FORMAT(” “,’CHIRP ANPLITUDES A1->A4;7,4(T29,1PD16.9/))
WRITE(I10P,263) F1,F2,F3,F4
263 FORMAT( “,”CHIRP START FREQUENCIES F1->F4;”,4(T36,2PD16.9/))
WRITE (I0P,264) U1,U2,U3,Ud
264 FORMAT(” “,“CHIRP DISPERSIVE SLOPES U1->U4;*,4(T36,1PD16.9/))
WRITECIOP,265) TAU1,TAU2,TAU3, TAU4
265 FORMAT(” “,”CHIRP TIME DELAYS TAU1->TAU&;,4(T34,1PD16.9/))
URITECIOP,266) THI1,THI2,THI3,THIA
266 FORMAT(” 7,“CHIRP PHASE OFFSETS THI1->THI4;”,4(T36,1PD16.9/))
7 CONTINUE
3 Ul = 2¢PIsF1
U2 = 2¢P1aF2
U3 = 2+PI*F3
U4 = 2+PI*F4
IF(IEXEC.6T.1) 60TO 2
4 U1 = 2¢PTsU1
U2 = 2¢P1#U2
U3 = 2#P1#U3
U4 = 2#PT#U4
IF (1EXEC.6T.1) 60TO 2
5 THI1 = THI1$2+P1/348
THI2 = THI2#24P1/340
THI3 = THI3#2¢P1/340
_THI4 = THIA®24P1/368

START PROGRAN COMPUTATION

IF(IEXEC.EQ.1) GOTO &

2 CALL FPRMPT(“MORE DATA7:7,11)
READ(5,218) IYN
IF(IYN.EQ.IN) BOTOD &

IEXEC = IEXEC-1
GOTO 278

6 CONTINUE
K = 2e2KU
T = &3/FC
CALL DMLTCO

IS A LINITING FUNCTION REQUIRED PRIOR TO THE FFT?

URITE(6,288)
288 FORWAT(//” 7,715 LINITING REQUIRED? (YES OR NO)“/)
CALL FPRMPT(’LINIT?:7,7)
READ(S,218) IYN
IF(IYN.EQ.IN) 60TO 281
WRITE(6,282)
282 FORMAT(//’ “,“UHAT LEVEL OF CLIPPING IS REQUIRED? (ALPHA:@-31)
CALL FPRMPT(’ALPHA?:”,7)
READ#,ALPHA
CALL HLINIT(K,ALPHA)
281 CONTINUE

1S A HAMKING UEIGHTING FUNCTION REQUIRED

K = 2#K
URITE(6,488)
408 FORMAT(//° “,”1S HAMNING WEIGHTING REQUIRED? (YES OR NO)“/)
CALL FPRNPT(“HAMN?:’,6)
READ(5,218) IYN
IFC(IYN.EQ.IN) BGOTO 481
CALL HANN(K)
481 CALL DFCOOL(KU,-1.8098)
FCOURT = 1
K = K/2
CALL DXMP(K)
CALL DMAXAMP(K,K3)
CF = K3+FCOUNT-2
FREQ = CF/T
WRITE(4,283) FT(2#K3-1),FRED

&

(37283 FORWAT(//* 7,”HAX. OUTPUT OF“,F16.2,” AT & -,

c
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C“FREQUENCY OF“,3PD13.2/)
Z = FT(2#K3-1)

Z = (2%3KU)/4

CALL DLDGAMP(K,Z)
1=-88.0

CALL DCUTOFF(K,Z)

CHODSE BETWEEN A FULL DR PART PRINTOUT

URITE(4,284)

284 FORKAT(//” “,”IS A FULL PRINTOUT REQUIRED? (YES OR NO)/)
CALL FPRMPT(’FULL PRINT?:,12)
READ(5,218) IYK
IFCIYN.EQ.IY) GOTO 285
WRITE(6,286)

286 FORNAT(//“ *,”NUMBER OF POINTS REQUIRED? (EACH SIDE OF CENTRE’,

C* FREQUENCY!)”/)

CALL FPRNPT(‘NO OF POINTS:,13)
READ* , KPTS

K1 = K3-KPTS

K2 = K3+KPTS

IF(K1.LE.8) K1=1

IF(K2.BE.K) K2=K

URITE(4,287)

287 FORKAT(//¢ *,”INTERVAL BETUWEEN POINTS?”/)
CALL FPREPT(/INTz,4)

READ# , KINT

296 DO 291 1 = K1,K2,KINT
FREQ = (I+4FCOUNT-2)/T
WRITE(IDP,288) FREQ,FT(24I-1)

288 FORMAT(3PD14.5,8PF14.5)

291 CONTINUE
5OTO 289

283 CONTINUE

K1 =1

K2 = K
KINT = 1
GOTO 292

289 CONTINUE

IF(IEXEC.BT.1) BOTO 276
IF(KP.LT.8) GOTO 11
K1 = K+2
URITE(4,270) -
278 FORMWAT(///° 7,”1S PLOTTER INFO. REQUIRED (YES OR NO)’/)
CALL FPRNPT(“INFD:’,5)
READ(5,218) IYN
IF(IYN.EQ.IN) BOTO 48
WRITE(6,271)

271 FORMAT(///“ “,’THERE ARE TUO PLOTTER FORMATS AVAILABLE’/” -,
€’ 1) 1 SINGLE GRAPH ON A4 FORMAT’/’ 7,

C’ 2) & IDENTICAL SETS OF AXES ON A3 FORMAT.”//)
URITE(6,272)

272 FORMAT(//“ “,“OPTION 1 REQUIRES CONLIB.CLCMPLIB TO BE CONNECTED,
CAND REQUIRES THE INPUT DATA IN ALTERNATE LOCATIONS OF ARRAY FT
C(I.E. XAXIS AND Y-AXIS DATA).”//” 7,

C/OPTION 2 REQUIRES CONLIB.GRAPHLIB TO BE CONNECTED,AND REQUIRES

CTW0"/” “,” ARRAYS WITH & SETS OF X AND Y DATA, UITH ALL THE X-DATA

C SEQUENTIALLY”/‘ 7,7 PLACED IN ONE ARRAY, AND ALL THE Y-DATA
C SIKILARLY IN ANOTHER.‘//)

48 WRITE(6,273)

273 FORMAT(//“ *,“UHICH OPTION 1§ REQUIRED? (1 OR 2)°/)

CALL FPRMPT(OPTION:”,7)

READ®,0PT

IF(OPT.EQ.2) GOTO 41

CONTINUE

CALL EDPLT1(K1,1.,1.,T,CF)

6070 11

IE = 6 - IEXEC

WRITE(6,274) 1E

274 FORMAT(//’ *,”YOU HAVE SELECTED PLOTTER OPTION 2117/° ,
C’THIS REQUIRES & RUNS OF THE BASIC PROGRAN PRESENTLY UNDER
CEXECUTION.”/“ ¢,”AT PRESENT YOU REQUIRE”,12,” MORE RUNS
C BEFORE YOU CAN USE THE PLOTTING ~/” -,’ROUTINE!’//” “,
C“IF YOU WISH TO TERMINATE OR MAKE ANY DATA CHANGES BEFORE THE
C NEXT RUN,”/” #,” SELECT THE APPROPRIATE NUMBER FROK THE
CHENU.”//” “,”1F MORE THAN ONE DATA CHANGE IS REQUIRED, THE
C MENU WILL BE REPRINTED.”//’ *,”AFTER EACH SUBSEGUENT RUN,
CTHE REMAINING RUNS REGUIRED WILL BE PRINTED, AND THE MENU
C ABAIN PRINTED.”/)
GOTD 274

278 WRITE(6,275)

42

41

275 FORMAT(//” #,T7,78 - TERNINATE PROGRAN-/
€’ #,17,71 - SELECT OPTION 1/
4 #,17,2 - CHANGE FC*/
C’ “,77,°3 - CHANGE A1->A4”/
L’ 7,17,74 - CHANBE F1->F4~/
€’ #,77,75 - CHANGE U1->U4~/
€/ /,17,76 - CHANGE TAU1-3>TAU4”/
€’ #,17,77 - CHANGE THI1->THI4’/)
CALL FPRMPT(“SELECT:”,7)
READ#*, 1SLECT ®
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(®+ IF(ISLECT.EQ.@) STOP

IF(ISLECT.EQ.1) GOTD 42
ISLECT = ISLECT-1
IEXEC = IEXEC+!
60TO (3¢9,301,362,303,364,385), ISLECT
276 CALL ENASFC(/DBEYFILE”,8,“CFILE,.NULL",11)
IF(IEXEC.EQ.&) STOP
IE = 4-1EXEC
WRITE(6,277) IE
277 FORMAT(// 7,”THE REMAINING NUMBER OF RUNS 187,12,7.7/)
60TO 278
11 CONTINUE
WRITE(6,229)
END

PROGRAMN DTS.

PROGRAM DTS CONTAINS SUBROUTINE DHLTCO.
THIS ROUTINE KULTIPLIES TWO CHIRP WAVEFORMS
FOR USE IN INTERACTIVE FH-FFT SIMULATION
PROGKAN “INTERACT".

DATA IS INPUT VIA COMMON BLOCKS 182, WHICH
ARE SPECIFIED IN THE MAIN PROGRAN.

SUBROUTINE DNLTCO

INPLICIT REAL*8 (A-H,0-2)

CONMON /BLK1/ FC,A1,A2,A3,A4,U1,U2,U3,W4,U1,U2,U3,U4,TAUT,TAUZ,

CTAU3,TAU4, THI1,THI2, THI3, THI4,KU,K

COMMON /BLK2/ FT

DINENSION FT(32778)

P1 = 4.9+DATAN(1.8D08)

WRITE(6,182)

WRITE(4,183)
162 FORMAT(“17//7 7,“FF1 ANALYSIS OF TUWO CHIRP 7,

C“MAVEFORNS MULTIPLIED TOGETHER”)
183 FORMAT(/” “,”DOUBLE PRECISION PROGRAN~/)

T = 63/FC
DT = T/K
K2 = K/2

DO 18 I = 1,K2
TI = (I-1)#DT
FT(2%1-1) = A1*DCOS(U1#(TI-TAU1)+8.5%U1#(TI-TAU1)*#2+THI1)#
CA2#DCOS(U2#(TI-TAU2)+8.5%U2¢ (TI-TAU2) #%2+THI2)
FT(2¢1) = 6.
J = K241
TJ = (J-1)*DT
FT(2%J-1) = A3#DCOS(U3#(TJ-TAU3)+§.52U3+(TJ-TAUZ)**2+THII)*
CA4*DCOS(UA*(TJ-TAUA) +8.5%U4*(TJ-TAU4) *+2+4THI4)
FT(2+J) = 8.
18 CONTINUE
RETURN
END

A5.4
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15 EXPLANATORY INFORNATION REQUIRED? (YES OR NO)

INFO:YES
SIMULATION IS BY DIRECT MULTIPLICATION OF THE CHIRP WAVEFORKS
FOLLOWED BY FOURIER TRANSFORMATION OF THE RESULTANT DATA.

DATA CAN BE INPUT TO THE PROGRAM FROM THE TELETYPE
OR BY SPECIFYING AN INPUT DATA STREAM.

THE VARIABLES REQUIRED IN THE INPUT DATA ARE:

K - THE NUMBER OF FFT POINTS,
KU - WHERE KU=2##K,
KP - & GRAPH PLOTTER CONTROL CHARACTER

(+1 FOR PLOT;-1 FOR NO PLOT),
FC - THE SYSTEK MASTER CLOCK FREQUENCY,
A1->A4 - THE CHIRP AMPLITUDES,
F1->F4 - THE CHIRP START FREQUENCIES,
U1->U4 - THE CHIRP DISPERSIVE SLOPES,
TAU1->TAU4 - THE CHIRP DELAY TERNS,
THI1->THI4 - THE CHIRP START PHASE OFFSETS.

REAL DATA IS IN DOUBLE PRECISIDN FORMAT:D14.9
INTEGER DATA IS IN Ié FORMAT.

THE NONINAL DEFAULT INPUT DATA FILE IS DATA3: ST13.
THE NOKINAL OUTPUT DATA FILE 1S INFO: STS#.

%

TELETYPE OR FULL DEFAULT FILE INPUT?(1 FOR TTY;@ FOR ST:X)

DATA TYPE:1

FFT POINTS - 2##KU=K;KU=1->14

Ku:14

GRAPH PLOTTER OUTPUT?(YES OR NO)

GRAPH PLOT:NO

REMAINING DATA FROM TELETYPE OR DATA FILE?(1 FOR TTY,# FOR DATA FILE)

DATA TYPE:@

NOKINAL DEFAULT INPUT STREAM IS 13

I/P~-STREAN:13

NONINAL OUTPUT STREAK IS DATA FILE INFO-STS¢

@/P-STREAN:50

PRINT OUT 7 YES

FFT ANALYSIS OF TUO CHIRP WAVEFORMS MULTIPLIED TOGETHER

DOUBLE PRECISION PROGRAM

1S LIKITING REQUIRED? (YES OR NO)

LINIT?:NO

15 HAKMING VUEIGHTING REQUIRED? (YES OR NO)

HAMM?:NO

NAX. OUTPUT OF 4895.86 AT A FREQUENCY OF  126.06D #4



IS A FULL PRINTOUT REQUIRED? (YES OR NO)

FULL PRINT?:NO

NUMBER OF POINTS REQUIRED? (EACH SIDE OF CENTRE FREQUENCY!)

NO OF POINTS:15

INTERVAL BETUEEN POINTS?

INT:1

STOP

Connand:LIST(INFO,.0UT)

L T e
¢xxxsexs SURFACE ACOUSTIC VAVE CHIRP NIXING FREQUENCY SYNTHESIS s##s#x

sexxssss CONPUTER SIMULATION OF SUM FREQUENCY SYNTHESIS EEEREE
ERERELEEERRERNRS * PR s
e sxven *

NO. OF FFT POINTS = 14384

NASTER CLOCK FREQUENCY = 12.489900008D #6

CHIRP AMPLITUDES A1->A4; 1.000088008D 00
1.0900800800 00
1.006800800) 08
1.0980086000 69

CHIRP START FREQUENCIES F1->F4;  47.5#0000000D 66
72.500006006D 946
47.508008008D #6
72.5000080080 #6

CHIRP DISPERSIVE SLOPES U1->U4; S5.000000800D 12
-5.000090000D 12

5.000000066D 12

~-5.000080060D 12

CHIRP TIME DELAYS TAUI->TAUA; @.900600800D 09
.900800808D #9
2.5000008000-06
2.500900800D-06

CHIRP PHASE OFFSETS THI1->THIA; 1.0000080060 60
1.0080000800 #0
2.600008006D #0
9.9008000001 08

117.68606D 86 -62.49896
117.268000 86 -58.85975
117.48000D 86  -41.27856
117.60008D 86  -58.89204
117.800000 86  -59.83397
118.800880 86  -58.92424
118.20088) 66  -58.10542
118.499860 96  -58.95623
-55.93495

116.80000) $6  -58.98813
119.000060 66  -53.92879
119200080 86  -59.01998
119.48606D 86  -48.66620
119609080 96  -59.05155
119800860 86 -39.87812
126.80096D 96 -0.08942
120.20000) 86  -39.49245
126.48060D 96 -59.11446
120.68080) 86  -48.44918
120.80006) 66  -59.14574
121.60600) 86  -53.10043
121.20008D 86  -59.17689
121.480080 86  -56.83725
121.688060 8¢ -59.26792
121.806060 86  -38.23437
-59.23883

3 -59.99158
122.40006) 86  -59.26963
122.60090D 86 -61.45677
122.80000D 66  -59.30038

123.60688D 06 -62.71389



