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Abstract

Infrared (IR) singularities are a salient feature of any field theory containing

massless fields. In Quantum Chromodynamics (QCD), such singularities give

rise to logarithmic corrections to physical observables. For many interesting

observables, these logarithmic corrections grow large in certain areas of phase space,

threatening the stability of perturbative expansion and requiring resummation.

It is known, however, that IR singularities are universal and exponentiate, allowing

one to study their all-order behaviour in any gauge theory by means of so-called

webs: specific linear combinations of Feynman diagrams with modified colour

factors corresponding to those of fully connected trees of gluons.

Furthermore, infrared singularities factorise from the hard cross-section into

soft and jet functions. The soft function may be calculated as a correlator of

Wilson lines, vastly simplifying the computation of IR poles and allowing analytic

computation at high loop order. Renormalisation group equations then allow the

definition of a soft anomalous dimension, which may then be directly computed

either through differential equations or by a direct, diagrammatic method.

Soft singularities are highly constrained by rescaling symmetry, factorisation, Bose

symmetry, and high energy- and collinear limits. In the case of light-like external

partons, this leads directly to a set of constraint equations for the soft anomalous

dimension, the simplest solution of which is a sum over colour dipoles. At two

loops, this so-called dipole formula is the only admissible solution, leading to the

complete cancellation of any tripole colour structure. Corrections beyond the

dipole formula may first be seen at three loops, and must take the form of weight

five polylogarithmic functions of conformal invariant cross-ratios, correlating four

hard jets through a quadrupole colour structure.

In this thesis we calculate this first correction beyond the dipole formula by

considering three-loop multiparton webs in the asymptotic limit of light-like
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external partons. We do this by computing all relevant webs correlating two,

three and four lines at three loop order by means of an asymptotic expansion of

Mellin-Barnes integrals near the limit of light-like external partons.

We find a remarkably simple result, expressible entirely in terms of Brown’s

single-valued harmonic polylogarithms, consistent with high-energy and forward

scattering limits.

Finally, we study the behaviour of this correction in the limit of two partons

becoming collinear, and discuss collinear factorisation properties.
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Lay Summary

Because of the high level of specialisation needed to do research in particle physics,

people who work on experiments very rarely also work on theory, and vice versa.

Furthermore, taking a complex theory of fundamental particles – be it the standard

model or some more exotic theory of new physics – and producing predictions

which can be tested in an experiment like the Large Hadron Collider is a large and

complicated task, involving large amounts of mathematics, computer simulation

and statistics. Indeed, taking a theory from an equation on a blackboard and

bringing it to the stage where it can be tested requires the work of researchers

with a great many different specialisations, loosely gathered under the umbrella

term of “phenomenology”. Physicists in this field tend to concern themselves with

a few key questions:

• How can I tell different theories of particle physics apart in an experiment?

• What do these theories have in common, and what sets them apart?

• In this theory, what is the probability of producing particle X in a collider

experiment at energy Y?

• What are the error bars on this prediction, and how can I get a more precise

prediction?

In addition, some physicists are interested in understanding the mathematical

properties of theories, in the hopes that this will lead to better ways of either

performing these calculations, or a better understanding of the theory itself.

In this thesis, I study a feature shared by all theories of particle physics: so-

called infrared singularities. Infrared singularities are a mathematical property of

any theory which contains massless particles, and the exact behaviour of these

particles makes a large difference to predictions for experiments. I calculate these
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singularities at higher precision than has been done before, and in a way such

that it can be applied to any theory of particle physics. This is interesting both

for understanding the mathematics of particle physics, and hopefully it will also

help contribute to higher precision predictions for experimental results.
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Chapter 1

Introduction and Background

The study and treatment of singularities is an integral part of perturbative

quantum field theory. In the case of ultraviolet (UV) singularities, the process

of renormalisation has both cured the singularities and provided us with a new

understanding of quantum field theories through renormalisation group (RG)

equations (see e.g. [2], a concise modern introduction is given in [3], or in e.g.

[4, 5]).

In addition to UV singularities, any theory with massless fields also has infrared

(IR) singularities, i.e. singularities associated with the emission and re-absorption

of one or more low-energy particles. The existence of such IR singularities is thus

a general property of gauge theories with massless gauge bosons, such as Quantum

Electrodynamics or Quantum Chromodynamics.

IR singularities may arise in two distinct, but overlapping regions of phase space.

Firstly, massless particles give rise to singularities when their energy becomes

small, we refer to such singularities as soft singularities. Secondly, when two

massless particles become collinear, they give rise to so-called collinear singularities,

resulting in jets. A key distinction is whether a scattering amplitude has massless

or massive external states, since the latter only contains soft singularities, not

collinear ones.

IR singularities are treated in cross-sections through the sum of virtual corrections

and diagrams containing real emissions, integrated over some appropriate region
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of phase space (see e.g. [6]). Schematically this looks like

1

ε︸︷︷︸
virtual

−Q2ε

∫ m2

0

dk2

(k2)1+ε︸ ︷︷ ︸
real

∝ log

(
m2

Q2

)
+O(ε), (1.1)

where Q is some hard scale associated with the relevant observable (e.g. the

center-of-mass energy of a scattering event), and m2 is some small scale which

depends on the observable (e.g. a jet mass).

Treatment and cancellation of IR singularities was first understood in the context

of QED by Bloch and Nordsieck [7]. More generally, the safe treatment of IR

singularities is guaranteed for so-called infrared safe observables by the Kinoshita-

Lee-Nauenberg (KLN) theorem [8, 9]. However, if a process has a large hierarchy

of scales, i.e. αs log(Q2/m2) ∼ 1, perturbative expansion breaks down. For this

reason, it is vital to calculate, classify and resum(see e.g. [10, 11]) IR singular

contributions to scattering amplitudes.

The history of IR singularities dates back over three decades, from early treatments

in quantum electrodynamics (see e.g. [12]), to more general treatments in a variety

of non-Abelian gauge theories [6, 13–34]. Apart from the direct need to compute

and resum IR singularities for phenomenological reasons, they also have a number

of features which make them interesting from a purely theoretical standpoint. For

one thing, they are universal [13], enabling computation for a general scattering

process in a given field theory.

Furthermore, we will see in section 1.2.6 that certain IR-singular contributions

share kinematic structure in a way which enables their computation in a general

gauge theory. For these contributions, useful constaints may be obtained by

requiring compatibility with different theories. Notably, compatibility with N = 4

Super Yang-Mills will require that our final result in chapter 6 must be composed

of polylogarithms of uniform transcendental weight 2l + 1 [35] 1.

Secondly, an observation was made in [18], which relates the structure of soft

singularities to those of UV singularities of a correlator of Wilson lines. This

enables us to study the structure of IR singularities by means of RG equations.

Such RG considerations have led to the ability to directly compute a soft anomalous

dimension (defined in section 1.2), which simplifies the process of exponentiating

IR poles. This RG approach has been studied extensively and yields insights into

1We will discuss polylogarithms and transcendental weight in section 1.4

2



the all-order structure generated by soft gluons [18, 27–33, 35–61].

Exponentiation can also be achieved through the study of so-called webs, which

enables the direct diagrammatic computation of the soft anomalous dimension

[15–17, 19–26]. The study of such webs is of mathematical interest, as they reveal

a rich, iterative structure of the exponentiated IR poles.

Furthermore, both of these methods reveal a startling simplicity in taking the

soft limit, which both motivates and enables analytic computation. Thus, IR

singularities are known in general at two-loop accuracy for both light-like [27] and

massive [28–31] external partons.

Both direct calculation [27–31] and theoretical considerations [32, 33, 35, 50, 62, 63]

reveal a startling simplicity in the structure of IR singularities. This is understood

as a consequence of rescaling invariance, Bose symmetry, high-energy limits other

general considerations which serve to constrain the structure of soft singularities.

A direct study of these constraints revealed a possible all-order solution for the soft

singularities of massless external partons to be a sum over colour dipoles (which

we will outline in section 1.2.3) [32, 33, 37]. This solution is the only permissible

solution at two loops. At three loops, there may be corrections composed of

specific kinematic invariants known as conformal invariant cross ratios (CICRs),

and at four loops we may see contributions arise due to quartic casimir operators.

Indeed, theoretical considerations have shown that the so-called sum-over-dipole

formula receives corrections at four loops [34], though as yet no complete analytic

computation has been performed beyond two loops.

Besides the clear interest in understanding soft singularities at three loops for

theoretical reasons, a full three-loop calculation would also be useful for practical

applications. Firstly, understanding the complete structure of soft singularities

at three loops will serve as a check of any three-loop calculation. Since parts of

the work in this thesis were published in [1], such a calculation has in fact been

performed [64], and the results confirm our findings.

Furthermore, a complete three-loop calculation is of relevance to resummation of

observables involving three or more hard external partons (see e.g. [10, 11] Such

resummation involves also the real (and process-specific) terms, which would have

to be computed and taken into account to the same order in perturbation theory.

Nonetheless, a full three-loop calculation of the soft anomalous dimension would

eventually be applicable at a sufficiently high logarithmic order to many processes
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(see e.g. [65–68]).

In this thesis, we will aim to calculate the three-loop contributions to the exponent

for soft singularities containing massless external partons. Our general strategy

will be to work on a process containing only massive external partons, thus

avoiding the issue of collinear divergences. We will then perform an asymptotic

expansion around the limit of massless external states in order to obtain the

required corrections to the dipole formula.

We will begin by considering a simple one-loop example in section 1.1. We will

then take some time to study the soft anomalous dimension in section 1.2: starting

from soft-collinear-hard factorisation we will define the soft anomalous dimension

in section 1.2.1. We will then discuss the constraint equations and the sum-over-

dipole formula of [32, 33, 37] in section 1.2.3. Following on from this, we will look

at the kinematic and colour structure of any corrections to the dipole formula,

before briefly discussing constraints provided by the Regge limit (section 1.2.8)

and collinear limits (section 1.2.9).

Having thus introduced the main theoretical concepts, we will briefly cover

two calculational tools of importance. We will begin with Mellin-Barnes (MB)

integration techniques (section 1.3), which will enable us to perform asymptotic

expansions near the limit of light-like external partons. Finally, we will conclude

this chapter with a discussion of parameter integration and polylogarithms in

section 1.4.

After defining our main concepts and tools, we will consider an example two-loop

calculation and discuss the implications of the sum-over-dipole formula at two

loops in the limit of massless external partons (chapter 2). We will then proceed

to consider the colour structure of any results of our calculation in chapter 3,

and outline our general method of computation in chapter 4. Finally, we will

present our results for each individual diagram in chapter 5, before assembling

the full correction to the dipole formula in chapter 6. We will then consider the

Regge limit of our result in chapter 7 before discussing collinear factorisation in

chapter 8.
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k
p+ k p

P

Figure 1.1 Single emission of soft gluon from an external parton emerging from
an arbitrary process P .

1.1 A One-Loop Example

Before we consider IR singularities in more general terms, it is perhaps useful

to consider a simple example. We begin by investigating the Feynman rule for

the emission of a soft gluon from a fermion. Consider the diagram snippet in

fig. 1.1 where we take the momentum of the fermion – p – to be external and

hence on-shell. The vertex then contributes the following factor to the Feynman

diagram

V µ(p, k, a) = igsū(p)γµ
/p+ /k +m

(p+ k)2 −m2
Ta. (1.2)

The colour matrix Ta is here the usual emission matrix for an outgoing fermion

Ta = t
(a)
αβ . The purpose of writing Ta is to later generalise to arbitrary colour

representations, independent of the specific gauge group or representation of the

particle emitting a gluon. Full details on this notation are given in section 1.2.2.

Taking k � p, we neglect k2 in the denominator and /k in the numerator, since p

is on-shell the denominator then simplifies

V µ(p, k, a) ≈
k�p

igsū(p)γµ
/p+m

2 (p · k)
Ta. (1.3)

We may now utilise the anticommutator to exchange /p and γµ, the Dirac equation

then immediately tells us that ū(p)/p = ū(p)m. When the dust settles, we have

obtained the following expression for the vertex and the internal propagator

V µ(p, k, a) ≈
k�p

igsū(p)
pµ

(p · k)
Ta. (1.4)

It is noteable that the emission vertex has become invariant under rescalings of
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the four-momentum pµ. Furthermore, the spin-dependence of the gluon emission

has entirely vanished from the vertex in the soft limit. This is convenient, since it

allows us to generalise this result to any number of gluon emissions inductively.

To be more precise, we define the eikonal Feynman rule for the emission of a soft

gluon from an external parton as

p+ k
k

p

→ igsT
a pµ

2(p · k)
≡ igsT

a βµ

(β · k)
. (1.5)

Note the appearence of β ≡ p/Q, which represents an arbitrary rescaling of the

momentum p, under which the eikonal Feynman rule is invariant. Furthermore,

the eikonal Feynman rule can be entirely reproduced by a Wilson line operator,

written in configuration space as

Φ(0,∞) = P exp

(
igs

∫ ∞
0

ds βµAµ(sβµ)

)
. (1.6)

To see this, we fourier transform to momentum space

igs

∫ b

a

ds βµAµ(sβµ) =igs

∫
ddk

(2π)d
βµÃµ(k)

∫ ∞
0

ds eisβ·k

=gs

∫
ddk

(2π)d
Ãµ(k)

βµ

(β · k)
.

(1.7)

The Wilson line thus captures the fact that the emission of a soft gluon causes no

recoil to the emitting particle, and does not resolve its spin.

We may now apply these tools to an example. Consider a QCD correction to the

gluon-fermion coupling, as in fig. 1.2.

Mµa(p1 + p2) = −g3
sT

bTaTb

×
∫

ddk

(2π)d
ū(p1)γν

/p1 + /k +m

(p1 + k)2 −m2
γµ

/p2 − /k +m

(p2 − k)2 −m2
γν

1

k2
v(p2)

(1.8)

The expression above is clearly not gauge invariant. However, it does serve to

illustrate some of the concepts we will introduce in the following chapter. Taking
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p′ − k

k

p+ k

p′

p

Figure 1.2 One-loop QCD correction to the gluon-fermion coupling.

the soft limit of eq. (1.8) we find

Mµa(p+ p2) ∝
k2�p21,p22

g3
sT

bTaTbū(p)γµv(p2)

∫
ddk

(2π)d
p1 · p2

k2 (p1 · k) (p2 · k)
. (1.9)

The tree-level amplitude has factorised out of the loop integral in the soft limit.

This property is a general property of IR singularities, and one we will return to

in section 1.2.

A few observations are in order: firstly, the expression in eq. (1.9) is divergent

both for k � p and for k � p, in spite of eq. (1.8) being UV-finite. Furthermore,

the rescaling invariance of the eikonal emission means that the whole integral is

scaleless, and hence zero in dimensional regularisation. The reason for this is that

taking the soft limit has introduced UV poles which precisely cancel the IR poles

[53]. This enables us to compute the IR pole of eq. (1.8) in terms of the UV pole

in eq. (1.9). We will discuss this in more detail in section 1.2.1.

We also note that while the kinematics have factorised, the colour factor of this

diagram differs from the tree-level vertex, albeit in a fairly simple manner for

this example. This is hardly surprising, since the soft gluon does carry colour,

and we would in general expect it to thus affect the colour flow of the hard

interaction vertex between the gluon and fermion in eq. (1.8). Thus, when we

consider soft factorisation more generally in section 1.2, we will have to choose a

basis for the possible colour flows in the hard part of the amplitude, whereupon

soft singularities will be some matrix in this colour flow space (see e.g. [11] for a

7



much more thorough treatment of factorisation).

In the next section we will define all the tools needed to understand and handle

these issues, and we will show that we may capture the soft singularity in eq. (1.8)

in the following configuration-space diagram by utilising our Wilson lines:

w(11)(γij, ε) ≡ (T1 ·T2) (igsµ
ε)2 (β1 · β2)N

×
∫ ∞

0

ds1ds2
e
−im

(
s1
√
β2
1−i0+s2

√
β2
2−i0

)
(−(s1β1 − s2β2))1−ε .

(1.10)

In the above, we have utilised the Feynman rules for Wilson lines which we will

give in full in section 1.2.7. For now, we note that we have introduced the rescaling-

invariant angle γij ≡ β1·β2√
β2
1

√
β2
2

, a normalisation associated with the configuration

space propgataor N ≡ Γ(1−ε)
4π2−ε and an exponential regulator which regulates away

the IR pole (we may utilise the UV counterterm to recover it) in a manner which

obeys the rescaling invariance of the Wilson lines. The advantage to working in

configuration space is the immediate reduction from d-dimensional momentum

integrals to scalar ones. For this reason, we will work exclusively in configuration

space for the remainder of the thesis.

Having highlighted most of the properties we need for section 1.2, we are now

more or less done with our one-loop example. For completeness, we note that the

integrations over the Wilson line parameters si may be performed by the following

rescaling

s1 =
αx√
β2

1

, (1.11)

s2 =
α(1− x)√

β2
2

, (1.12)

where we have α ∈ [0,∞) and x ∈ [0, 1]. Performing the integral over α then

yields

w(11)(γij, ε) =− (T1 ·T2) (gs)
2

(
µ2

m2

)
γ12

2
NΓ(2ε)

×
∫ 1

0

dx
(
−x2 − (1− x)2 + x(1− x)γ12

)1−ε
.

(1.13)

8



This integral may then be recast in terms of a hypergeometric function [17]:

w(11)(γij, ε) =− (T1 ·T2)
g2
s

2
γ12

(
µ2

m2

)
NΓ(2ε)

×2F1

(
[1, 1− ε], [3/2],

1

2
+
γ12

4

)
.

(1.14)

Thus, the one-loop two-line soft pole may be found order-by-order through an

expansion of the hypergeometric function in ε.

This concludes our one-loop example. In the next section we will look at IR

singularities more generally, and define the tools we need for our three-loop

calculation.

1.2 The Soft Anomalous Dimension

Having seen an example of an IR singularity, we now turn to the broader study of

such singularities in the context of a general gauge theory. As we have already seen,

the Eikonal approximation leads to a significant simplification of the Feynman

rule for the emission of a soft photon. This property extends beyond QCD: it is

universal to all massless particles and enables a succinct and simple description of

IR singularities in any gauge theory, and to all orders in perturbation theory. The

basis for this is soft-collinear factorisation, which enables the separation of the soft

and collinear modes from the hard scattering event [11, 13, 14, 27, 33, 49, 50, 69].

On an intuitive level, the energy scales of the hard scattering and any soft gluons

dictate a significant difference in the compton wavelength, which prohibits the

soft gluons from resolving the hard interaction. While a two-leg amplitude in a

non-Abelian gauge theory is necessarily a colour singlet, a multi-leg amplitude

allows many different colour flows through the amplitude. It is convenient to

explicitly define this decomposition: let M be an amplitude with n partonic legs:

we denote the colour index of leg i with αi and pick a linearly independent basis

of colour tensors (CL){αi} for the amplitude:

M
(
pi
µ
, αs(µ), ε

)
≡
∑
L

ML

(
pi
µ
, αs(µ), ε

)
(CL){αi}. (1.15)

9



Figure 1.3 Schematic depiction of factorisation, as in eq. (1.16).

We will follow [33, 50] and define a factorised amplitude M as follows:

ML

(
pi
µ
, αs(µ), ε

)
=
∑
K

SLK(βi · βj, αs(µ2), ε)HK

(
2pi · pj
µ2

,
(2pi · nI)2

n2
iµ

2
, αs(µ

2)

)

×
n∏
i=1

Ji

(
(2pi·ni)2
n2
iµ

2 , αs(µ
2), ε

)
Ji
(

(2βi·ni)2
n2
i

, αs(µ2), ε
) . (1.16)

Fig. 1.3 provides a schematic depiction of the formula. We have thus defined four

quantities: the hard function H, the soft function S, a jet function J and the so-

called eikonal jet J . The hard function is finite after the usual UV renormalisation,

and we have defined it with an index K to allow for different process-dependent

colour flows through the amplitude in a manner analogous to eq. (1.15). Since

soft gluons carry colour, the soft function SLK then mixes the colour flows of the

hard interaction, producing ML. Finally, the jet functions are unique to massless

external partons, and carry information about collinear singularities.

The soft function is of primary interest to us: its definition is motivated by the

eikonal Feynman rule we defined in eq. (1.5), and is defined in terms of the Wilson

line in eq. (1.6):

Φβi(a, b) ≡ P exp

(
i

∫ b

a

dxµAµ(x)

)
, (1.17)

where the operator P is a path-ordering operator.
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We may define the soft function as a vacuum expectation value of multiple such

Wilson lines, extending from the hard interaction at the origin to infinity in

directions βi

(CL){αi}SLK(βi · βj, αs(µ2), ε) =
∑
{ηi}

〈0|Φβ1(0,∞) · · ·Φβn(0,∞) |0〉 . (1.18)

The jet functions capture collinear singularites, and their definition depend on the

partonic content of the various external lines. For instance, an outgoing fermionic

jet is defined as

ū(pi)J

(
(2pi · ni)2

n2
iµ

2
, αs(µ

2), ε

)
= 〈p| ψ̄(0)Φn(0,−∞) |0〉 (1.19)

The Wilson line simulates interactions with other external partons, the direction

of n is arbitrary, but off the light-cone in order to avoid incurring further spurious

collinear singularities.

Finally, the so-called Eikonal jet has been introduced to deal with the region of

phase space which is both soft and collinear. It shares the kinematic structure of

the partonic jet, but with a Wilson line replacing the partonic line as follows

Ji
(

(2βi · ni)2

n2
i

, αs(µ
2), ε

)
= 〈0|Φβi(0,∞)Φn(0,−∞) |0〉 . (1.20)

The jet functions are of primary importance in understanding the IR singularity

structure of amplitudes with massless external partons. In particular, note the

dependence of the eikonal jet on both β and n. This dependence, coupled with

the way in which the eikonal jet serves the dual purpose of either cancelling soft

singularities from the jet function, or collinear singularities from the soft function,

strongly constrain the structure of the soft function, as we will see in section 1.2.1.

Before we do, however, we note that the jet functions only appear for Wilson lines

with massless external partons. For massive external partons, the factorisation

formula becomes

ML

(
pi
µ
, αs(µ), ε

)
=
∑
K

SLK(γij, αs(µ
2), ε)HK

(
2pi · pj
µ2

, αs(µ
2)

)
. (1.21)
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Note in particular the dependence on the spacetime angle γij:

γij ≡
βi · βj√
β2
i

√
β2
j

. (1.22)

This quantity captures the rescaling invariance of the Wilson lines, and is therefore

the invariant which the massive soft function depends on.

The absence of collinear singularities in the case of massive external partons

will enable us to avoid directly working with jet functions. We will work with

amplitudes containing only massive external partons, where β2
i 6= 0. However,

we are ultimately interested in corrections to the dipole formula (which we will

discuss shortly in section 1.2.3), which is a purely massless phenomenon. Hence,

we will later perform an asymptotic expansion around the massless limit β2
i → 0

in order to recover the massless soft anomalous dimension, where we may directly

compare our result with the constraints which we will derive in section 1.2.3.

1.2.1 IR-UV Connection and The Soft Anomalous Dimension

Since it only depends on the momenta of the external partons through βi, the

soft function as defined in eq. (1.16) is scaleless, and hence zero in dimensional

regularisation. This is not due to a lack of IR singularities, but rather due

to the introduction of spurious ultraviolet singularities when taking the eikonal

approximation [53]. These UV singularities must then precisely cancel the IR poles

present in S. This presents us with the opportunity to utilise UV renormalisation

group considerations to study IR singularities [18, 32, 40, 53, 56]. The argument

is based on multiplicative renormaliseability [70], which enables us to write a UV

counterterm which obeys the standard RG equations. The soft function is then

nonzero after renormalising the UV terms. The fact that the soft function is

scaleless thus enables us to identify the IR poles of the soft function with the UV

poles in the multiplicative counterterm, which ultimately enables us to define the

soft anomalous dimension ΓS:

µ
d

dµ
SIK

(
βi · βj, αs

(
µ2
)
, ε
)

=

− ΓSIJ
(
βi · βj, αs

(
µ2
)
, ε
)
SJK

(
βi · βj, αs

(
µ2
)
, ε
)
.

(1.23)

We note here that ΓS is a pure counterterm: it only depends on the renormalisation

scale µ through the running coupling.
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In section 1.2.6 we will review how we may obtain a direct diagrammatic description

of ΓS, which we will use for our calculations. However, the ability to use RG

equations to study ΓS directly also yields some interesting constraints which we

will summarise shortly. First, however, we must make a slight digression to make

a full exposition of our colour algebra notation, which we briefly introduced in

section 1.1.

1.2.2 Colour Algebra

Throughout this thesis, we will be utilising Catani-Seymour notation for the colour

algebra. Our aim is to work with a general, representation-independent colour

structure, which may later be specialised to a specific process. Thus, we operate

with the colour factors Ti, where i indexes an external parton in S, and is taken

to be in the relevant representation for parton i. This means that Ta
i = taαβ for

a final state-quark or an initial-state antiquark, Ta
i = −taβα for an initial-state

quark or a final-state antiquark, and Ta
i = ifαaβ for a gluon. As an example, this

enables to write the quadratic Casimir in an arbitrary colour representation as

follows

Ci1 = Ta
iT

a
i . (1.24)

For a quark in SU(Nc), this yields CF = taαβt
a
βγ = (N2

c − 1)/(2Nc)δαγ.

1.2.3 Constraint Equations and The Dipole Formula

The massless two-loop soft anomalous dimension was calculated in 2006 [27]. The

result was found to be proportional to the one-loop result, specifically, if we label

the l-loop soft anomalous dimension as Γ(l), then we have

Γ(2) =
γ

(2)
K

2
Γ(1), (1.25)

where γ
(2)
K is the two-loop coefficient of the well-known cusp anomalous dimension:

the coefficient of the IR pole of a Wilson loop with a single cusp [18, 71]. This

result confirmed an earlier prediction [6], and prompted a review of the general

structure of IR singularities [32, 33]. We will utilise the notation of [33] and

summarise the main results in this section. The key component in deriving the
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constraint equations is the eikonal jet. Since it is a pure counterterm and depends

on no scale, it only depends on µ through the running coupling, allowing the

immediate integration of its RG equation, i.e. we have the standard RG equation

d

d log(µ)
Ji
(
wi, αs(µ

2), ε
)

= −γJi
(
wi, αs(µ

2), ε
)
, (1.26)

where we have defined the shorthand wi ≡ (βi·n)2

n2 . Upon integration, this yields

Ji
(
wi, αs

(
µ2
)
, ε
)

= exp

[
−1

2

∫ µ2

0

dξ2

ξ2
γJi
(
wi, αs

(
ξ2, ε

)
, ε
)]
. (1.27)

The anomalous dimension γJi is singular due to the cusp anomaly. In the same

manner as for the Sudakov form factor [72], the singular contribution is then

governed by γK , and can be separated out as a pure counterterm with no kinematic

dependence, into a so-called K+G-equation. This results in a factorised expression

for the eikonal jet:

Ji
(
wi, αs

(
µ2
)
, ε
)

=

exp

[
1

2

∫ µ2

0

dξ2

ξ2

(
1

2
GJ

(
wi, αs(ξ

2, ε)
)
− 1

4
γK
(
αs(ξ

2, ε)
)

log

(
µ2

ξ2

))]
.

(1.28)

However, the dependence of Ji on wi is known from [50]:

∂

∂ log(wi)
log(Ji

(
wi, αs(µ

2), ε
)
) = −1

8

∫ µ2

0

dξ2

ξ2
γK(αs

(
ξ2, ε)

)
(1.29)

Comparing the eq. (1.29) to eq. (1.28) we may deduce the dependence of GJ on

wi. Ultimately, this yields the following result for the eikonal jet

Ji
(
wi, αs

(
µ2
)
, ε
)

=

exp

[
1

2

∫ µ2

0

dξ2

ξ2

(
1

2
δJ
(
αs(ξ

2, ε)
)
− 1

4
γK
(
αs(ξ

2, ε)
)

log

(
wiµ

2

ξ2

))]
.

(1.30)

The solution obtained in eq. (1.30) directly enables us to derive the constraint

equations for ΓS. The crucial observation which enables this is that while

ΓS contains collinear singularities, and hence has a singular contribution, this

singularity is cancelled by the eikonal jet. We define the so-called reduced soft
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function S̄:

S̄IJ(ρij, αs(µ
2)) =

SIJ (βi · βj, αs (µ2) , ε)∏n
i=1 Ji (wi, αs (µ2) , ε)

. (1.31)

The reduced soft function also has an associated reduced soft anomalous dimension

ΓS̄, defined in the same way as we defined ΓS. However, this reduced soft

anomalous dimension is free of cusp singularities, and eq. (1.16) implies that it

must be manifestly rescaling invariant in both β and n, hence we have defined

the invariants

ρij =
(βi · βj)2 n2

in
2
j

4 (βi · ni)2 (βj · nj)2 . (1.32)

Differentiating eq. (1.31), we obtain a relationship between ΓS̄, ΓS and γJi which

upon inserting eq. (1.30) yields

ΓS̄IJ(ρij, αs(µ
2)) = ΓS(βi · βj, αs

(
µ2
)
, ε)− δIJ

n∑
k=1

[
−1

2
δJk(αs(µ

2, ε))

+
1

4
γ

(k)
K (αs(µ

2, ε)) log(wi) +
1

4

∫ µ2

0

dξ2

ξ2
γ

(k)
K

(
αs
(
ξ2, ε

))]
.

(1.33)

At this point we may observe a few things which will be of primary importance

to the structure of our calculation in later chapters. Firstly, any off-diagonal

elements in ΓS are equal to those of ΓS̄, and are hence finite and invariant of any

rescaling of βi. Thus, they must be composed entirely of so-called CICRs, defined

as

ρijkl =
(βi · βj) (βk · βl)
(βi · βk) (βj · βl)

. (1.34)

We note the need for at least four distinct partons in order to define a CICR, this

means that such terms can first appear at three-loop order. This fact provides a

strong motivation for studying the light-like soft anomalous dimension at three

loops.

Turning to the diagonal elements of ΓS, it is clear that in order to obtain only finite

contributions to ΓS̄, the singular terms must cancel between ΓS and the eikonal

jet terms γJi . Thus, any singular terms must be proportional to γK , and any finite

terms which are not CICR-dependent must combine with log(wi) in eq. (1.33) to

produce the appropriate dependence on ρij. Considering the w-dependence of
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eq. (1.33), one then arrives at [32, 33]

∑
j 6=i

ρij
∂

∂ρij
ΓS̄IJ(ρij, αs) = δIJ

1

4
γ

(i)
K (αs). (1.35)

Eq. (1.35) ultimately leads to the promised sum-over-dipoles formula. However, a

few remarks with regards to the colour structure of the soft anomalous dimension

are required in order to obtain it. Specifically, the non-Abelian exponentiation

theorem implies that up to and including three loops, the cusp anomalous

dimension is only proportional to the quadratic Casimir operator Ci of the relevant

parton, so-called Casimir scaling. Utilising our notation for the colour factors

outlined in section 1.2.2, we then define

γ
(i)
K (αs) = Ta

iT
a
i γ̂K(αs) + γ̃

(i)
K (αs), (1.36)

where we take γ̃
(i)
K to be O(α4

s). Considering the solution to eq. (1.35) for γ̂K

and excluding any contributions which are separately rescaling invariant then

ultimately yield [32, 33]

ΓSdip.(βi · βj, αs(µ2)) = −1

4
γ̂K
(
αs(µ

2)
)∑
i 6=j

log(βi · βj)Ta
iT

a
j

+

[
−1

2
δ̂S
(
αs(µ

2)
)

+
1

4

∫ µ2

0

dλ2

λ2
γ̂K
(
αs(λ

2, ε)
)] n∑

i=1

Ta
iT

a
i .

(1.37)

The dipole formula is arrived at as the unique solution to eq. (1.35) under the

requirement that the kinematic function does not explicitly depend on CICRs,

as well as the assumption of Casimir scaling. These assumptions then naturally

yield two potential sources of corrections to the dipole formula.

As we mentioned, Casimir scaling may first be broken at four loops, by the

appearance of quartic Casimir operators. Secondly CICR-dependent terms may

arise at three loops, and recent considerations in N = 4 Super Yang-Mills

demonstrated that such terms will exist at four loops [34]. To date, no complete

calculation of any such corrections exists. We will therefore attempt a complete

calculation at three loops of any CICR-dependent corrections to the dipole formula

in chapter 5.
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1.2.4 Kinematic Dependence of Three-loop Corrections to

the Dipole Formula

As we mentioned, contributions to ΓS beyond the dipole formula (eq. (1.37)) at

three loops can be exclusively composed of CICRs as in eq. (1.34). This motivates

a particular interest in diagrams connecting four Wilson lines by a single connected

tree of gluons. The reason for this is that these diagrams are the only ones which

depend on the complete set of angles βi · βj connecting all four lines, and hence

the only diagrams which may directly depend on CICRs. All other diagrams may

produce dependence on CICRs only through sums of permutations of the external

legs.

Since we wish to study corrections to the dipole formula in more detail, we define

the function ∆ according to

ΓS(βi · βj, αs
(
µ2
)
) ≡ΓSdip.(βi · βj, αs(µ2)) + ∆(z, z̄). (1.38)

Our results will often depend on Källén functions, hence we have used the kinematic

invariants z and z̄ in eq. (1.38). They are defined by

ρ1234 =
(β1 · β2) (β3 · β4)

(β1 · β3) (β2 · β4)
≡ zz̄, (1.39a)

ρ1432 =
(β1 · β4) (β2 · β3)

(β1 · β3) (β2 · β4)
≡ (1− z)(1− z̄). (1.39b)

Their utility is made clear if we explicitly solve for z and z̄

z =1− ρ1234 + ρ1432 +
√
λ (1, ρ1234, ρ1432) (1.40a)

z̄ =1− ρ1234 + ρ1432 −
√
λ (1, ρ1234, ρ1432), (1.40b)

where λ is the familiar Källén function

λ (a, b, c) = a2 + b2 + c2 − 2ab− 2ac− 2bc. (1.41)

Bose symmetry constrains the kinematic behaviour of ∆. We will return to this

matter when we consider the specific combinations of kinematic functions and

colour factors which may appear in chapter 3. However, it is convenient to consider

how permutations affect z and z̄. Following [35], we observe that swapping Wilson

lines yield transformations that affect z and z̄ in the same way. Specifically, we
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find the following effects on z and z̄

z
1↔2

∨
3↔4−−−−−−→ z

1− z (1.42)

z
1↔3

∨
2↔4−−−−−−→1− z (1.43)

z
1↔4

∨
2↔3−−−−−−→ 1

1− z . (1.44)

These symmetries will be useful in chapter 3 and later in expressing our results in

a manner which makes Bose symmetry explicit.

1.2.5 The Soft Anomalous Dimension on Massive Wilson

Lines

Our aim in this thesis is to compute ∆(z, z̄), as defined in eq. (1.38). However,

we wish to avoid the thorny issue of collinear singularities and the overlapping

singularities in the soft-collinear region. As we mentioned at the beginning of

this chapter, we will avoid collinear singularities by working explicitly with non-

lightlike Wilson lines, whereupon the factorisation formula reduces to the one in

eq. (1.21).

For the remainder of this chapter we will therefore work exclusively with non-

lightlike Wilson lines. Using eq. (1.21), we may then define a soft anomalous

dimension for massive external partons in analogy to eq. (1.23) [17]

µ
d

dµ
SIK(γij, αs(µ

2)) = −ΓSIJ(γij, αs(µ
2))SJK(γij, αs(µ

2)). (1.45)

In the next section, we will look at how we may directly compute ΓS

diagrammatically, we will then turn our eyes to the tool we will ultimately use to

recover the light-like behaviour of ΓS: MB integration in section 1.3. Finally, in

section 1.4 we will discuss the analytic structure of our results in the context of

multiple polylogarithms.
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β1

β2

(a) Fully connected two-
line diagram with
fermion bubble.

β1

β2

(b) Color-connected
two-line diagram.

β1

β2

(c) Disconnected two-line
diagram. The dashed
lines indicate where one
may cut the Wilson
lines and obtain two
connected pieces.

Figure 1.4 Examples of color-connected and disconnected two-line diagrams.

1.2.6 Exponentiation and Renormalisation of the

Multi-Parton Soft Anomalous Dimension

The calculation of soft singularities can be significantly simplified by the fact that

soft singularities exponentiate. That is, we may not only write the soft matrix

as some exponential, but we can in fact find a diagrammatic interpretation of

this exponential. This fact has been known in the context of Abelian theories (it

was first shown in [12]), where the exponent receives contributions only from fully

connected diagrams.

However, the Abelian case is vastly simplified by the ability to interchange the

points of emission and absorption of photons without it affecting the charge flow.

For a non-Abelian theory this is no longer possible, leading to some complications

in defining the exponentiated soft function. In the case of two-parton diagrams, one

finds that the exponent receives contributions from all color-connected diagrams

[15, 19, 22, 73]. These are diagrams where there is no way to cut the Wilson lines

and obtain two disjoint, connected diagrams. Put differently: the colour flow of

the diagram, as dictated by the ordering of the gluons, does not allow one to

decompose the diagram into separate pieces. An example of both color-connected

and color-disconnected diagram is given in fig. 1.4.

Extending this notion to diagrams with more than two external partons presents

a challenge: since gluons may now attach to multiple different lines, the notion of

color-connected does not easily extend to multi-leg diagrams. Instead, one finds

[20] that sets of diagrams diagrams contribute to the exponent in very specific
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linear combinations. These linear combinations are collectively referred to as webs,

and are defined as follows.

Consider a set of n Feynman diagrams – {Di}, i ∈ {1, · · ·n} – contributing to

the soft function, where the diagrams in the set differ only by permutations of

the orderings of emissions of gluons along the Wilson lines. Each diagram has

a colour and kinematic component, labelled Ci and Fi. These diagrams then

contribute to the exponent only in specific linear combinations dictated by the

web mixing-matrix Rij as follows

W =
∑
i,j

CiRijFj. (1.46)

The web-mixing matrix can be found either by means of the replica trick [20], or

more directly by means of web effective vertices[16], the latter of which we will

discuss later in this section.

The mixing matrix has some interesting properties. Firstly, it is idempotent, i.e.

it has eigenvalues λi ∈ {0, 1}, making it a projection matrix. Furthermore, the

sum of any row or column in Rij is zero.

The role of R is to project out specific linear combinations of Feynman diagrams

with modified colour factors, which we refer to as ECFs, which we will label C̃.
To see this, we diagonalise the web mixing matrix as R = Y −1DY . D is then

a diagonal matrix with all diagonal entries being either 0 or 1. The number of

nonzero diagonal entries in D are r = Rank(R), and we may choose to work in a

basis such that D is simply an identity matrix in the upper left corner, and zero

everywhere else, yielding

W =
r∑
i=1

(
CY −1

)
i

(
Y F

)
i
≡

r∑
i=1

C̃iF̃i. (1.47)

It then transpires that the ECFs in C̃, are fully connected, i.e. they are colour

factors corresponding to connecting the same attachments of Wilson lines to a

single graph of gluons, internally connected by three-gluon vertices[16].

As mentioned before, the precise expressions for these linear combinations may

be derived in a few different ways. One method, which is largely diagrammatic

is the method of effective vertices [16], which in turn is derived from the replica

trick method [20]. To do this, a set of effective vertices which attaches n gluons

to a Wilson line – Vn,k – are defined. We will not give details of the definition,
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Figure 1.5 Example of effective vertex diagrams contributing to different ECFs
in w(33)

but merely note that in terms of colour and kinematics, these vertices correspond

to antisymmetric permutations of the points of emission along the Wilson line,

both in terms of colour and kinematics. For instance, the colour component of

the effective vertex attaching two gluons to a Wilson line is given by

V a,b
2C ∝ [Ta,Tb] = ifabcTc, (1.48)

And the corresponding kinematic factor would then take the difference between

the two potential orderings of the gluons on the Wilson line.

V2F ∝ θ(xa > xb)− θ(xb < xa). (1.49)

A web in this notation is defined by a group of gluons attached to effective vertices

in such a way that if the Wilson lines were removed entirely, the graph of gluons

and effective vertices is singly connected. This somewhat formalises the notion of

web colour factors being fully connected. We emphasise that a Wilson line may

have more than a single effective vertex attached to it. In such cases, we take the

symmetric sum over all permutations of the effective vertices along the Wilson

line.

Finally, we may now turn to the topic of renormalisation of multi-parton webs.

Our goal is to directly compute ΓS, which as we have seen consists of particular

linear combinations of kinematic factors, with ECFs. It is also notable that

while individual diagrams may have subdivergences, higher-order poles are always

determined by the exponent, implying an intricate cancellation of subdivergences
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between webs and lower-order counterterms. This complex interplay means that

one may directly compute ΓS as a specific linear combination of webs, and lower-

order pole terms. Labelling the n-loop web contribution at order εk as w(n,k), and

Γ(n) as the corresponding n-loop contribution to ΓS, it has been shown that [17]

Γ(1) =− 2w(1,−1), (1.50)

Γ(2) =− 4w(2,−1) − 2
[
w(1,−1), w(1,0)

]
, (1.51)

Γ(3) =− 6w(3,−1) +
3

2
b0

[
w(1,−1), w(1,1)

]
+ 3

[
w(1,0), w(2,−1)

]
+ 3

[
w(2,0), w(1,−1)

]
+
[
w(1,0),

[
w(1,−1), w(1,0)

]]
+
[
w(1,−1),

[
w(1,−1), w(1,1)

]]
.

(1.52)

In the above we have the constant b0, being the first coefficient of the beta function

of αs, i.e dαs
d log(µ2)

= −αs (ε+
∑∞

i=0 α
n+1
s bi).

The specific linear combinations of webs and counterterms in eqs. (1.50) to (1.52)

thus are ultimately the objects we wish to compute. We refer to them as reduced

webs and denote them w̄.

Having thus defined our objects of interest, we will now look at how to calculate

them by setting up the Feynman rules. We will then return to a few additional

constraints which will be of interest after we have completed our calculations.

1.2.7 Feynman Rules for Multi-Parton Webs in Configuration

Space

Now that we have a complete picture of the various components of ΓS(γij, α(µ2))

with non-lightlike external partons, the associated Feynman rules are as follows.

Each attachment of a gluon to a Wilson line is associated with the term

Da
Φ (βµ) = igsµ

εTaβµ
∫ ∞

0

ds e−ims
√
β2−i0. (1.53)

The exponential regulator is there to eliminate IR singularities, leaving only UV

poles. We explicitly indicated the sign of the i0-prescription, which corresponds

to β2 being interpreted as a square mass. This prescription guarantees the

convergence of the integral at s → ∞ for both space-like and time-like Wilson

lines, and is in accordance with the convention chosen in [16]. In particular,
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note that the analytic continuation of the i0-term is β2 − i0 = |β2| exp(−iθ)
with θ > 0. For timelike Wilson lines we then have θ → 0+, this results in√
β2 − i0 =

√
|β2| − i0/2. Conversely, in the case of spacelike Wilson lines we

have θ = π and consequently obtain
√
β2 − i0 = −i

√
|β2|. While our prescription

works in both of these regions, we will for the sake of convenience limit ourselves

to the case of spacelike Wilson lines.

The rescaling invariance of the Wilson lines manifests itself as the ability to rescale

the integration measure s. We will be utilising this property when integrating

over the exponential regulator. We recall that a natural invariant to express

ΓS for non-lightlike external partons is the spacetime angle γij, we also define a

normalised β̂i

β̂ ≡ β√
|β2|

(1.54)

γij ≡2
βi · βj√
β2
i

√
β2
j

= −2β̂i · β̂j (1.55)

The definition of γij in terms of β̂ is specific to spacelike Wilson lines, as is the

fact that β̂2 = −1.

One further convenient parametrisation, and one we will use when writing our

results is given by:

γij ≡ −αij −
1

αij
. (1.56)

In the above, we have the choice of |αij| > 1 or |αij| < 1. In this work, we will

always choose |αij| < 1, thus placing αij within the unit circle.

The light-like limit of these parameters are given by β2
i → 0, this implies

lim
β2
i→0

γij = −∞ (1.57)

lim
β2
i→0

αij = 0+ (1.58)
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The gluon propagators are given by

Dµν
g (x) =−N gµν

(−x2 + i0)1−ε , (1.59)

N ≡Γ(1− ε)
4π2−ε . (1.60)

A three-gluon vertex is given by

G3
abc
µνσ(x1, x2, x3) =− igsµεfabc

∫
ddz Γµνσ(∂x1 , ∂x2 , ∂x3), (1.61)

Γµνσ (∂x1 , ∂x2 , ∂x3) ≡
[
gµν
(
∂σx1 − ∂σx2

)
+ gνσ

(
∂µx2 − ∂µx3

)
+ gµσ

(
∂νx3 − ∂νx1

)]
.

(1.62)

Similarly, a four-gluon vertex is defined as

G4
abcd
µνρσ =− ig2

sµ
2ε

∫
ddz

[
fabef cde (gµρgνσ − gµσgνρ)

+ facef bde (gµνgρσ − gµσgνρ) + fadef bce (gµνgρσ − gµρgνσ)
]
. (1.63)

1.2.8 Regge Limits

A further constraint can be found for any non-dipole contributions to ΓS by

considering the Regge limit of forward scattering [62, 63, 74]. This limit of two-to-

two scattering is characterised by s� t, and has the effect of dressing the gluon

propagators as follows

s

t
→
(s
t

)α(t)

, (1.64)

where α(t) is the so-called Regge trajectory. This process of dressing the

propagators is referred to as Reggeisation.

Reggeisation is an infrared phenomenon, and it has been found in [62, 63, 74]

that its behaviour is entirely accounted for by the sum-over-dipoles formula in

eq. (1.37). This directly provides a constraint on any corrections beyond the

dipole formula, since these corrections cannot contribute to leading or subleading

contributions in the Regge limit. Thus, for any contributions beyond the dipole

formula, we may not have any higher powers of log(t/s) than log(t/s) for the

real part, and i log2(t/s) in the imaginary part of the correction upon taking the

Regge limit.
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In chapter 7 we will see that this provides a strong constraint and check on our

calculation of corrections beyond the dipole formula.

1.2.9 Collinear Factorisation

It is expected that amplitudes with external gluon jets should obey so-called

collinear splitting factorisation[32, 35, 69, 75]. The basic tenet of collinear splitting

factorisation is that if we take an n-leg amplitude Mn and consider the limit of

two legs parallel, the amplitude should factorise according to

Mn(p1, · · · , pn)−→
1||2

Sp(p1, p2)Mn−1(p1 + p2, p3, · · · , pn). (1.65)

This should apply also to the soft components ofMn, hence we are led to define a

soft anomalous dimension for the splitting function Sp(p1, p2). It has been shown

that this ΓSp can then be written in terms of the soft anomalous dimension on n

and n− 1 lines as [32, 35]

ΓSp(β1, β2) = Γn(β1, β2, · · · βn)− Γn−1(β1 + β2, β3, · · · , βn). (1.66)

Thus, an important consistency check on our result is that we must find the same

result for ΓSp for any n, and that this result can only depend on p1,p2, and the

associated colour factors T1 and T2. We will return to this assertion in chapter 8,

after we have calculated the relevant contributions.

This concludes our review of the soft anomalous dimension. Next, we will turn our

attention to the mathematical tools of our calculation. First, we will review MB

integration techniques, which will enable us to perform an asymptotic expansion

near the limit of light-like external partons. In section 1.4 we will then review the

algebra of polylogarithms, which will provide us both with a tool for computing

MB integrals, and with a means for simplifying and understanding our results.

1.3 Mellin-Barnes Integration and Asymptotic

Expansion

Mellin-Barnes integration techniques are of primary interest as a tool for performing

integrals, as well as asymptotic expansion. A review of MB integrals can be found
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ν1ν2

p3

p1 p2

Figure 1.6 A scalar triangle with powers νi of the propagators and incoming
off-shell momenta pi, as in eq. (1.68)

in [76], we will limit ourselves to a brief overview. The basis of MB integration is

the identity

1

(A+B)λ
=

1

Γ(λ)

1

2πi

∫
C

dz Γ(−z)Γ(z + λ)
Az

Bλ+z
, (1.67)

where the integration contour C runs from −i∞ to +i∞ between the poles of the

two gamma functions, that is when Im(z) = 0 we have Re(z) < 0 and Re(z) > −λ.

Our goal in utilising this formula is similar to the reason for utilising Feynman

parameters: by swapping the order of integration we may reduce loop integrations

in a Feynman diagram to simpler known integrals, namely Beta functions in the

case of MB. There are some advantages to this. First and foremost, the asymptotic

behaviour of MB integrals is well understood, which gives us a simple way to

expand the integrand around the limit of light-like external partons. In a similar

vein, it is relatively straightforward to resolve the pole structure of MB integrals

and expand in ε under the integral sign without incurring spurious singularities.

We will discuss these matters in detail later on, but it is convenient to consider

an example parametrisation for clarification. If we consider the massless triangle

diagram in fig. 1.6 we obtain the following Feynman integral:

T ({p2
i }, {νi}, d) =

1

πd/2

∫
ddk

(−k2)ν2 (−(k + p1)2)ν3 (−(k + p1 + p2)2)ν1
(1.68)
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Recasting this in terms of Feynman parameters, we obtain

T ({p2
i }, {νi}, d) =i

Γ(
∑

i νi − d/2)∏
i Γ(νi)

[
3∏
i=1

∫ ∞
0

dαi α
νi−1
i

]

×δ(1−
∑
{i}

αi)
(
∑

i αi)
∑
i νi−d

(−α2α3p2
1 − α1α3p2

2 − α1α2p2
3)
∑
i νi−d/2

(1.69)

We are now ready to introduce MB-parameters. We utilise the Cheng-Wu theorem

to set α3 = 1, then

T ({p2
i }, {νi}, d) =i

Γ(
∑

i νi − d/2)∏
i Γ(νi)

∫ ∞
0

dα1 dα2 α
ν1−1
1 αν2−1

2

× (1 + α1 + α2)
∑
i νi−d

(−α2p2
1 − α1p2

2 − α1α2p2
3)
∑
i νi−d/2

. (1.70)

We now use eq. (1.67) to split the two brackets and introduce the MB integration

parameters z1 and z2:

T ({p2
i }, {νi}, d) =i

1

Γ(d−∑i νi)
∏

i Γ(νi)

× 1

(2πi)2

∫
C1

dz1

∫
C2

dz2 (−p2
1)z1Γ(−z1)Γ(−z2)

×Γ(z1 −
∑
i

νi − d/2)Γ(z2 + d−
∑
i

νi)

×
∫ ∞

0

dα1
α
d/2−ν2−ν3−z1−1
1

(1 + α1)−
∑
i νi+d+z2

×
∫ ∞

0

dα2
αz1+z2+ν2−1

2

(−p2
2 − α2p2

3)−d/2+
∑
i νi+z1

, (1.71)

where the contours Ci fulfill the implicit requirement that the real part of all

Gamma functions must be positive when zi are on the real axis. If we rescale α2

by p2
2/p

2
3, we obtain the standard semi-infinite integral representation of the Beta

function, yielding

T ({p2
i }, {νi}, d) =i

1

Γ(d−∑i νi)
∏

i Γ(νi)

1

(2πi)2

∫
C1

dz1

∫
C2

dz2

×(−p2
1)z1(−p2

2)d/2−ν1−ν3+z2(−p2
3)−ν2−z1−z2Γ(−z1)Γ(−z2)

×Γ(d/2− ν2 − ν3 − z1)Γ(−ν1 + d/2 + z2 + z1)

×Γ(z1 + z2 + ν2)Γ(ν1 + ν3 − d/2− z2). (1.72)
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Finally, cleaning up a bit we may shift z2 → z2 + ν1 + ν3 − d/2, such that the

dimension of the MB integral is entirely carried in the term proportional to p2
3.

This of course also modifies the contour C2 → C ′2, a matter which we will discuss

shortly. The end result is

T ({p2
i }, {νi}, d) =i

1

Γ(d−∑i νi)
∏

i Γ(νi)

1

(2πi)2

∫
C1

dz1

∫
C2

dz2

×
(−p2

1

−p2
3

)z1 (−p2
2

−p2
3

)z2
(−p2

3)d/2−
∑
i νiΓ(−z1)Γ(−z2)

×Γ(d/2− ν2 − ν3 − z1)Γ(d/2− z2 − ν1 − ν3)

×Γ(z1 + z2 +
∑
i

νi − d/2)Γ(ν3 + z2 + z1). (1.73)

This triangle will be useful to us later on in considering webs at two and three

loops containing a single three-gluon vertex. For now, we merely note that at this

point the kinematic structure of T has been entirely decomposed into a sum of

relatively simple residues. This is the key advantage to utilising MB integration

techniques: both expanding in ε and more general asymptotic expansions are easy

to express and understand as residues of gamma functions.

In order to resolve the singularities in ε, however, we must first choose our contours

such that we do not incur any unregulated poles when we expand in ε. In the

next section, we will consider this issue a little more thoroughly.

1.3.1 Integration Contours

We initially required that the contours, extending from −i∞ to +i∞ must be such

that the real part of the Gamma functions is positive when z is on the real axis.

However, in order for the integrals over αi to be convergent, we must impose the

same requirement for the Gamma functions produced by the Feynman parameter

integrals. Thus, the procedure for deriving an MB integral leads us to require that

the contour must pass to the right of all Gamma functions with poles extending

towards −∞ and to the left of any Gamma functions with poles extending towards

+∞. Furthermore, this requirement is invariant of any translation or rescaling of

the integration parameters. We will therefore omit the specific contours from now

on and take their behaviour as implicit in any future calculation until such a time

as it becomes necessary to specify their real parts.

The integration contour of an MB integral is intricately linked to its singularity
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Figure 1.7 Contour shift to regulate z2. From the initial contour (a), crossing
the pole at z2 = −ε− z1 (b) causes us to pick up its residue (c).

structure. Recall that we have worked with the implicit requirement that the

integration contour should be to the left of all gamma functions where the residues

extend to +∞, and vice versa. A pole in ε then manifests as a “pinch” on the

MB contour, where taking the limit ε → 0 causes the contour to run straight

across one or more poles. For example, our triangle integral is divergent in d = 6

dimensions for νi = 1, so if we consider d = 6− 2ε we have

T ({p2
i },{1, . . .}, 6− 2ε) = i

(
−µ

2

p2
3

)ε
1

Γ(3− ε)
1

(2πi)2

∫ +i∞

−i∞
dz1 dz2

×
(
p2

1

p2
3

)z1 (p2
2

p2
3

)z2
Γ(−z1)Γ(1− ε− z1)Γ(−z2)Γ(1− ε− z2)

×Γ(1 + z1 + z2)Γ(ε+ z1 + z2).

(1.74)

Considering straight-line contours, we have the requirements Re (zi) < 0,i = 1, 2

and Re (z1) + Re (z2) > −ε. For our initial contours, we then have to choose

something like zi = −ε/4, which makes it clear that when we take ε→ 0, we have

Re (zi)→ 0, running over the left-most pole of Γ(−zi).

There are now two known approaches to expanding in ε under the integral sign

[77, 78]. While we will largely be dealing with finite MB representations in this

thesis, it is worth noting that when necessary we will utilise the methods of [77].

The basic idea is that we may resolve the pole in ε by shifting the contour out of

the pinch, incurring a residue, as illustrated in fig. 1.7. Having done so, we may

then simply expand in ε under the integral sign.
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1.3.2 Parametrising Mellin-Barnes integrals

Performing the residue sums of MB integrals can be prohibitively complicated,

particularly for many-fold integrals, where the residues typically depend on other

MB integration parameters. In recent years, a new method has been found to

convert MB integrals to parametric integrals [79]. This is advantageous to us

since we anticipate that our calculations will yield polylogarithmic results with

relatively simple rational prefactors.

The basic idea is as follows: the main complication of performing the residue sums

of an MB integral comes from when residues of one MB-integrand depends on

another. In such circumstances, one quickly obtains a complicated nested sum,

which can be hard to do in practice. What we wish to achieve is a factorised

form of the integral, where the argument of each Gamma function depends on one

and only one MB parameter. To achieve this, we require that our MB integrals

must be “balanced”. By this we mean that for each MB integrand zi, there are as

many Gamma functions depending on zi as there are which depend on −zi. The

advantage of this is that we may rewrite Γ(a−zi)Γ(b+zi) = B(a−zi, b+zi)Γ(a+b),

and then utilise the standard parametrisation formula for the Beta function to

insert a parameter integral representation. If we then choose which Gamma

functions to parametrise in such a way that we may ultimately factorise our MB

integrals into products of independent integrals, this would drastically simplify

the residue sum.

As an example, consider the scalar triangle of eq. (1.73) in d = 4 dimensions with

νi = 1, we have

T ({pi}, {1}, 4) = i
1

(2πi)2

∫ +i∞

−i∞
dz1 dz2

(
p2

1

)z1 (p2
2

)z2 (p2
3

)−1−z1−z2

×Γ2(−z1)Γ2(−z2)Γ2(1 + z1 + z2),

(1.75)

where we have chosen Re (z1) = −1
3

and Re (z2) = −1
5

for convenience. We

now wish to factorise this integral by introducing some Beta functions, we must

eliminate the Gamma functions which depend on 1 + z1 + z2, so we parametrise
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them as follows

T ({pi}, {1}, 4) = i
1

(2πi)2

∫ +i∞

−i∞
dz1 dz2

(
p2

1

)z1 (p2
2

)z2 (p2
3

)−1−z1−z2

×Γ(−z1)Γ(1 + z1)Γ(−z2)Γ(1 + z2)

×B(−z1, 1 + z1 + z2)B(−z2, 1 + z1 + z2).

(1.76)

If we wish to utilise the standard semi-infinite parameter integral representation

of the beta function, we must have positive real parts of all arguments of the Beta

function, however this argument is equivalent to the requirement made on the

Gamma functions in the first place, so it is already guaranteed by our choice of

contours. We have the following representation of the Beta function

B(a, b) =

∫ ∞
0

dxxa−1

(1 + x)a+b
. (1.77)

We furthermore introduce the invariants u = p2
1/p

2
3 and v = p2

2/p
2
3, this yields

T ({pi}, {1}, 4) =i
(
p2

3

)−1 1

(2πi)2

∫ ∞
0

dx1 dx2

×
∫ +i∞

−i∞
dz1 Γ(−z1)Γ(1 + z1)

uz1

(x1(1 + x2))z1+1

×
∫ +i∞

−i∞
dz2 Γ(−z2)Γ(1 + z2)

vz2

(x2(1 + x1))z2+1

(1.78)

The MB integrals are now trivial to do, we may take the residue sum and simply

perform the geometric series we obtain, however this representation is simply the

standard MB parametrisation formula in eq. (1.67). Thus, we have the following

parameter integral representation

T ({pi}, {1}, 4) =i
(
p2

3

)−1 1

(2πi)2

∫ ∞
0

dx1 dx2

(u+ x1(1 + x2)) (v + x2(1 + x1))
. (1.79)

At this point, we are done with utilising MB integration techniques for this integral.

We will see in section 1.4 that the parameter integral above is expressible in terms

of multiple polylogarithms, and we will derive an analytic result for the integral

then.
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1.3.3 Asymptotic Expansions

A related issue to that of regulation is one of asymptotically expanding a MB

integral around some small parameter. This has been studied previously, resulting

in an algorithm and a software package which we will use extensively [80].

The algorithm in [80] requires that the expansion parameter in the MB integrand –

λ – is written as a pure power dependence on the MB integration parameters. Let

us take a concrete example: suppose we wish to expand our three-mass triangle

integral, T ({pi}, {1}, 4) near the limit of taking p1 and p2 on-shell at the same

rate. We recall eq. (1.75), and introduce an expansion parameter λ by rescaling

p2
1 → λp2

1 and p2
2 → λp2

2:

Ta({pi}, {1}, 4, λ) = i
1

(2πi)2

∫ +i∞

−i∞
dz1 dz2 λ

z1+z2
(
p2

1

)z1 (p2
2

)z2 (p2
3

)−1−z1−z2

×Γ2(−z1)Γ2(−z2)Γ2(1 + z1 + z2).

(1.80)

The introduction of λ is only intended as a means of book-keeping. That is, we

now have a single parameter which captures the asymptotic behaviour of the

integrand near p2
1 and p2

2 approaching zero at the same rate. The intention is to

power expand around λ = 0 to obtain this behaviour, and subsequently set λ = 1.

We will perform this power expansion by explicitly considering the residue sum

generated by closing the contours in eq. (1.80). We take the contours to be

straight lines in the complex plane with Re (z1) = −1
3

and Re (z2) = −1
5
. Since

we are considering small λ, we must close the contours in the right half-plane to

obtain a convergent series of residues. Considering z1, we then have residues at

z1 = 0, 1, 2, · · · . Writing the integral over z1 as a residue sum, we then have

Ta({pi}, {1}, 4, λ) = − i

p2
3

1

(2πi)2

∫ +i∞

−i∞
dz2

(
p2

2

p2
3

)z2
λz2Γ2(−z2)

×
∞∑
n=0

(
p2

1

p2
3

)n
λn

Γ2(1 + n+ z2)

(n!)2

×
(

log

(
p2

1λ

p2
3

)
+ 2ψ(1 + n+ z2)− 2ψ(1 + n)

)
.

(1.81)

The residue sum is now a power series in λ. The leading term in the expansion of

Ta in λ must thus be given by the first term in the sum over n, all other terms
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are power-suppressed in λ. Retaining only this term yields

Ta({pi}, {1}, 4, λ) ≈
λ�1
− i

p2
3

1

(2πi)2

∫ +i∞

−i∞
dz2

(
p2

2

p2
3

)z2
λz2Γ2(−z2)Γ2(1 + z2)

×
(

log

(
p2

1λ

p2
3

)
+ 2ψ(1 + z2) + 2γE

)
.

(1.82)

The process may be repeated for z2, in the end we obtain

Ta({pi}, {1}, 4, λ) =
i

p2
3

(
2ζ2 + log

(
p2

1

p2
3

)
log

(
p2

2

p2
3

))
+
i

p2
3

log(λ)

(
log

(
p2

1

p2
3

)
+ log

(
p2

2

p2
3

)
+ log(λ)

)
+O(λ)

(1.83)

Our expansion parameter λ has served its purpose, we may set it to 1, we conclude

that

T ({pi}, {1}, 4) −→
p2i→0
i∈{1,2}

i

p2
3

(
2ζ2 + log

(
p2

1

p2
3

)
log

(
p2

2

p2
3

))
. (1.84)

The process we just outlined by example readily generalises to more intricate MB

integrals by means of recursion. We will utilise it to expand around β2
i → 0∀i, i.e.

γij → −∞, or αij → 0.

1.4 Polylogarithms

A great many Feynman integrals – and all the ones we will concern ourselves

with in this thesis – are expressible order by order in ε as a sum of generalised

polylogarithms2. Furthermore, it is known that polylogarithms satisfy the

structures of a Hopf algebra [81], allowing for both significant simplification,

and the calculation of many Feynman integrals. In this thesis we will mostly be

utilising this algebraic structure explicitly to compute Feynman integrals [82]. We

will therefore not spend much time on the mathematics of polylogarithms, though

an overview can be found in [83].

2Recently it has become clear that certain Feynman integrals (most notably the three-mass
sunset diagram) cannot be described in terms of polylogarithms, but rather seem to belong to
some larger family of elliptic integrals, of which polylogarithms form a subset. However, such
functions will not appear in our calculations.
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1.4.1 Multiple Polylogarithms

Our results will be expressible in terms of so-called multiple polylogarithmss

(MPLs). Throughout this thesis, we will use the notation of Goncharov and define

recursively [84, 85]

G(a1, a2, . . . , an; z) ≡
∫ z

0

dt

t− a1

G(a2, . . . , an; t), (1.85)

G(; z) = 1, (1.86)

G(0, . . . , 0︸ ︷︷ ︸
n times

; z) ≡ 1

n!
logn(z), (1.87)

where the last definition is to regulate the end-point divergence at t=0 of integrals

like G(0; z) =
∫ z

0
dt
t
. The number of integrations in a given polylogarithm is

referred to as the weight of the polylogarithm3, thus the weight of eq. (1.85) is n.

Apart from the special case of eq. (1.87), it is also worth defining the classical

polylogarithm

Lin(z) ≡ −G(0, . . . , 0︸ ︷︷ ︸
n-1 times

, 1; z), (1.88)

thus we have Li1(z) = − log(1− z). This definition is somewhat unorthodox, since

the classical polylogarithm is normally defined as a sum, namely

Lin(z) ≡
∞∑
i=1

zi

in
. (1.89)

However, the equivalence can easily be shown by induction starting from Li1(z) =

−G(1, z). We also note that the Riemann zeta numbers – ζn ≡ Lin(1) – are

included in our definition of the classical polylogarithm. These numbers thus

have transcendental weight n, and are the only non-rational constants which will

appear in our Feynman integrals4.

3It is also sometimes referred to as the transcendental weight, or the transcendentality.
4More generally, so-called multiple zeta values may also appear, however we will not encounter

them.
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1.4.2 Algebra and Coalgebra

One very useful property of MPLs is that they form what is known as a Hopf

algebra [81]. The basis of this algebra is the shuffle product, which is defined for

words a = a1, a2, . . . an and b = b1, b2, . . . bm as follows

G(a; z)G(b; z) =
∑
w∈a�b

G(w; z), (1.90)

where � denotes the shuffle product, that is any way of interleaving a and b which

preserves their internal ordering. It is worth noting that the shuffle product has

weight n+m, thus making the shuffle algebra a graded algebra.

Another convenient component of the Hopf algebra of polylogarithms is the

coproduct [81]. The coproduct enables one to decompose polylogarithms into

products of logarithms of lower weight in a uniquely defined manner. We denote

the coproduct ∆, we have schematically

∆G(a1, · · · , an, z) =
∑

G(b1, · · · , bi, z)⊗G(c1, · · · cn−i, z). (1.91)

Furthermore, the coproduct is coassociative, meaning that no matter which order

one performs these decompositions, the result is unique, i.e. applying the coproduct

again to the above, we have

∆ (∆G(a1, · · · , an, z)) =
∑

(∆G(b1, · · · , bi, z))⊗G(c1, · · · cn−i, z)
=
∑

G(b1, · · · , bi, z)⊗ (∆G(c1, · · · cn−i, z)) .
(1.92)

We will not give a complete definition of the coproduct here. A thorough discussion

can again be found in [83]. However, it is notable that the coproduct has the

property that discontinuities act only on the first component of the coproduct,

and derivatives only on the last component

∆ (Disc(F )) = (Disc⊗ 1) · (∆F ) , (1.93)

∆

(
d

dx
F

)
=

(
1⊗ d

dx

)
· (∆F ) . (1.94)

These properties have particular implications for Feynman integrals, and have

played an important role in formulating a diagrammatic interpretation of the

coproduct of Feynman diagrams [86], as well as establishing a basis of functions

for multiple-gluon-exchange webs [26].
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One other property of importance is that π and even zeta-values are only allowed

in the first entry of the coproduct, this is in order to avoid an inconsistency related

to the fact that ζ2n ∝ π2ζ2n−2.

We label particular components of the iterated coproduct as ∆i1,i2,··· ,in , where

ik are the weight of the kth term in the co-product, i.e. ∆1,2,3 will produce a

co-product where the first entry is weight 1, the second is weight 2 and the third

and final entry is weight 3. Since Zeta values are irreducible, information about

ζn is not present in a specific component of the coproduct unless that component

has a part which has weight k ≥ n. In the case of even n, the first entry in the

coproduct must be weight k ≥ n for ζn to appear.

1.4.3 Parameter Integrals

The coproduct and the algebra of polylogarithms is primarily of interest to us

for two purposes: to perform parameter integrals, and to simplify our results.

From eq. (1.85), it is clear that at each step in our integration, we require a

denominator which is linear in at least one integration parameter, and then to be

able to rewrite the numerator in terms of polylogarithms whose last argument is

this same integration parameter. The ability to do this is related to the property

of linear reducibility. Assuming that our integral has this property an algorithm

for performing the integration – which uses numerical fitting to determine the

dependence on ζn – is presented in [83]. A completely analytic method is presented

in [87], however we will only utilise the methods in [83] in this thesis.

The algorithm works by repeatedly taking the coproduct until one obtains the

component of the coproduct where every term is weight 1. The algebraic properties

of logarithms may then be utilised on this component to re-write the coproduct

and match it to a trial function on the level of the co-product. Having obtained

such a trial function, the terms proportional to ζi must then be reconstructed,

since such terms are invariably lost when taking the 1, 1, · · · , 1-component of the

coproduct.

As a simple example, we may consider a scalar three-mass triangle in d = 4. We

saw in the previous section that its MB representation may be parametrised as

in eq. (1.79). The form is already conducive to writing the result in terms of

MPLs, since the integrand consists of linear denominators in the two integration
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parameters:

T ({pi}, {1}, 4) =i
(
p2

3

)−1 1

(2πi)2

∫ ∞
0

dx1 dx2

(u+ x1(1 + x2)) (v + x2(1 + x1))
. (1.95)

Our first step is to part the integral into fractions, which enables us to do one

integral immediately

T ({pi}, {1}, 4) =i
(
p2

3

)−1
∫ ∞

0

dx2

x2
2 + (1− u+ v)x2 + v

(1.96)

×
(

log
(v
u

)
+ log

(
1 +

x2

v

)
− log (x2) + log (x2 + 1)

)
(1.97)

The denominator is quadratic in x2, its roots contain a Källén function, λ(1, u, v),

as in eq. (1.41). It is convenient to introduce new invariants z and z̄ as follows

u =zz̄, (1.98)

v =(1− z)(1− z̄). (1.99)

We then also transform x2 according to x2 = 1/t2 − 1, to obtain

T ({pi}, {1}, 4) = i
(
p2

3

)−1
∫ 1

0

dt2
(1− t2z)(1− t2z̄)

× [log (1− t2(1− (1− z)(1− z̄)))− log(1− t2)− log(t2)− log(zz̄)]

(1.100)

We have G(a, z) = log(1 − z/a), which we may use to re-write the integrand

in terms of MPLs. Integrating over t2 is then a simple matter of parting into

fractions and utilising eq. (1.85) to obtain

T ({pi}, {1}, 4) = i
1

(p2
3)

1

z − z̄

[
log(zz̄) log

(
1− z
1− z̄

)
+G

(
1

z
, 0, 1

)
+G

(
1

z
, 1, 1

)
−G

(
1

z̄
, 0, 1

)
−G

(
1

z̄
, 1, 1

)
− G

(
1

z
,

1

z + z̄ − zz̄ , 1
)

+G

(
1

z̄
,

1

z + z̄ − zz̄ , 1
)] (1.101)

Thus far we have utilised the algebraic properties of logarithms to re-cast our

integral, we now wish to do the same to this weight two expression. The algorithm

outlined in [83] does this by utilising the (1, 1)-component (δ11) of the coproduct

to find an expression with the same decomposition in terms of simple logarithms.

Numerics are then utilised to fix the constants ζn which are left out by the
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coproduct. In this manner, it can be shown that

T ({pi}, {1}, 4) = i
1

(p2
3)

1

z − z̄

[
log(zz̄) log

(
1− z
1− z̄

)
+ Li2(z)− Li2(z̄)

]
. (1.102)

1.4.4 Single-Valued Harmonic Polylogarithms

The branch cut structure of a MPL G(· · · , ai, · · · , z) is dictated by its branch

points z = ai. However, in many applications, specific kinematic regions might be

free of branch cuts in spite of ai = z being present in the region. This is possible

if the result is constructed of specific linear combinations of polylogarithms of

the various invariants, such that any branch cut of a single polylogarithm is

cancelled by an equal and opposite branch cut. The simplest example of such a

linear combination can be given for z a complex invariant and z̄ being its complex

conjugate5. We then have the linear combination

L0(z) = log(zz̄) = log(z) + log(z̄). (1.103)

The argument of the combined logarithm is manifestly real, and it is clear that

when z crosses the branch cut in one direction, z̄ crosses it in the other direction,

cancelling out any contribution from crossing the branch cut.

This is clearly a simple example, however such polylogarithms have been found to

exist at higher weights. They are generally called Brown’s single-valued harmonic

polylogarithms, and further details can be found in [88]. Some further discussion

of their applications to physics are given in [89, 90]. Some examples of such

polylogarithms, which we will use later are provided in table 1.1.

A few properties are worth noting: firstly, the indices ai in La1···an are either 0 or

1, reflecting the fact that single-valued harmonic polylogarithms only have branch

points at z = 0, 1. Secondly, like MPLs, single-valued harmonic polylogarithms

obey a shuffle relation, i.e.

La1···an(z)Lb1···bn(z) =
∑
w∈a�b

Lw(z). (1.104)

5These invariants appeared in section 1.3.2, if we choose the region of λ(1, u, v) < 0, where λ
is the Källén function (eq. (1.41)).
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Lastly, there’s an index reversal identity as follows

La1···an(z) = (−1)n+1Lan···a1(z̄) (1.105)

Finally, we note that the three-mass triangle in eq. (1.102) may be written more

succinctly in terms of single-valued harmonic polylogarithms:

T ({pi}, {1}, 4) = i
1

(p2
3)

1

z − z̄ [L0,1(z)− L1,0(z)] . (1.106)

This concludes our overview of polylogarithms. In what follows, we will first

consider a two-loop calculation of a single fully connected web. This calculation

will provide us with a background example for the three-loop calculation which

follows, and will allow us to directly obtain a full non-lightlike result, which will

enable us to discuss the light-like limit of ΓS at two loops in more detail.
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Weight L
1 L0(z) log(z) + log(z̄)
1 L1(z) log(1− z) + log(1− z̄)
2 L0,1(z) 1

2
log(zz̄) log

(
1−z
1−z̄

)
− Li2(z) + Li2(z̄)

3 L1,0,0(z)

Li3(z) + Li3 (z̄)− 1

2
log(z)Li2 (z̄)− 1

2
Li2(z) log (z̄)

−1

2
Li2 (z̄) log (z̄)− 1

4
log2(z) log (1− z̄)

−1

4
log(1− z) log2 (z̄)− 1

4
log(1− z) log2(z)

−1

4
log (1− z̄) log2 (z̄)− 1

2
log(1− z) log(z) log (z̄)

−1

2
log(z) log (1− z̄) log (z̄)− 1

2
Li2(z) log(z)

5 L1,0,1,0,1(z)

4ζ(3)G(1, z)G (1, z̄)−G (1, z̄)G (0, 1, 0, 1, z̄)

−G2(0, 1, z)G (1, z̄)−G(0, z)G(1, z)G(0, 1, z)G (1, z̄)

−G(1, z)G(0, 1, z)G (0, z̄)G (1, z̄)

+G(0, 1, z)G (1, z̄)G (0, 1, z̄)− 2G(0, 1, z)G (0, 1, 1, z̄)

−G(0, z)G(1, z)G (1, z̄)G (0, 1, z̄)−G(1, z)G2 (0, 1, z̄)

−G(1, z)G (0, z̄)G (1, z̄)G (0, 1, z̄)

+2G(1, z)G(0, 0, 1, z)G (1, z̄)

+2G(1, z)G (1, z̄)G (0, 0, 1, z̄)

+2G(0, z)G(0, 1, 1, z)G (1, z̄)

+G(1, z)G(0, 1, z)G (0, 1, z̄)

+2G(0, 1, 1, z)G (0, z̄)G (1, z̄)− 2G(0, 1, 1, z)G (0, 1, z̄)

+2G(0, z)G(1, z)G (0, 1, 1, z̄)

+2G(1, z)G (0, z̄)G (0, 1, 1, z̄) +G(0, 1, 0, 1, z)G (1, z̄)

+G(1, z)G (0, 1, 0, 1, z̄) + 2G (0, 1, 0, 1, 1, z̄)

+2G (0, 1, 1, 0, 1, z̄)−G(1, z)G(0, 1, 0, 1, z)

+2G(0, 1, 0, 1, 1, z) + 2G(0, 1, 1, 0, 1, z)

Table 1.1 Some examples of Brown’s single-valued harmonic polylogarithms.
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Chapter 2

The Soft Anomalous Dimension at

Two Loops

We now turn our attention to the two-loop soft anomalous dimension. A full

calculation has been performed in [28–31].

Our goal in this section, however, is to outline and demonstrate the methods

we will later apply to three loops, as well as to examine in further detail the

relationship between ΓS for lightlike and non-lightlike external partons, and the

dipole formula (eq. (1.37)). For this reason, we will focus only on fully connected

diagrams, then simply state the full result and discuss the lightlike limit.

2.1 Two-loop Calculation of the Three-line

Two-loop Web

At this loop order, we have two diagrams to consider, one consisting of single

gluon exchanges (fig. 2.1b), and one fully connected graph (fig. 2.1a). For our

purposes, we will only focus on the fully connected diagram containing a single

three gluon vertex, as it gives a concise introduction to the techniques we will

ultimately apply at three loops. Due to its connected nature, the diagram only

has a single 1
ε

pole, and we do not need to concern ourselves with subdivergences,

which only arise in the multiple gluon exchange diagrams at this loop order. While

our starting point will differ from that of [30, 31], our calculation will eventually
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β1

β2

β3

(a) w(3g)

β1

β2

β3

(b) w(121)

Figure 2.1 Web topologies correlating three lines at two loops.

converge on the same integral, and we will follow their calculation from that point

on.

Hence, considering the three-gluon vertex diagram, the Feynman rules yield the

following expression for the full diagram

w(3g)(α12, α13, α23) ≡C(3g)F(3g)(α12, α13, α23), (2.1)

C3g ≡ifabcTa
1T

b
2T

c
3, (2.2)

F(3g)(α12, α13, α23) ≡− iµ4εg4
sN 3

∫
ddz

∫ ∞
0

ds1 ds2 ds3 β̂
µ
1 β̂

ν
2 β̂

σ
3 ,

×Γµνσ

(
∂s1β̂1−z, ∂s2β̂2−z, ∂s3β̂3−z

)
×
[

3∏
i=1

(
−(siβ̂i − z)2

)ε−1
]
e−i(m−i0)

∑
i si .

(2.3)

Where as before, we have taken the convention of normalised, spacelike β̂i, i.e.

β̂2
i = −1.

Our first order of business is to isolate the UV pole of this diagram by means of

the following reparametrisation

si =αyi,

3∑
i=1

yi =1.
(2.4)
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p3

p1 p2

Figure 2.2 A three-mass scalar triangle.

Performing the integration over α then yields

F(3g) =− ig4
s

(
µ2

m2

)2ε

N 3Γ(4ε)

∫
ddz

∫ ∞
0

dy1 dy2 dy3 δ

(
1−

∑
i

yi

)
β̂µ1 β̂

ν
2 β̂

σ
3

Γµνσ

(
∂y1β̂1−z, ∂y2β̂2−z, ∂y3β̂3−z

)[ 3∏
i=1

(
−(yiβ̂i − z)2 + i0

)ε−1
]
.

(2.5)

Note that we have transferred the i0-prescription to its usual place in the

propagator, since it will be important when we Wick-rotate z.

Next we turn our attention to the integration over the vertex, z. Our aim is

to substitute an MB representation of this vertex by means of simply inserting

that of a known one-loop integral. The z-dependence in the differentiation is

redundant, and we may simply rewrite the vertex factor Γ such that it acts on

the Wilson line parameters. Doing so, we extract the z-integration entirely and

obtain

F(3g) =− ig4
s

(
µ2

m2

)2ε

N 3Γ(4ε)

∫ ∞
0

dy1 dy2 dy3 δ

(
1−

∑
i

yi

)
β̂µ1 β̂

ν
2 β̂

σ
3

Γµνσ

(
∂y1β̂1 , ∂y2β̂2 , ∂y3β̂3

)∫
ddz

[
3∏
i=1

(
−(yiβ̂i − z)2

)ε−1
]
.

(2.6)
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2.1.1 The Scalar Three-mass Triangle

Turning our attention to the integration over z, we observe that if we define

auxiliary momenta pi ≡ yiβ̂i−yi−1β̂i−1, cyclically – i.e. y0β̂0 ≡ y3β̂3 – this integral

is simply a scalar triangle (fig. 2.2), which we defined in eq. (1.68). Inserting this

into F(3g), we obtain

F(3g) =− g4
sπ

d/2

(
µ2

m2

)2ε

N 3Γ(4ε)

∫ ∞
0

dy1 dy2 dy3 δ

(
1−

∑
i

yi

)
β̂µ1 β̂

ν
2 β̂

σ
3 Γµνσ

(
∂y1β̂1 , ∂y2β̂2 , ∂y3β̂3

)
T
(
{p2

i }, {1− ε}, d
)
.

(2.7)

The one-loop scalar triangle T ({p2
i }, {νi}, d) has been studied extensively. We

will make use of the Mellin-Barnes representation in eq. (1.73), inserting this into

eq. (2.7) and defining yij ≡ yiβ̂i − yjβ̂j we then obtain

F(3g) =− 4
(αS

4π

)2
(

µ̃2

m2eγE

)2ε
Γ (4ε)

Γ (1 + ε)

∫ ∞
0

dy1 dy2 dy3 δ

(
1−

∑
i

yi

)

β̂µ1 β̂
ν
2 β̂

σ
3 Γµνσ

(
∂y1β̂1 , ∂y2β̂2 , ∂y3β̂3

)∫ +i∞

−i∞
dz1 dz2

(
−y2

13

)z1 (−y2
12

)z2 (−y2
23

)−1+2ε−z1−z2

Γ2 (−z1) Γ2 (−z2) Γ (1− ε+ z1 + z2) Γ (1− 2ε+ z1 + z2) ,

(2.8)

where for convenience we have rescaled the renormalisation scale µ̃ = µeγE/π.

In order to calculate the two-loop contribution to ΓS, it is sufficient to compute

the pole term of F(3g), hence we now expand in ε to obtain

F (2,−1)
(3g) = −

(
1

4π

)2 ∫ ∞
0

dy1 dy2 dy3 δ

(
1−

∑
i

yi

)
β̂µ1 β̂

ν
2 β̂

σ
3 Γµνσ

(
∂y1β̂1 , ∂y2β̂2 , ∂y3β̂3

)
∫ +i∞

−i∞
dz1 dz2

(
−y2

13

)z1 (−y2
12

)z2 (−y2
23

)−1−z1−z2

Γ2 (−z1) Γ2 (−z2) Γ2 (1 + z1 + z2) .

(2.9)

We turn next to the differentiation term Γµνσ, and rewrite it in terms of derivatives
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with respect to y2
ij, we obtain

β̂µ1 β̂
ν
2 β̂

σ
3 Γµνσ

(
∂y1β̂1 , ∂y2β̂2 , ∂y3β̂3

)
=− 1

2

∑
(i,j,k)

εijkyj (γijγjk − 2γik) ∂y2ij . (2.10)

Inserting this into our MB integral, and taking advantage of the fact that

T ({p2
i }, {1}, 4) is symmetric under the interchange of any momenta, we obtain

F (2,−1)
(3g) =

1

2

(
1

4π

)2 ∑
(i,j,k)

εijk (γijγjk − 2γik)
1

(2πi)2

∫ +i∞

−i∞
dz1 dz2

Γ2 (−z1) Γ (−z2) Γ (1− z2) Γ2 (1 + z1 + z2)

∫ ∞
0

dyi dyj dyk

δ

(
1−

∑
l

yl

)
yj
(
−y2

ik

)z1 (−y2
ij

)z2−1 (−y2
jk

)−1−z1−z2 .

(2.11)

Note here that we have used the identity z2Γ(−z2) = −Γ(1− z2) to absorb the

stray factor of z2 resulting from the differentiation. At this point, our expression

exactly matches the momentum-space calculation using Feynman parameters [31].

2.1.2 Feynman Parameters

We now wish to perform the remaining two integrations over the Wilson lines. To

do this, we first observe −y2
ij = (y2

i + y2
j − γijyiyj), and we use the standard MB

parametrisation formula of eq. (1.67) to extract the terms containing γij

F (2,−1)
(3g) =

1

2

(
1

4π

)2 ∑
(i,j,k)

εijk (γijγjk − 2γik)
1

(2πi)5

∫ +i∞

−i∞
dz1 dz2[

3∏
l=1

∫ +i∞

−i∞
dwlΓ (−wl)

]
(−γij)w3 (−γik)w2 (−γjk)w1

Γ (−z1) Γ (−z2) Γ (w2 − z1) Γ (1− z2 + w3)

Γ (1 + z1 + z2) Γ (1 + z1 + z2 + w1)∫ ∞
0

dyi dyj dyk δ

(
1−

∑
l

yl

)
yw2+w3
i yw1+w3+1

j yw1+w2
k(

y2
i + y2

j

)z2−1−w3
(
y2
i + y2

k

)z1−w2
(
y2
j + y2

k

)−1−z1−z2−w1

(2.12)
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We are now ready to do the parameter integrals. It is convenient to separate out

the parameter integrals themselves, we define

I(3) ≡
∫ ∞

0

dyi dyj dyk δ

(
1−

∑
l

yl

)
yw2+w3
i yw1+w3+1

j yw1+w2
k(

y2
i + y2

j

)z2−1−w3
(
y2
i + y2

k

)z1−w2
(
y2
j + y2

k

)−1−z1−z2−w1 .

(2.13)

We then perform the following transformationsyiyj
yk

 =

 (1− x)y

(1− x)(1− y)

x

 , (2.14)

followed by the transformation a = x/(1− x), yielding

I(3) =

∫ 1

0

dy

∫ ∞
0

da aw1+w2yw2+w3(1− y)w1+w3+1

(
y2 + (1− y)2

)z2−1−w3
(
y2 + a2

)z1−w2(
(1− y)2 + a2

)−1−z1−z2−w1 .

(2.15)

We now rescale a→ a(1− y) and introduce b = y/(1− y) to obtain

I(3) =

∫ ∞
0

da aw1+w2
(
1 + a2

)−1−z1−z2−w1∫ ∞
0

db bw2+w3
(
1 + b2

)z2−1−w3
(
a2 + b2

)z1−w2 .

(2.16)

We are almost ready to do the integral. We introduce one more MB parameter to

get

I(3) =
1

Γ (w2 − z1)

1

(2πi)

∫ +i∞

−i∞
dz3Γ (−z3) Γ (z3 + w2 − z1)∫ ∞

0

da a2z1−2z3+w1−w2
(
1 + a2

)−1−z1−z2−w1∫ ∞
0

db bw2+w3+2z3
(
1 + b2

)z2−1−w3 .

(2.17)
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Performing the integration now produces

I(3) =
1

4

1

Γ (w2 − z1) Γ (1 + z1 + z2 + w1) Γ (1 + w3 − z2)

1

(2πi)

∫ +i∞

−i∞
dz3Γ (−z3) Γ (z3 + w2 − z1)

Γ

(
1

2
+
w1

2
− w2

2
+ z1 − z3

)
Γ

(
1

2
+
w1

2
+
w2

2
+ z2 + z3

)
Γ

(
1

2
+
w2

2
+
w3

2
+ z3

)
Γ

(
1

2
− w2

2
+
w3

2
− z2 − z3

)
(2.18)

Inserting this into eq. (2.12), we obtain

F (2,−1)
(3g) =

1

8

(
1

4π

)2 ∑
(i,j,k)

εijk (γijγjk − 2γik)
1

(2πi)6

∫ +i∞

−i∞
dz1 dz2 dz3[

3∏
l=1

∫ +i∞

−i∞
dwlΓ (−wl)

]
(−γij)w3 (−γik)w2 (−γjk)w1

Γ (−z1) Γ (−z2) Γ (−z3) Γ (z3 + w2 − z1) Γ (1 + z1 + z2)

Γ

(
1

2
+
w1

2
− w2

2
+ z1 − z3

)
Γ

(
1

2
+
w1

2
+
w2

2
+ z2 + z3

)
Γ

(
1

2
+
w2

2
+
w3

2
+ z3

)
Γ

(
1

2
− w2

2
+
w3

2
− z2 − z3

)
(2.19)

2.1.3 Alpha Parameters

We have thus obtained a representation of the three-gluon vertex in the form of a

six-fold Mellin-Barnes integral. The expression is rather large, and impractical to

compute as is, so we need to apply Barnes’ lemmas [91, 92] in order to reduce the

complexity1. One such application is immediately possible to perform, reducing

the integral to five-fold. However, further progress is hampered by the factors

of 1
2

in the arguments of the gamma functions. To alleviate this, we once again

introduce alpha parameters according to eq. (1.56). We then introduce three

new MB parameters to split the brackets containing alphas, and repeatedly apply

1For a good overview of these methods, see e.g. Ch. 4 and App. D of [76].
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Barnes’ lemmas. The result is a three-fold MB integral

F (2,−1)
(3g) =

1

8

(
1

4π

)2 ∑
(i,j,k)

εijk

((
αij +

1

αij

)(
αjk +

1

αjk

)
+ 2

(
αik +

1

αik

))
1

(2πi)6

∫ +i∞

−i∞
dr1 dr2 dr3 α

2r3+1
ij α2r2

ik α
2r1+1
jk

Γ2 (1 + r1 + r2) Γ2 (−r1 − r2) Γ2 (1 + r1 − r2) Γ2 (−r1 + r2)

Γ (1 + r2 + r3) Γ (−r2 − r3) Γ (1− r2 + r3) Γ (r2 − r3)

(2.20)

This three-fold MB integral has a remarkably simple structure.

Utilising the parametrisation procedure outlined in section 1.3.2, we obtain

F (2,−1)
(3g) =

1

2

(
1

4π

)2 ∑
(i,j,k)

εijk

((
αij +

1

αij

)(
αjk +

1

αjk

)
+ 2

(
αik +

1

αik

))
(2.21)∫ ∞

0

dx1 dx2 dx3 x3(
x1 + αjk

)(
x1 + x3

αik

)(
x2 + αik

)(
x2
αjk

+ x3

)(
x3 + αij

)(
x3 + 1

αij

) .
Performing the integration, we obtain a fairly large result with a complex rational

prefactor. However, due to the sum over a totally antisymmetric tensor, most

such terms cancel. What remains is simply

F (2,−1)
(3g) (α12, α13, α23) =2

(
1

4π

)2 ∑
(i,j,k)

εijk
1 + α2

ij

1− α2
ij

logαij log2 αik. (2.22)

The result is manifestly antisymmetric in swapping any two Wilson lines, as one

would expect and require in order to satisfy Bose symmetry.

2.2 The Two-loop Soft Anomalous Dimension in

the limit of Light-Like External Partons

A complete calculation of ΓS at two loops involves the computation of the web

composed of diagrams like the one in fig. 2.1b. We will not show this computation

here, however a complete calculation can be found in [28–31].
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The result obtained in eq. (2.22) has a tripole colour structure, i.e. its colour

factor is proportional to fabcTa
1T

b
2T

c
3. As discussed in section 1.2.3, such colour

structures must vanish in the limit of lightlike external partons, leaving behind

only Γdip.. However, it is clear that near the light-like limit of αij → 0, we have

F (2,−1)
(3g) ({αij}) = 2

1

(4π)2
(log(α12)− log(α13))(log(α13)− log(α23))

×(log(α23)− log(α12)) +O(αij)

(2.23)

This contribution, however, is exactly cancelled in the light-like limit by the

contribution from the 1-2-1 web (fig. 2.1b)[30, 31], leaving behind simply

Γ(2,−1)({β̂i}) = Γdip.,(2,−1)({β̂i}). (2.24)

This cancellation only occurs in the limit of light-like external partons, and the

case of massive external partons is neccessarily more complex. For a complete

calculation and complete results, see [28–31].
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Chapter 3

Colour Conservation at Three Loops

Having seen how the dipole formula manifests itself in the light-like limit at

two loops, we now turn our attention to three loops. As we have discussed in

section 1.2.3, three loops is the first occasion for any corrections beyond the dipole

formula to occur. Such corrections can only depend on conformal invariant cross-

ratios, which implies kinematic dependence on at least four Wilson lines. However,

since the dipole formula only applies once colour conservation is taken into account,

this does not necessarily imply the cancellation of any webs connecting two or three

lines. In this chapter – however – we will see that the form of such contributions

are highly constrained by Bose symmetry, and will develop the formalism required

to assemble all diagrams contributing at three loops to four lines beyond the

dipole formula.

The layout of this chapter is as follows: we will start by discussing how to assemble

the soft anomalous dimension at four lines, and the kinematic structure of these

contributions. We will then discuss in turn the colour basis and structure of four-,

three- and two-line webs contributing to ΓS before and after colour conservation,

as well as how these contributions may satisfy the requirements of the dipole

formula. Finally, we will assemble a sum of all diagrams contributing to ΓS.

We work with four lines since this is the maximal number of Wilson lines it is

possible to connect at three loops. For the purposes of colour conservation, we

assume four Wilson lines, though our result is readily extensible to more than

four lines. We make no assumptions about momentum conservation at the origin,

allowing for any number of non-QCD particles.
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3.1 ΓS on Four Lines

We know from the dipole formula (1.37) that the form of ΓS at three loops for

four Wilson lines is of the form

ΓS({αij}) = ∆(z, z̄) + Γdip.({αij}). (3.1)

A priori, these contributions arise from webs connecting two, three and four lines

which we will denote by Γn, where n is the number of Wilson lines. Schematically,

we have

ΓS({αij}) =Γ4 (z, z̄, {log (αij)}) + Γ3 ({log (αij)}) + Γ2 ({log (αij)}) . (3.2)

We note that Γ3 and Γ2 are polynomial in log(αij). This is specifically because

our asymptotic expansion near the light-like limit power-suppresses any non-

logarithmic terms. The reasoning for this can also be understood by considering

the dipole formula. Specifically, the contributions from webs connecting two and

three lines are constructed by summing over all ways of choosing three or two

lines out of the four, i.e.

Γ3 ({log (αij)}) =
∑

1≤i<j<k≤4

G3 (i, j, k) (3.3)

Γ2 ({log (αij)}) =
∑

1≤i<j≤4

G2 (i, j) (3.4)

Since we need four Wilson lines in order to construct a CICR, the only way

we can obtain any CICR-dependence from such a sum is if terms depending

on individual angles sum to something depending on their products. Thus, the

CICR-dependence of the correction to the dipole formula implies that Γ2 and Γ3

must be polynomial in log(αij).

3.2 Four-Line Webs

We begin by presenting the most general Bose symmetric form of a four-line web

contribution to ΓS. Since all webs have maximally non-abelian colour factors,

such a contribution must take the form of the colour factor associated with a

double three gluon vertex diagram, as depicted in fig. 3.1. We define the kinematic
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Figure 3.1 Maximally Non-Abelian Colour Structure on Four Lines

function H4 [(i, j), (k, l)] where the indices i, j, k, l label the colour and kinematic

factors associated with each leg, and obtain

Γ4(1, 2, 3, 4) ≡Ta
1T

b
2T

c
3T

d
4

(
fabef cdeH4 [(1, 2); (3, 4)]

+ facef bdeH4 [(1, 3); (2, 4)] + fadef bceH4 [(1, 4); (2, 3)]
)
.

(3.5)

Bose symmetry is realised by antisymmetry within the round brackets, and

symmetry in swapping the round brackets, i.e.

H4 [(1, 2); (3, 4)] = H4 [(3, 4); (1, 2)] = −H4 [(2, 1); (3, 4)] . (3.6)

We now wish to see what happens when we apply colour conservation to this

expression. We set T4 = −∑3
i=1 Ti and then apply the identity Ta

iT
b
i =

1
2

{
Ta
i ,T

b
i

}
+ i

2
fabcTc

i . All terms with a tripole colour factor1 which are generated

by applying colour conservation cancel due to the symmetries outlined in eq. (3.6),

and what remains is simply

Γ4(1, 2, 3, 4) =− 1

2
fabef cde

∑
(i,j,k)∈(1,2,3)

j<k
i 6=j,k

{
Ta
i ,T

d
i

}
Tb
jT

c
k

×(H4 [(i, j), (k, 4)] +H4 [(i, k), (j, 4)]).

(3.7)

1Colour factor associated with a three gluon vertex, such as the one in eq. (2.2)
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3.3 Three-Line Webs

We now consider webs connecting three lines in the same manner as we did for

four Wilson lines in the previous sections. We find our three-line maximally

non-abelian colour basis to have the colour factors obtained from four lines in

eq. (3.7) and a tripole term, in agreement with [16]. In general, the sum over all

three-line webs must then be of the form

G3(1, 2, 3) ≡iNcf
abcTa

1T
b
2T

c
3Hc [(1, 2, 3)]

+
∑

(i,j,k)∈(1,2,3)
j<k

fabef cde
{
Ta
i ,T

d
i

}
Tb
jT

c
kH3 [i, {j, k}] , (3.8)

where we again require total antisymmetry within the round brackets and symmetry

within curly brackets. We now extend this to four lines by summing over all

subsets of three Wilson lines

Γ3(1, 2, 3, 4) = G3(1, 2, 3) +G3(1, 2, 4) +G3(1, 3, 4) +G3(2, 3, 4). (3.9)

3.3.1 Colour Conservation

Applying colour conservation to eq. (3.9), we obtain

Γ3(1, 2, 3, 4) =
∑

(i,j,k)∈(1,2,3)
j<k
i 6=j,k

fabef cde{Ta
i ,T

d
i }Tb

jT
c
kU(i, {j, k}, 4)

+ΓT (1, 2, 3, 4) + ΓD(1, 2, 3, 4) + ΓTripole(1, 2, 3, 4),

(3.10)

where we have defined ΓT to contain all colour factors connecting two lines with

anticommutators, ΓD to contain all dipole terms, and ΓTripole to contain pure
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tripole terms. In terms of kinematic functions, they are

U(i, {j, k}, 4) ≡H3 [i, {j, k}]−H3 [i, {j, 4}]−H3 [i, {k, 4}]
−H3 [4, {i, j}]−H3 [4, {i, k}] +H3 [4, {j, k}] ,

(3.11)

ΓT (1, 2, 3, 4) ≡1

2

∑
1≤i<j≤3

fabef cde{Ta
i ,T

c
i}{Tb

j,T
d
j}

× (H3 [i, {j, 4}] +H3 [j, {4, i}] +H3 [4, {j, i}]) ,
(3.12)

ΓD(1, 2, 3, 4) ≡N
2
c

4

∑
1≤i<j≤3

(Ti ·Tj)

× (H3 [i, {j, 4}] +H3 [j, {4, i}] +H3 [4, {j, i}]) ,
(3.13)

ΓTripole(1, 2, 3, 4) ≡iNcf
abcTa

1T
b
2T

c
3 (Hc [(1, 2, 3)]

− Hc [(1, 2, 4)] +Hc [(1, 3, 4)]−Hc [(2, 3, 4)]) .
(3.14)

It follows from the constraint equations (eq. (1.35)) and Bose symmetry that we

must require [32, 33]

ΓTripole(1, 2, 3, 4) = 0. (3.15)

3.4 Two-Line Webs

Moving on to webs connecting two lines, we first need to establish a colour basis

at three loops. Since exponetiated colour factors are of the form of fully connected

diagrams, there are relatively few possible combinations. One obvious form is of

course the dipole Ta
iT

a
j , which we will take as one element in our basis.

The only other maximally non-Abelian colour structure at this loop order is

products of colour factors involving two structure constants, i.e.

C2(x, y, z, w) ≡fabef cdeTa
xT

b
yT

c
zT

d
w. (3.16)

Specifically, we consider C2 with all permutations of the sets {i, i, i, j} and

{i, i, j, j} being the arguments as possible basis elements. We then apply the

same commutator identity we utilised to calculate colour factors in the three- and

four-line cases to reduce this set to a basis. Upon doing so, we find just one more
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basis element composed of two anticommutator terms, our full basis is

c1 =Ta
iT

a
j , (3.17)

c2 =fabef cde {Ta
i ,T

c
i}
{
Tb
j,T

d
j

}
. (3.18)

Since c1 can only contribute to Γdip., we will set it aside. We therefore define the

quantities

Γ2(1, 2, 3, 4) =Γ2C(1, 2, 3, 4) + Γ2D(1, 2, 3, 4), (3.19)

Γ2C(1, 2, 3, 4) =
∑

1≤i<j≤4

fabef cde {Ta
i ,T

c
i}
{
Tb
j,T

d
j

}
H2({i, j}), (3.20)

Γ2D(1, 2, 3, 4) =
N2
c

2

∑
i<j

(Ti ·Tj)H2D [{i, j}] . (3.21)

3.4.1 Colour Conservation

We are now ready to apply colour conservation to the two-line graphs. We first

consider Γ2C and find

Γ2C(1, 2, 3, 4) =− 4fabef cde
∑

(i,j,k)∈(1,2,3)
j<k

{Ta
i ,T

c
i}Tb

jT
d
kH2({i, 4})

+
∑

1≤i<j≤3

facef bde{Ta
i ,T

b
i}{Tc

j,T
d
j}

× (H2({i, j}) +H2({i, 4}) +H2({j, 4}))

+
N2
c

2

∑
i

(Ti ·Ti)H2({i, 4})

+N2
c

∑
1≤i<j≤3

(Ti ·Tj) (H2({i, 4}) +H2({j, 4}))

(3.22)

The latter two terms proportional to N2
c are clearly dipole terms, contributing to

Γdip.. For completeness, we also apply colour conservation to Γ2D, yielding

Γ2D(1, 2, 3, 4) =− N2
c

2

3∑
i=1

(Ti ·Ti)H2D [{i, 4}]

+
N2
c

2

∑
1≤i<j≤3

(Ti ·Tj) (H2D [{i, j}]−H2D [{i, 4}]−H2D [{j, 4}]) .
(3.23)
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3.5 Colour Conservation in ΓS

We now wish to put all this together into a final expression for ΓS on four lines.

As a first step, it is convenient to look at the expressions which come from two-

and three-line diagrams separately. We find that if we define a combined function

of two and three lines H̄3 as follows

H̄3(i, {j, k}) ≡H3(i, {j, k}) +H2({i, j}) +H2({i, k}), (3.24)

eq. (3.22) becomes

Γ3(1, 2, 3, 4) + Γ2C(1, 2, 3, 4) =
∑

(i,j,k)∈(1,2,3)
j<k

fabef cde{Ta
i ,T

d
i }Tb

jT
c
kŪ(i, {j, k}, 4)

+Γ̄T (1, 2, 3, 4) + Γ̄D(1, 2, 3, 4) +
N2
c

2

∑
i

(Ti ·Ti)H2({i, 4})

−N
2
c

2

∑
1≤i<j≤3

Ti ·Tj (H2({i, j})−H2({i, 4})−H2({j, 4})) .

(3.25)

Eqs. (3.11) to (3.13) with H3 replaced by H̄3 define Ū , Γ̄T and Γ̄D, respectively.

This definition of H̄3 is unique: it is the only way to absorb the two-line function

H2 into the definition of H3 in a manner which obeys Bose symmetry on three

lines.

Next we consider the non-dipole colour factors on two lines, they are given by Γ̄T .

The constraint equations in eq. (1.35) require that these terms may at most be

constant, yielding the following requirement

H̄3 [i, {j, k}] + H̄3 [j, {k, i}] + H̄3 [k, {j, i}] = 3C, (3.26)

where C is a constant. This requirement also immediately yields Γ̄D(1, 2, 3, 4) ∝ C,

drastically simplifying our expression in eq. (3.25). In a similar vein, we find that

the only way of defining a four-line function with the symmetries of H4 and which
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reproduces Ū is

H̄4 [(i, j), (k, l)] ≡ H4 [(i, j), (k, l)]

− 2

3

(
H̄3 [i, {j, k}]− H̄3 [i, {j, l}]− H̄3 [j, {i, k}] + H̄3 [j, {i, l}]

+ H̄3 [k, {i, l}]− H̄3 [k, {j, l}]− H̄3 [l, {i, k}] + H̄3 [l, {j, k}]
)
.

(3.27)

H̄2D [{i, j}] ≡ H2D [{i, j}]−H2 [{i, j}] (3.28)

Utilising this definition along with eq. (3.26) yields the following result for ∆(z, z̄)

and Γdip.

∆(z, z̄) =− 1

2

∑
(i,j,k)∈(1,2,3)

j<k

fabef cde
{
Ta
i ,T

d
i

}
Tb
jT

c
k

×
(
H̄4 [(i, j), (k, 4)] + H̄4 [(i, k), (j, 4)] + 4C

)
+

3

2
C

∑
1≤i<j≤3

fabef cde{Ta
i ,T

c
i}{Tb

j,T
d
j},

(3.29)

Γdip.(1, 2, 3, 4) =− N2
c

2

3∑
i=1

(Ti ·Ti) H̄2D [{i, 4}]

+
N2
c

2

∑
1≤i<j≤3

(Ti ·Tj)

(
H̄2D [{i, j}]− H̄2D [{i, 4}]− H̄2D [{j, 4}] +

3

2
C

)
.

(3.30)

The result for ∆ is written here in terms of colour factors after applying colour

conservation and removing the colour factor T4. However we could just as easily

write it in a manifestly Bose symmetric fashion by re-introducing T4 as follows

∆(z, z̄) =Ta
1T

b
2T

c
3T

d
4

(
fabef cdeH̄4 [(1, 2); (3, 4)]

+ facef bdeH̄4 [(1, 3); (2, 4)] + fadef bceH̄4 [(1, 4); (2, 3)]
)

+C
∑

(i,j,k)∈(1,2,3,4)
j<k
i 6=j,k

fabef cde
{
Ta
i ,T

d
i

}
Tb
jT

c
k.

(3.31)

The inclusion of a constant term proportional to three-line colour factors differs

from similar expressions given in [32, 33], where the term was excluded for reasons

of symmetry as well as collinear limits. Contrary to expectations, we will find

that such a term is in fact needed in order to satisfy collinear limits. We will defer

further discussion of the matter until we have evaluated the limits in chapter 8.
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3.6 ΓS on Three Lines

Now that we have found an explicit expression for ∆ in terms of our colour and

kinematic basis, we need one more ingredient in order to consider collinear limits.

Recall that the anomalous dimension of the splitting function ΓSp is defined as

the difference between an n-leg and an (n− 1)-leg soft anomalous dimension

ΓSp(p1, p2) = Γn(β1, β2, · · · βn)− Γn−1(β1 + β2, β3, · · · , βn). (3.32)

If we wish to compute ΓSp, we therefore need not only Γ4, but also Γ3 We utilise

the same colour basis and find

Γ3(1, 2, 3) = G3(1, 2, 3) +G2(1, 2) +G2(1, 3) +G2(2, 3). (3.33)

Applying the same techniques as we did for four lines, and requiring the cancellation

of tripole terms, we find that we may write

Γ3(1, 2, 3) =
∑

(i,j,k)∈(1,2,3)
j<k

fabef cde
{
Ta
i ,T

d
i

}
Tb
jT

c
kH̄3(i, {j, k}). (3.34)

The Γ3 in ΓSp is in a four-line colour basis, i.e. it depends on T1 + T2, T3 and

T4. We will therefore not apply colour conservation to eq. (3.34), but rather leave

it like this until we consider a specific collinear limit in chapter 8.

Instead, the next chapter will cover the main techniques of our calculation in

depth, before we proceed to give the full analytic result of all relevant webs in

chapter 5.
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Chapter 4

Computing Webs at Three Loops

Having established the general kinematic and colour structure at three loops, we

now turn to computing three-loop webs in the asymptotic limit of lightlike Wilson

lines. Our plan is to calculate all webs contributing to colour factors other than

dipoles and tripoles, either by performing an expansion around the light-like limit

of an already known result, or utilising Mellin-Barnes techniques to perform an

asymptotic expansion near the light-like limit under the integral sign, as outlined

in section 1.3.3.

Out of these two methods, the latter is by far the most time-consuming and

intricate, and so we will dedicate a large portion of this chapter to the methodology

we use to compute these webs, which have in common that they contain one or

more gluon-gluon interaction vertices. Figure 4.1 shows the subset of these webs

which connect four lines, and fig. 4.2 shows examples of specific permutations of

β2

β1

β3

β4

(a) The four gluon vertex
web w(4g).

β2

β1

β3

β4

(b) The double three gluon
vertex web w(12)(34).

β2

β1

β3

β4

(c) The 1211 web w1211.

Figure 4.1 Four-line webs containing gluon-gluon interactions.

61



β2

β1

β3

β4

(a) The 3111 web w3111

β2

β1

β3

β4

(b) The 1122 web w1122

Figure 4.2 Representative diagrams for each four-line multiple gluon exchange-
web.

the corresponding multiple gluon exchange webs.

Before we proceed, it is important to note that we must have full non-lightlike

results for a web in order to utilise collinear reduction. The reason for this is

clear if we consider the various kinematic limits involved. The light-like limit

is characterised by β2
i → 0, or equivalently αij → 0 ∀ i, j. However, collinear

reduction requires us to take two lines parallel, i.e βi ‖ βj , or equivalently αij → 1.

Thus, in expanding around αij = 0, we lose the ability to take the collinear limit in

a consistent manner. This forces us to explicitly calculate all diagrams containing

multiple gluon vertices, since we are not in posession of any results for these

diagrams with non-lightlike external partons.

The layout of the chapter is as follows: We begin with a general overview of all the

webs we wish to compute, and how we will compute each of them. We then discuss

webs containing multiple gluon exchange vertices, outlining our methodology for

calculating the contribution to the soft anomalous dimension near the asymptotic

light-like limit. We then briefly discuss light-like limits of known results and the

procedure of collinear reduction.

4.1 General Overview

We wish to calculate H4, H3 and H2, as defined in eqs. (3.5), (3.10) and (3.20),

respectively. These diagrams come with specific colour factors, and hence we will

discard all webs which do not contribute to these colour factors (i.e webs which

only contribute dipole or tripole colour factors, e.g. fig. 4.3).
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β2

β3

β1 s1 s4

Figure 4.3 Web with tripole colour factor, which we discard.

β2

β3

β1 s1 s4

(a) Three-line four-gluon vertex, w(4g,3)

β2

β3

β1
s1

s4

(b) Three-line double three-gluon vertex
w(12)(31)

Figure 4.4 Fully connected three-line webs contribution to H3

The four-line webs we will have to explicitly compute are depicted in fig. 4.1. In

the case of fig. 4.1c, significant progress on the integration has been made in [93],

which we will use our starting point. There are two other webs which contribute

to H4, these are the MGEWs in fig. 4.2, which have already been computed in

[26].

For H3, we need the diagrams in figs. 4.4 to 4.7. We will explicitly compute the

webs in figs. 4.5a and 5.4, while the web in fig. 4.5b will be obtained by collinear

reduction. The web containing a vertex correction in fig. 4.6 has been computed

in [94], and the MGEWs in fig. 4.7 have been calculated in [95]. We will simply

state their results here.

Finally, the webs contributing to H2 are given in figs. 4.8 to 4.10. Again, we will

compute the fully connected webs in fig. 4.8 explicitly, the remaining webs will be
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β2

β3

β1 s13 s11

s12

(a) Configuration of 311-web which con-
tributes to H3, other configurations
only contribute tripole colour factors.

β2

β3

β1

(b) w122

Figure 4.5 Representative diagrams of three-line webs contributing to H3 which
contain a single three-gluon vertex.

β2

β3

β1

Figure 4.6 Representative diagram of web with vertex correction contributing to
H3.
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β2

β3

β1

(a) w222

β2

β3

β1

(b) w123

Figure 4.7 Representative diagrams of three-line MGEWs contributing to H3.

β1

β2

s12

s22

s11

s21

(a)

β1

β2

s12

s22

s11

s21

(b)

β1

β2

s12

s22

s11

s21

(c)

Figure 4.8 Fully connected two-line webs contributing to H2.

β1

β2

Figure 4.9 The 23-web, which contributes to H2.
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β1

β2

(a) Representative diagram of the 24-web.

β1

β2

(b) Representative diagram of the 33-web.

Figure 4.10 Representative diagrams of MGEWs with and without vertex
corrections that contribute to H2.

computed by means of collinear reduction.

4.2 Webs Containing Gluon-Gluon Interactions

Arguably the most difficult webs to calculate at three loop order are webs containing

gluon-gluon interactions. This owes largely to the complexity of their kinematic

integrals, and to date no complete calculation of these webs has been performed.

We will not attempt to calculate these diagrams in full, but rather we will focus

on their behaviour near the asymptotic light-like limit.

To do this, we will find a Mellin-Barnes representation of the relevant integrals,

and utilise the techniques in section 1.3.3 to perform an expansion around the

asymptotic light-like limit.

Our procedure mirrors the one we employed to obtain a MB representation in

section 2.1. We start with a Feynman integral on nl Wilson lines and with nv

internal vertices, factorised into a kinematic factor FG and a corresponding colour

factor CG

wG({Ti}, {γij}, ε) =CG ({Ti}, {γij})FG ({γij}, ε) . (4.1)

The colour factor will be one of the basis elements discussed in chapter 3, attached

to the relevant number of legs, and potentially with some polynomial dependence

on γij, to make the colour factor manifestly Bose symmetric. Focusing on the
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kinematic factor, it has the general form

FG (γij, ε) =A
[
nl∏
i=1

∫ ∞
0

dsiβ
σi
i e
−imsi

√
β2
i +i0

]

×
[
nv∏
j=1

∫
ddzj

]
Hσ1···σn (siβi, {zi}, ε) ,

(4.2)

Where we have once again considered spacelike Wilson lines and have used the

rescaling invariance of the Wilson lines to normalise them such that β2
i = −1.

H is homogeneous such that at l loops, we have

Hσ1···σn (αsiβi, {αzi}, ε) =α(2l+2nv)ε−nl−4nvHσ1···σn (siβi, {zi}, ε) . (4.3)

We therefore proceed as we did in eq. (2.4), by rescaling all integration parameters

by a common scale α, and integrating out this scale. The specific form of this

parametrisation varies depending on the integral we intend to perform, generically

we have

zi =αwi, (4.4)

si =α
fi ({xj})√

β2
i

, (4.5)

where
∑

i fi ({xj}) = 1. This allows us to integrate over α and obtain the full

divergence of FG. For instance, we find in Appendix A that the four-gluon vertex

diagram in fig. 4.1a has the kinematic factor

F(4g)({βi}, ε) ≡− ig6
s

(
µ2

m2

)3ε

N 4(β1 · β3)(β2 · β4)

×
∫
ddz

4∏
i=1

[∫ ∞
0

dsi
e−imsi

√
β2
i−i0[

− (siβi − z)2 + i0
]1−ε

]
.

(4.6)

It is clear that if we rescale this expression according to eqs. (4.4) and (4.5), the

denominator scales as α8−8ε, and the combined integration measures rescale as

α8−2ε. We choose to rescale the integrand according to si = αyi/
√
β2
i and z → αz,
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with the requirement that
∑

i yi = 1. After integrating over α we then obtain

F(4g)({βi}, ε) =− ig6
s

(
µ2

m2

)3ε

N 4γ13γ24

4
Γ(6ε)

∫
ddz

∫ 1

0

(
4∏
i=1

dyi

)
(4.7)

×δ
(

1−
4∑
i=1

yi

)
4∏
i=1

[
−
(
yiβ̂i − z

)2

+ i0

]ε−1

. (4.8)

With the exception of the 1211-web in fig. 4.1c – which has subdivergences – we

may at this point expand in ε, since there are no further divergences. Defining

J [{fi({xj})}] as the Jacobian of our generic transformations in eqs. (4.4) and (4.5),

we then have

F (l,−1) =
Ω

(4π)3

1

(2l)

[
nl∏
i=1

∫ ∞
0

dxiβ
σi
i

][
nv∏
j=1

∫
ddwj

]
× |J [{fi({xj})}]|Hσ1···σn (fi ({xj}) βi, {wi}, ε) .

(4.9)

4.2.1 Vertex Integrals and Dual Momentum Space

Representations

Next, we wish to perform the vertex integrals. This also resembles what we did in

section 2.1, in that we insert an auxiliary momentum space integral. We have three

topologies of gluon-gluon interactions to consider: a single three-gluon vertex, as

we have in the 1211-web of fig. 4.1c, a four-gluon vertex as in fig. 4.1a, or a double

three gluon vertex as in fig. 4.1b. In all these cases, regardless of the number of

external partons, the vertex integrations correspond to the same dual diagrams.

These vertices and their associated momentum-space diagrams are depicted in

fig. 4.11.

The mapping then proceeds as follows: consider a vertex Vf , we have n attachments

of gluons to a Wilson line, label their positions in spacetime cyclically as xµi , call

the integral over the vertex and associated propagators Vf ({xi}). Introduce dual

momenta according to

pi ≡xi − xi−1, x0 ≡ xn, (4.10)

xij ≡ (xi − xj)2 . (4.11)
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x1

x2

x3

(a) Three gluon vertex integral.

p3

p1 p2

(b) Triangle diagram, dual to three gluon
vertex.

x2

x1

x3

x4

(c) Four gluon vertex integral.

p2

p1

p3

p4

(d) Box diagram, dual to four gluon
vertex.

x2

x1

x3

x4

(e) Double three gluon vertex integral.

p2

p1

p3

p4

(f) Slashed box diagram, dual to double
three gluon vertex.

Figure 4.11 Gluon vertex integrals and corresponding dual diagrams.
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We then have

Vf ({xi}) = Df ({pi}) = Df ({xij}), (4.12)

where Df is the auxiliary momentum diagram of Vf . We already have a MB

representation of the three-gluon vertex, T ({pi}, {νi}, d), as given in eq. (1.73),

and we have seen an example of its application in eq. (2.7). In the case of the

four-gluon vertex, its dual is a four-mass box, which is known in d = 4 to have

the same MB representation as the three-mass triangle [96]:

V(4g)({xi}) ≡
i

π2

∫
d4z

4∏
i=1

[
− (xi − z)2 + i0

]−1
(4.13)

D(4g)({xij}) =
1

x13x24

1

(2πi)2

∫ +i∞

−i∞
dz1dz2

(
x12x34

x13x24

)z1 (x14x23

x13x24

)z1
×Γ2 (−z1) Γ2 (−z2) Γ2 (1 + z1 + z2) .

(4.14)

In the case of the double three gluon vertex, we have a two-loop slashed box

diagram as its dual. Here, we derive a MB representation of the momentum dual

diagram ourselves in Appendix B, it is

V(3g)2({xi}) ≡
1

π4

∫
d4z d4w (−(x1 − z)2)−1(−(x2 − z)2)−1

×(−(x3 − w)2)−1(−(x4 − w)2)−1(−(z − w)2)−1,

(4.15)

D(3g)2({xij}) =

 ∏
i<j

(i,j)6=(1,4)

1

(2πi)

i∞∫
−i∞

dtij

(
xij
x14

)tij
Γ(−tij)


×Γ(−t12 − t13 − t23)Γ(−t23 − t24 − t34)

×Γ(1 + t12 + t23 + t24)Γ(1 + t13 + t23 + t34)

×Γ(1 + t12 + t13 + t23 + t24 + t34)

× Γ(t34 − t12)

Γ(1 + t34 − t12)
(ψ(−t12)− ψ(−t34)).

(4.16)

Thus, we have parametrised all of our vertex integrals in terms of three different

dual momentum space diagrams. We next need to perform the integration over

the Wilson lines.
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4.2.2 Vertex Differentiation and Parameter Integration

Before we can perform any integration over the Wilson lines, we must perform

the differentiations associated with any three-gluon vertices. The differentiation

is straightforward, since the MB representations of our dual momentum diagrams

always depend on the dual momenta simply as a power, and that there is always

an accompanying gamma function, so we have (−p2
i )
zΓ(−z). We may rewrite our

differentiations in terms of p2
i as we did in section 2.1, we then observe

∂p2i (−p
2
i )
zΓ(−z) =(−p2

i )
z−1Γ(1− z). (4.17)

After this, we perform the integrals over the Wilson lines, introducing as many MB

parameters as is necessary in order to ensure that each parameter integral only

produces Gamma functions, and so we obtain a pure power dependence on γij,

which we need in order to perform an asymptotic expansion (see section 1.3.3). To

obtain the latter, we observe that all of our propagators xij have their directions

dictated by the four-momenta β̂i. If xi ‖ xj , the propagator reduces to (|xi|−|xj|)2

with no angular dependence. Otherwise, we have, say xi ‖ β̂i, and similarly xj ‖ β̂j
which we then apply the standard MB parametrisation formula (eq. (1.67)) to

xpij =
(
|xi|2 + |xj|2 − |xi||xj|γij

)p
(4.18)

=
1

Γ(−p)
1

(2πi)

∫
dzij

(−|xi||xj|γij)zij
(|xi|2 + |xj|2)zij−p

. (4.19)

Thus, we now have a pure power dependence on γij in our MB integral.

We then wish to perform the Wilson line integrals. These integrations vary

greatly depending on each diagram, however there are some common traits. As an

example, both of the fully connected four-line diagrams have Wilson line integrals

of the form

I4 ({ai}, {bij}) ≡
(

4∏
j=1

∫ 1

0

dyj(y
2
j )
aj

j−1∏
i=1

(y2
i + y2

j )
bij

)
δ

(
1−

4∑
i=1

yi

)
. (4.20)

Here ai and bij are linear functions of the MB parameters, and I4 carries the

overall mass dimension of the MB integral, i.e. we have 2
∑
ai + 2

∑
bij = −4.

Three-line and two-line integrals will be similar, but with some propagators xij

replaced by (|xi| − |xj|)2 and an accompanying Heaviside function θ(|xi| < |xj|),
corresponding to the ordering of two points of emission on the same Wilson line.
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We may perform this parameter integral by introducing the following reparametri-

sation: 
y1

y2

y3

y4

 =


yx

(1− y)x

z(1− x)

(1− z)(1− x)

 . (4.21)

This yields

I4 ({ai}, {bij}) =

∫ 1

0

dx dy dz (1− x)2a3+2a4+2b34+1x2a1+2a2+2b12+1

×y2a1(1− y)2a2z2a3(1− z)2a4
(
y2 + (1− y)2

)b12
×
(
x2y2 + (1− x)2z2

)b13 (x2y2 + (1− x)2(1− z)2
)b14

×
(
x2(1− y)2 + (1− x)2z2

)b23
×
(
x2(1− y)2 + (1− x)2(1− z)2

)b24 (z2 + (1− z)2
)b34 .

(4.22)

Next, we transform to semi-infinite parameters

I4 ({ai}, {bij}) =

∫ ∞
0

dα dβ dγ (α2)a1+a2+b12+ 1
2

×(β2)a1
(
β2 + 1

)b12 (γ2)a3
(
γ2 + 1

)b34
×
(
(β + 1)2

)−a1−a2−b12−1 (
(γ + 1)2

)−a3−a4−b34−1

×
(

α2

(β + 1)2
+

1

(γ + 1)2

)b24 ( α2β2

(β + 1)2
+

1

(γ + 1)2

)b14
×
(

α2

(β + 1)2
+

γ2

(γ + 1)2

)b23 ( α2β2

(β + 1)2
+

γ2

(γ + 1)2

)b13
.

(4.23)

We are now free to rescale α→ αγ(1 + β)/(1 + γ), yielding

I4 ({ai}, {bij}) =

∫ ∞
0

dα dβ dγ (α2)a1+a2+b12+ 1
2

(
α2 + 1

)b23 (β2)a1

×
(
β2 + 1

)b12 (γ2)a1+a2+a3+b12+b13+b23+1
(
γ2 + 1

)b34
×
(
α2β2 + 1

)b13 (α2γ2 + 1
)b24 (α2β2γ2 + 1

)b14 .
(4.24)

The three brackets depending on more than one MB parameter can now be opened

using the standard MB parametrisation formula, doing this and performing the
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subsequent parameter integrals yields

I4 ({ai} , {bij}) =

1

8
(∏

i<j Γ(−bij)
) 1

(2πi)3

∫ +i∞

−i∞
dz3 dz4 dz5

×Γ (−z3) Γ (−z4) Γ (−z5) Γ (z3 − b13) Γ (z4 − b24) Γ (z5 − b14)

×Γ

(
a1 + z3 + z5 +

1

2

)
Γ

(
−a1 − b12 − z3 − z5 −

1

2

)
×Γ (a1 + a2 + b12 + z3 + z4 + z5 + 1)

×Γ (−a1 − a2 − b12 − b23 − z3 − z4 − z5 − 1)

×Γ

(
a1 + a2 + a3 + b12 + b13 + b23 + z4 + z5 +

3

2

)
×Γ

(
−a1 − a2 − a3 − b12 − b13 − b23 − b34 − z4 − z5 −

3

2

)
.

(4.25)

We will utilise this result when computing the four-line fully connected webs. For

other webs with multiple-gluon vertices, we will compute the requisite parameter

integrals as needed, following the same procedure as we just used for the four-line

webs above.

Having performed this integration step, we are ready to perform an asymptotic

expansion.

4.2.3 Asymptotic Expansion

We now have a pure MB representation of our web, it is schematically of the form

F (l,−1) =

[∏
i

∫ +i∞

−i∞
dri

][∏
i 6=j

∫ +i∞

−i∞
dzij(−γij)zij

]∏
k

Γ (gk ({zij}, {ri})) , (4.26)

We wish to expand around the limit of β2
i , that is, recalling our definition of

γij ≡ − 2βi·βj√
|βi|2
√
|βj |2

, we wish to study the asymptotic limit

γij → −∞. (4.27)

Thus, we introduce a parameter λ according to γij → −γij/λ and apply the

methods of asymptotic expansion outlined in section 1.3.3 to obtain the leading

term in the expansion around λ = 0.
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4.2.4 Parametrisation

Having performed the asymptotic expansion, we now need to compute the surviving

MB integrals. To do so, we will utilise parametrisation and residue sums, as

outlined in section 1.3.2. This process is highly individualised and can involve

a large number of MB integrals and corresponding parametrisation. Ultimately,

however, we obtain a result which can be compared numerically to our MB

representation obtained immediately following asymptotic expansion. In the next

chapter we will list the results for each web calculated in this manner, before

finally assembling the full three-loop result in chapter 6.

4.2.5 Numerical Evaluation of MB Integrals

On a few occasions, we will be forced by the complexity of our integrals to compute

some constant terms numerically. The reason for this is that the asymptotic

expansion may produce a large number of integrals containing Gamma functions

with non-integer constants or coefficients of the MB integration parameters (e.g∫
dzΓ2(−z)Γ(2z)). Such integrals are hard to compute algorithmically, since

their residue sums depend on roots of unity, and in some cases they are difficult

to parametrise. Furthermore, the sheer volume of such integrals produced by

a single asymptotic expansion renders manual computation infeasible, whilst

simultaneously reducing the precision of numerical computation.

Numerical integration will be performed using Monte Carlo techniques imple-

mented in [77] with its default integration parameters. These Monte Carlo

integrations are performed using the Vegas algorithm, as implemented in the Cuba

library [97]. On these occasions, we will give errors in the form of the standard

error as determined by Cuba.

Ultimately, we will have strong analytic reasons for deducing the overall result

produced by any of these numeric computations. The numerics therefore serve to

check our analytic answer, rather than as a means of deduction.
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4.3 Collinear Reduction

For a lot of the MGEWs, we will not have to perform an explicit calculation.

Rather, we will either rely on known results for four- and three-leg diagrams

[26, 94, 95], or we will utilise these results to infer the contributions of legs

correlating fewer lines through a process known as collinear reduction. The

technique is outlined in detail in [95], which includes some examples.

For our purposes, we note that this procedure is most easily explained by means of

effective vertices [16]. The effective vertex language provides an alternative way of

obtaining the exponentiated colour factors and associated kinematic combinations

of webs by means of a purely diagrammatic approach. For our purposes we simply

note that the effective vertices represent a completely antisymmetrised set of both

colour factors and their associated kinematic factors. For instance, the effective

vertex V2 connecting two gluons to a single Wilson line has colour component

C2,1 = [Ta,Tb], and orders the points of emission along the Wilson line accordingly,

i.e. if x1 and x2 are associated with the colour factors Ta and Tb, respectively,

then kinematically, V2 produces the combination θ(x1 > x2)− θ(x2 > x1).

The procedure of collinear reduction, then, stems from the observation that if

we take two lines collinear in an n-line diagram, the corresponding effective

vertices retain their internal ordering on the line, but we are integrating over all

positions of these vertices along each line, and hence we obtain a kinematic factor

corresponding to taking the symmetric sum of the ordering of points of emission

on the two lines we take collinear.

An example is shown in fig. 4.12, where we take 1||4 in fig. 4.12a, to obtain a

symmetrised colour factor on 1, as indicated by the dashed circle around the two

vertices where we must sum over their orderings.

Taking the two lines collinear does not render the colour representations on each

line to become the same, however the symmetrised kinematic combination can

be obtained by taking such a collinear limit. According to the Feynman rules

in [16], the corresponding exponentiated colour factor can then be read directly

off the vertex, according to the rule that we take 1
2
{Ta,Tb} for the symmetric
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β2

β1

β3

β4

V2

(a) w(1112)

β2

β3

β1

V2

+

(b) w(122)

Figure 4.12 Collinear reduction of w(1112) to w122

combination. In the case of fig. 4.12b, we find

C122 ={Ta
1,T

d
1}Tb

2T
c
3f

cdefabe, (4.28)

F(122)(α12, α13, α23) =
1

2
F(1112)(α12, α13, α23;α34)

∣∣∣∣
4||1

. (4.29)

More details on this calculation will be provided in section 5.2.2.
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Chapter 5

Results for Three-loop Webs in

Lightlike Kinematics

Having outlined our methods of calculation, we will proceed to present all the

webs relevant for our calculation of ∆(z, z̄). In addition to explicit calculation,

we utilise the results of [26, 94, 95], both directly and for the purpose of collinear

reduction. Due to the lengthy nature of the calculation, most of the details have

been relegated to the appendices, specifically Appendices A to E. The collinear

reductions will however be performed in full in this chapter. In this chapter we

will focus on summarising the main results, and any deviations from the methods

outlined in chapter 4. We will begin with four-line webs, and then proceed to

three and two lines, finally assembling the full result. In all cases we give our

results factorised into colour and kinematic factors according to

wf ({αij}, {Ti}) = Cf ({Ti}, {αij})Ff ({αij}). (5.1)

Furthermore, we decompose F according to its order in αs and ε: F =∑
i,j α

i
sε
jF (i,j).

In the next chapter we will assemble all of these results into a single correction to

the dipole formula.
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β1
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(a) w(4g)
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β1

β3

β4

(b) w(12)(34)

Figure 5.1 Fully connected webs connecting four lines.

β2

β1

β3

β4

Figure 5.2 One of two graphs with single three gluon vertex contributing to w1112

β2

β1

β3

β4

(a) Diagram contributing to
w1113

β2

β1

β3

β4

(b) Diagram contributing to
w1221

Figure 5.3 Representative diagrams of four-line MGEWs.
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5.1 Four-line webs

At four lines, we have three distinct sets of webs: fully connected graphs (fig. 5.1),

a graph containing a single three gluon vertex and a single gluon exchange (fig. 5.2),

and two MGEWs (fig. 5.3). As we discussed at the beginning of chapter 3, only

the fully connected graphs may have non-logarithmic dependence on CICRs, and

are hence of primary interest.

5.1.1 The Four-Line Four-Gluon Vertex

In the case of w(4g) in fig. 5.1a, we have relegated the full calculation to Appendix A.

We obtain a rather lengthy final result for w(4g), with the following form

C(4g) =Ta
1T

b
2T

c
3T

d
4

[
fabef cde (1− (1− z)(1− z̄))

+ facef bde (zz̄ − (1− z)(1− z̄)) + fadef bce (zz̄ − 1)
]
, (5.2)

F (3,−1)
(4g) =−

(
1

4π

)3
2

3

1

z − z̄ f1 (z, z̄, {αij}) , (5.3)

where f1 is a pure weight five polylogarithmic function, satisfying Bose symmetry

by being completely symmetric under the interchange of any two Wilson lines.

The result for f1 is rather large, so we provide it as a supplement to this thesis in

machine-readable format.

5.1.2 The Four-Line Double Three-Gluon Vertex

Turning our attention to w(12)(34) in fig. 5.1b, we have again relegated its calculation

to Appendix B. After asymptotic expansion and performing the MB integration,

we obtain

C(12)(34) =fabef cdeTa
1T

b
2T

c
3T

d
4, (5.4)

F (3,−1)
(12)(34) =

(
1

4π

)3
2

3

(
f0(z, z̄, {αij}) +

1− (1− z)(1− z̄)

z − z̄ f1(z, z̄, {αij})
)
. (5.5)

Note again the appearance of f1(z, z̄, αij). f0 is a pure, weight five polylogarithmic

function, satisfying all the symmetries of H4 in eq. (3.6), as Bose symmetry would

require. We attach it in machine readable format as a supplement to this thesis,
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though we will analyse its full form in more detail in section 6.4.1.

5.1.3 The 1121-web

For the web in fig. 5.2, it has been shown in [93] that after subtracting appropriate

counterterms, it can be written as

C1121 =fabef cdeTa
1T

b
2T

c
3T

d
4 (5.6)

F (3,−1)
1121 (α12, α13, α23, α34) =

1

3

1

(4π)3
(M0,0,0(α34)t1(α12, α13, α23)

− 2M1,0,0(α34)t0(α12, α13, α23))

(5.7)

The integrals t0 and t1 are integrations over Wilson lines connecting to a scalar

triangle, much like was the case for the three gluon vertex in chapter 2. Note that

t0 and t1 only depend on the three angles internal to the three-gluon vertex. All

dependence on α14 is captured by the MGEW basis functions [95]

t0(α12, α13, α23) =

∫ 1

0

dy1 dy2 dy3 δ

(
1−

3∑
i=1

yi

)
×βµ1 βν2βρ3Γµνρ(∂y1β1 , ∂y2β2 , ∂y3β3)

×T (0)({pi}, {1}, 4),

(5.8)

t1(α12, α13, α23) =

∫ 1

0

dy1 dy2 dy3 δ

(
1−

3∑
i=1

yi

)
×βµ1 βν2βρ3Γµνρ(∂y1β1 , ∂y2β2 , ∂y3β3)

×
(
T (1)({pi}, {1}, 4)− 4 log(y3)T (0)({pi}, {1}, 4)

)
,

(5.9)

where we define T (n) as the O(εn) term in the expansion of the scalar triangle

integral in eq. (2.7). t0 is then simply the three gluon vertex diagram, for which

we have the full result in eq. (2.22). In order to calculate t1, we need an MB

representation of the O(ε) term of T . Since both the integration and T are finite

in d = 4 dimensions, we may expand in ε under the integral sign. We insert
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eq. (2.10) and write log(y3) = d
da

∣∣
a=0

ya3 , all of this results in

t1(α12, α13, α23) =

−1

2

∫ 1

0

dy1 dy2 dy3 δ

(
1−

3∑
i=1

yi

) ∑
(i,j,k)

εijkyj (γijγjk − 2γik) ∂y2ij

×
∫
dz1dz2

(
y2
ij

y2
ik

)z1 (y2
jk

y2
ik

)z2
Γ2 (−z1) Γ2 (−z2) Γ2 (1− z1 − z2)

(5.10)

×
(
γE − 4

d

da

((
y2
ij

)a
+ (y3)a

)∣∣∣∣
a=0

− ψ(−z1)− ψ(−z2) + 3ψ(1 + z1 + z2)

)
.

We may now proceed to perform the integrals over yi in exactly the same manner

as we did in chapter 2. Performing an asymptotic expansion near the limit of

light-like external partons and computing the surviving MB integrals, we obtain

C(1121) = fabef cdeTa
1T

b
2T

c
3T

d
4 (5.11)

F1121(α12, α13, α23, α34) =

− 1

3

1

(4π)3
[8 (log (α12)− log (α13)) (log (α12)− log (α23))

× (log (α13)− log (α23))
(
log2 (α34) + ζ2

)
+ 2 log (α34)

×
[

2

3

(
log4 (α13)− log4 (α23)− log3 (α12) (log (α13)− log (α23))

)
+

8

3

(
log (α13) log3 (α23)− log3 (α13) log (α23)

)
+

2

3

(
log (α12) log3 (α13)− log (α12) log3 (α23)

)
+ 2

(
log2 (α12) log2 (α23)− log2 (α12) log2 (α13)

)
+ 2

(
log (α12) log2 (α13) log (α23)− log (α12) log (α13) log2 (α23)

)
− 4ζ2 (log (α12) log (α13)− log (α12) log (α23))

+ 4ζ2

(
log2 (α13)− log2 (α23)

)
−8ζ3 (log (α13)− log (α23))

]

(5.12)

Both the colour and kinematic factors are antisymmetric under the exchange of

β1 and β2, as one would expect from Bose symmetry. Furthermore, we note that

the result is uniform weight five.
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5.1.4 Multiple Gluon Exchange Webs

Finally, the two MGEWs in fig. 5.3 have been calculated in detail in [26] and

subsequently expressed in terms of MGEW basis functions in [95], they are

w̄
(3)
(1221)(α12, α23, α34) =− 1

6

1

(4π)3
fabef cdeTa

1T
b
2T

c
3T

d
4

×r(α12)r(α23)r(α34)G(1221)(α12, α23, α34)

(5.13)

G(1221)(α12, α23, α34) =− 1

2
M2,0,0 (α12)M0,0,0 (α23)M0,0,0 (α34)

−1

2
M0,0,0 (α12)M0,0,0 (α23)M2,0,0 (α34) +M0,0,0 (α12)M2,0,0 (α23)M0,0,0 (α34)

−M0,0,0 (α12)M1,0,0 (α23)M1,0,0 (α34)−M1,0,0 (α12)M1,0,0 (α23)M0,0,0 (α34)

+2M1,0,0 (α12)M0,0,0 (α23)M1,0,0 (α34) + 4M0,0,0 (α12)M2,0,0 (α23)M1,0,0 (α34)

(5.14)

w̄
(3)
(1113) (α14, α24, α34) =− 1

6

1

(4π)3
Ta

1T
b
2T

c
3T

d
4 r (α12) r (α13) r (α14)

×
(
fadef bceG1113 (α14, α24, α34) + facef bdeG1113 (α24, α14, α34)

) (5.15)

G(1113)(α14, α24, α34) =

1

2
M2,0,0 (α14)M0,0,0 (α24)M0,0,0 (α34) +

1

2
M0,0,0 (α14)M0,0,0 (α24)M2,0,0 (α34)

−M0,0,0 (α14)M2,0,0 (α24)M0,0,0 (α34) +M0,0,0 (α14)M1,0,0 (α24)M1,0,0 (α34)

+M1,0,0 (α14)M1,0,0 (α24)M0,0,0 (α34)− 2M1,0,0 (α14)M0,0,0 (α24)M1,0,0 (α34)

(5.16)

In order to obtain the light-like limit of these webs, we only need to obtain

light-like limit of the basis functions M0,0,0, M1,0,0 and M2,0,0, they are

M0,0,0(α) =2 log(α) −→
α→0

2 log(α) (5.17)

M1,0,0(α) = 2Li2(α2) + 4 log(α) log(1− α2)− 2 log2(α)− 2ζ2

−→
α→0

−2 log2(α)− 2ζ2

(5.18)

M2,0,0(α) = −4
(
Li3(α2)+ 2Li3(1− α2)

)
− 8 log(1− α2) log2(α)

+
8

3
log3(α) + 8ζ2 log(α) + 4ζ3

−→
α→0

8

3
log3(α) + 8ζ2 log(α)− 4ζ3

(5.19)
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Utilising these limits, we obtain

G(1221)(α12, α23, α34) −→
α→0

−16

3
log3 (α12) log (α23) log (α34)

−16

3
log (α12) log (α23) log3 (α34) +16 log2 (α12) log (α23) log2 (α34)

−8 log2 (α12) log2 (α23) log (α34)−8 log (α12) log2 (α23) log2 (α34)

+8ζ2

[
2 log (α23) log2 (α12) +2 log (α23) log2 (α34)

− log (α34) log2 (α12)− log2 (α23) log (α12)

− log2 (α34) log (α12)− log2 (α23) log (α34)

−8 log (α23) log (α34) log (α12)]−8ζ3 [2 log (α12) log (α34)

− log (α12) log (α23)− log (α34) log (α23)]

+20ζ4 [2 log (α23)− log (α12)− log (α34)]

(5.20)

G(1113)(α14, α24, α34) −→
α→0

− 32

3
log (α14) log3 (α24) log (α34)

+
16

3
log3 (α14) log (α24) log (α34) +

16

3
log (α14) log (α24) log3 (α34)

+8 log2 (α14) log2 (α24) log (α34) +8 log (α14) log2 (α24) log2 (α34)

−16 log2 (α14) log (α24) log2 (α34) +8ζ2

[
log (α14) log2 (α24)

+ log2 (α24) log (α34) + log2 (α14) log (α34) + log (α14) log2 (α34)

−2 log2 (α14) log (α24)−2 log (α24) log2 (α34)
]

−2ζ3 [log (α14) log (α24) + log (α24) log (α34)− 2 log (α14) log (α34)]

+20ζ4 [log (α14) + 2 log (α24) + log (α34)]

(5.21)

The results are once again uniform weight five.

5.2 Three-line webs

We now consider all three-loop webs connecting three Wilson lines. The topologies

can be obtained by considering ways of identifying two Wilson lines in the four-loop

topologies in section 5.1. Thus, the topologies fall broadly into three classes: fully

connected diagrams, diagrams containing a three gluon vertex, and MGEWs. The

MGEWs have been computed both directly and through collinear reduction in

[95], and we will simply apply a light-like limit to their results.

We will systematically discard any contributions to tripole or dipole colour factors,

retaining only contributions to H3, described in detail in chapter 3. All relevant
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β2

β3

β1 s1 s4

(a) Three-line four-gluon vertex, w(4g,3)

β2

β3

β1
s1

s4

(b) Three-line double three-gluon vertex
w(12)(31)

Figure 5.4 Fully connected three-line diagrams contributing to H3

exponentiated colour factors have been computed in [16], so we only need to

explicitly compute the colour factors of the fully connected diagrams.

5.2.1 Fully connected graphs

Among the fully connected graphs, we only need to compute the topologies in

fig. 5.4.

We begin with the four gluon vertex diagram, we let β4=β1, for ease of notation

and obtain

C(4g),3 =fabef cde
{
Ta

1,T
d
1

}
Tb

2T
c
3 (5.22)

F(4g),3(α12, α13, α23) =− ig6
s

(
µ2

m2

)3ε

N 4Γ(6ε)
(γ12γ13

4
− γ23

2

)
×
∫
ddz

4∏
i=1

[∫ ∞
0

dyi
1[

− (yiβi − z)2 + i0
]1−ε

]

×δ
(

1−
∑
i

yi

)
θ (y4 < y1) .

(5.23)

The calculation now proceeds in much the same way as it did for the four-gluon

vertex, we give full details in Appendix C. The vertex integration still corresponds

to a four-mass box diagram (as we saw in the previous section for the four-line

four-gluon vertex), though the parameter integration proceeds slightly differently,
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due to the inclusion of a Heaviside function. In the end, we find

F(4g),3
(3,−1)(α12, α13, α23) =

− 1

(4π)3

1

3

(
−1

3
log4 (α12)− 1

3
log4 (α13)− log2 (α12) log (α13) log (α23)

− log (α12) log2 (α13) log (α23) + 4 log (α12) log (α13) log (α23)

+2 log2 (α12) log2 (α13)− log2 (α12) log2 (α23)− log2 (α13) log2 (α23)

+
1

3
log (α12) log3 (α23) +

1

3
log (α13) log3 (α23) +

2

3
log (α13) log3 (α12)

+
2

3
log3 (α13) log (α12) + log (α23) log3 (α12) + log3 (α13) log (α23)

−6 log (α13) log2 (α12)− 6 log2 (α13) log (α12)− 2 log (α23) log2 (α12)

−2 log2 (α13) log (α23) + 2 log2 (α23) log (α12) + 2 log (α13) log2 (α23)

+
2

3
log3 (α12) +

2

3
log3 (α13)− 2

3
log3 (α23) + 24 log (α12) log (α13)

+4 log2 (α12) + 4 log2 (α13)− 4 log2 (α23)− 32 log (α12)− 32 log (α13)

−24ζ4 + ζ3 (12 log (α12) + 12 log (α13)− 24) + ζ2

(
−6 log2 (α12)

−6 log2 (α13) + 6 log (α23) log (α12) + 6 log (α13) log (α23)

+ 12 log (α12) + 12 log (α13)− 12 log (α23)− 24) + 64

)
.

(5.24)

Note the appearance of many terms which have transcendental weight less than

five. This is a general feature of three-line and two-line graphs, and the cancellation

of all such terms will provide a strong consistency check on our calculation.

Turning our attention to the double three gluon vertex diagram w(12)(31) in fig. 5.4b,

we provide full details in Appendix D. There are two permutations contributing
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to H3, we compute them jointly and find

w(12)(31)(α12, α13, α23) + w(12)(31)(α13, α12, α23) (5.25)

≡C(12)(13),sF(12)(13),s(α13, α12, α23) (5.26)

C(12)(31),s =fabef cde
{
Ta

1,T
d
1

}
Tb

2T
c
3 (5.27)

F (3,−1)
(12)(31),s(α13, α12, α23) =

1

(4π)3

2

3

1

π4

∫ ∞
0

dy1 dy2 dy3 dy4

×δ
(

1−
∑
i

yi

)∫
d4z d4w βµ1 β

ν
2β

ρ
3β

σ
1

×Γµντ (∂y1β1 , ∂y2β2 ,−∂y1β1 − ∂y2β2)
×Γρσ

τ (∂y3β3 , ∂y4β1 ,−∂y3β3 − ∂y4β1)
×(−(y1β1 − z)2 + i0)−1(−(y2β2 − z)2 + i0)−1

×(−(y3β3 − w)2 + i0)−1(−(y4β1 − w)2 + i0)−1

×(−(z − w)2 + i0)−1 (θ(y4 < y1) + θ(y1 < y4)) .

(5.28)

The calculation proceeds much like that of F (3,−1)
(4g),3 , however we find MB integrals to

be prohibitively complex, hindering analytic computation of terms proportional to

log(α12), log(α13), and the constant term. We will compute these terms numerically,

and compare their value to constraints derived from collinear factorisation and

Regge limits in later chapters. We will relegate the independent result for F (3,−1)
(12)(31),s

to Appendix D, for now it is notable that there is a significant cancellation of
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lower-weight terms between F (3,−1)
(12)(31),s and F (3,−1)

(4g,3) , we find

w
(3,−1)
(4g,3) (α12, α13, α23) + w(12)(31)(α12, α13, α23) + w(12)(31)(α13, α12, α23) =

1

6

1

(4π)3
fabef cde

{
Ta

1,T
d
1

}
Tb

2T
c
3

×
(

1

3
log5 (α12) +

1

3
log5 (α13) +

2

3
log (α23) log4 (α12)

+
2

3
log4 (α13) log (α23)− 5

3
log (α13) log4 (α12)− 5

3
log4 (α13) log (α12)

− 1

3
log4 (α23) log (α12)− 1

3
log (α13) log4 (α23)

+
4

3
log (α13) log (α23) log3 (α12) +

4

3
log3 (α13) log (α23) log (α12)

− 4

3
log (α13) log3 (α23) log (α12)− 2 log2 (α23) log3 (α12)

− 2 log3 (α13) log2 (α23) +
4

3
log3 (α23) log2 (α12)

+
4

3
log2 (α13) log3 (α23) +

2

3
log3 (α13) log2 (α12)

+
2

3
log2 (α13) log3 (α12)− 4 log2 (α12) log (α23) log2 (α13)

+ 2 log (α12) log2 (α23) log2 (α13) + 2 log2 (α12) log2 (α23) log (α13)

+ ζ4 (24 log (α23)− 24 log (α12)− 24 log (α13) + 48)

+ ζ3 (8 log (α23) log (α12) + 8 log (α13) log (α23)− 32 log (α13) log (α12)

−8 log2 (α12)− 8 log2 (α13) + 48
)

+ ζ2

(
8 log (α13) log2 (α12)

+ 8 log2 (α13) log (α12)− 8 log (α13) log (α23) log (α12)

+ 32 log (α13) log (α12) + 48) + (64− 50.1± 0.1) (log(α12) + log(α13))

− (128 + 25± 1.25)

)
.

(5.29)

Again, we see the expected overall symmetry in swapping β2 and β3. It is also

noteworthy that while there is significant internal cancellation between the fully

connected diagrams, some terms with weight less than five do survive.

In the above, we have stated a result for two constants based on the numerical

methods documented in [77]. The errors given are those of a single standard

deviation of the Cuba implementation of the Vegas algorithm [97], as determined

by adding in quadrature the corresponding errors of each contributing MB integral.

All integration parameters used are the default parameters of the package described

in [77]. In the end, we will be able to determine the analytic value of the numerical

coefficient proportional to log(α12) in the above from symmetry considerations
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β2

β3

β1 s13 s11

s12

(a) Representative diagram of w311.

β2

β3

β1

(b) Representative diagram of w122.

Figure 5.5 Representative diagrams of three-line webs containing a single three-
gluon vertex.

when we assemble H̄3 in section 6.3. The numerical value we found above will

then serve as a consistency check. Similarly, we will obtain an analytic value for

the overall constant by considering collinear limits in chapter 8.

5.2.2 Webs Containing a Single Three Gluon Vertex

For the 311-web in fig. 5.5a, we have put the detailed calculation in Appendix E.

After integrating over the relevant scales and expanding in ε, we find the following

representation

w̄(311) =C(311)F(311)(α12, α13) (5.30)

C(311) ≡fabef cde
{
Ta

1,T
d
1

}
Tb

2T
c
3 (5.31)

F (3,−1)
(311) (α12, α13) =i

2

3

1

(4π)3
γ12β̂

µ
2 β̂

ν
3 β̂

ρ
3

∫ 1

0

db

b (1− b)

∫ 1

0

da

∫
dx1 dx2 dx3

×δ
(

1−
∑
i

xi

)
θ (bx3 > (1− b)(1− a)) θ ((1− b)(1− a) > bx2)

×
(
− (aβ1 − (1− a)β2)2 + i0

)−1
Γµνρ (∂x1β3 , ∂x2β1 , ∂x3β1)

× 1

π2

∫
ddz

(
− (x1β3 − z)2 + i0

)−1

×
(
− (x2β1 − z)2 + i0

)−1 (− (x3β1 − z)2 + i0
)−1

.

(5.32)
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β1

β3

β4

V2

β2

β3

β1

V2

+

Figure 5.6 Collinear reduction of w(1112), to w(221)

The integration over b can be performed, after which we find that the integral over

a yields a MGEW basis function. It is notable that at this stage, the integration

over the three-gluon vertex factorises completely from the single gluon exchange.

The vertex integration can be identified as a scalar triangle and we obtain

F (3,−1)
(311) (α12, α13) =− 2

3

1

(4π)3 r(α12)M0,0,0(α12)β̂µ2 β̂
ν
3 β̂

ρ
3

∫
dx1 dx2 dx3

×δ
(

1−
∑
i

xi

)
θ (x3 > x2)

d

da

(
x3

x2

)a∣∣∣∣
a=0

×Γµνρ (∂x1β2 , ∂x2β1 , ∂x3β1)T
(
{p2

i }, {1}, 4
)

(5.33)

The calculation now proceeds in the same way as it did for the three gluon vertex

diagram in chapter 2. Taking the asymptotic light-like limit, we obtain

F (3,−1)
(311),ll(α12, α13) =− 2

3

1

(4π)3 log(α12)

×
(

1

3
log4 (α13) + 4 (ζ3 − 2ζ2) (1 + log (α13))− 3ζ4

) (5.34)

Next we consider the 221-web in fig. 5.5b. We will utilise collinear reduction of

the 1112-web in fig. 5.2 to find its contribution to ΓS. To obtain this, we must

take β4 collinear to either β1 or β2, which will produce permutations of the same

diagram. We choose β4||β1, as depicted in fig. 5.6. We have
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C1112 =fabef cdeTa
1T

b
2T

c
3T

d
4

−→
4||1

1

2
fabef cde

{
Ta

1,T
d
1

}
Tb

2T
c
3,

(5.35)

F(1112)(α12, α13, α23;α34)−→
4||1
F(1112)(α12, α13, α23;α13). (5.36)

This is the only collinear reduction yielding this colour factor and this configuration

of the diagram. It is therefore clear that prior to taking the light-like limit, we

may write

w(122) =

(
fabef cde

{
Ta

1,T
d
1

}
Tb

2T
c
3

)(
1

2
F(1112)(α12, α13, α23;α13)

)
≡C(122)F(122)(α12, α23;α13)

(5.37)

Inserting this into eq. (5.7) we obtain

F (3,−1)
(221) (α12, α23;α13) =

1

6

1

(4π)3
(M0,0,0(α13)t1(α12, α13, α23)

− 2M1,0,0(α13)t0(α12, α13, α23))

(5.38)

We observe that our calculation of t1 and t0 proceed as before, the only alteration

being the argument of the MGEW basis function preceding it. Moreover, the fact

that there is no dependence on α14 in F(1112) means that we can safely take the

light-like limit without incurring any conflict with the collinear reduction. Thus,

we may simply change the argument of the MGEW basis function in our result
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β2

β3

β1

Figure 5.7 Representative diagram of the 411-web: w(411).

for F(1112), and obtain

F (3,−1)
(221) (α12, α23;α13) =

1

(4π)3

[
−2

9
log5 (α13) +

10

9
log (α12) log4 (α13)

− 4

9
log (α23) log4 (α13) +

2

9
log4 (α23) log (α13)

+
2

9
log2 (α13) log3 (α12)− 2

3
log3 (α13) log2 (α12)

− 8

9
log2 (α13) log3 (α23) +

4

3
log3 (α13) log2 (α23)

− 2

9
log (α13) log (α23) log3 (α12) +

2

9
log (α13) log3 (α23) log (α12)

− 2

3
log3 (α13) log (α23) log (α12)

+
4

3
ζ2

(
− log3 (α13) + log (α12) log2 (α13) − log (α23) log2 (α13)

− log2 (α12) log (α13) + 2 log2 (α23) log (α13)− log (α12) log2 (α23)

+ log2 (α12) log (α23)− log (α12) log (α23) log (α13)

)
+

8

3
ζ3

(
log2 (α13)− log (α13) log (α23)

)]

(5.39)

5.2.3 Webs with Vertex Corrections

On three legs, we have our first occurrence of a so-called boomerang graph, a

vertex correction graph in which a gluon propagator has both legs attached to the

same Wilson line, i.e. w(411) in fig. 5.7. This web has been computed in [94]. In

utilising it, we are forced to assume a sign error in order to obtain the required
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β2

β3

β1

(a) Representative diagram in w222.

β2

β3

β1

(b) Representative diagram in w123.

Figure 5.8 Three-line MGEWs.

cancellation of lower-weight terms when the web is combined with the others.

Thus, taking the opposite sign from [94], we have

w
(3,−1)
(411) (α12, α13) = −1

6

1

(4π)3f
abef cde

{
Ta

1,T
d
1

}
Tb

2T
c
3 (−16ζ2M0,0,0(α12)M0,0,0(α13)) .

(5.40)

Taking the light-like limit, we then find

w
(3,−1)
(411),ll(α12, α13) = −1

6

1

(4π)3f
abef cde

{
Ta

1,T
d
1

}
Tb

2T
c
3 (−64ζ2 log(α12) log(α13)) .

(5.41)
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5.2.4 Three-line Multiple Gluon Exchange Webs

The web w(222) in fig. 5.8a can be written as [95]

w(222)({αij}) =fabef cde{Ta
1,T

d
1}Tb

2T
c
3F(222)(α12, α23, α13)

−fabef cdeTa
1{Tb

2,T
c
2}Td

3F(222)(α23, α13, α12)

−fadef bceTa
1T

b
2{Tc

3,T
d
3}F(222)(α13, α12, α23)

(5.42)

F (3,−1)
(222) (α12, α23, α13) = −1

6

1

(4π)3

1

3
r(α12)r(α13)r(α23)

×
[
M0,0,0 (α12)M0,0,0 (α13)

(
M0,2,0 (α23)− 1

4
M2,0,0 (α23)

)
+

1

8
M2,0,0 (α12)M0,0,0 (α13)M0,0,0 (α23)

+
1

8
M0,0,0 (α12)M2,0,0 (α13)M0,0,0 (α23)

− 1

2
M1,0,0 (α12)M1,0,0 (α13)M0,0,0 (α23)

+
1

4
M1,0,0 (α12)M0,0,0 (α13)M1,0,0 (α23)

+
1

4
M0,0,0 (α12)M1,0,0 (α13)M1,0,0 (α23)

]

(5.43)

M0,2,0 is unaltered in the light-like limit, its full form is simply

M0,2,0(α) =
2

3
log3(α) + 4ζ2 log(α). (5.44)
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Utilising this, along with eqs. (5.17) to (5.19), we obtain the following expression

in the light-like limit

F (3,−1)
(222),ll(α12, α23, α13) =

1

(4π)3

[
4

9
log3 (α12) log (α13) log (α23)

+
4

9
log (α12) log3 (α13) log (α23)− 4

3
log2 (α12) log2 (α13) log (α23)

+
2

3
log2 (α12) log (α13) log2 (α23) +

2

3
log (α12) log2 (α13) log2 (α23)

+
5

3
ζ4 (log (α12) + log (α13)− 2 log (α23))

− 2

3
ζ3 (log (α12) log (α23) + log (α13) log (α23)− 2 log (α12) log (α13))

+
2

3
ζ2

(
log2 (α13) log (α12) + log2 (α23) log (α12) + log (α13) log2 (α23)

+ log (α13) log2 (α12)− 2 log (α23) log2 (α12)− 2 log2 (α13) log (α23)

+ 8 log (α12) log (α13) log (α23))

]

(5.45)

Next, we have w(123), depicted in fig. 5.8b. This web has also been computed in

[95], neglecting tripole contributions, it is

w(123)(α13, α23) =− fabef cdeTa
1

{
Tb

2,T
d
2

}
Td

3F(123),2(α13, α23)

+ fadef bceTa
1T

b
2

{
Tc

3,T
d
3

}
F(123),3(α13, α23)

(5.46)

F (3,−1)
(123),2(α13, α23) =− 1

6

1

(4π)3

1

12
r(α13)r2(α23)

[
1

2
M(2,0,0)(α13)M2

0,0,0(α23)

−1

2
M0,0,0(α13)M0,0,0(α23)M2,0,0(α23) +M0,0,0(α13)M2

1,0,0(α23)

−M1,0,0(α13)M0,0,0(α23)M1,0,0(α23)

] (5.47)

F (3,−1)
(123),3(α13, α23) =

1

6

1

(4π)3

1

12
r(α13)r2(α23)

[
−1

2
M(2,0,0)(α13)M2

0,0,0(α23)

+
1

2
M0,0,0(α13)M0,0,0(α23) (M2,0,0(α23)− 8M0,2,0(α23))

−M0,0,0(α13)M2
1,0,0(α23) +M1,0,0(α13)M0,0,0(α23)M1,0,0(α23)

] (5.48)
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Taking the light-like limits, we obtain

F (3,−1)
(123),2,ll(α13, α23) =

1

(4π)3

[
2

9
log (α13) log4 (α23) − 2

3
log2 (α13) log3 (α23)

+
4

9
log3 (α13) log2 (α23) +

5

3
ζ4 (log (α13)− (α23))

+
2

3
ζ3

(
log (α13) log (α23)− log2 (α23)

)
+

2

3
ζ2

(
2 log (α13) log2 (α23)

− log3 (α23)− log2 (α13) log (α23)
) ]

(5.49a)

F (3,−1)
(123),3,ll(α13, α23) =

1

(4π)3

[
10

9
log (α13) log4 (α23) − 2

3
log2 (α13) log3 (α23)

+
4

9
log3 (α13) log2 (α23)− 5

3
ζ4 (log (α23)− log (α13))

+
2

3
ζ3

(
log (α13) log (α23)− log2 (α23)

)
−2

3
ζ2

(
log3 (α23)− 10 log (α13) log2 (α23)

+ log2 (α13) log (α23)
) ]

(5.49b)

5.3 Two-Line Webs

Finally, we consider the two-line webs contributing to H2 in eq. (3.20). As in the

other sections, we start with the fully connected graphs.

5.3.1 Fully Connected Webs

As was the case with three-line webs, we have three fully connected web topologies

to consider: one consisting of a four-gluon vertex exchange(fig. 5.9a), and two

composed of two connected three-gluon vertices (figs. 5.9b and 5.9c). We begin

with the four-gluon vertex web, our starting point is the following colour and
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Figure 5.9 Fully connected two-line webs.

kinematic factors

C(4gv),2 =facef bde
{
Ta

1,T
b
1

}{
Tc

2,T
d
2

}
(5.50)

F (3,−1)
(4gv),2(α12) =− ig6

s

1

2

(
µ2

m2

)3ε

N 4Γ(6ε)

(
1− γ2

12

4

)
×
∫
ddz

∏
i∈(1,2)
j∈(1,2)

[∫ ∞
0

dyi,j
1[

− (yi,jβi − z)2 + i0
]1−ε

]

×δ

1−
∑
i∈(1,2)
j∈(1,2)

yi,j

 θ (y1,1 < y1,2) θ (y2,1 < y2,2) .

(5.51)

The calculation now proceeds in the same way as the preceding two calculations

involving a four-gluon vertex. We obtain

F (3,−1)
(4gv),2,ll(α12) = −1

6

1

(4π)3

[
(32− 16ζ3) log (α12)− 16 log2 (α12)

+
16

3
log3 (α12)− 4

3
log4 (α12) + (0.22± 0.01)

]
.

(5.52)

As before, the error given is the result of numerically computing a constant

coefficient using the methods given in [77]. It is a single standard deviation of the

Vegas algorithm implemented in [97], using the default parameters implemented

in [77].

Turning our attention to the double three gluon vertex diagrams in figs. 5.9b
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and 5.9c, we obtain the following representation

C(3g)2,2 =facef bde
{
Ta

1,T
b
1

}{
Tc

2,T
d
2

}
(5.53)

F(3g)2,2,1(α12)+F(3g)2,2,2(α12) = −1

4

( µ
m

)6ε

g6
sN 5Γ(6ε)

×

 ∏
i∈(1,2)
j∈(1,2)

∫ ∞
0

β
σj
i dyi,j

 δ

1−
∑
i∈(1,2)
j∈(1,2)

yi,j


×θ (y1,2 > y1,1) (θ (y1,2 > y1,1) + θ (y1,1 > y1,2))

×Γσ1σ2τ
(
∂y1,1β1 , ∂y2,1β2 ,−∂y1,1β1 − ∂y2,1β2

)
×Γσ3σ4

τ
(
∂y1,2β1 , ∂y2,2β2 ,−∂y1,2β2 − ∂y2,2β2

)
×
∫
ddz ddw (−(y1,1β1 − z)2 + i0)ε−1

×(−(y2,1β2 − z)2 + i0)ε−1(−(y1,2β1 − w)2 + i0)ε−1

×(−(y2,2β2 − w)2 + i0)ε−1(−(z − w)2 + i0)ε−1.

(5.54)

We compute this integral as usual, and obtain

F (3,−1)

(3g)2,2,1(α12)+F(3g)2,2,2(α12) = −1

3

1

(4π)3

[
−2

3
log5 (α12) +

8

3
log4 (α12)

−
(

32

3
− 8ζ2

)
log3 (α12) + (46.172± 0.008) log2 (α12)

−(23.75± 0.13) log (α12)− (31.6± 3.3)

]
.

(5.55)

As was the case for the four-gluon vertex above, we have been forced to utilise

numerics for the computation of some constant coefficients in the above result.

The errors given here are the same as they were for the four-gluon vertex, i.e.

single standard deviations as determined by the Vegas algorithm implemented in

[97], using the default parameters of MB tools [77]. In the coming chapters we will

see that we can obtain the analytic coefficients of both of the terms proportional

to log(α12) from analytical considerations (see section 6.3), as well as the analytic

value of the constant from collinear limit considerations (see chapter 8).

5.3.2 Webs Containing Three Gluon Vertices

On two lines, we have one web containing a three-gluon vertex: the 32-web in

fig. 5.10. We wish to obtain it via collinear reduction from the 221-web in fig. 5.5b,
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β1

β2

Figure 5.10 Representative diagram from the 32-web, w32.

β1

β2

Figure 5.11 Representative diagram of the 24-web, w42

however, we only have light-like results for w122. The route we take to obtain this

result is therefore somewhat circuitous: we use what we know about the analytic

structure of the non-lightlike 1121-web to obtain the required collinear reduction.

The derivation is given in full in Appendix F, the end result is

F (3,−1)
(32),ll (α12) = −1

6

1

(4π)3

[
8

3
log5 (α12) + (32ζ3 − 64ζ2) log2 (α12) (5.56)

− (64ζ2 − 32ζ3 + 24ζ4) log (α12)

]
. (5.57)

5.3.3 Webs With Vertex Corrections

Considering the 24-web in fig. 5.11, we may obtain it from collinear reduction

either of w(411), or from the combined reduction of w123 and w222. We choose to
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β1

β2

Figure 5.12 w33(α12)

reduce w(411) and find

C24 =facef bde
{
Ta

1,T
b
1

}{
Tc

2,T
d
2

}
(5.58)

F (3,−1)
24 (α12) =− 1

2
F411(α12, α12)

=− 1

6

1

(4π)3
8ζ2M

2
(0,0,0)(α12)

=− 1

6

1

(4π)3
32ζ2 log2(α12)

(5.59)

5.3.4 Multiple Gluon Exchange Webs

At two legs, we only have a single MGEW to consider – w33 – it is depicted

in fig. 5.12. We will obtain it entirely through collinear reduction. We desire

a colour factor which contains an anticommutator on each leg, thus precluding

any contributions from V3. Furthermore, we need a fully connected colour factor,

which means that in effective vertex notation, we are looking for the diagram

depicted in fig. 5.13c.

The collinear reduction proceeds as outlined in fig. 5.13. We first take β4||β2 and

subsequently β3||β1. We note, however, that the final result has an additional

symmetry compared to the intermediate w123-web. This leads to the introduction
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Figure 5.13 Collinear reduction of w1221 to w33, note the symmetry β1 ↔ β2 in
w33, not present in w123.

of a symmetry factor 1
2
. We obtain

C33 =facef bde
{
Ta

1,T
b
1

}{
Tc

2,T
d
2

}
(5.60)

F (3,−1)
33 (α12) =

1

8
F (3,−1)

1221 (α12, α12, α12) (5.61)

=− 1

6

1

(4π)3

(
−1

2

)
M0,0,0(α12)M0,2,0(α12) (5.62)

Taking the asymptotic light-like limit, we obtain

F (3,−1)
(33),ll (α12) =− 1

6

1

(4π)3

(
−8ζ2 log3(α12)− 4

3
log5(α12)

)
(5.63)
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Chapter 6

The Quadrupole Correction to the

Soft Anomalous Dimension

We now turn to assembling all our results from chapter 5 with the aim of obtaining

the final form of ∆, as in eq. (3.31). To do this, we recall eq. (3.31):

∆(z, z̄) =Ta
1T

b
2T

c
3T

d
4

(
fabef cdeH̄4 [(1, 2); (3, 4)]

+ facef bdeH̄4 [(1, 3); (2, 4)] + fadef bceH̄4 [(1, 4); (2, 3)]
)

+C
∑

(i,j,k)∈(1,2,3,4)
j<k

fabef cde
{
Ta
i ,T

d
i

}
Tb
jT

c
k.

(6.1)

We will begin by assembling H3 and H2 (defined in eqs. (3.8) and (3.20),

respectively).

6.1 Assembling all two-line diagrams

We recall thatH2({i, j}) is the coefficient of the colour factor fabef cde{Ta
i ,T

c
i}{Tb

j,T
d
j}

In terms of the kinematic factors in section 5.3, we then find

H2 ({1, 2}) = −6

(
F(4gv),2,ll(α12) + F(3g)2,2,1,ll(α12)

+F(3g)2,2,2,ll(α12) + 2F(23),ll(α12)

+2F(33),ll(α12).

) (6.2)
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Explicitly, in terms of eqs. (5.52), (5.55), (5.59) and (5.63)

H2 ({α12}) =
1

(4π)3

(
−1

3
log5 (α12)− 4ζ2 log3 (α12)

+16ζ3 log2 (α12)− 12ζ4 log (α12)− 16ζ2 log2 (α12)

−32ζ2 log (α12) + (7.086± 0.016) log2 (α12)

+ (20.12± 0.26) log (α12)− (15.6± 6.7)

) (6.3)

Note the appearance of terms with transcendental weight less than five. Such

terms cannot appear in ∆(z, z̄) [35], and their cancellation will serve as a useful

check of our result.

6.2 Assembling all three-line diagrams

In a similar fashion, we have for H3

H3(1, {2, 3}) = −6

(
F(4g),3,ll(α12, α13;α23) + F(3g)2,3,ll(α12, α13;α23)

+F(3g)2,3,ll(α13, α12;α23) + F(122),ll(α12, α13;α23)

+F(114),ll(α12, α13;α23) + F(222),ll(α12, α13;α23)

+F(123),2(α23, α13) + F(123),3(α13, α12)

) (6.4)
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Inserting the results from eqs. (5.29), (5.34), (5.39), (5.41), (5.45), (5.49a)

and (5.49b) we obtain

H3(1, {2, 3}) =
1

(4π)3

(
1

3
log5 (α12) +

1

3
log5 (α13)

+
1

3
log (α13) log4 (α12) +

1

3
log4 (α13) log (α12)

−1

3
log4 (α23) log (α12)− 1

3
log (α13) log4 (α23) + 4ζ2 log3 (α12)

+4ζ2 log3 (α13) + 4ζ2 log (α13) log2 (α12) + 4ζ2 log2 (α13) log (α12)

−4ζ2 log2 (α23) log (α12)− 4ζ2 log (α13) log2 (α23) + 36ζ4 log (α13)

+36ζ4 log (α12)− 24ζ4 log (α23) + 32ζ2 log (α12) + 32ζ2 log (α13)

−16ζ3 log (α12)− 16ζ3 log (α13)− (13.8± 0.1) (log (α12) + log (α13))

−(34.76± 1.25)

)

(6.5)

6.3 Combining Two-Line and Three-Line Webs

We see immediately that when H3 is combined with H2 according to eq. (3.24), we

will have significant cancellation, notably of the terms proportional to log5(αij),

ζ2 log3(αij). Due to the numerical coefficient, it is less clear that the mixed weight

terms proportional to log(αij) cancel, however, we find that when we construct

H̄3 we obtain

H̄3(1, {2, 3}) =
1

(4π)3

(
1

3
log (α13) log4 (α12) +

1

3
log4 (α13) log (α12)

−1

3
log4 (α23) log (α12)− 1

3
log (α13) log4 (α23)

+4ζ2 log (α13) log2 (α12) + 4ζ2 log2 (α13) log (α12)

−4ζ2 log2 (α23) log (α12)− 4ζ2 log (α13) log2 (α23)− 24ζ4 log (α23)

+Cl2
(
log2 (α12) + log2 (α13)

)
+ Cl1 (log (α12) + log (α13)) + Cl0

)
,

(6.6)

where we have defined the numerically determined constants

Cl2 =16ζ3 − 16ζ2 + 7.086± 0.016, (6.7a)

Cl1 =24ζ4 − 16ζ3 + 6.25± 0.36, (6.7b)

Cl0 =− 66.0± 14.7. (6.7c)
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The numerical coefficients Cl0, Cl1 and Cl2 should now all be uniform weight five

with reasonably simple rational prefactors. We can determine the value of Cl1

and Cl2 by comparing eq. (6.10) to the symmetry requirement imposed on H̄3 by

the requirement that tripole terms may only be proportional to a constant, as

given in eq. (3.26). Inserting eq. (6.10) into eq. (3.26), we find that we must have

Cl2 = 0, (6.8a)

Cl1 = 12ζ4. (6.8b)

Comparing this to the numeric results we have obtained, we find

Cl2 =0.000± 0.016 (6.9a)

Cl1 =12ζ4 + (0.00± 0.36) (6.9b)

In other words, our numerical results are consistent with the requirements of

eq. (3.26), and we find

H̄3(1, {2, 3}) =
1

(4π)3

(
1

3
log (α13) log4 (α12) +

1

3
log4 (α13) log (α12)

−1

3
log4 (α23) log (α12)− 1

3
log (α13) log4 (α23)

+4ζ2 log (α13) log2 (α12) + 4ζ2 log2 (α13) log (α12)

−4ζ2 log2 (α23) log (α12)− 4ζ2 log (α13) log2 (α23)− 24ζ4 log (α23)

+12ζ4 (log (α12) + log (α13)) + Cl0

)
.

(6.10)

6.4 Four-line diagrams

Turning to H4, our expectation for ∆ dictates that H4 must separate into two

pieces: one which is polylogarithmic in z and z̄, and one which depends only

logarithmically on all angles. Since this term must combine eventually with H̄3 to

form only terms which depend on log(ρijkl), H4 cannot contain any terms which

are products of more than three angles. We will verify this explicitly by calculating

H4.

It is worth noting that our four-line colour basis obeys the Jacobi identity

fabef cde − facef bde + fadef bce = 0. (6.11)
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While applying this to our two-line or three-line colour factors would not make

a difference, it will affect our results here. We will utilise the Jacobi identity to

choose to work with kinematic functions which are explicitly Bose symmetric, as

we did for H4 in chapter 3.

Thus, we define the following: for a reduced four-line web wf ({αij}) = CfFf (αij),

define Hf by means of the sum over all permutations of webs of type f which

contribute to colour factors in a manner compatible with the symmetries of H4,

schematically: ∑
permutations

w̄f =fabef cdeHf ((1, 2); (3, 4))

+facef bdeHf ((1, 3); (2, 4)) + fadef bceHf ((1, 4); (2, 3)),

(6.12)

where we require as we did for H4 that H(i) is antisymmetric under permutation of

the legs within the round brackets, and symmetric in swapping the two brackets.

We will then find linear combinations of the kinematic factors F(i) such that

ultimately we have

H4((1, 2); (3, 4)) =
∑
i

H(i)((1, 2); (3, 4)). (6.13)

6.4.1 Combining all fully connected diagrams.

We first consider the fully connected diagrams. They contribute to ΓS as a sum

over permutations of z and z̄ (see section 1.2.4 for details):

Γ4c (z, z̄, {log (αij)}) ≡

− 6


β2

β1

β3

β4

+

β2

β1

β3

β4

+

β2

β1

β3

β4

+

β2

β1

β3

β4


= w̄(4g)({αij}) + w̄(12)(34)({αij}) + w̄(13)(24)({αij}) + w̄(14)(23)({αij})

= Ta
1T

b
2T

c
3T

d
4

(
fabef cdef0(z, z̄, {αij}) + facef bdef0

(
1

z
,
1

z̄
, {αij}|2↔3

)
+fadef bcef0(1− z, 1− z̄, {αij}|2↔4)

)
.

(6.14)
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We observe the complete cancellation of f1, which appears in each of the webs,

but is absent in their sum. This can be understood as follows: in the momentum-

conserving limit of z → z̄, the prefactor 1
z−z̄ generates a derivative, causing f1

to be at most weight four, thus once again introducing results which would be

inconsistent with the uniform weight seen in N = 4 Super Yang-Mills [35].

It is interesting to note that we now have all non-logarithmic contributions to

∆ (z, z̄). None of the other webs, either MGEWs or webs connecting three or

two lines depend independently on a set of αij which may combine into a CICR.

Thus all other webs can contribute at most logarithmically. A highly non-trivial

check of our result thus far, then, would be the requirement that we be able to

define a purely CICR-dependent quantity ∆P (z, z̄) and a logarithmic polynomial

in log(αij) – R({log(αij)}) – such that

Γ4c (z, z̄, {log (αij)}) = ∆P (z, z̄) +R({log(αij)}). (6.15)

We find this to be the case after applying the Jacobi identity to eq. (6.14), with

∆P (z, z̄) =
16

(4π)3
Ta

1T
b
2T

c
3T

d
4

[
fabef cde

(
F

(
1− 1

z

)
− F

(
1

z

))
+facef bde (F (1− z)− F (z))

+fadef bce
(
F

(
1

1− z

)
− F

(
z

z − 1

)) ]
,

(6.16)

F (z) = L10101(z) + 2ζ2 (L100(z) + L001(z)) , (6.17)

where we have utilised the notation of single-valued harmonic polylogarithms we

described in section 1.4.4. The expression above is final: since all other diagrams

may only contribute logarithmically to ∆, this polylogarithmic part will be a

direct contribution with no further alterations. The logarithmic terms given by R

in eq. (6.15) can be written as

R({log(αij)}) =
1

(4π)3
Ta

1T
b
2T

c
3T

d
4

[
fabef cde (FR(1, 2, 3, 4)− FR (2, 1, 3, 4)− FR(1, 2, 4, 3) + FR(2, 1, 3, 4))

+facef bde (FR(1, 3, 2, 4)− FR (3, 1, 2, 4)− FR(1, 3, 4, 2)− FR(3, 1, 4, 2))

−fadef bce (FR(1, 4, 2, 3)− FR (4, 1, 2, 3)− FR(1, 4, 3, 2) + FR(4, 1, 3, 2))

]
,

(6.18)
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FR(1, 2, 3, 4) =

−8 log (α12) log (α14) log (α34) log2 (α24)

−8 log (α12) log (α23) log (α34) log2 (α24)

16 log (α12) log2 (α34) log2 (α24)− 8 log (α14) log2 (α34) log2 (α24)

−8 log2 (α12) log (α23) log2 (α24) + 16 log2 (α12) log (α34) log2 (α24)

−16 log2 (α14) log2 (α23) log (α24) + 8 log (α12) log2 (α14) log2 (α23)

+8 log2 (α14) log2 (α23) log (α34) +
16

3
log (α12) log (α23) log3 (α24)

−16

3
log (α12) log (α34) log3 (α24) +

16

3
log (α14) log (α34) log3 (α24)

−8

3
log (α14) log3 (α23) log (α24)− 8

3
log3 (α14) log (α23) log (α24)

+
8

3
log (α12) log (α14) log3 (α23) +

8

3
log (α14) log3 (α23) log (α34)

−4

3
log (α12) log4 (α24)− 4

3
log (α34) log4 (α24)

−32ζ2 log (α12) log (α34) log (α24) + 32ζ3 log (α12) log (α24)

+32ζ3 log (α34) log (α24) + 96ζ4 log (α24) .

(6.19)

We may thus define the sum over all connected diagrams in a manner

consistent with the symmetries of H4: HC((1, 2); (3, 4)) ≡ H(4g)((1, 2); (3, 4)) +

H(3g)2((1, 2); (3, 4)), we find

HC((1, 2); (3, 4)) =
1

(4π)3

(
16F

(
1− 1

z

)
− 16F

(
1

z

))
+FR(1, 2, 3, 4)− FR(2, 1, 3, 4)

−FR(1, 2, 4, 3) + FR(2, 1, 3, 4)

(6.20)

6.4.2 The 1221-web and the 1121-web

We wish to find the contribution of all webs to H4. This means that we need to

find a way of expressing the sum over permutations of each web in such a way

as to explicitly satisfy Bose symmetry. In the case of both the 1221-web, and

the 1121-web, we find that this is possible without having to consider the Jacobi

identity. In the case of the 1221-web, we have 12 unique permutations of the
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diagram, which combines in the following fashion:

H(1221)((1, 2), (3, 4)) ≡F(1221),ll(α12, α23, α34) + F(1221),ll(α12, α14, α34)

−F(1221),ll(α12, α13, α34)−F(1221),ll(α12, α24, α34).
(6.21)

This linear combination thus contains the sum over all twelve permutations of

1221, with correct prefactors, and obeys the required symmetries of H4.

The 1121-web also has 12 unique permutations. We note that the antisymmetry

of the three gluon vertex yields the following relation for the kinematic factor

F(1121),ll(α12, α13, α23, α34) = −F(1121),ll(α12, α23, α13, α34). (6.22)

Using this, we find that the following contribution to H4:

H(1121)((1, 2), (3, 4)) ≡
F(1121),ll(α12, α13, α23, α34)−F(1121),ll(α12, α14, α24, α34)

+F(1121),ll(α34, α13, α14, α12)−F(1121),ll(α34, α23, α24, α12).

(6.23)

6.4.3 The 1113-web

The 1113-web has four unique permutations, corresponding to attaching the three

gluon attachments to one of the four legs. We recall eq. (5.15), which gives us

w̄
(3)
(1113) (α14, α24, α34) ∝ Ta

1T
b
2T

c
3T

d
4

(
fadef bceG(1113) (α14, α24, α34)

+ facef bdeG(1113) (α24, α14, α34)
)
.

(6.24)

We further note that eq. (5.16) admits the following identities

G(1113)(a, b, c)+G(1113)(b, c, a) +G(1113)(c, a, b) = 0, (6.25)

G(1113)(a, b, c) =G(1113)(c, b, a). (6.26)

The term G(1113)(α12, α13, α14) has colour factor fabef cdeTa
1T

b
2T

c
3T

d
4, we use this

fact to construct an ansatz for H(1113) by constructing the only permissible linear
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combination of G(1113) which admits all the symmetries of H4.

H(1113)((1, 2), (3, 4)) =

−C
(
G(1113)(α12, α13, α14) +G(1113)(α12, α23, α24)

+G(1113)(α12, α14, α13)−G(1113)(α12, α24, α23)

−G(1113)(α34, α13, α23) +G(1113)(α34, α14, α24)

+ G(1113)(α34, α23, α13)−G(1113)(α34, α24, α14)
)

(6.27)

Where C is some constant to be determined. We then sum over all permutations

of w̄(1113), and apply the Jacobi identity of eq. (6.11) to both it and the ansatz

with the aim of comparing the two. We find that setting C = 1
3

reproduces the

sum over permutations of w̄(1113), and we obtain

H(1113)((1, 2), (3, 4)) =

−1

3
G(1113)(α12, α13, α14) +

1

3
G(1113)(α12, α23, α24)

+
1

3
G(1113)(α12, α14, α13)− 1

3
G(1113)(α12, α24, α23)

−1

3
G(1113)(α34, α13, α23) +

1

3
G(1113)(α34, α14, α24)

+
1

3
G(1113)(α34, α23, α13)− 1

3
G(1113)(α34, α24, α14).

(6.28)
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6.4.4 Combining all Four-Line Diagrams

We may now assemble H4. In terms of eqs. (6.20), (6.21), (6.23) and (6.28) we

have

H4 ((1, 2), (3, 4)) =
1

(4π)3

(
16F

(
1− 1

z

)
− 16F

(
1

z

))
+

1

(4π)3
FR(1, 2, 3, 4)− 1

(4π)3
FR(2, 1, 3, 4)

− 1

(4π)3
FR(1, 2, 4, 3) +

1

(4π)3
FR(2, 1, 3, 4)

+ F(1121),ll(α12, α13, α23, α34)−F(1121),ll(α12, α14, α24, α34)

+ F(1121),ll(α34, α13, α14, α12)−F(1121),ll(α34, α23, α24, α12)

+ F(1221),ll(α12, α23, α34) + F(1221),ll(α12, α14, α34)

−F(1221),ll(α12, α13, α34)−F(1221),ll(α12, α24, α34)

− 1

3

1

(4π)3
G(1113),ll(α12, α13, α14) +

1

3

1

(4π)3
G(1113),ll(α12, α23, α24)

+
1

3

1

(4π)3
G(1113),ll(α12, α14, α13)− 1

3

1

(4π)3
G(1113),ll(α12, α24, α23)

− 1

3

1

(4π)3
G(1113),ll(α34, α13, α23) +

1

3

1

(4π)3
G(1113),ll(α34, α14, α24)

+
1

3

1

(4π)3
G(1113),ll(α34, α23, α13)− 1

3

1

(4π)3
G(1113),ll(α34, α24, α14).

(6.29)

Inserting eqs. (5.12), (5.20), (5.21) and (6.19) and ?? we obtain the following

result:

H4 ((1, 2), (3, 4)) =
1

(4π)3

(
16F

(
1− 1

z

)
− 16F

(
1

z

)
+

4

3
log (α12) log4 (α13) +

4

3
log (α34) log4 (α13)

−4

3
log (α12) log4 (α14)− 4

3
log (α12) log4 (α23)

+
4

3
log (α12) log4 (α24)− 4

3
log4 (α14) log (α34)

−4

3
log4 (α23) log (α34) +

4

3
log4 (α24) log (α34)

+96ζ4 (log (α13)− log (α14)− log (α23) + log (α24))

+16ζ2 (log (α12) + log (α34))

×
(
log2 (α13)− log2 (α14)− log2 (α23) + log2 (α24)

) )

(6.30)
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The result is remarkably simple, and belies a large amount of cancellation between

different webs. Notably, we only have terms which depend on two angles, whereas

a priori, products which depend on three angles would be permissible.

6.5 Assembling all diagrams

We now assemble H̄4 according to eq. (3.27). Initially, this produces a large

expression, however, after applying the Jacobi identity, we find that we may define

H̄4((1, 2); (3, 4)) =
1

(4π)3

(
16F

(
1− 1

z

)
− 16F

(
1

z

))
. (6.31)

That is, we have complete cancellation of all angle-dependent terms, leaving

behind a pure polylogarithmic function of z and z̄, of weight five. Thus, we obtain

a complete result for ∆ as follows

∆(z, z̄) =
1

(4π)3
16Ta

1T
b
2T

c
3T

d
4

×
[
fabef cde

(
F

(
1− 1

z

)
− F

(
1

z

))
− facef bde (F (z)− F (1− z))

+ fadef bce
(
F

(
1

1− z

)
− F

(
z

z − 1

))]
+

1

(4π)3
Cl0

∑
(i,j,k)∈(1,2,3,4)

j<k

fabef cde
{
Ta
i ,T

d
i

}
Tb
jT

c
k.

(6.32)

Where F (z) is the same as in eq. (6.17), namely

F (z) = L10101(z) + 2ζ2 (L100(z) + L001(z)) . (6.33)

The analytic value of Cl0 is clearly unknown at this point, however we will find in

chapter 8 that it is uniquely determined by the requirement of collinear splitting

factorisation. Hence, we will postpone any further discussion of Cl0 until then.

The result for ∆ is strikingly simple, and has the manifest Bose symmetry outlined

in section 1.2.4. Without further ado, let us now consider the Regge limit and

collinear limits in the next two chapters.
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Chapter 7

The Regge Limit

Having computed ∆, we next consider the Regge limit. We recall from our

discussion in section 1.2.8 that since the dipole formula is responsible for the

leading and subleading logarithmic contributions in the Regge limit, we must have

cancellation of superleading, leading and subleading logarithms when we take this

limit of ∆ [62]. To verify this, we will have to analytically continue to the region

of forward scattering, and impose momentum conservation. Our expectation is

then that in the limit of the mandelstam invariants s� t, we should have no real

contributions with powers higher than log
(
s
t

)
, and no imaginary contributions

with powers higher than i log2
(
s
t

)
.

Thus, we now consider the forward scattering region. That is, we take two of our

Wilson lines to be incoming and two outgoing. The angles γij then continue as

follows [62]

γij = |γij| e−iπλij . (7.1)

The phase is determined by λij = 1 if both partons are either incoming or outgoing,

and λij = 0 otherwise. Thus, if we then pick a pair to be incoming or outgoing,

the CICRs may aquire phases. Translating these phases to z and z̄ of eqs. (1.39a)

and (1.39b), we observe that they always transform such that z → z̄ and z̄ → z,

along contours which encircle, either clockwise or counterclockwise around one or

both of the points z = 0 and z = 1. The contours for the analytic continuation

are detailed for ρ1234, ρ1432 (defined in eq. (1.34)), z and z̄ in table 7.1, an example

contour for z and z̄ is shown in fig. 7.1. The problem of analytic continuation to
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Incoming partons ρ1234 ρ1432 z z̄
(1, 2) or (3, 4) −2πi 1 c. around 0
(1, 3) or (2, 4) 2πi 2πi c.c. around 0 c.c. around 1
(1, 4) or (2, 3) 1 −2πi c. around 1

Table 7.1 Analytic continuation of u, v, z, and z̄ to the forward scattering region.
We give the total phase change of u and v, and the corresponding
transformation of z and z̄, where we have abbreviated the direction of
the contours as c. for clockwise and c.c. for counterclockwise.

-1.5 -1.0 -0.5 0.5 1.0 1.5

-1.5

-1.0

-0.5

0.5

1.0

1.5

z z-

Figure 7.1 Analytic continuation contours for z and z̄ for the case of β1 and β2

incoming, both contours are continuing in the clockwise direction.

forward scattering is thus reduced to that of taking monodromies of single-valued

harmonic polylogarithms (SVHPLs) around the points z = 0 and z = 1. These

monodromies can be found by utilising the generating functionals outlined in

[88, 98].

We define ∆(1,2)(z, z̄) as the ∆ of eq. (8.19) analytically continued to have legs 1
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and 2 incoming. Performing the analytic continuation, we then find

∆(1,2)(z, z̄) =
1

(4π)3
16Ta

1T
b
2T

c
3T

d
4

[
fabef cdeHB(z, z̄)

+ facef bdeHC(z, z̄) + fadef bceHD(z, z̄)
]

+ Cl0
∑

(i,j,k)∈(1,2,3,4)
j<k

fabef cde
{
Ta
i ,T

d
i

}
Tb
jT

c
k.

(7.2)

In the above we have retained the same colour factors as in eq. (8.19) and

implicitly defined HB, HC and HD as the anaytically continued coefficient of

each four-line colour factor. For instance, defining F(1,2)(z) as F (z) in eq. (6.33),

analytically contiuned to legs 1 and 2 incoming, we have defined HC(z, z̄) ≡
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F(1,2)(1− z)− F(1,2)(z), which is given by

HC(z, z̄) =−G(0, 1, 0, z)G (0, 1, z̄)−G(0, 1, z)G (0, 1, 0, z̄)

+G(1, 0, 1, z)G (1, 0, z̄) +G(1, 0, z)G (1, 0, 1, z̄)

−G(0, 1, 0, 1, z)G (0, z̄)−G(0, z)G (0, 1, 0, 1, z̄)

+G(1, 0, 1, 0, z)G (1, z̄) +G(1, z)G (1, 0, 1, 0, z̄)

−G (0, 1, 0, 1, 0, z̄) +G (1, 0, 1, 0, 1, z̄)

−G(0, 1, 0, 1, 0, z) +G(1, 0, 1, 0, 1, z)

+ 2ζ2

(
G(0, 0, z)G (1, z̄) +G(1, z)G (0, 0, z̄)

−G(0, 1, z)G (1, z̄)−G(1, z)G (0, 1, z̄)

+G(1, 0, z)G (0, z̄) +G(0, z)G (1, 0, z̄)

−G(1, 1, z)G (0, z̄)−G(0, z)G (1, 1, z̄)

+G (0, 0, 1, z̄)−G (0, 1, 1, z̄) +G (1, 0, 0, z̄)

−G (1, 1, 0, z̄) +G(0, 0, 1, z)−G(0, 1, 1, z)

+ G(1, 0, 0, z)−G(1, 1, 0, z)

)
+ 4ζ3 (G(0, 1, z) +G (0, 1, z̄)−G(1, z)G (1, z̄))

− 60ζ4 (G(1, z) +G (1, z̄)) + 4 (ζ5 + 2ζ2ζ3)

+ 2iπ

(
G(0, 1, z)G (0, 1, z̄)−G(1, 0, 1, z)G (1, z̄)

−G(1, z)G (1, 0, 1, z̄) +G (0, 1, 0, 1, z̄)

+G(0, 1, 0, 1, z) + 2ζ2 [−G(1, z)G (0, z̄) −G(0, z)G (1, z̄)

−G (1, 0, z̄) +G (1, 1, z̄)− G(1, 0, z) +G(1, 1, z)]

)
.

(7.3)

The expressions for HB and HD are even lengthier, and we will not state them

here, except in the relevant kinematic limits.

Having thus taken β1 and β2 incoming, we next need to impose momentum

conservation. We wish to specialise to mandelstam invariants, and choose to do

so by means of a clockwise labelling of our indices. An example t-channel diagram

in this convention is shown in fig. 7.2.
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p1
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Figure 7.2 Example t-channel exchange in clockwise labelling convention.

We recall eqs. (1.40a) and (1.40b).

z =1− ρ1234 + ρ1432 +
√
λ (1, ρ1234, ρ1432), (7.4a)

z̄ =1− ρ1234 + ρ1432 −
√
λ (1, ρ1234, ρ1432), (7.4b)

where λ is the Källén function

λ (a, b, c) = a2 + b2 + c2 − 2ab− 2ac− 2bc. (7.5)

In the momentum conserving limit, we have

ρ1234 =
((β1 + β2)2)

2

((β1 − β3)2)2 , (7.6a)

ρ1432 =
((β1 − β4)2)

2

((β1 − β3)2)2 . (7.6b)

Inserting this into eqs. (7.4a) and (7.4b), we find that momentum conservation

yields λ(1, ρ1234, ρ1432) = 0, or equivalently z = z̄. One important distinction

is that z and z̄ still maintain a small (and opposite) imaginary part as per the

iε-prescription. I.e. after analytic continuation and momentum conservation we

have z − iε and z̄ + iε. This is important because we have a branch cut along

{z, z̄} ∈ [1,∞), and retaining the imaginary part thus affects from which side of

the branch cut each variable approaches the Regge limit. Using the clockwise

labelling convention, we obtain the Mandelstam invariants

s =− γ12 = −γ34 (7.7)

t =γ14 = γ23 (7.8)

u =γ13 = γ24 (7.9)
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We thus obtain the following relations(
s

s+ t

)2

=z2 (7.10)(
t

s+ t

)2

=(1− z)2 (7.11)

Solving for z, we find that in the limit of s� t we have

z = 1 +O
(−t
s

)
. (7.12)

We wish to expand ∆ around this limit. Considering each colour factor separately,

we obtain

HB(z, z̄)|z=1+−t
s
−iε,z̄=1+−t

s
+iε ≈

t�s
120ζ4 log

(−t
s

)
+ 40ζ2ζ3 − 4ζ5

+4iπ

(
3ζ4 − 2ζ2 log2

(−t
s

)
− 2ζ3 log

(−t
s

))
(7.13)

HC(z, z̄)|z=1+−t
s
−iε,z̄=1+−t

s
+iε ≈

t�s
− 120ζ4 log

(−t
s

)
− 8ζ2ζ3 − 4ζ5

−4iπ

(
3ζ4 − 2ζ2 log2

(−t
s

)
− 2ζ3 log

(−t
s

))
(7.14)

HD(z, z̄)|z=1+−t
s
−iε,z̄=1+−t

s
+iε ≈

t�s
120ζ4 log

(−t
s

)
− 8iπζ2 log2

(−t
s

)
− 76iπζ4

(7.15)

The limit has real logarithmic contributions along with imaginary contributions

of second order in log(t/s). However, applying the Jacobi identity, we find that

we may write ∆ as

∆(1,2)(z, z̄)|z=1+−t
s
−iε,z̄=1+−t

s
+iε ≈

t�s

1

(4π)3
16Ta

1T
b
2T

c
3T

d
4

[
fabef cde (32ζ2ζ3 − 8ζ5)

− fadef bce
(

4ζ5 + 8ζ2ζ3 − 8iπζ3 log

(−t
s

)
+ 88iπζ4

)]
+

1

(4π)3
Cl0

∑
(i,j,k)∈(1,2,3,4)

j<k

fabef cde
{
Ta
i ,T

d
i

}
Tb
jT

c
k

(7.16)
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Thus our result is compatible with the expectation that ∆ does not contribute

above O
(
log
(−t
s

))
, and no imaginary contributions with powers higher than

O
(
i log2

(−t
s

))
in the Regge limit [62].
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Chapter 8

Collinear Limits

We recall the definition of the splitting amplitude anomalous dimension (eq. (1.66)):

ΓSp(p1, p2) = Γn(p1, p2, · · · pn)− Γn−1(p1 + p2, p3, · · · , βn), (8.1)

where Γn here refers to the complete soft anomalous dimension on n lines. Splitting

Γ4 and Γ3 into dipole and non-dipole components, which we label Γdip.
n and

Γ∆
n , respectively, the dipole part already obeys collinear splitting factorisation

separately (for details, see [35]). We therefore consider

Γ∆
Sp(P, p1, p2) ≡Γ∆

n (β1, β2, · · · βn)− Γ∆
n−1(β1 + β2, β3, · · · , βn) (8.2)

Our expectation is that Γ∆
Sp may only depend on T1 + T2, T1 and T2 in terms of

colour, and only on p1 and p2 [32, 35, 69, 75].

Setting n = 4, we have Γ∆
4 = ∆. We consider the limit of 1 ‖ 2, we then have

p1 = zP , p2 = (1− z)P , where P = p1 + p2 is the total momentum carried by the

two collinear partons, and we have momentum conservation, so p1 +p2 +p3 +p4 = 0

[35]:

zz̄ =
(p3 · p4)P 2

(P · p3) (P · p4)

P 2→0−−−→ 0 (8.3)

(1− z)(1− z̄) =
(p3 · P ) (p4 · P )

(p3 · P ) (p4 · P )
= 1 (8.4)

In other words, we wish to take the limit z, z̄ → 0. We note that this limit is

precisely the same limit we would obtain if we were to take 3 ‖ 4. Taking this
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limit, we obtain

lim
p1‖p2

∆(z, z̄) =
1

(4π)3
64Ta

1T
b
2T

c
3T

d
4

(
fadef bce + facef bde

)
(ζ5 + 2ζ2ζ3)

+
1

(4π)3
Cl0

∑
(i,j,k)∈(1,2,3,4)

j<k

fabef cde
{
Ta
i ,T

d
i

}
Tb
jT

c
k.

(8.5)

The collinear limit thus retains no kinematic dependence, however it does appear

to have some non-trivial colour dependence. To shed some further light on this,

consider the following four-line basis of colour tensors:

TA = T1 + T2, (8.6)

TB = T1 −T2, (8.7)

TC = T3 −T4, (8.8)

TD = T3 + T4. (8.9)

The above basis is useful since it captures the combined colour of the two partons

going collinear. We would expect ΓSp(p1, p2) to only depend on TA and TB.

Applying colour conservation TD = −TA to eq. (8.5) we then obtain

lim
p1‖p2

∆(z, z̄) =
1

(4π)3
facef bde{Ta

AT
b
A}{Tc

BT
d
B}
(
−2 (ζ5 + 2ζ2ζ3) +

1

4
Cl0

)
+

1

(4π)3
facef bde{Ta

DT
b
D}{Tc

CT
d
C}
(
−2 (ζ5 + 2ζ2ζ3) +

1

4
Cl0

)
+

1

(4π)3
facef bde{Ta

BT
b
B}{Tc

CT
d
C}
(

2 (ζ5 + 2ζ2ζ3) +
1

8
Cl0

)
+

1

(4π)3
N2
c (TA ·TA)

(
ζ5 + 2ζ2ζ3 −

5

16
Cl0

)
.

(8.10)

We now wish to do the same to Γ∆
3 . We recall its composition in terms of three-line

and two-line webs from eq. (3.34):

Γ∆
3 (p1, p2, p3) =

∑
(i,j,k)∈(1,2,3)

j<k

Ta
iT

d
iT

b
jT

c
kf

abef cdeH̄3(i, {j, k}) (8.11)

In order to calculate Γ∆
Sp, we must promote Γ3 to a four-line object, this is

done by taking Γ∆
3 (P, p3, p4), where the colour of P = p1 + p2 is given by TA =

T1 +T2 [32, 35]. Applying colour conservation to this, we obtain sums over cyclic
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permutations of H̄3, leading to

Γ∆
3 (P, p3, p4) =

1

(4π)3
facef bde{Ta

DT
b
D}{Tc

CT
d
C}

3

8
Cl0

− 3

16
N2
c (TA ·TA)Cl0

(8.12)

Inserting this into eq. (8.2), we obtain Γ∆
Sp:

Γ∆
Sp(P, p1, p2) =

1

(4π)3
facef bde{Ta

AT
b
A}{Tc

BT
d
B}
(
−2 (ζ5 + 2ζ2ζ3) +

1

4
Cl0

)
+

1

(4π)3
facef bde{Ta

DT
b
D}{Tc

CT
d
C}
(
−2 (ζ5 + 2ζ2ζ3)− 1

8
Cl0

)
+

1

(4π)3
facef bde{Ta

BT
b
B}{Tc

CT
d
C}
(

2 (ζ5 + 2ζ2ζ3) +
1

8
Cl0

)
+

1

(4π)3
N2
c (TA ·TA)

(
ζ5 + 2ζ2ζ3 −

1

8
Cl0

)
.

(8.13)

The colour factor above is independent of T3 and T4 if and only if we have

Cl0 = −16(ζ5 + 2ζ2ζ3). We have

Cl0 = −(ζ5 + 2ζ2ζ3)(13.2± 2.9). (8.14)

Thus our numerical result for Cl0 is consistent with the deduction:

Cl0 = −16(ζ5 + 2ζ2ζ3). (8.15)

We then obtain

Γ∆
Sp(P, p1, p2) = − 1

(4π)3
6facef bde{Ta

AT
b
A}{Tc

BT
d
B} (ζ5 + 2ζ2ζ3)

+
1

(4π)3
3N2

c (TA ·TA) (ζ5 + 2ζ2ζ3)
(8.16)

Through a remarkable set of cancellations we have obtained a contribution to the

splitting amplitude which is wholly independent of any kinematics, and which

only depends on the colour structure internal to the pair going collinear. This is

a strong indication that Cl0 is indeed given by eq. (8.15).

As discussed in chapter 3, the inclusion of a constant term was not anticipated

in [32, 33]. Above we have direct evidence of such a term appearing, so it is

worthwhile considering the reasons why such a term was excluded in previous
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papers. In [32], two main arguments are given for why such constants cannot

occur. The first is an argument based on collinear reduction: if such a constant

term does occur in three-line graphs, it is shown that a corresponding term in

the same two-line graph would cancel it upon applying colour conservation. This

assumes, however, that graphs which are affected by the cusp anomaly do not

generate further constant terms upon collinear reduction. We can see that this is

not the case by comparing the results for two-line and three-line results for the

same topology obtained in chapter 5.

The second argument made in [32] is that the constant term produced by the

three-line graph has colour structures which are inconsistent with the collinear

splitting amplitude. This is indeed true: Cl0 contributes a term to Γ∆
Sp which

depends on all four colour factors. However, we see that this contribution is

precisely cancelled by a constant produced by applying the collinear limit to H̄4.

Thus, the non-constant terms in H̄4 produce a constant upon collinear reduction

which, when combined with Cl0 produces a term consistent with collinear splitting

factorisation. Thus, we have strong evidence that not only is Cl0 a possible

contribution, it is vital in order to consistently define Γ∆
Sp.

One further consistency check can be performed by noting that ΓSp is universal,

i.e. eq. (8.1) is independent of n. In order to consistently define ΓSp, we must

then also be able to choose n = 3 in eq. (8.1), which yields.

Γ∆
Sp(P, p1, p2) =Γ∆

3 (β1, β2, β3)− Γ∆
2 (β1 + β2, β3). (8.17)

By definition Γdip. is the sum over all two-line webs, we therefore have Γ∆
2 = 0.

Inserting eq. (3.34), we find

Γ∆
Sp(P, p1, p2) =Γ∆

3 (β1, β2, β3)

=
1

(4π)3
facef bde{Ta

AT
b
A}{Tc

BT
d
B}

3

8
Cl0

− 1

(4π)3
(TA ·TA)

3

16
N2
cCl0

(8.18)

The above result is only consistent with eq. (8.2) if we choose Cl0 according to
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eq. (8.15). Thus, we obtain a complete result for ∆(z, z̄):

∆(z, z̄) =
1

(4π)3
16Ta

1T
b
2T

c
3T

d
4

×
[
fabef cde

(
F

(
1− 1

z

)
− 16F

(
1

z

))
− facef bde (F (z)− F (1− z))

+ fadef bce
(
F

(
1

1− z

)
− F

(
z

z − 1

))]
− 1

(4π)3
16(ζ5 + 2ζ2ζ3)

∑
(i,j,k)∈(1,2,3,4)

j<k

fabef cde
{
Ta
i ,T

d
i

}
Tb
jT

c
k.

(8.19)
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Chapter 9

Concluding Remarks and Outlook

Infrared singularities are ubiquitous in any gauge theory containing massless gauge

bosons. Having been properly treated, they still contribute logarithmic corrections

to scattering amplitudes, which may grow large and threaten perturbativity. Apart

from their phenomenological relevance, IR singularities also have a number of

salient features which make them interesting from a more theoretical perspective.

Firstly, soft-collinear factorisation [11, 13, 14, 27, 33, 49, 50, 69] enables us to

compute IR singularities in a general gauge theory. Furthermore, IR singularities

are spin-independent, and exponentiate which ultimately allows us to directly

compute a soft anomalous dimension ΓS diagrammatically. Furthermore, this

simplified structure has led to the formulation of a concise basis of functions of

which all IR-singular contributions must be composed [26].

Prior to this work, a full calculation had only been performed at two loops

[27–31], with partial results existing at three loops [26, 95]. In addition to this,

factorisation constraints had yielded a set of constraint equations [32, 33, 37],

ultimately resulting in an ansatz for the all-order structure of soft singularities

with massless external partons: the so-called dipole formula. The first corrections

to this dipole formula may be found at three loops, and in this thesis we have

computed them explicitly.

In chapter 3 we presented a general picture of the colour structure of soft

singularities at three loops on four legs. We then proceeded to calculate all

relevant diagrams to compute the non-dipole contribution to soft singularities at

three loops in chapters 4 to 6. It takes the form of a remarkably simple weight-five
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function of single-valued harmonic polylogarithms of conformally invariant cross-

ratios. We have furthermore shown that the result is compatible with expectations

from Regge limits. Moreover: collinear splitting factorisation fixes a final constant,

Cl0, and we have shown by universality of the splitting function that this choice

of constant is the only one which enables a consistent definition of the splitting

function.

It is desirable to determine the analytic value of Cl0. There are two potential

methods for doing this: direct analytic computation or a numerical fit to rational

multiples of possible weight five constants. Work on this is ongoing, though at

present no clear method exists for achieving the required numerical precision from

the associated MB integrals. Meanwhile, we have shown that collinear splitting

factorisation is obeyed, in accordance with expectations [32, 35] and formal proofs

[69, 75].
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Appendix A

Full Calculation of the Four-Line
Four-Gluon Vertex Diagram

We wish to calculate the diagram w4g in fig. A.1, it can be factorised into a
kinematic and a colour component as follows

w4g ≡C4g({Ti}, {βi})F(4g)({βi}, ε), (A.1)

C4g({Ti}, {βi}) ≡
1

(β1 · β3)(β2 · β4)
Ta1

1 Ta2
2 Ta3

3 Ta4
4 β

µ
1 β

ν
2β

ρ
3β

σ
4

× [fa1a2efa3a4e (gµρgνσ − gµσgνρ)
+ fa1a3efa2a4e (gµνgρσ − gµσgνρ)
+ fa1a4efa2a3e (gµνgρσ − gµρgνσ)] ,

(A.2)

F(4g)({βi}, ε) ≡− ig6
s

(
µ2

m2

)3ε

N 4(β1 · β3)(β2 · β4)

×
∫
ddz

4∏
i=1

[∫ ∞
0

dsi
e−imsi

√
β2
i−i0[

− (siβi − z)2 + i0
]1−ε

]
.

(A.3)

The colour factor can be simplified further. Evaluating the dot products and
introducing the canonical variables z and z̄ (eqs. (1.39a) and (1.39b)), we obtain

C4g({Ti}, z, z̄) = Ta1
1 Ta2

2 Ta3
3 Ta4

4 [fa1a2efa3a4e (1− (1− z)(1− z̄))

+ fa1a3efa2a4e (zz̄ − (1− z)(1− z̄)) + fa1a4efa2a3e (zz̄ − 1) .] .
(A.4)
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β1

β3

β4

Figure A.1 The four-gluon vertex web w4g

Examining the kinematic factor F(4g), we may extract the leading singularity by
means of the following reparametrisation

si →αyi, i = 1 . . . 3, (A.5)

s4 →α
(

1−
3∑
i=1

yi

)
, (A.6)

z →αz, (A.7)

yielding

F(4g)({βi}, ε) =− ig6
s

(
µ2

m2

)3ε

N 4γ13γ24

4
Γ(6ε)

∫
ddz

∫ 1

0

(
4∏
i=1

dyi

)

×δ
(

1−
4∑
i=1

yi

)
4∏
i=1

[
−
(
yiβ̂i − z

)2

+ i0

]ε−1

.

(A.8)

The remaining integrals are finite. Since we only require the leading pole we
expand around ε = 0. We define F(4g)({βi}, ε) ≡ α3

s

∑
i ε
iF (3,i)

(4g) ({βi}), then

F (3,−1)
(4g) ({βi}) =− i 1

(4π)3
γ13γ24

2

3

∫ 1

0

(
4∏
i=1

dyi

)
δ

(
1−

4∑
i=1

yi

)

×
∫
d4z

π2

4∏
i=1

[
−
(
yiβ̂i − z

)2

+ i0

]−1

.

(A.9)
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Figure A.2 The four mass box, Box ({pi})

Auxiliary momentum integral

The integral over the vertex z can now be recast as a dual momentum-space
integral over a four mass box (fig. A.2),

Box ({pi}, {νi}, d) ≡− i
∫
d4k

π2

4∏
i=1

1((
k +

∑i
j=1 pj

)2

− i0
)νi , (A.10)

where we have taken all external momenta to be incoming. Returning to F (3,−1)
(4g) ,

we define the auxiliary momenta

pi = yiβ̂i − yi−1β̂i−1, y0β̂0 ≡ y4β̂4. (A.11)

Shifting the integrand z = k + y4 we obtain

F (3,−1)
(4g) ({βi}) =

1

(4π)3
γ13γ24

2

3

∫ 1

0

(
4∏
i=1

dyi

)
δ

(
1−

4∑
i=1

yi

)
(A.12)

×Box ({pi}, {1}, 4) . (A.13)

The four-mass box has a well-known representation as a Mellin-Barnes integral
[96]. Defining the mandelstam invariants s = (p1 + p2)2, t = (p2 + p3)2, it is

Box({pi}) = − 1

st

1

(2πi)2

∫ +i∞

−i∞
dz1dz2

(
p2

2p
2
4

st

)z1 (p2
1p

2
3

st

)z2
×Γ2(−z1)Γ2(−z2)Γ2(1 + z1 + z2).

(A.14)

The overall minus sign stems from the i0-prescription we obtain for the momentum
integral, which is the opposite of the one used in [96]. It is noteworthy that
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the leading term in the ε-expansion of the four-mass box in four dimensions is
conformally invariant [96]. Hence we see the appearance of conformally invariant
cross-ratios of the external momenta appear for the first time in eq. (A.14).

Introducing the shorthand yij ≡ −(yiβ̂i − yjβ̂j)2, we then obtain for F (3,−1)
(4g)

F (3,−1)
(4g) ({βi}) =− 1

(4π)3

2

3
γ13γ24

1

(2πi)2

∫ +i∞

−i∞
dz1 dz2

×Γ2(−z1)Γ2(−z2)Γ2(1 + z1 + z2)

×
∫ 1

0

(
4∏
i=1

dyi

)
δ

(
1−

4∑
i=1

yi

)
× (y12y34)z1 (y14y23)z2 (y13y24)−1−z1−z2 .

(A.15)

Our aim now is to bring this integral to a form where we can perform an asymptotic
expansion near the limit γij → −∞. To this end, we wish to obtain a Mellin-Barnes
representation of w4g where the dependence on γij is a pure power-dependence in
the MB parameters. We therefore use the standard formula in eq. (1.67) to split
yij:

yλij =
(
y2
i + y2

j − yiyjγij
)λ

=
1

Γ(−λ)

1

2πi

∫ +i∞

−i∞
dwij Γ(−wij)Γ(wij − λ)

(−yiyjγij)wij
(y2
i + y2

j )
wij−λ

. (A.16)

Applying eq. (A.16) to eq. (A.15) yields

F (3,−1)
(4g) ({βi}) =− 1

(4π)3

2

3
γ13γ24

1

(2πi)8

∫ +i∞

−i∞
dz1 dz2

×
(∏
i<j

∫ i∞

−i∞
dwij Γ(−wij)(−γij)wij

)
×Γ(w12 − z1)Γ(w34 − z1)Γ(w14 − z2)Γ(w23 − z2)

×Γ(1 + w13 + z1 + z2)Γ(1 + w24 + z1 + z2)

×
∫ 1

0

(
4∏
i=1

dyi

)
δ

(
1−

4∑
i=1

yi

)
×yw12+w13+w14

1 yw12+w23+w24
2 yw13+w23+w34

3 yw14+w24+w34
4

×(y2
1 + y2

2)z1−w12(y2
1 + y2

3)−1−w13−z1−z2(y2
1 + y2

4)z2−w14

×(y2
2 + y2

3)z2−w23(y2
2 + y2

4)−1−w24−z1−z2(y2
3 + y2

4)z1−w34 .

(A.17)

We calculated the parameter integral associated with the Wilson lines in
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section 4.2.2. Hence, inserting eq. (4.25) into eq. (A.17) yields

F (3,−1)
(4g) ({βi}) =

− 1

(4π)3

2

3
γ13γ24

1

8

1

(2πi)11

(
5∏
i=1

∫ +i∞

−i∞
dzi

)

×
( ∏

1≤i<j≤4

∫ i∞

−i∞
dwij Γ(−wij)(−γij)wij

)
×Γ (−z3) Γ (−z4) Γ (−z5) Γ (w14 − z2 + z5)

×Γ (w13 + z1 + z2 + z3 + 1) Γ (w24 + z1 + z2 + z4 + 1)

×Γ

(
w12

2
− w13

2
− w14

2
− z1 − z3 − z5 −

1

2

)
×Γ

(
w12

2
+
w13

2
+
w14

2
+ z3 + z5 +

1

2

)
×Γ

(
−w14

2
− w24

2
+
w34

2
− z1 − z4 − z5 −

1

2

)
×Γ

(
w14

2
+
w24

2
+
w34

2
+ z4 + z5 +

1

2

)
×Γ
(
−w13

2
− w14

2
+
w23

2
− w24

2
− z1 − z2 − z3 − z4 − z5 − 1

)
×Γ
(w13

2
+
w14

2
+
w23

2
+
w24

2
+ z1 + z3 + z4 + z5 + 1

)

(A.18)

Asymptotics and MB integration

At this point it is possible to perform an asymptotic expansion in the limit γij →
−∞. Doing so and subsequently applying Barnes’ lemma yields an expression of
the following schematic form

F (3,−1)
(4g) ({βi}) =− 1

(4π)3

2

3

1

(2πi)2

∫ +i∞

−i∞
dz1 dz2 (ρ1234)z1(ρ1432)z2

×Γ2(−z1)Γ2(−z2)Γ2(1 + z1 + z2)T ({zi}, {log(γij)}).
(A.19)

The pole structure of the above MB integral is similar to that of the four-mass
box, however, the order and residue of the poles is altered by the presence of T .
This is to be expected, since the four-mass box is of uniform transcendental weight
two, and F (3,−1)

(4g) should have uniform transcendental weight five. T serves the
role of raising the transcendental weight of the MB integral. One clear indication
of this is its dependence directly on log(γij), however its dependence on {zi} also
alters the weight of the integral. Specifically, we may assign a weight n + 1 to
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ψ(n), T then takes the form

T ({zi}, {log(γij)}) =
∑
i

Ci

Weight 3∏
a

[
a ∈ {ψ(n)(−z1), ψ(n)(−z2),

ψ(n)(1 + z1 + z2), γE, ζn, log(γij)}
]
,

(A.20)

where Ci are rational numbers. The assignment of weight to ψ(n) is unconventional
and specific to our integral. In general, MB integrals need not be transcendental
functions, and certainly not functions of uniform weight. However, the presence of
polygamma functions raises the maximal weight that an MB integral can attain,
in accordance with the fact that an ε-expansion under an MB integral results in
polygamma functions of increasing weight, order by order in ε.

Final result for F (3,−1)
(4g)

Having obtained a much simpler MB representation, we now convert eq. (A.19)
to parameter integrals utilising the techniques outlined in section 1.3.2. These
parameter integrals can then be performed in terms of Goncharov polylogarithms
using the methods outlined in section 1.4. The full result is rather lengthy, but
has the generic form

F (3,−1)
(4g) ({βi}) = −

(
1

4π

)3
2

3

1

z − z̄ f1(z, z̄, γij). (A.21)

Where f1 is a pure weight five function. The full result is rather lengthy, so we
have appended it electronically to this thesis.
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Appendix B

Full Calculation of the Four-Line
Double Three-Gluon Vertex
Diagram

β2

β1

β3

β4

Figure B.1 w(12)(34)

We now consider the diagram w(12)(34), depicted in fig. B.1. Our Feynman rules in
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section 1.2.7 prescribe

w(12)(34)({γij}, ε) ≡µ6εg6
sN 5

∫
ddz ddw

(
4∏
j=1

T
aj
j

∫ ∞
0

β
σj
j dsje

−i(m−i0)sj

)
×fa1a2eΓσ1σ2τ (∂s1β1−z, ∂s2β2−z, ∂w−z)

×fa3a4eΓσ3σ4τ (∂s3β3−w, ∂s4β4−w, ∂z−w)

×(−(s1β1 − z)2 + i0)ε−1(−(s2β2 − z)2 + i0)ε−1

×(−(s3β3 − w)2 + i0)ε−1(−(s4β4 − w)2 + i0)ε−1

×(−(z − w)2 + i0)ε−1.

(B.1)

We will proceed in much the same way as we did in the previous chapter with w4g,
however there are some added complications. Notably, the derivatives associated
with the three-gluon vertices will require some attention, and we will have to
derive an MB representation for the two loop integrals over the vertices w and z.

As with w4g, we define separate colour and kinematic factors

C(12)(34) ≡fa1a2efa3a4eTa1
1 Ta2

2 Ta3
3 Ta4

4 , (B.2)

F(12)(34)({γij}, ε) ≡µ6εg6
sN 5

∫
ddz ddw

(
4∏
j=1

∫ ∞
0

β
σj
j dsje

−i(m−i0)sj

)
×Γσ1σ2τ (∂s1β1−z, ∂s2β2−z, ∂w−z)

×Γσ3σ4
τ (∂s3β3−w, ∂s4β4−w, ∂z−w)

×(−(s1β1 − z)2 + i0)ε−1(−(s2β2 − z)2 + i0)ε−1

×(−(s3β3 − w)2 + i0)ε−1(−(s4β4 − w)2 + i0)ε−1

×(−(z − w)2 + i0)ε−1.

(B.3)

We now proceed as we did previously to extract the UV pole by rescaling all
integration variables according to eqs. (A.5) to (A.7). Subsequently, we wish to
perform the loop integrals. We therefore need to extract the derivatives associated
with the vertices. To do this, we utilise momentum conservation at each vertex to
rewrite the derivatives with respect to (z − w) in terms of external parameters,
yielding

F(12)(34)({γij}, ε) =
( µ
m

)6ε

g6
sN 5Γ(6ε)

(
4∏
j=1

∫ ∞
0

β
σj
j dyj

)
δ

(
1−

4∑
i=1

yi

)
×Γσ1σ2τ (∂y1β1 , ∂y2β2 ,−∂y1β1 − ∂y2β2)
×Γσ3σ4

τ (∂y3β3 , ∂y4β4 ,−∂y3β3 − ∂y4β4)

×
∫
ddz ddw (−(y1β1 − z)2 + i0)ε−1(−(y2β2 − z)2 + i0)ε−1

×(−(y3β3 − w)2 + i0)ε−1(−(y4β4 − w)2 + i0)ε−1

×(−(z − w)2 + i0)ε−1.

(B.4)
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Auxiliary momentum integral

p2

p1

p3

p4

Figure B.2 The slashed four mass box S({p2
i }, s, t)

As previously, we may now relate the loop integral to an auxiliary momentum space
integral. Since the remaining integrals are once again finite, we limit ourselves to
the leading pole

F (3,−1)
(12)(34)({γij}) =

1

(4π)3

2

3

(
4∏
j=1

∫ ∞
0

β
σj
j dyj

)
δ

(
1−

4∑
i=1

yi

)
×Γσ1σ2τ (∂y1β1 , ∂y2β2 ,−∂y1β1 − ∂y2β2)
×Γσ3σ4

τ (∂y3β3 , ∂y4β4 ,−∂y3β3 − ∂y4β4)

× 1

π4

∫
d4z d4w (−(y1β1 − z)2)−1(−(y2β2 − z)2)−1

×(−(y3β3 − w)2)−1(−(y4β4 − w)2)−1(−(z − w)2)−1.

(B.5)

The two loop integrals have a slashed box (fig. B.2) as their dual diagram, we
define

S({pi}) ≡
1

π4

∫
d4k1

(−(p1 + k1)2 + i0)(−(p1 + p2 + k1)2) + i0

×
∫

d4k2

(−(k1 − k2)2 + i0)(−(k2)2 + i0)(−(p1 + p2 + p3 + k2)2 + i0)
.

(B.6)

Identifying k1 = z, k2 = w, and utilising the auxiliary momenta of eq. (A.11) we
find

F (3,−1)
(12)(34) =

1

(4π)3

2

3

(
4∏
j=1

∫ ∞
0

β
σj
j dyj

)
δ

(
1−

4∑
i=1

yi

)
×Γσ1σ2τ (∂y1β1 , ∂y2β2 ,−∂y1β1 − ∂y2β2)
×Γσ3σ4

τ (∂y3β3 , ∂y4β4 ,−∂y3β3 − ∂y4β4)S({pi(yjβj)}).

(B.7)
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In order to derive a Mellin-Barnes representation of S, we utilise the MB
representation of the general one-loop N-point function J (N) [99].

J (N) ({νj}|{qj}) ≡
∫

ddr∏N
j=1 [(qj + r)2 + i0]νj

=π
d
2 i1−d

(
k2

1N

) d
2
−
∑
νi 1

Γ(d−∑ νi)
∏

Γ(νi)

× 1

(2πi)L−1

+i∞∫
−i∞

· · ·
+i∞∫
−i∞

∏
j<l

(j,l)6=(1,N)

{
dsjl

(
k2
jl

k2
1N

)sjl
Γ(−sjl)

}

×Γ

∑ νi −
d

2
+
∑∑

j<l
(j,l)6=(1,N)

sjl

Γ

d2 −∑ νi + νN −
∑∑

j<l
l 6=N

sjl



×Γ

d2 −∑ νi + ν1 −
∑∑

j<l
j 6=1

sjl

N−1∏
i=2

Γ

(
νi +

∑
j<i

sji +
∑
l>i

sil

)
,

(B.8)

with L = N(N − 1)/2, and kij = qi − qj. Examining S, we see that the integral
over k2 is a three-point function with {qi} = {0,−k1,−p4}. We extract the minus
signs from the propagators, this yields

S({pi}) = − 1

π4

∫
d4k1

((p1 + k1)2 − i0)((p1 + p2 + k1)2 − i0)

×J({1, 1, 1}, {0,−k1,−p4}).
(B.9)

Inserting the identity in eq. (B.8) and accounting again for the difference in
the i0-prescription between J and S, we observe that the integral over k1 is a
four-point function. We parametrise it using the same formula, choosing p1 to
carry the dimension of the integral over k1

S({pi}) =
1

(2πi)7

+i∞∫
−i∞

ds12 ds23 dt12 dt13 dt23 dt24 dt34

×Γ(−s12)Γ(−s23)Γ(1 + s12 + s23)2

Γ(2 + s12 + s23)
(p2

4)−1

(
p2

2

p2
1

)t12
×
(

(p2 + p3)2

p2
1

)t13 (p2
3

p2
1

)t23 ((p1 + p2)2

p2
1

)t24 (p2
4

p2
1

)t34−s12−s23
×Γ(−t12)Γ(−t13)Γ(−t23)Γ(−t24)Γ(−t34)

×Γ(t12 + t13 + t23 + t24 + t34 − s12 − s23)

×Γ(1 + t12 + t23 + t24)Γ(−s23 + t13 + t23 + t34)

×Γ(1 + s12 + s23 − t23 − t24 − t34)Γ(s23 − t12 − t13 − t23).

(B.10)
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Applying Barnes’ lemma causes the integration over sij to vanish and we obtain
after some simplification

S({pi}) =(p2
1)−1 1

(2πi)5

+i∞∫
−i∞

dt12 dt13 dt23 dt24 dt34

×
(
p2

2

p2
1

)t12 ((p2 + p3)2

p2
1

)t13 (p2
3

p2
1

)t23 ((p1 + p2)2

p2
1

)t24 (p2
4

p2
1

)t34
×Γ(−t12)Γ(−t13)Γ(−t23)Γ(−t24)Γ(−t34)

×Γ(−t12 − t13 − t23)Γ(−t23 − t24 − t34)Γ(1 + t12 + t23 + t24)

×Γ(1 + t13 + t23 + t34)Γ(1 + t12 + t13 + t23 + t24 + t34)

× Γ(t34 − t12)

Γ(1 + t34 − t12)
(ψ(−t12)− ψ(−t34)).

(B.11)

Returning to eq. (B.7), we have

F (3,−1)
(12)(34) =

1

(4π)3

2

3

(
4∏
j=1

∫ ∞
0

β
σj
j dyj

)
δ

(
1−

4∑
i=1

yi

)
×Γσ1σ2τ (∂y1β1 , ∂y2β2 ,−∂y1β1 − ∂y2β2)
×Γσ3σ4

τ (∂y3β3 , ∂y4β4 ,−∂y3β3 − ∂y4β4)

×

 ∏
i<j

(i,j) 6=(1,4)

1

(2πi)

i∞∫
−i∞

dtij

(
yij
y14

)tij
Γ(−tij)


×Γ(−t12 − t13 − t23)Γ(−t23 − t24 − t34)Γ(1 + t12 + t23 + t24)

×Γ(1 + t13 + t23 + t34)Γ(1 + t12 + t13 + t23 + t24 + t34)

× Γ(t34 − t12)

Γ(1 + t34 − t12)
(ψ(−t12)− ψ(−t34)).

(B.12)

Differentiating

The structure of the integral is now similar to eq. (A.17). Indeed, if we apply
the derivatives, the remaining integrals over the Wilson lines are of the form of
eq. (4.20). We apply the derivatives by observing that every term (yij)

tij comes
with a corresponding Γ(−tij), yielding

∂µyiβiy
tij
ij Γ(−tij) = 2(yiβiµ − yjβjµ)y

tij−1
ij Γ(1− tij). (B.13)

We note that these differentiations have the effect of shifting the poles of a gamma
function away from the origin. Thus any contour chosen to satisfy the initial
requirements imposed by the slashed box integral is still valid after differentiation.
Indeed, the differentiation somewhat relaxes the requirement on the real part of
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the contour, which will be required in order to perform the integration over the
Wilson lines. Our integral is now of the schematic form

F (3,−1)
(12)(34) =

1

(4π)3

2

3

(
4∏
j=1

∫ ∞
0

β
σj
j dyj

)
δ

(
1−

4∑
i=1

yi

)

×

 ∏
i<j

(i,j)6=(1,4)

1

(2πi)

i∞∫
−i∞

dtij

(
yij
y14

)tij
Γ(−tij)


×Γ(−t12 − t13 − t23)Γ(−t23 − t24 − t34)

×Γ(1 + t12 + t23 + t24)Γ(1 + t13 + t23 + t34)

×Γ(1 + t12 + t13 + t23 + t24 + t34)

× Γ(t34 − t12)

Γ(1 + t34 − t12)
(ψ(−t12)− ψ(−t34))

×
∑
i

CiPi({γij})
(∏

σi

Γ(1− tσi)
Γ(−tσi)

)
,

(B.14)

where Ci are rational coefficients, Pi are polynomials of γij and σi index the terms
tkl which were produced by the differentiations.

Final Result for w(12)(34)

The calculation now proceeds in entirely the same way as it did in Appendix A.
Following asymptotic expansion, we obtain a large set of one-, two- and threefold
MB integrals. Unlike what we had in the case of w4g, these integrals do not appear
to have a single form, and many of them are of mixed transcendental weight.
Indeed, due to the differentiations associated with the vertices, we see appearances
of weight six terms upon parametrising single MB integrals. In accordance with
the requirement that w(12)(34) can be at most weight five, we observe that all
these terms cancel upon adding up all contributions to w(12)(34). Furthermore,
we also observe the cancellation of all terms with weight strictly less than five,
in accordance with expectations that the soft anomalous dimension has uniform
weight.

The final result is of the form

F (3,−1)
(12)(34) ≡

(
1

4π

)3
2

3

(
f0(z, z̄, γij) +

1− (1− z)(1− z̄)

z − z̄ f1(z, z̄, γij)

)
, (B.15)

where we note that f1 here is the same f1 as appears in eq. (A.21).
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Appendix C

Full Calculation of the Three-Line
Four-Gluon Vertex Diagram

In order to compute the diagram in fig. C.1 we proceed in much the same way as
we did for the four-line equivalent. We have

w(4g),3(α12, α13, α23, ε) =C(4g),3F(4g),3(α12, α13, α23, ε), (C.1)

C(4g),3 ≡Ta
1T

d
1T

b
2T

c
3

(
fabef cde + facef bde

)
, (C.2)

F(4g),3(α12, α13, α23, ε) ≡− ig6
sµ

6εN 4
(γ12γ13

4
+
γ23

2

)∫
ddz

×
4∏
i=1

[∫ ∞
0

dsi
e−imsi

√
|βi|2−i0

(−(siβi − z)2)1−ε

]
θ (s4 < s1) .

(C.3)

We have taken the definition of β1 = β4 as implicit in the above for brevity. We
proceed as we did in the four-line case by first extracting the singular term through
the rescaling si = αyi/|β2

i |,
∑
yi = 1 and z → αz

F(4g),3(α12, α13, α23, ε) ≡− ig6
s

(
µ2

m2

)3ε

N 4Γ(6ε)
(γ12γ13

4
+
γ23

2

)
×
∫
ddz

4∏
i=1

[∫ ∞
0

dyi
1

(−(yiβi − z)2)1−ε

]

×θ (y4 < y1) δ

(
1−

4∑
i=1

yi

)
.

(C.4)
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β2

β3

β1 s1 s4

Figure C.1 Three-line four-gluon vertex w(4g),3(α12, α13, α23)

Next we proceed by inserting the MB representation of the box integral after
expanding in ε. Introducing the shorthand yij ≡ (yiβi − yjβj)2, the result is

F (−1,3)
(4g),3 (α12, α13, α23, ε) =− 1

(4π)3

2

3
(γ12γ13 + 2γ23)

× 1

(2πi)2

∫
dz1 dz2

(
4∏
i=1

∫
dyi

)
×Γ2(−z1)Γ2(−z2)Γ2(1 + z1 + z2)

× (y12y34)z1 (y14y23)z2 (y13y24)−1−z1−z2

×δ
(

1−
4∑
i=1

yi

)
θ(y4 < y1).

(C.5)
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Note that, since β1 = β4, y14 = −(y1 − y4)2. We split the other propagators using
the standard MB parametrisation formula to isolate the term proportional to γij :

F (−1,3)
(4g),3 (α12, α13, α23) =− 1

(4π)3

2

3
(γ12γ13 + 2γ23)

1

(2πi)7

∫
dz1 dz2

×

 ∏
1≤i<j≤4

(i,j)6=(1,4)

∫
dwij Γ(−wij)


×Γ(−z2)Γ(w12 − z1)Γ(w34 − z1)Γ(w23 − z2)

×Γ(w13 + z1 + z2 − 1)Γ(w24 + z1 + z2 − 1)

× (−γ12)w12+w24 (−γ13)w13+w34 (−γ23)w23

×
(

4∏
i=1

∫
dyi

)
yw12+w13

1 yw12+w23+w24
2 yw13+w23+w34

3

×yw24+w34
4

(
y2

1 + y2
2

)z1−w12
(
y2

3 + y2
4

)z1−w34

×
(
(y1 − y4)2

)z2 (y2
2 + y2

3

)z2−w23

×
(
y2

1 + y2
3

)−w13−z1−z2−1 (
y2

2 + y2
4

)−w24−z1−z2−1

×δ
(

1−
4∑
i=1

yi

)
θ(y4 < y1).

(C.6)

We now re-parametrise yi to resolve the delta functions
y1

y2

y3

y4

 =


x(1− y)
(1− x)z

(1− x)(1− z)
xy

 (C.7)

The procedure from here on is similar to what we did in the four-line case. After
switching to semi-infinite parameters of the form a = x/(1 − x), and rescaling

145



a→ ac(1 + b)/(1 + c), we obtain

F (−1,3)
(4g),3 (α12, α13, α23) =− 1

(4π)3

2

3
(γ12γ13 + 2γ23)

1

(2πi)7

∫
dz1 dz2

×

 ∏
1≤i<j≤4

(i,j) 6=(1,4)

∫
dwij Γ(−wij)

Γ(−z2)Γ(w12 − z1)

× (−γ12)w12+w24 (−γ13)w13+w34 (−γ23)w23

×Γ(w34 − z1)Γ(w23 − z2)Γ(w13 + z1 + z2 − 1)

×Γ(w24 + z1 + z2 − 1)

∫ ∞
0

da

∫ ∞
0

db

∫ ∞
0

dc

×aw12+w13+w24+w34+2z1+1
(
1 + a2

)z2−w12

×bw24+w34(1− b)2z1
(
a2b2 + 1

)−w24−z1−z2−1

×cw13+w23+w34
(
1 + c2

)z1−w23
(
a2b2c2 + 1

)z2−w34

×
(
a2c2 + 1

)−w13−z1−z2−1
θ(b < 1)

(C.8)

Using the MB identity to split the brackets contaning more than one integration
variable, and performing the integrations, we obtain our final MB representation

F (−1,3)
(4g),3 (α12, α13, α23) = − 1

(4π)3

1

6
(γ12γ13 + 2γ23)

1

(2πi)10

(
5∏
i=1

∫
dzi

)

×

 ∏
1≤i<j≤4

(i,j)6=(1,4)

∫
dwij Γ(−wij)

 (−γ12)w12+w24 (−γ13)w13+w34 (−γ23)w23

×Γ (−z2) Γ (−z3) Γ (−z4) Γ (−z5) Γ (1 + 2z2)

Γ (w24 + w34 + 2z2 + 2z3 + 2z5 + 2)
Γ (w34 − z1 + z5)

×Γ (w24 + z1 + z2 + z3 + 1) Γ (w13 + z1 + z2 + z4 + 1)

×Γ

(
w23 − w13 − w34 − 1

2
− z2 − z4 − z5

)
×Γ

(
w12 − w13 − w24 − w34

2
− z1 − z2 − z3 − z4 − z5 − 1

)
×Γ (w24 + w34 + 2z3 + 2z5 + 1) Γ

(
w13 + w23 + w34 + 1

2
+ z4 + z5

)
×Γ

(
w12 + w13 + w24 + w34

2
+ z2 + z3 + z4 + z5 + 1

)

(C.9)
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Upon performing the asymptotic expansion around γij → ∞, we obtain some
unusual MB integrals of the form

I ≡
∫
dz1 dz2 dz3 Γ (−z1) Γ (z1 + 2) Γ (−z1 − z2 − 1) Γ (−z2)

×Γ (−z3) 2Γ (z2 + z3) Γ (z1 + z2 + z3 + 1)

×Γ (−z1 − 2z2 − 2z3 − 1) Γ (2z3 + 1)

Γ (−z1 − 2z2)

(C.10)

The main challenge in computing these integrals lies in handling the gamma
function with multiples of zi, we solve this by combining them into a single Beta
function, which we subsequently insert the integral representation of and proceed
as usual. This yields a parameter integral which is quadratic in some integration
variables, but is ultimately manageable. We find

F (3,−1)
(4g),3 =− 1

(4π)3

1

3

(
−1

3
log4 (α12)− 1

3
log4 (α13)− log2 (α12) log (α13) log (α23)

− log (α12) log2 (α13) log (α23) + 4 log (α12) log (α13) log (α23)

+2 log2 (α12) log2 (α13)− log2 (α12) log2 (α23)− log2 (α13) log2 (α23)

+
1

3
log (α12) log3 (α23) +

1

3
log (α13) log3 (α23) +

2

3
log (α13) log3 (α12)

+
2

3
log3 (α13) log (α12) + log (α23) log3 (α12) + log3 (α13) log (α23)

−6 log (α13) log2 (α12)− 6 log2 (α13) log (α12)− 2 log (α23) log2 (α12)

−2 log2 (α13) log (α23) + 2 log2 (α23) log (α12) + 2 log (α13) log2 (α23)

+
2

3
log3 (α12) +

2

3
log3 (α13)− 2

3
log3 (α23) + 24 log (α12) log (α13)

+4 log2 (α12) + 4 log2 (α13)− 4 log2 (α23)− 32 log (α12)− 32 log (α13)

−24ζ4 + ζ3 (12 log (α12) + 12 log (α13)− 24) + ζ2

(
−6 log2 (α12)

−6 log2 (α13) + 6 log (α23) log (α12) + 6 log (α13) log (α23)

+ 12 log (α12) + 12 log (α13)− 12 log (α23)− 24) + 64

)
(C.11)
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Appendix D

Full Calculation of the Three-Line
Double Three-Gluon Vertex
Diagram

We now consider the diagram in fig. D.1, the set-up is similar to the previous
diagram, we have

w(12),(31)(α12, α13, α23, ε) ≡C(12),(31)F(12),(31)(α12, α13, α23, ε) (D.1)

C(12),(31) ≡Ta
1T

d
1T

b
2T

c
3f

abef cde (D.2)

F(12),(31)(α12, α13, α23, ε) ≡µ6εg6
sN 5

∫
ddz ddw

∫ ∞
0

ds1 ds2 ds3 ds4

×βσ11 βσ22 βσ33 βσ41 e−im
∑
i si
√
|βi|2−i0

×Γσ1σ2τ (∂s1β1−z, ∂s2β2−z, ∂w−z)

×Γσ3σ4
τ (∂s3β3−w, ∂s4β1−w, ∂z−w)

×(−(s1β1 − z)2 + i0)ε−1(−(s2β2 − z)2 + i0)ε−1

×(−(s3β3 − w)2 + i0)ε−1(−(s4β1 − w)2 + i0)ε−1

×(−(z − w)2 + i0)ε−1θ(s4 < s1).

(D.3)

A brief note about the colour factor C(12),(31) is in order. We are interested in
the coefficient of the colour factor fabef cde{Ta

1,T
d
1}Tb

2T
c
2. This colour factor is

149



β2

β3

β1
s1

s4

Figure D.1 Hard three-line double three gluon vertex

produced by the symmetric combination of kinematic factors, i.e.

w(12),(31)(α12, α13, α23, ε) + w(12),(31)(α13, α12, α23, ε)

=
1

2
fabef cde{Ta

1,T
d
1}Tb

2T
c
2

×
(
F(12),(31)(α12, α13, α23, ε) + F(12),(31)(α13, α12, α23, ε)

)
+

1

2
fabef cde[Ta

1,T
d
1]Tb

2T
c
2

×
(
F(12),(31)(α12, α13, α23, ε)−F(12),(31)(α13, α12, α23, ε)

)
(D.4)

The symmetric kinematic combination holds some simplification in terms of
computational time due to the cancellation of some terms in the MB integral
we ultimately obtain. Therefore, we will proceed by calculating a single term
F(12),(31)(α12, α13, α23, ε) only until we perform the differentiations associated with
the three-gluon vertices, after which we will only have results for the symmetric
combination we require for our calculation.

As usual, we rescale the integration parameters by α/|β2
i | and rewrite the

derivatives in terms of the Wilson line integration parameters to obtain

F (3,−1)
(12),(31)(α12, α13, α23) ≡ 1

(4π)3

2

3

1

π4

∫
ddz ddw

∫ ∞
0

dy1 dy2 dy3 dy4

×βσ11 βσ22 βσ33 βσ41 δ

(
1−

∑
i

yi

)
×Γσ1σ2τ (∂y1β1 , ∂y2β2 ,−∂y1β1 − ∂y2β2)
×Γσ3σ4

τ (∂y3β3 , ∂y4β1 ,−∂y3β3 − ∂y4β1)
×(−(y1β1 − z)2 + i0)ε−1(−(y2β2 − z)2 + i0)ε−1

×(−(y3β3 − w)2 + i0)ε−1(−(y4β1 − w)2 + i0)ε−1

×(−(z − w)2 + i0)ε−1θ(y4 < y1).

(D.5)
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Next, we may insert our MB representation of the diagonal box and introduce
yij ≡ (yiβi − yjβj)2,β4 = β1, this yields

F (3,−1)
(12),(31)(α12, α13, α23) ≡ 1

(4π)3

2

3

∫ ∞
0

dy1 dy2 dy3 dy4

×βσ11 βσ22 βσ33 βσ41 δ

(
1−

∑
i

yi

)
θ (y4 < y1)

×Γσ1σ2τ (∂y1β1 , ∂y2β2 ,−∂y1β1 − ∂y2β2)
×Γσ3σ4

τ (∂y3β3 , ∂y4β1 ,−∂y3β3 − ∂y4β1)

×

 ∏
i<j

(i,j) 6=(1,4)

1

(2πi)

i∞∫
−i∞

dtij

(
yij
y14

)tij
Γ(−tij)


×Γ(−t12 − t13 − t23)Γ(−t23 − t24 − t34)

×Γ(1 + t12 + t23 + t24)Γ(1 + t13 + t23 + t34)

×Γ(1 + t12 + t13 + t23 + t24 + t34)

× Γ(t34 − t12)

Γ(1 + t34 − t12)
(ψ(−t12)− ψ(−t34)).

(D.6)

We now apply the differentiation as we did in the four-line case. The parameter
integration is then identical in form to the one we perfomed for the four-gluon
vertex diagram in Appendix C.

After asymptotic expansion, we obtain a large set of MB integrals, most of which
we perform analytically. However, we were unable to analytically evaluate the
constant and the coefficient of a single logarithmic term. Performing numerical
evaluations using the tools provided in [77], we obtain the following expression for
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the required symmetric combination of diagrams.

F (3,−1)
(12),(31)(α12, α13, α23) + F (3,−1)

(12),(31)(α13, α12, α23) =

−1

6

1

(4π)3

[
− 1

3
log5 (α12)− 1

3
log5 (α13)

+
2

3
log4 (α13) +

2

3
log4 (α12)− 4

3
log3 (α12)

+
4

3
log3 (α23)− 4

3
log3 (α13) + 8 log2 (α23)

+
5

3
log (α13) log4 (α12) +

5

3
log4 (α13) log (α12)

−2

3
log (α23) log4 (α12) +

1

3
log4 (α23) log (α12)

+
1

3
log (α13) log4 (α23)− 2

3
log2 (α13) log3 (α12)

−2

3
log3 (α13) log2 (α12)− 4

3
log3 (α23) log2 (α12)

−4

3
log2 (α13) log3 (α23) + 2 log2 (α23) log3 (α12)

+2 log3 (α13) log2 (α23) +
4

3
log (α13) log3 (α23) log (α12)

−4

3
log (α13) log (α23) log3 (α12)− 4

3
log3 (α13) log (α23) log (α12)

−2 log (α13) log2 (α23) log2 (α12) + 4 log2 (α13) log (α23) log2 (α12)

−2 log2 (α13) log2 (α23) log (α12) + 2 log (α13) log (α23) log2 (α12)

−4

3
log3 (α13) log (α12)− 2

3
log3 (α23) log (α12)

−4

3
log (α13) log3 (α12)− 2

3
log (α13) log3 (α23)

−2

3
log4 (α13) log (α23) + 4 log (α23) log2 (α12)

−4 log2 (α23) log (α12) + 2 log2 (α23) log2 (α12)

+2 log2 (α13) log (α23) log (α12)− 2 log (α23) log3 (α12)

−4 log2 (α13) log2 (α12) + 2 log2 (α13) log2 (α23)

−4 log (α13) log2 (α23)− 2 log3 (α13) log (α23)

+4 log2 (α13) log (α23)− 4 (3ζ2 + 2ζ3) log (α13) log (α23)

+ log (α13) (12− 8ζ2) log2 (α12)

+ log2 (α13) (12ζ2 + 8ζ3 − 8) + 24 (ζ2 − ζ4) log (α23)

+8 (ζ2 − 1) log (α13) log (α23) log (α12)

+ log2 (α13) (12− 8ζ2) log (α12)

−4 log (α23) (3ζ2 + 2ζ3) log (α12)

−16 (2ζ2 − 2ζ3 + 3) log (α13) log (α12)

+ ((50.1± 0.1)− 24ζ2 − 24ζ3 + 24ζ4) (log (α12) log (α13))

+ (25.85± 1.25)

]

(D.7)
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The result is clearly symmetric in interchanging α12 and α13, as expected. We see
a large number of terms of transcendental weight less than five, all of which must
cancel in the final sum of all diagrams.
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Appendix E

Full Calculation of the 311-Web

According to [16] (diagram A, in Appendix A.2.4), the full expression for this web
is

w̄(311)(α12, α13) =C(311)F(311)(α12, α13) (E.1)

C(311) ≡fadef bce
{
Ta

1,T
d
1

}
Tb

2T
c
3 (E.2)

F(311) =− i

2
N 4 (igsµ

ε)6 (β2 · β1) βµ3 β
ν
1β

ρ
1

∫
ddz

∫ ∞
0

ds2ds3ds1,1ds1,2ds1,3

×θ(s1,3 > s1,2)θ(s1,2 > s1,1)Γµνρ
(
∂s2β3−z, ∂s1,1β1−z, ∂s1,3β1−z

)
×
(
− (s2β2 − s1,2β1)2 + i0

)ε−1 (− (s2β3 − z)2 + i0
)ε−1

×
(
− (s1,1β1 − z)2 + i0

)ε−1 (− (s1,3β1 − z)2 + i0
)ε−1

×e−im
(
s2
√
β2
2−i0+s2

√
β2
3−i0+(s1,1+s1,2+s1,3)

√
β2
1−i0

)
(E.3)

As usual, we rescale our integration variables by si → si/
√
β2
i for normalisation,

then we introduce the following rescalings(
s2

s1,2

)
=λ

(
a

1− a

)
, (E.4) s2

s1,1

s1,3

 =κ

x1

x2

x3

 , (E.5)
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with Jacobians λ and κ2 and the requirement
∑

i xi = 1. This yields

F(311) =− iN 4 (gsµ
ε)6 γ12

4
β̂µ2 β̂

ν
3 β̂

ρ
3

∫ ∞
0

dλ λ2ε−1

∫ ∞
0

dκ κ4ε−1e−im(κ+λ)

×
∫ 1

0

da

∫
dx1 dx2 dx3 × δ

(
1−

∑
i

xi

)
θ (κx3 > λ(1− a))

×θ (λ(1− a) > κx2)
(
− (aβ2 − (1− a)β1)2 + i0

)ε−1

×Γµνρ (∂x1β3 , ∂x2β1 , ∂x3β1)

∫
ddz

(
− (x1β3 − z)2 + i0

)ε−1

×
(
− (x2β1 − z)2 + i0

)ε−1 (− (x3β1 − z)2 + i0
)ε−1

(E.6)

We perform one more transformation in order to integrate over the exponential
regulator, namely (

κ
λ

)
= η

(
b

1− b

)
. (E.7)

This transformation then yields

F(311) =− iN 4 (gsµ
ε)6 γ12

4
β̂µ2 β̂

ν
3 β̂

ρ
3

∫ ∞
0

dη η6ε−1e−imη
∫ 1

0

db (b)4ε−1 (1− b)2ε−1

×
∫ 1

0

da

∫
dx1 dx2 dx3 δ

(
1−

∑
i

xi

)
θ (bx3 > (1− b)(1− a))

×θ ((1− b)(1− a) > bx2)
(
− (aβ2 − (1− a)β1)2 + i0

)ε−1

×Γµνρ (∂x1β3 , ∂x2β1 , ∂x3β1)

∫
ddz

(
− (x1β3 − z)2 + i0

)ε−1

×
(
− (x2β1 − z)2 + i0

)ε−1 (− (x3β1 − z)2 + i0
)ε−1

(E.8)

The integral over η can now be performed, yielding an overall UV pole. Since
the diagram does not have further subdivergences, we then simply expand in ε,
retaining only the pole term.

F (3,−1)
(311) =− i2

3

1

(4π)3
γ12β̂

µ
2 β̂

ν
3 β̂

ρ
3

∫ 1

0

db

b (1− b)

∫ 1

0

da

∫
dx1 dx2 dx3

×δ
(

1−
∑
i

xi

)
θ (bx3 > (1− b)(1− a)) θ ((1− b)(1− a) > bx2)

×
(
− (aβ2 − (1− a)β1)2 + i0

)−1
Γµνρ (∂x1β3 , ∂x2β1 , ∂x3β1)

× 1

π2

∫
ddz

(
− (x1β3 − z)2 + i0

)−1

×
(
− (x2β1 − z)2 + i0

)−1 (− (x3β1 − z)2 + i0
)−1

.

(E.9)
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The integral over b is now trivial to perform, we obtain

F (3,−1)
(311) =− iγ12β̂

µ
2 β̂

ν
3 β̂

ρ
3

∫ 1

0

da

∫
dx1 dx2 dx3 δ

(
1−

∑
i

xi

)
θ (x3 > x2)

× log

(
x3

x2

)(
− (aβ2 − (1− a)β1)2 + i0

)−1
Γµνρ (∂x1β3 , ∂x2β1 , ∂x3β1)

×
∫

1

π2
ddz

(
− (x1β3 − z)2 + i0

)−1 (− (x2β1 − z)2 + i0
)−1

×
(
− (x3β1 − z)2 + i0

)−1

(E.10)

Furthermore, the integral over a is an MGEW basis function, specifcally
r(α12)
γ12

M0,0,0(α12). We therefore find

F (−1)
(311) =− i2

3

1

(4π)3
r(α12)M0,0,0(α12)β̂µ2 β̂

ν
3 β̂

ρ
3

∫
dx1 dx2 dx3

×δ
(

1−
∑
i

xi

)
θ (x3 > x2) log

(
x3

x2

)
Γµνρ (∂x1β3 , ∂x2β1 , ∂x3β1)

× 1

π2

∫
ddz

(
− (x1β3 − z)2 + i0

)−1 (− (x2β1 − z)2 + i0
)−1

×
(
− (x3β1 − z)2 + i0

)−1

(E.11)

Finally, looking at the z-integral it is a scalar triangle with dual momenta pi
defined as follows p1

p2

p3

 =

x1β3 − x3β1

x2β1 − x1β3

x3β1 − x2β1

 (E.12)

We therefore obtain

F (−1)
(311) =

2

3

1

(4π)3 r(α12)M0,0,0(α12)β̂µ2 β̂
ν
3 β̂

ρ
3

∫
dx1 dx2 dx3

×δ
(

1−
∑
i

xi

)
θ (x3 > x2)

d

da

(
x3

x2

)a∣∣∣∣
a=0

×Γµνρ (∂x1β3 , ∂x2β1 , ∂x3β1)T
(
{p2

i }, {1}, 4
)

(E.13)

The calculation now proceeds in the same way as it did for the three gluon vertex
diagram in chapter 2. Taking the asymptotic light-like limit, we obtain

F (3,−1)
(311),ll(α12, α13) =

2

3

1

(4π)3 log(α12)

×
(

1

3
log4 (α13) + 4 (ζ3 − 2ζ2) (1 + log (α13))− 3ζ4

) (E.14)
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Appendix F

Collinear reduction of the 23-Web

We wish to find an expression for w(23), as depicted in fig. F.1. Our main problem
is that we only have light-like results for w(311), which we might have used to
obtain w(23). However, we may attempt to use what we know about the structure
of w1121 to obtain what we need.

We recall that w1121 may be written as in eq. (5.7):

C1121 =fabef cdeTa
1T

b
2T

c
3T

d
4 (F.1)

F (3,−1)
1121 (α12, α13, α23, α34) =

1

3

1

(4π)3
(M0,0,0(α34)t1(α12, α13, α23)

− 2M1,0,0(α34)t0(α12, α13, α23)) .

(F.2)

Crucially, t0 is antisymmetric under the interchange of any two βi in the light-like
limit (it is the light-like limit of the three-gluon vertex diagram in eq. (2.22)).

If we consider the limit β3 → β2 of F(1121), we find that we may recover the

β1

β2

Figure F.1 Representative diagram of the 23-web.
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311-web:

w(311)(α24, α12) =w1121(α12, α12, 1, α24)

=− 1

2
fabef cdeTa

1

{
Tb

2,T
d
2

}
Tc

4M0,0,0(α24)t1(α12, α12, 1),
(F.3)

where we have used the fact that due to its antisymmetry, t0(α12, α12, 1) = 0. This
result is true without taking the light-like limit.

If we now wish to obtain w(32), we may consider the reduction 4 ‖ 1, this yields

w(32)(α12) =w(311)(α12, α12)

=
1

4
facef bde

{
Ta

1,T
b
1

}{
Tc

2,T
d
2

}
M0,0,0(α12)t1(α12, α12, 1).

(F.4)

We can now obtain w(32) by solving eq. (F.3) for t1(α12, α12, 1), we find

F(32)(α12) = −1

2
F(311)(α24, α12)

M0,0,0(α12)

M0,0,0(α24)
. (F.5)

Taking the light-like limit and inserting eq. (5.34) we find

C(32) =facef bde
{
Ta

1,T
b
1

}{
Tc

2,T
d
2

}
(F.6)

F (3,−1)
(32),ll (α12) = −1

6

1

(4π)3

[
8

3
log5 (α12) + (32ζ3 − 64ζ2) log2 (α12)

− (64ζ2 − 32ζ3 + 24ζ4) log (α12)

]
.

(F.7)
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