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Computational Mechanisms for Colour and Lightness Constancy
Abstract

Attributes of colour images have been found which allow colour and
lightness constancy to be computed without prior knowledge of the
illumination, even in complex scenes with three-dimensional objects
and multiple 1light sources of different colours. The ratio of
surface reflectance colour can be immediately determined between any
two 1image points, however distant. It is possible to determine the
number of spectrally independent light sources, and to isolate the
effect of each. Reflectance edges across which the illumination
remains constant can be correctly identified.

In a colour image all the pixels of a single surface colour lie in
a single structure in flux space. The dimension of the structure
equals the number of illumination colours. The reflectance ratio
between two regions is determined by the transformation between their
structures. Parallel tracing of wedge pairs 1in their respective
structures identifies an edge of constant illumination, and gives the
lightness ratio of each such edge. Enhanced noise reduction
techniques for colour pictures follow from the natural constraints on
the flux structures.

In a scene _illuminated by multiple distant point sources of
distinguishalbe colours, the spatial angle between the scurces and
their brightness ratios can be computed from the image alone. If
there are three or more sources then reflectance constancy is
immediately possible without use of additional knowledge.

The results are an extension of Edwin Land's Retinex algorithm.

They account for previously unexplained data such as Gilchrist's
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veiling luminances and his single-colour rooms.

The wvalidity of the algorithms has been demonstrated by
implementing them in a series of computer programs. The
computational methods do not follow the edge or region finding
paradigms of previous vision mechanisms. Although the new
reflectance constancy cues occur in all normal scenes, it 1is 1likely

that human vision makes use of only some of them.
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Chapter One

Description of Colour Constancy

Previous and New Algorithms and Domains

Traditionally, colour photographic film comes as either daylight,
for use outdoors, or tungsten, for use indoors. If the tungsten film
is used under sunlight the photograph has an overall blue tint. TE
the daylight film is used indoors, under incandescent bulbs, the
photograph will have an orange wash. The reason for this is well
known; the sun 1s a hotter black body radiator than the tungsten
filament, and so the spectrum of its light is stronger towards the
blue end. Thus outdoors there 1is more blue light reaching the
objects, and on average more blue 1light being reflected and so
available to the camera. The film manufacturers compensate for the
colour of sunlight or tungsten light when designing the emulsions.
All of this is well understood. However, it leaves the question of
why a human observer does not see the orange or blue wash; it does
not give a mechanism by which the human eye and brain can compensate
for different illumination colours.

A common explanation is to invoke some "adaptive" mechanism. This
term has been used for many different phenomena. One of the earliest
was the adjustment of the eye to the overall 1level and colour of
illumination. For example, suppose that the pigments of the colour
receptors, the cones, are bleached by the light. If there is a lot
of blue, they become proportionately less sensitive to blue, and
similarly with other colours. Although this does occur, it can not
wholly explain colour constancy. This form of retinal adaptation

takes a noticeable amount of time, seconds or even minutes. If this



were the method of colour constancy, then the human eye would see a
coloured wash every time it entered or exited a building, and this
wash would 1last until adaptation was complete. This does not match
common observation. A second problem is that the bleaching is local,
so the portion of the retina observing a red object would become less
sensitive to red, while a neighbouring piece would become 1less
sensitive to whatever colour was reflected from its object.

Another version of the '"adaptive" explanation 1is that some
neurological mechanism between the eye and visual cortex determines
the average flux in the scene and compensates for it across the
scene. Irrespective of the mechanism proposed for finding the
average flux, it has been shown that the eye does not compensate for
the lighting colour by using the average flux colour from the scene.
One experiment [McCann, Hall and Land, 1977] studied wvarious scenes
of differing average reflectances. A red bias to the average flux
from a scene could be caused by red light, or by a scene with many or
large reddish objects. As expected, human observers were not fooled
by average fluxes caused by the objects in the scene; they
compensated only when the bias was caused by the lighting. Two
scenes of identical average flux are interpreted differently if their
illuminations are different. This leaves the problem of how could
the eye distinguish the effects of light and reflectance, when both
influence the received flux equally and universally.

Several other demonstrations can be devised to show that such
simple mechanisms are neither appropriate to natural scenes nor
correct models of human perception. In one, a scene is lit from one
side by one colour and from the opposite side by another. The

lighting near the centre would roughly correspond to the average



illumination, yet compensating by this amount at either edge of the
scene would give too much of one colour and not enough of the other.
A second experiment is that even a single green light from the side
would mean, after compensating for the average flux, that the objects
near the 1light would all appear to be shades of bright green, while
those far away would seem to be very dark and lacking in green. A
third demonstration is based on a common problem for photographers;
when sunlight spills through a window, it creates a scene that is
partially sunlit and partially tungsten-lit. Unlike the first two,
this demonstration does not depend on a 1light gradient, with some
areas getting more 1light than others. We simply light one part of
the scene with one source colour, and another with a different
colour. While the average in each part might be useful for
compensating in that part, the average over the whole scene is
incorrect to the extent that the two colours are different. The
obvious improvement is to compensate at each point by the amount and
colour of 1light at that point. Unfortunately, this is circular,
because it does not provide any way to determine how much light
reaches each scene point, or from which source.

The inadequacy of traditional explanations of colour constancy
will be seen more thoroughly when the literature is reviewed in the
next chapter.

Clearly human visual perception is doing something quite clever.
It is receiving the flux from each point in the scene, where the flux
depends upon both the lighting and the reflectance, yet it removes
even complex lighting patterns to determine the reflectances of the
objects. This ability is known as colour constancy, since objects

are seen to have a constant colour independent of the light that they



are viewed under.

It is clear that both natural and man-made environments are
subject to substantial changes in illumination colour, although we
rarely notice the full extent of these variations, so good 1is our
colour constancy mechanism. Consider the differences between dawn,
noon, dusk and moonlight. Both cloud cover and forest canopy alter
the 1light colour. Further, every surface can act as an illuminant;
objects near a chalk cliff get a second, yellowish, 1light from the
cliffs, as well as the primary light directly from the sun. Any
object acts as a secondary source to the objects around it, with the
amount of effect depending upon its size, lightness and distance. 1In
man-made environments, there are incandescent and fluorescent lights,
secondary reflectance from coloured walls, ceilings and floors.
Consider neon lighting, discos, street lighting, television pictures,
and industrial and experimental illumination.

It is also clear that determining the object colour is
environmentally useful, since it improves object recognition and
identification of materials. It helps distinguish between food,
inedibles and poisons. It separates a striped yellow tiger from the
equally bright foliage. It would help 1identify both species and
individuals.

Land [T959a,b and elsewhere]| has shown experimentally that human
colour constancy is very robust, perhaps beyond the needs of natural
environments. In one case a two—dimensional scene composed of
coloured rectangles was viewed under a flash of coloured light. The
subjects correctly identified the rectangle colours despite there
being insufficient time for eye movements, and despite having not

previously experienced the scene or the illumination mixture. The



abstract rectangles remove the possibility of colour recognition
based on object identification, such as seeing a banana and then
knowing it 1is yellow. The scene is flat because of a decision to
study only two dimensional worlds. However, it also avoids shadows
and curved surfaces, which we will later see as providing strong
colour constancy clues.

145°90,5]

In another experiment, a range of degenerate lighting was used to
determine the characteristics of the minimum illumination sufficient
to produce colour constancy. It was found that a single wavelength,
or spike, of any frequency was insufficient to generate a full range
of colours. It gives instead a monochrome perception with a general
tint of the colour of the illumination. This is why many colours are
hard to distinguish under sodium street lighting, which has a narrow
dominant frequency; with only one frequency there 1is only one
dimension of reflectance information available to the eye. However,
two spikes that are not too similar in wavelength do produce coarse
colour identification, allowing main colours to be distinguished, but
not always small colour differences. This work is important, since
the optimal choice of wavelength for two sources gives colour
properties adequate for some applications, and so a two—emulsion film
might be made in addition to the more expensive, conventional three
emulsions.

We will see later a theoretical argument that demonstrates that
either three or four independent colours are required for complete
colour matching in humans, depending upon the role played by the
rods. Those familiar with high quality colour reproduction may note
that often seven or more pigments are required to reproduce a scene

well. The reason for this is that the colours of the printing



pigments are not the same as those of the human retinal pigments. If
economic pigments of the same spectral response as retinal pigments
were available, then only they would be required for easy and exact
photographic reproduction. For experimental purposes, Land has

created such pigments for use in his Retinex filters.

Now that the nature of the problem has been seen, the related
technical terms may be defined. Reflectance 1is a property of
objects, indicating what amount of the light that strikes it 1is re-
transmitted. Flux 1is an amount of light. It will be used for the
light available to the eye, and sometimes for the light reaching an
object. Illumination refers both to the sources of light and the
light itself. A point source is a comparatively small illuminant,
such as the sun or a tungsten bulb, and unlike fluorescent strip
lighting.

Reflectance is wavelength—-specific, in that an object may reflect
more red than green. Thi% indeed, is the reason for object colours.
Non-specific refléctance, indicating the amount of white 1light
reflected, is called lightness. Since, ultimately, "white light" is
only definable 1in perceptual terms, and because "lightness" Iis
commonly used with reference to the amount of light in say a red
receptor channel, lightness is technically definable as a scalar
amount of reflectance.

The topic of the present work would most appropriately be called
reflectance constancy, but this name is not in general use, with
colour constancy being more common. However, there is a large body
of work dealing with the sub-problem of lightness constancy, which
can be taken as colour constancy in the one dimensional reflectance

world of white-grey-black. Brightness, in contrast, is a property of
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flux rather than reflectance.

Colour is used herein with three basic meanings. The first is the
everyday meaning of colour names such as orange and yellow. The
second is as a property of reflectance or flux that indicates the
amount at each wavelength. This might be expressed as an intensity
curve over the visible spectrum, giving the reflectance or flux at
each wavelength. However, no biological or mechanical vision system
measures every wavelength, instead a few types of receptors are used,
each with a different spectral sensitivity. In the present work
therefore, colour is usually expressed as the set of values given by
the receptors at that point, such as 12 units of blue and 18 units of
green. A common system for colour notation is called RGB, because it
measures the respective amounts of red, green and blue light. The
third usage of colour is similar to the second, except that it
excludes the black-white component. With this meaning, flux of 6
units of blue and 9 of green would have the same colour as the
example above, but only half the brightness. The appropriate meaning
of colour will be made clear in each context.

A pixel is a single peint in an image. The word is a conflation
of "picture cell". Although we see the world as continuous, the eye
is actually sampling it at discrete points, where the light strikes a
rod or cone in the retina. For the eye, each receptor is a pixel.
The pixels of a television picture are easily seen on close
inspection. Practical computer vision at the moment is about four
times coarser than a television picture.

The word scene will be reserved for the three dimensional world of
objects. Image will only be used for the two dimensional picture

after it has been captured by the eye or camera. Edges are wusually



properties of scenes, where two regions meet. However, edges also
occur in scene objects where two faces meet. A junction 1is the
meeting of three or more edges in a scene. When one object in a
scene is in front of another, then the edge where they meet _is said
to be an occlusion. Occlusions are of interest because the regions

are adjacent in the image, but separated in the scene.
Reflectance may range between being specular or matt. Specular

surfaces are glossy, producing surface highlights. The most specular
surfaces are like mirrors. In contrast, the reflectance of a matt
surface occurs within the material rather than on its surface.
Fabrics, for example are usually matt. A specular reflection does
not change the colour of the illumination, but a matt reflection
does. Theﬁ?ore, matt reflectances, which are the most common, are of
most 1interest 1in colour constancy. A Lambertian surface is a matt
region which reflects in exactly the same amount in all directions.

Occasional reference will be made to CCD cameras. These are a new
type of television camera, which have somewhat different properties
from ordinary TV cameras. This is because they have a separate light
receptor for every pixel of the image, whereas a conventional videcon
has only a single receptor per colour which then scans the entire
image several times per second. If the reader is unfamiliar with
these cameras, the brief references to them may be omitted.

Although every attempt has been made to reduce the mathematical
content of the presentation, some terms are helpful in avoiding
repeated descriptions of a property. The surface normal is what one
might think of as the perpendicular to the surface. On a flat, that
is planar, surface, the normal remains constant for every point on

that surface. If an object curves, then the normal changes gradually



between adjacent pixels, whereas at an object edge, such as between
faces of a cube, the surface normal changes abruptly. Vectors are
used in the sense of an ordered collection of numbers. For example,
a (red green blue) vector might have values (15 8 12). Each value in
a vector may be called an element or a component. Vector arithmetic
is not necessary for our purposes, but in chapter three a component-
wise multiplication which is inherent to colour vectors will be
defined. An ordinary number, that is not a vector, is also called a

scalar.

When considering colour constancy, it must be kept in mind that a
colour constancy algorithm can always be fooled. Consider a
photographic print. When we look at it, we perceive objects of
different colours, some in shadows, some in bright light, some
perhaps under trees, and so in a different colour of light. The same
things may be perceived when looking at a projected photographic
transparency. In both cases we perceive a rich scene of both changes
of object reflectance and changes of illumination. Yet in case of
the print, there were actually only changes of reflectance, and in
the transparency only changes of illumination. In both of these
cases colour constancy can be said to have failed. If it worked for
the print then the regions perceived as in shadow would actually be
seen as a separate region of different, darker colour, since the
object, which 1is the paint, 1is actually darker. If reflectance
constancy worked for the transparency, then only one object would
ever be seen in a slide show. That object is the white screen
itself, because the shapes projected onto the screen are not
reflectances, but mere 1lighting phenomena. These may seem to be

extreme examples, but they show that any perception is obtainable,

_9_



given control of the flux independently at each pixel. Indeed, it is
only because of the clever heuristics that the eye employs in colour
constancy that these photographs are perceived correctly, rather than

literally.

Although it is not always acknowledged, colour constancy 1is
closely related to the phenomenon of lightness constancy. The latter
term came originally from processing monochrome pictures, and was in
fact a single-colour "colour constancy". That is, an object retained
its "colour", a single grey-scale value, independently of
illumination. Here we use it with a subtle but important difference.
It is the ability to tell how much of the difference in brightness
between two points is due to the difference in their reflectivity and
how much is due to the difference in the amount of light that reaches
them. It assumes that either the objects are the same colour and
under the same colour of 1light, or some other algorithm has
compensated for the different colour of surface or illumination.
Much of the work in edge detection 1is bound up in 1lightness
constancy, attempting to tell whether the flux change between pixels
is due to a change in incident light, so that the points are part of
the same object, or whether the difference is due to a different
reflectivity, meaning that they are part of different regions and

separated by an edge.

The present work is an extension of the work of Edwin H. Land and
his colleagues at Polaroid, and his nominal opponent, Alan L.
Gilchrist. Professor Land is an experimental scientist and an
inventor, and has greatly contributed to the understanding of the

nature and importance of colour constancy. Unfortunately, his
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writing is not as strong on theory, and he has limited himself to two
dimensional scenes in order to avoid the complexities of lighting and
surface phenomena 1in the real world. In the present extensions of
his algorithm the structure has largely been retained, but each
component has been replaced, and some new steps added.

Alan Gilchrist is known as the man who makes black look white.
This is because in a series of experiments [Gilchrist, 1977, 1980a]
he has created scenes where observers consistently make dramatic
~errors in identifying the colour and lightness of surfaces. It will
be seen later that these errors depend upon extended coincidental
alignments within the scene, and an unusual impoverishment of the
objects. Nonetheless, studying scenes in which reflectance constancy
fails 1is as important as studying scenes where it succeeds. A major
success of the present algorithms is that they are as good as humans
at interpreting Gilchrist's scenes, unlike any previous algorithm.

In the results of the present study, there are two major
surprises. The first surprise is that, in colour scenes, edges do
not have nearly the importance that previous researchers, in both
monochrome and colour, have ascribed to them. 1In fact, a complete
colour constancy algorithm for one domain of scenes, given in chapter
four, does not require any use of edges at all. In general it turns
out that colour information gives easy and accurate region groupings,
and edge measureﬁent is only necessary when considering lightness
constancy. Nonetheless, perceptual evidence suggests that edges are
quite important in the functioning of the human eye. This is
probably a computational convenience. The present work does not
claim to report how the eye performs reflectance constancy, but

rather to show that there are several cues to reflectance that have



not Dbeen previously discussed, and that a reflectance constancy
algorithm using these cues is more versatile than any previous man-
made algorithm.

The second surprise is that, within the proposed algorithms at
least, scene complexity often reduces the difficulty of colour
constancy, rather than increases it. For example, a complete colour
constancy algorithm 1is given for an arbitrary scene that is lit by
three or more independent colours. No version of this particular
algorithm will work with less than three source colours. Similarly,
curved objects in the scene generate a variety of fluxes, and these
are not needless complications to be filtered out, but sources of
important information for separating region and lighting colour.
Similarly, the techniques developed here are tolerant of, if not
enhanced by shadows, large objects, extreme object colours, and
partially obscured objects that appear as two or more disjoint
regions. When two or more illumination colours oceur, the

information obtained in one can be immediately used in the other.

Chapter two details the work of both Land and Gilchrist, analyses
Land's algorithm and demonstrates 1its weaknesses. It is seen as
consisting of several modules combined in an overall framework. The
modules are especially deficient in ignoring most of the colour
information; they are essentially monochrome. The overall framework
can be seen as caused by the need to separate brightness steps from
colour gradients. As it stands, it can not be extended to three
dimensions, but if the modules are changed, a similar framework can
be used to first determine the colour differences between regions,
then the lightness differences, and finally the actual scene

reflectances.



Chapter three introduces what may be called flux space theory.
One concept of this theory 1is the dimension of the illumination,
which is the number of light sources of independent colours. When a
scene 1is viewed by a number of colour receptor channels greater than
the dimension of the illumination, the theory shows how to determine
the number of source colours, and to unambiguously separate the
effects of each source colour. It can predict the flux that would be
seen under any one of the illumination colours in the absence of the
others. It also allows, for almost any scene, the determination of
the ratio of surface colours between any regions of the scene. This
can reduce the problem of reflectance constancy to one of lightness
constancy.

An essential part of flux space theory is that it is not chained
to the spatial information. When projected into flux space, pixels
from a region will group themselves into a flux structure, comprising
all the points with the same reflectance colour, independently of
their location in the image. This provides immediate region
detection, as well as unifying disjoint regions of the same colour.
It also means that error reduction can be done on a region as a
whole, and sometimes on the entire scene, rather than on some
arbitrary small mask.

After the initial grouping of regions into structures, computation
continues using the flux structures themselves. One such computation
is explored in chapter four, which confines itself to the world of
scenes illuminated only by distant point sources. Within this world
the flux structures are limited by a function named the envelope.
When two or more sources are present, this envelope allows

computation of the relative angle between the sources, and their



relative lightnesses. The envelope also provides increased
information about the lightness of the surface and its illumination.
Finally, the envelope techniques can determine or greatly constrain
the surface normal at each pixel. That is, the angle of the surface
of the object at each point is known. Other researchers have shown
how to use this information to determine or constrain the depth of
points in the scene.

When three or more colours reach the scene the remaining
ambiguities are removed, because every pixel then 1lies on the

envelope. This is a much more powerful condition, and provides a
'complete colour constancy algorithm which does not need any edge
techniques or external lightness constancy information.

Chapter five returns to general scenes to show how to combine flux
space theory with externally determined lightness measurements to
complete colour constancy. It shows how to transfer information
between source colours to improve the results in each. It also shows
how to combine edge and flux space information to determine whether
or not an edge is due entirely to reflectance change, because this is
the criteriop for edges that can be used for 1lightness measurement.
Finally, it shows that some edges are more important than others in
colour constancy, and shows how these edges can be found for quick
approximation algorithms.

Chapter six looks at an entirely different method of determining
surface reflectance, and so reflectance constancy, using three
extreme  forms of secondary reflectance: ideal background
illumination, mut ual reflectance, and veiling luminance. The
background case is a comparatively useless computational curiosity,

since it assumes that every point in the scene receives the same
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amount of background illumination. Nonetheless, it shows that using
flux space theory, such a background would immediately give lightness
constancy for every region, and thus complete reflectance constancy.

In mutual reflectance, two objects each reflect enough 1light to
act as a significant illumination source for the other. This case is
studied with particular reference to corners where two surfaces meet.
A method for extracting the colour and strength of the illumination
is developed, using only information local to the corner. This 1is
enough to complete scene-wide colour constancy. It is seen that if
spatial information is known about the corner, then more can be
determined directly.

Perhaps the most important part of the chapter 1is the detection
and removal of veiling luminances. These occur when every point in
the image has a constant flux added to it. It occurs when looking
through a shop window or through the surface of a still pond, but
more significantly, it constantly occurs in human vision because of
the light scattered and reflected within the eyeball. Interestingly,
Gilchrist [1983b] has shown that humans can only detect and remove
the veil when there is a substantial complexity in the scene, as is
the case outside perception laboratories. No previous theory
explained how such a veil could be processed. The success of Flux
Space Theory in removing the veil was not a goal, but rather an
unexpected corollary.

In chapter seven, it is seen that colour information is well
suited to intelligent error correction, and interpreting mixed
pixels. Colour can also allow photometric stereo to be performed on
moving scenes. Photometric stereo is a method of estimating depth by

sequential control of separate light sources. The flux space and



envelope theories suggest a number of perceptual experiments, some
intended to determine how well these algorithms model the human
visual system, and some to better understand the interaction between

lightness constancy and colour constancy.
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Chapter Two

Land and Retinex Theory
Gilchrist and False Perceptions

Other Literature

The present work is set in the context of thirty years of
development of Retinex Theory by Edwin H. Land of Polaroid and his
colleagues [Benton 1977, Daw 1962, Frankle 1980, Land (al1), McCann
[all], McKee 1977, Stiehl 1983]. Their results are summarised in
Land [19?7@ and Land and McCann [19?1].

The name Retinex comes from the separate channels which Land
postulated for colour processing. It is a conflation of the words
retina and cortex, because he wished to indicate that the processing
which he described might take place in either or both areas. This
nétion of keeping the channels separéte is one of the important
contributions ¢ his theory towards developing colour constancy
mechanisms. :

Early in the 1950's Land was experimenting with colour separations
as a prelude to extending one-minute photography, as it was then,
into colour. He had three projectors in registration on the same
sereen. Each had in it a monochrome picture of the same scene, but
one photograph had been taken through a red filter and was also
similarly projected through red. The other two were respectively
photographed and projected through green and blue. 1In the course of
using this apparatus, one day the blue projector failed. Land
happened to notice that the colours on the screen were substantially
unaltered. Being well versed in colour mixing theory, this troubled

him. If there were only shades of red and green on the screen, then
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the perceived colours should not include blues, browns, yellows and
purples. The evidence before him was wildly divergent from
established wisdom. This chance occurrence, and the attentiveness to
notice both the perception and its related paradox 1led to thirty
years study of colour perception, and to the evolution of Retinex
theory [Walls, 1960].

He next discovered or was shown the similarity between his
discovery and the two-separation colour systems of the early cinema.
Due to the necessarily short exposure time of each cinema frame, as
well as the complexities of development, colour cinema became
practical much later than still colour photography. Nonetheless,
there were many imaginative attempts at colour cinema which are now
almost totally forgotten. Fox and Hickey [1914] used a system where
the scene was alternately photographed with and without a red filter,
and then projected with the same alternation. Later, Bernardi
improved the result by adding a green filter to the non-red
photographic stage, while retaining white 1light for projection
[Cornwell-Clyne, 1951]. The Cinechrome system of 1921 used a double
width film with the colour separations beside each other for
simultaneous projection, and there were many other variations. Evans
[Land, 1959d] used red and yellow light to obtain full colour in
still projection. The reason that these techniques work will becocme
apparent as we examine Land's experiments with them.

Textbook colour mixing theory says that if red light is added to
white 1light, the result is pink. With an image in each light path,
giving different amounts of red from one, and different amounts of
white from the other, the predicted result is a variety of shades of

white, pink and red. Similarly, red mixed with yellow is expected to
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produce only shades of red, orange and yellow, However, this was not
the case for these early experimenters; their apparatus produced
nearly the whole spectrum of colours as seen in the original scene.

Land wished to resolve this paradox, and to determine the
capabilities of the process [1958,1959a,b,c]. His first public
demonstration was May 1955 [Walls, 1960]. He provided a series of
demonstrations that the process was quite robust, and that wavelength
does not determine ﬁhe colour perception. The latter contradicts the
assumption, common since Newton's discovery of the spectrum, that the
eye measured object colour by determining the strongest wavelength
reaching the eye, perhaps modified by a wide variety of factors such
as adaptation and contrast.

Most of Land's early experiments use two monochrome
transparencies, taken identically except that one, the "ﬁoﬁt record”,
is taken through a green filter, and the other, the " |ong record",
is taken through a red filter. These are projected through two
projectors in registration onto a single screen. Since each is
monochrome and both are projected in white light, the effect is a
monochrome image of the original scene. The short’ record is now
turned off and a red filter added to the Fkong record. The result is
the same monochrome image, but seen with a red "wash". When the
short record is again illuminated, the expected result from combining
the two projectors, one of white light and the other of red, is a
mixture of red, pink and white. However, this is not the case; the
image is seen in full colour, with each original hue correctly
per ceived. It is important to note that each time the image is
presented, the colours appear immediately and correctly, thus

eliminating explanations based on bleaching, adaptation, and other
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time—dependent visual phenomena.

The experiment may be repeated using a dual monochqégpmeter. This
device allows a narrow wavelength band, as opposed to the broad bands
used above, to be presented independently to each image. Land has
shown that if the two wavelengths are not too similar, then full
colour still results. Most impressively {19590], if one wavelength
is a short yellow and the other is a long yellow, then the eye still
sees all the correct colours, even though it 1is only receiving a
mixture of ¢two shades of yellow. Neither colour mixing theory nor
Newtonian spectral theories would predict the perception of reds,
blues, browns, greens, and other colours, from only yellow light.

It is important to aveid the notion that this is some kind of
trick. While examining the development of Retinex theory, it becomes
clear that these phenomena are simply part of the human colour
constancy mechanism. This mechanism extracts the correct surface
colours from the scene, despite unusual illumination, such as the two
wavelengths of yellow cited above. An important difference is that,
with various tricks and illusions the perception differs from the
reality, whereas here the colour perception 1is the same as the
reality, which is the reflectances of the original scene.

Several experiments demonstrate the robustness of two—-channel
colour. Wide variations, up to a hundred fold, in the ratio of light
from the projectors do not substantially alter the perceived object
colours. Colour mixing theory would say that as the red projector
gets brighter, the redness of the objects of the scene would
increase. If the room lights are partially illuminated so that the
screen and the room can be perceived simultaneously, the colours of

both are seen correctly simultaneously. A second set of
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monochronometers may be added, adjusted to a different pair of
wavelengths, giving three simultaneous and correctly perceived
"colour worlds". This is related to the ability to correctly see
object colours in a room which is partially sunlit and partially
artifiecially 1lit.

It is possible to double the contrast of the image by putting two
copies of a negative together in the same projector. This greatly
alters the transmission ratios between regions in that image. Doing
this to one or both projectors does not alter the perceptions.
Although Land does not note it, with hindsight this can be seen as
evidence that colour constancy processing in humans is done on the
log of the flux, rather than on the flux values themselves.

Land suggests that the two colours of the monochqhépmeter provide
two "arbitrary primaries", in that all the perceived colours are
produced by an amount of one added to an amount of the other.
Evidence for this occurs when the two transparencies are exchanged.
When the long record has the shorter of the two wavelengths, then
full colour 1is still perceived, but in reversal. The perception is
that of a colour negative; red has become green, yellow has become
blue, and so on. This also demonstrates that the perceived colours
are independent of any expectations, indeed stronger. Independence
is also shown by using photographs of abstract coloured papers, or
objects which do not have a predictable colour.

Land's explanation of how correct colour perceptions are
obtainable in these experiments is +that the two photographic
transparencies store different information about the scene colours.
When the wavelengths that carry them are perceived, it is not by

choosing the stronger of the two, but rather by using them separately
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as co-ordinates in a two-dimensional Cartesian space of colours. The
location of each reflectance colour in this space is computable from
the images themselves, as the percentages of transmission, and this
has been done [Land, 1959a page 125, and elsewhere]. A virtue of
this model 1is that changing the amount of light from one projector
causes the dimensions of that axis to be rescaled accordingly,
without altering the topology of the colours in the space.
Similarly, Land shows that other alterations to the flux which
preserve the topology, such as change in contrast, do not reduce the
reflectance information available.

The essence of colour constancy in these demonstrations 1is that
the original photographs have respectively captured the proportion of
long and of short wave reflectance of each object. These are then
re-transmitted on any two carriers which preserve the long and short
wave relationship, and are far enough apart for the eye to separate.
After separation, they act as 1indexes to the colour space, thus
specifying the object colour. Just as the wavelength of a radio
station is immaterial when 1listening to 1its programme, so the
wavelength of the two light carriers 1is immaterial to the colour
perception. This énalogy is eépécially good with respect to stereo
radio, where two adjacent wavelengths carry different but related
information which is perceived by comparing the two channels.

Land does not explicitly address the 1issue of how the eye
separates the two wavelength carriers. This is not a contentious
issue, but it should be explained for the reader. Essential 1is the
fact that the three cone systems are broad band, and have different
peaks. Any colour of light, at reasonable intensity, will stimulate

all three systems, but in differing amounts. Say that wavelength A
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stimulates the red cones more than it does the green cones, and that
wavelength B stimulates the greens more than +' the red. An
increase in A will result in an increase in both red+green and red-
green, while and increase in B will result in a decrease in red-
green but still an increase in red+green. A decrease in either will
invert the sign of red-green, and decrease red+green. In short,
comparing the cone systems separates the two carriers in much the
same way that comparing the two signals specifies object colours.

In addition to showing the remarkable versatility of colour
constancy, some of Land's demonstrations define conditions which do
not produce object colour perception. Most of these are cases where
the flux points that occur on the screen all fall onto a single line
in the colour space. One example is when the same transparency is
used 1in both projectors, or when one is the negative of the other.
This observation 1is «central to further development of colour
constancy understanding; if the colour information in the image is
one dimensional, then it is monochrome, but if it spans two or more
dimensions, then it allows perception of object colours.

However, some demonstrations of the failure of creating colour
are not caused by single dimensioned information. One of these is
when the two projected images are out of registration. Even a small
displacement on the screen of one picture relative to the other
causes object colour to be lost, and then only the 1limited colours
predicted by mixing theory are seen. Land says that this is because
the perception of the objects is lost. However, this explanation is
not acceptable. Firstly, slight change of registration does not
destroy the object perception, but causes only a blurring of the

edges; the objects in the image are still wholly identifiable long

...23_



after their colour is gone. Secondly, this explanation is at odds
with the evidence that object recognition is not necessary for the
colour constancy, which works with even abstract shapes.

A second important experiment where full colour does not occur is
when the transparencies are replaced by neutral density step wedges.
These are filters consisting of parallel bands of grey, increasing
from transparent on one side to black on the other. With one
projector transmitting through a vertical wedge and the other through
a horizontal wedge, an array of square patches appears, each having
different co-ordinates in colour space. These points are distributed
throughout the space.

Similarly, full colour 1is absent when continuous, non-step,
neutral density wedges are used. These have a continuous gradient
from clear to opaque in one dimension while being constant in the
other. Two crossed wedges produce every flux point in the two-
dimensional colour space. Both examples produce two-dimensional flux
information, yet neither produces any object colour effect. Land's
explanation for this is that the patterns are "too regular"; the eye
needs a certain amount of "randomness" to work. That is pure hand-
waving, and he quickly goes on to another topiec, but we shall now
consider it more fully.

In later writing [Land and McCann, 1971] he demonstrates the
import;nce of edges in lightness measurements. From that generally
accepted observation it is clear that continuous wedges would not
show colour constancy because the image would be perceived as
depicting no more than one object. As an aside, the flux space
theory developed in the next chapter would indicate that ﬁhe scene

would be interpreted as unreal because of the impossible changes in
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the two apparent illumination gradients on the one object.
Nonetheless, edges-are present in the step wedge case, and yet
object colours are not perceived. Nothing in Retinex theory up to
the present time accounts for this failure. With hindsight, the
weakness of the theory which prompted the present work is also
responsible for the failure to explain this particular experiment.
An important characteristic of the Retinex algorithm is that
lightness is computed separately in each of the «colours, with the
results being compared at the end of the computation and serving
as indexes into colour space. This 1is a major improvement from
previous algorithms, which computed a single value, "hue", from red,
green and blue at the_start of the process, thus reducing three
dimensions of information to one dimension and losing the other two-
thirds of the data. However, Land has gone too far in separating the
three colour planes. Interaction between the planes which does not
lose information can greatly enhance the computation of colour
constancy, as 1is shown in subsequent chapters. One small case of
this relates to the step wedge experiment. Land has always tacitly
assumed that when an edge is detected in one colour plane, then it
will be detected at exactly the same place in all the colour planes.
Researchers who have worked in practical computational vision would
probébly not have made this mistake, since practical edge detection
is difficult and unreliable. As a simple example, the colour images
from most contemporary laboratory devices are often out of
registration, and the correspondence of edges between colours can be
used to correct the alignment. This is a non-trivial task since the
error changes across the image, but methods similar to stereopsis

computations can be applied.
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One of the early steps in the present research was to consider
ways of detecting edges using the three colours simultaneously,
assuming no registration problems. Clearly this edge detection is
more appropriate than Land's monospectral version, since real object
edges affect all the reflected light, not Jjust the 1light in one
receptor colour channel. Realising that edges are inherently
multispectral, a better explanation for both the step-wedge and
unregistered image failures would be that the edges occurred in only
one channel, and thus they would not be perceived as object edges for
the colour system.

This should be developed further, since a true reflectance edge
can happen to be constant in one colour, although it is very unlikely
that it will be constant in more than one. The solution must await
the presentation of Flux Space theory.

In fact, researchers replicating Land's work have inadvertently
shown that his non-random hypothesis does not hold, because they
easily achieved full colour in a regular array of square patches.
Pearson, Rubinstein and Spivack [1969] did this with a ten by ten
square quilt of areas of constant reflectance, which was spétially
quite similar to the step wedge image. The experiment was designed
to show, using Land's methods, that the earlier Helson-Judd formulas
would "predict" Land's results. Their success rate varied from
sixty-one to ninety percent, and they regarded this as a good
prediction rate.

Karp [1959] replicated Land's key experiments, and also showed
that the perception of "full colour" was preserved in photographs of
the screen. He noted that a pinhole view of the screen reduced the

perception to the colour predicted solely by colour mixing,
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confirming the importance of context rather than flux. He then used
a scene of a five by five array of square colour patches on either a
black or white background. The patches are nowhere adjacent because
of the separation of the background. With the black separation, only
mixture colours were seen, as in Land's crossed step wedges.
However, full colour occurred with white separation. He suggests
that this might relate to the apparent whites of the highlights seen
on glossy objects. This is not supported by his further finding that
even a dark grey field preserves full colour. A more likely
explanation 1is that the black field isolates each region into a spot
colour, so that no relationship between the regions is seen.
Computationally, this 1is because the ratio with black is undefined,
being essentially division by =zero. Thus the ratio can not be
propagated across the gap to compare the separated regions.

Karp's paper goes on to make an important note 'on Land's short
wave reversal, which is a small group of wavelength pairs which
generate an unexpected negative image when used for two-colour
projections. The image 1is correct when the two wavelengths are
interchanged, with the longer one 1illuminating the short record.
Karp notes that these pairs correspond to unusual angles in the CIE
chromaticity diagram, which would be associated with a change of role
for the two colours. His paper also anticipates the Retinex concept
of the virtual white, by noting that the warmest image point 1is the
brightest in the 1long record, the coolest is maximum in the short,
and white is the maximum in both records. Unfortunately, alongside
these virtues, his paper matches contemporary feeling in attributing
the phenomena of two—primary colour to simultaneous contrast, and

dismissing their importance.
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Daw [1962], on the other hand, was firmly in Land's camp, and was
briefly a co-worker in his lab. His rectangular array, like the ones
used by Land at that time [Land 1962a], had a mid-grey background,
with no apparent loss of colour perception. This particular study by
Daw was intended to show that successive contrast could not explain
colcur constancy, but the results also indicate the importance of
edges in human vision. Subjects were asked to fixate for twelve
seconds on a particular point on the screen during two-colour
projection of a natural scene. Then the red projector was turned
off, leaving a single black and white projection on the screen.
Wherever the subjects looked they correctly perceived only the
monochrome, except when they returned to the fixation point, where
they immediately saw the full colours as during dual projection. The
eye could depart and return any number of times. Full colour always
recurred at the fixation point until the fading of the afterimage,
which 1lasts about as long as the fixation period. A version of the
successive contrast hypothesis is that the eye compares the flux at a
point with the afterimage from previous points to somehow eliminate
the effects of the illumination. It is not clear how the afterimages
of green fields and white clouds are both meant to have the same
effects.

Daw then repeated the experiment using an abstract scene
consisting of a rectangular lattice of colour patches on a middle
grey background. The fixation point was the upper left corner of a
particular patch. The same results occurred, with a significant
addition. Full colour would occur whenever the eye stopped at any
upper left corner. Furthermore, although the colours were correct

when looking at the fixation corner, they were different for each
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corner chosen. There must be two phenomena involved in these
results. Firstly, it is clear that edges are important for eliciting
the afterimage. Traditionally, afterimages are looked for on a blank
field after fixation. Subjects in this experiment said that the new
af terimages were substantially stronger that those on blank walls.
When the edges coincided, the perception was said to be real rather
than ephemeral. The images would occur after only one second of
fixation, although they would correspondingly last for only a second.
With further experiments, Daw suggests that when edges are present,
they tend to suppress afterimages as an aid to perception, except
when the edges accidentally coincide with those of the previous
image. The observed enhancement of afterimages 1is probably an
artifact of that method rather than an important tool. Edges rarely
coincide as the eye roams natural scenes, so the new edges can
suppress afterimages.

The second phenomena composite in the data is the production of
colours from a combination of a monochrome image and an afterimage.
Recall that colour occurs when there are two or more channels of flux
available for comparison. The data implies that the afterimage
provided one dimension of information, while the input sensations
provided the other. It is not sufficient to say that the edges of
the monochrome image permitted full colour to return, because this
would say that the monochrome image was ignored other than its edges,
and also contradict the data of the second experiment. Daw's report
is not sufficient to determine whether the afterimage simply replaced
the missing red long record, or whether some other processes were
occurring. In either case, the exact mechanism remains unclear. Any

explanation must also take account of Zeki's finding [19833] that the
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colour of afterimages is dependent upon the perception, rather than

the the flux of the fixated scene.

When Land's articles first appeared, they caused quite some
controversy. The popular press,. for example Bello [1959],
immediately made predictions of two-colour photography, television,
printing, and so on, and stated catagorically that all previous
researchers were fools. Although Land himself made efforts to
prevent such absurdities, these popular reports did much to entrench
other vision researchers against him. Wilson and Brocklebank
[1960,1961] were wholly condemning, and reviewed only Land's
detractors. Wright [1959], in a summary of areas of vision research,
only mentions Land, but complains that "we need some way to measure
Land's colour appearance". This shows that he has entirely missed
Land's point. Contemporary vision research was essentially
interested in studying the failure of the eye; a stimulus would be
presented that would seem 1like something else, and so it was
important to measure the false perceptioﬁ. Land insisted that the
important behaviour of the eye is not in its failures, but in its
broad range of successes. The essential point of the two-colour
projections 1is that the correct object colours are perceived.
Wright, however, insisted on regarding them as simply another visual
trick, in which red and green are added to create the "false"
perception of blue, and so on.

Judd [1960] made a well thought out appraisal of Land. First, he
showed that "classic theory", as Land had termed it, is not limited
to colour mixing. Indeed, Helson's formulation, with Judd's own
modifications, predict the colour perception from mixtures of colours

in different proportions, including results unexpected from colour
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theory. Nonetheless, he accepts the value of Land's work on several
counts. Land replied [1960], accepting that the two-colour
projection techniques are not new. In fact, he had cited early
cinematographic references that even precede Helson. However, he
indicated that all of his previous points stood, including colour
perception coming from channel comparisons rather than mixtures, and
the value-of complex scenes in vision research.

The literature of the time has similarities with the Ptolemian
theory of the solar system and its preponderance of epicycles. In
that theory, the original hypothesis was that the planets travelled
in «circles. As data colieotion became better, the hypothesis was
modified to include tiny circles moving within larger circles within
still larger circles. There was great resistance to the notion that
the orbits might be ellipses.

In the case of vision, the initial stage was the assumption that
the colour of an object was the colour of the flux, as with a
photometer. Epicycles on top of this vary, depending upon the vision
paradigm that one was trained in. They include lateral inhibition,
followed by another cycle of disinhibition, or the shift from flux to
flux ratios at edges. The latter, in fact, has only recently been
challenged [Gilchrist and Jacobsen, 1983a] in a way that shows that
it 1is grossly unable to explain reflectance constancy. The common
response to Land's demonstration that full colour can be obtained by
comparisons of only two yellow frequencies was to propose another
adjustment to the old formulas, rather than to consider a theory of
the comparison of channels.

Marr {1982] has pointed out an essential distinction between two

uses of the word "prediction" in this context. In the Helson-Judd
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formulation, prediction means that by plotting the fluxes in their
colour diagram, the approximate value of the perception can be
estimated. No one suggests that this is how the human system
operates; no physiologist has yet found a colour circle inside a
brain. The Land system, in contrast, suggests a mechanism, and that
mechanism matches the "ecology" of the task, which is the problem of
determining surface reflectance in a world of greatly varying fluxes.
In fact, Land's model also correctly predicts when colour constancy
will occur, a prediction about the perception process, rather than
simply perceptual data. Essentially, the earlier formulation
succeeds because it has collected so much data that new conditions
can be predicted by finding similar conditions in the data table and
interpolatin3 between values. The regularity in the data 1is an
artifact of the regular structure of the perceptual system, and does
not consist of a "theory" in itself.

These objections are not meant to denigrate the value of earlier
research. Much has been learned about the actual workings of the
eye. A new theory does not discard the previous data. To show that
lateral inhibition does not explain constancy is not the same as
claiming that inhibition does not occur, or even that it 1is not a
contributing mechanism in achieving the constancy. The point of
controversy is that earlier theories, adequate to explaining
phenomena in limited laboratory enviromments, have not proved able to
explain perceptions in complex scenes. Essentially, researchers have
been asking two different sets of questions. Land's questions were
about constancy in real scenes, the ability to differentiate between
reflectance and illumination. Others had instead concentrated on the

vision mechanism itself, systematically studying its individual parts
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and stages. One valid technique for 1learning about a hidden
mechanism is to measure its behaviour in difficult, marginal or
degenerate conditions. However, information gained in this way can
not usually be generalised to fully describe the central functions of
that mechanism. The difference between the two approaches is almost
analogous to the difference between studying how to drive a vehicle
and studying how to take it apart.

Although these distinctions of methodology were not apparent at
the time, some commentators were more receptive. Karp [1960}
impliecitly suggests that two—-colour projection simulates a certain
colour blindness in some way. This observation was based on the poor
blue-green definition, which is thought to be similar to tritanopia.
The connection 1is more than superficial, since several colour
blindnesses seem to produce either a one or a two dimensional
perceptual space, rather than the standard three dimensions.

Perhaps the fairest evaluation came from Walls [1960], who had
joined Land for some time before the embarrassing popularisation of
the research. Walls tells the otherwise unpublished story of Land's
earliest studies. For instance, he asked that Land align a black
grid to the crossed step wedges, and this caused some colour to be
seen. Although still «critical of Land's theory, Walls is alone in
his day in addressing the issues rather than the data, and perhaps
this is why most of his predictions have come true.

In their review of contemporary research in colour vision, Hurvich
and Jameson [1960] devoted only a small section to colour contrast,
which they took to include constancy. The sort of research which
they were interested in included the perceptual results of

photochemical breakdown under unnaturally blinding brightness, and



the effects of wearing spectacles with differently coloured lenses
for many days. They give Land a short mention, declaring
unequivocally that the results are "neither more nor less than
stunning illustrations of simultaneous induction or contrast
mechani sms". They go on to equate the phenomena with coloured
shadows. These shadows occur, for example near sunset when a blue
shadow results from the red-biased sunlight being taken for white,
and so the white-ish background 1light that fills the shadow 1is
perceived as proportionately un-red. Although these shadows are
distantly related to two-colour projection, their behaviouwr is
confined to the colour mixing laws, the edges are always limited to
changes in a single primary, unlike reflectance edges, and the
shadows are once again an example of perceptual error rather than
robustness.

Later, Jameson and Hurvich [1961, 1964] reported results which
seemed to show that the eye was surprisingly poor at lightness
constancy on a scene of five reflectance papers of shades of grey.
However, their results can also be interpreted to show that lightness
constancy is the primary phenomenon, with a secondary effect of a
mis-estimate of the overall brightness, with a minor third-order
effect that the blackness of the darkest area increases with
luminance. In any event, this one anomalous experiment has never
been successfully replicated despite attempts By at‘ least three
different groups [Gilchrist 1983a].

Two decades later, they have changed their mind about reflectance
constancy and begun new research. Leo Hurvich has been seen to give
a conference paper wearing a very loud jacket and tie that become

quite sedate under appropriate illumination. The description is
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reminiscent of the earlier theatrics of Land and many other vision
researchers. Now their complaints about Land [Jameson and Hurvich,
1983] are that he has not gone beyond Mondrians, that he looses the
illumination information, and that he does not account for the errors
of human constancy. The first is fair enough, except that Land's
co-worker McCann [1983a] reported results on outdoor scenes in 1982.
The second complaint is fundamentally correct, has also been made by
Gilchrist [1979a] and others, and was a starting point for the
present study. We will be interested to see any method they propose
for better utilising the illumination gradients. The final complaint
is entirely undeserved because McCann, McKee and Taylor [1976a]
measured the human bias to constancy at different brightnesses and
then built a computer program that reproduced the human perceptions
including this bias. They have also corrected for the bias caused by
light scattering within the eye {McCann, Stiehl and Savoy, 1979;

Stiehl, McCann and Savoy, 1983].

An interesting side 1issue raised by Land [1965], is that a
polychrome visual system can conceivably be less favourable for
evolutionary adaptation than a monochrome system. He recalls that in
the early days of monochrome photography, the orthochromatic films
were regarded as far superior to the panchromaéic, because the former
gave much better contrast and 50 object definition. In
orthochromatic, reds are dark and greens are light, while in
panchromatic, they are nearly the same shade of grey. By analogy, if
a creature had a red-sensitive monochrome system, and then evolved a
second, green-sensitive system, and directly combined the results of
the two it would actﬁally loose much of the ability to distinguish

red from green. From this he demonstrates that the common notion of
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combining the output of the three types of cones into a single colour
value is not reasonable, and that it is much more useful to process
colour as a set of separate values, and so yield a result in a two or
more dimensioned space of possible perceptions.

He leaves unaddressed the issue of how the evolution of a creature
could make the leap from monochrome perception to colour constancy,
if the intermediate step is 1less adaptive. We may suggest that
monochrome perception has at least two developmental stages. The
first is flux vision, which lacks constancy. A frog will jump when a
large dark object enters its visual field, since the object may be a
predator, while it will strike at a small dark object, which is
likely to be an insect. This sort of vision is quite useful to the
frog, even without lightness constancy. Philosophically, 1lightness
constancy compares objects within a scene, whereas flux vision
compares objects between time frames. It is only at a second stage
of evolution that lightness constancy need be developed.

These same two stages can be drawn within polychrome perception.
It is easy to imagine several types of multi-dimensional flux vision,
each lacking in colour constancy. For example, one channel might be
sensitive to the colour -of a favourite food, while anotﬁer
distinguishes the colour of possible mates. They need not have any
obvious interconnection, although simultaneous signals from both
channels might have a third envirommental meaning. The most obvious
evolutionary issue is whether flux vision evolved into lightness
constancy, which then developed additional receptors producing colour
constancy, or whether flux vision became multi-dimensional before
developing constancies. This could be resolved Iif zoological

perceptionists could find species that exhibited either of the
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intermediate stages, although it is also possible that both
evolutionary paths have occurred. Further, it is likely that several
different stages in the development of lightness and colour constancy
can be differentiated, and any such results would have implications
for the development of other colour constancy research.

These thoughts about ontology suggest a subtle but important
distinction between two theoretical types of colour constancy. If
two independent channels, each with lightness constancy, provide an
index into a two dimensional space, then this is actually two-
dimensional lightness constancy, and as such only approximates colour
constancy. True colﬁur constancy occurs when additional computation
is done combining the different receptor systems to better define the
effects of the illumination. Multi-dimensional lightness constancy
is unable, for example, to correctly process simultaneous
illumination by different coloured 1lights. To a large extent the
differences between Land's constancy and the mechanisms presented in
the present work parallel this distinction; Land's methods make
comparatively little use of information compared between the

channels.

The most important publicationlon Retinex theory was [Land and
McCann, 1971]. Previous work had concentrated on two—primary colour
and demonstrating the problem of colour constancy and the inadequacy
of previous solutions. In 1971 they presented their Retinex colour
constancy algorithm, which incorporated two entirely novel features,
lightness chaining and the colour cube. Subsequent writing on
Retinex theory has only refined details of the algorithm and
presented it to a wider audience. We will now examine it.

The Retinex algorithm is confined to the world of Mondrian scenes.
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These are two-dimensional scenes made up of areas of constant
reflectance, and having no abrupt changes of illumination. However,
the 1illumination may have a large gradual gradient across the scene,
as for example when the light comes from one side. These scenes are
called Mondrians because of their similarity to some of the paintings
of the Dutch artist Peiter Mondrian. The algorithm is restricted to
this domain because in Mondrians, changes of illumination and changes
of reflectance can easily be separated; the former are always gradual
and the latter are always abrupt. In addition, the two never change
simultaneously, in the sense that there is never more than a slight
change of illumination across the edge between two regions. This is
not generally true in real world scenes; if one object is in front of
another so that the two are adjacent in the image, then either object
can be in less light than the other, or even in shadow.

Each stage of the algorithm is done entirely separately in each
colour component. That is, the redness of each region is found, and
the blueness, and the greenness, each entirely independently of the
others. The method is equally applicable to finding the lightness of
objects in a monochrome image of a Mondrian world.

The first step of the Retinex algorithm is to separate the changes
of illumination from the changes of reflectance. This is done by
thresholding the differences of adjacent pixels. If there is &
region boundary between the two points, then the difference will be
larger than if the difference is only due to a slight 'change in
illumination. Land thus selects a threshold of the right size to
distinguish these two cases, and in so doing, he has isolated all of
the reflectance edges. The ratio across an edge is the reflectance

ratio between the two regions. So if the ratio is 2:1, then the
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first 1s twice as bright as the second. However, this does not give
the actual reflectance of either region, since the two could equally
well be white and light grey, or dark grey and black.

The next step of the algorithm is to chain these ratios in order
to find the relative reflectance between distant regions in the
scene. This is done by taking the sequential product of the edge
ratios. So, continuing with the example above, if a third region has
a ratio of 1:5 with the second, then 2/1 ¥ 1/5 is 2/5, or a ratio of
2:5 between the first and third regions. It is important to
understand the difference between this sequential product and
directly taking the ratio of the fluxes in the two regions. When two
regions are far apart in the scene, the gradually changing level of
illumination may be quite different between them. Their flux ratios
combine both the ratio of illumination and ratio of reflectance, and
s0 are not a good measure of reflectance. The thresholding stage is
able to isolate reflectance, but it only leaves relative edge ratios,
rather than absclute region intensities. The method of sequential
product allows these local reflectance ratios to be propagated across
the scene, so that the reflectance ratio of any two regions may be
found. This gives complete information about the relative
reflectances in the scene, but as yet the overall or absolute level
is unknown.

The absolute reflectance 1is found by the final stage, the
construction of the colour cube. The essential insight is to notice
that in any non-degenerate scene there is always some 1light-coloured
object. A whitish object reflects more of every colour than does any
other non-fluorescent, non-spectral object. Once all of the

reflectance ratios are known, it is easy to find the region with the
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highest reflectance. This is then taken to be the value of white,
and all the other reflectances are scaled accordingly. This
assumption would be substantially in error only for a scene contrived
of universally dark objects. A single light-coloured object would

make it correct.

| White

green

blue

—

7 —

black

-_—_-__-—_-—__"‘_‘—'——
red

2.1 A Colour Cube

The name "colour cube" given to this scaling technique comes from
the following. If each of the colour components, red, green and
blue, are matched with the one of the axes of three-dimensional

4 colour cube is created
space, as shown in diagram 2.1. Any colour triple specifies a point
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in that space. If the smallest cube which encloses these points is
found, then it passes through the most reflective surface in each
colour. Conversely, finding the most reflective surface in each
colour computes the dimensions of this cube. The upper corner of
the cube is the computed value of white, which may be called "virtual
white™. The opposite corner, of zero reflectance in each component,
is black, and the points of the diagonal are ascending }alues of
grey. The further from the diagonal, the more saturated the colour.
The loéation of a relative reflectance in this cube gives its
absolute level because the relative value is scaled in proportion to
the reflectance of white. Notice that if the illumination becomes
brighter, then the colour cube is larger, but each point retains its
same ratio with white. If the illumination becomes more red, then
the "cube" becomes a rectangular solid which is longer in the red
dimension, but always the points in the cube retain their same
proportional locations 1in the cube. Thus reflectance colour, and
colour names, are associated with locations within the cube, while
illumination colour and brightness are associated with the size and
shape of the cube itself.

Although this explanation has referred to the three colour
components as red, green and blue, Land would point out that these‘
names only approximate the actual values, which for the human eye are
the output of the long, medium and short wave cone systems. However;
the essence is that the cube is scaled by the receptors available to
the mechanism. The cube created by a computer vision system is
scaled by its own receptor sensitivities. Nor is there any magic in
the number three. The same process of computing virtual white can be

carried out with two or four or more colour components.
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The computation of lightness was elaborated by Horn [1973]. This
paper provided a more rigorous mathematical framework for the Retinex
lightness algorithm. The constraints involved in choosing an optimal
threshold value are made explicit. It is shown how Land's ad hoc
method of chaining reflectances by a random walk can be replaced by a
two—dimensional operator such as the Laplacian. Horn also shows that
lightness computation is most naturally viewed as a differentiation

followed by an integration.

The most important complement to the work of Land and MeCann has
been that of Alan Gilchrist, much of which has been undertaken
concurrently with the work being reported here. Both Gilchrist's
experiments and the present research studied reflectance constancy
and did so by departing from traditional retinal adjacency
explanations. Both projects looked at complex three-dimensional
scenes, and as a result, at classifying edges. However, his work has
concentrated on lightness or monochrome constancy and edge
classification caused by depth perception, while this work was
interested in colour or polychrome constancy and classified edges by
correctly identifying differences in illumination. Furthermore, his
background of experimental psychology led to a series of novel and
definitive éxperiments in human perception. The present author's
background of mathematics and computing led to the development of a
computational mechanism that can separate certain features 1in an
image into their original reflectance and illumination components in
a way that had not previously been explained or even predicted.

Gilchrist's experiments serve to demonstrate that humans are able
to use at least some of the information available from the Flux

Space, while the mechanisms presented in the present work help to
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answer the questions posed by his results.

His work was originally prompted by an observation of 1Irvin Rock
that it is quite common for an outside corner of a building to have
one side in sunlight and the other in shade, yet both surfaces are
perceived to have the same or nearly the same lightness. A keyhole
view of the same corner, given that the walls are plain, produces the
quite different perception of a bright and a dim surface that are
coplanar.

He replicated this phenomena under Laboratory conditions with
several variations, and was able to demonstrate [1975a,b] that
constancy is very poor if there is only one reflectance per wall,
even if the spatial arrangement of the corner is correctly perceived.
However, with ¢two regions of different reflectance per wall,
constancy returns. Apparently the eye needs a second surface for
comparison in order to make good lightness judgements.

An important thread through this early work was to determine
whether spatial perception influences perceived reflection. This
issue started with Hochberg and Beck [1954], who placed a flat
trapezoid upright on a floor so that it appeared to be a square lying
on the floor when observed through a pinhole. The scene was
illuminated from above so0 gthat the target received comparatively
little light. When it was perceived as lying flat, the eye assumed
that it was in full light, but when clues were added which indicated
its actual position, the perceived lightness increased to compensate
for the apparently lower illumination. However, in their experiments
the effect was comparatively small, and others followed with a host
of related experiments giving small or negative results, depending

upon the disposition of the experimenters.
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Gilchrist's first result explains the small size of Hochberg and
Beck's lightness change. Since the target was alone in its
perceptual plane when correctly perceived as wupright, there was
nothing to compare it with, and so it had poor constancy and tended
to be incorrectly compared with its retinal surround.

Gilchrist went on to demonstrate that the change in perceived
reflectance can greatly vary according to spatial perception, even
with little or no change in retinal image. The coplanar experiment
[Gilchrist, 1975a,1977a,1980a] presents a keyhole view of a dim room
with an archway into a brightly 1lit room beyond. Some reflectance
samples partially cross the arch from one wall, and are dimly 1lit.
Beyond them, on the far bright wall are some other reflectance
samples, so that the two sets of samples overlap in the image. A
small change of an interposition cue makes one of these samples, the
target, appear among either the near or the far group. When it is
correctly seen as near, and thus as dimly lit, then it 1is correctly
perceived as white. When it appears to be on the far, bright, wall
it is perceived as almost black.

The corner tabs experiment [Gilchrist, 1975a,19?7a,1980a} produces
a similar result in an entirely different way. The subject sees a
keyhole view down at forty-five degrees onto the edge where a
horizontal and a vertical surface meet. The monocular view is such
that . only the two surfaces are sééh,-and they are perceived as
co-planar. When a binocular view is provided, the correct spatial
perception is achieved. The illumination is from above, so that the
horizontal surface receives about thirty times as much light as the
vertical, but no illumination gradients are noticeable. As his

previous results required, two different reflectance regions occur in
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each colour plane. In some cases these are small targets adjoining
the central junction [Gilchrist, 1980a1, and sometimes they are tabs
which extend out across the view of the other plane. The latter case
means that when the tabs are viewed monocularly, they are perceived
as lying in the opposite plane. The horizontal tab is black and the
horizontal surface is white, while the vertical tab is white and the
vertical surface is black. The reflectance of the tabs is correctly
perceived binocularly when the tabs lie in their correct plane, but
the perception is reversed with the white surface appearing black and
the black surface appearing white when a monocular view makes the
scene incorrectly appear flat. In fact, the eye 1is receiving the

same amount of flux from both tabs.

An intriguing set of experiments may be called "Gilchrist's rooms"
[Gilchrist, 1978, 1984]. In these he used a pinhole view into a
miniature room filled with typical objects such as tables, chairs and
pictures in frames. However every surface in the room was painted
the same matt colour, white for one room, black for another. Thus
there was only a single reflectance within the field of view. Each
room was lit by a single hidden bulb. Even though there was no
second reflectance for comparison, subjects consistently identified
the reflectance of the room. They could do this even when the
illumination intensity of the black room was increased to the point
where every surface in the black room gave off more light than the
corresponding surface in the white room. Similarly, subjects
correctly distinguished the white room under blue 1lighting from a
blue room under .white lighting. This is a very dramatic
demonstration that perception and flux intensity are nearly

unrelated. It is also a challenge to Gilchrist's own coplanar ratio
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hypothesis, but he does not discuss that point. He does provide a
partial clue to how the eye may do this by noting that the histogram
of the black room is more varied than that of the white room.

In chapter six we shall develop two methods for solving
Gilchrist's rooms. Both use the colour and inﬁensity of the
secondary illumination. The first is the depth of the shadows and
the level of background illumination. The second is the amount of
mutual reflectance between two surfaces that meet in an inside

corner.,

The newest of Gilchrist's discoveries, and perhaps the most
provocative, 1s the nature of veiling luminance. This occurs when a
constant amount of light is added to every point in the image. It
occurs when one looks though a shop window, when evenly reflected
skylight is seen at the same time as the objects beyond the glass. A
veiling luminance may also occur when looking into a still pond, but
notice that it is not the same as specular glare, which 1is 1local
rather than uniform. The most significant case of veiling luminance
occurs in the eye itself. 1In addition to the light focused on the
retina, stray 1light bounces around inside the eye, and is known as
intraocular scattering. This light strikes each photo-receptor in
about equal measure, but that level is controlled only by the amount
and colour of the average flux of the image.
and Jacobsen

Gilehrist [1983b] studied the human ability to detect and
eliminate the veil. The apparatus was a large sighting box through
which the subject could see the target scene. Diagonally in the box
was a piece of gléss which reflected light from a diffuser and so
causeda veil. 1In the first experiment there were three conditions:

no veil, a complete veil of the same brightness as the darkest target
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region, and the same veil with a missing, non-veil, border around it
to make the presence of the border immediately perceptible. The
targets were surfaces in a real outdoor scene. Subjects made Munsell
matches under each condition, which were presented in different
orders to different subjects. The results were that the veil, with
or without borders, did not significantly alter the object
perceptions. That is to say that colour constancy held through the
veil.

This is very remarkable. If a photometer is used to compare
regions with and without the veil, it is immediately found that every
edge ratio 1is changed by the veil. Recall that every modern
reflectance constancy theory, including Retinex theory and
Gilchrist's own theory, relies on edge ratios. Gilchrist goes on to
show that the reflectances computed using these ratios are wildly in
error. Obviously even the best theories are not yet as good as the
eye in performing reflectance constancy.

Gilchrist's second experiment eliminated the possibility that
familiarity with the scene was used by the subjects. The target
scene was a still life of abstract objects such as cubes and cones of
varying colour. Again observer matches were consistently the same as
the reflectances of the objects and different from the results
predicted by existing theories.

Tﬁe final ekperiment was to view a Mondrian séene. He tried both
a monochrome Mondrian, composed of only blacks, whites and greys, and
also a Mondrian with some colour regions. In both cases, unlike the
previous experiments, observer matches with the veil were entirely
incorrect, and matched the results that would by computed by a

Retinex algorithm! Furthermore, subjects reported being unaware of

...u'ir_



the presence of the veil. This has several repercussions. It
indicates that Mondrian worlds are in some way qualitatively
impoverished with respect to real scenes. It also shows that some
aspect of the complex scenes which are universally abhorrent to
perception researchers 1is essential for complete, correct human
perception.

Gilchrist reports these results with surprise, and does not
attempt an explanation. It will be seen at the end of chapter six
that correct processing of veils is a natural consequence of the Flux
Space algorithms introduced in the present work. At that point it
will become clear what information is available that allows the eye
to detect and eliminate the veil without significant additional
processing. With that understanding it 1is easy to predict which

scenes permit the lifting of the veil and which do not.

There have been a number of other researchers who have utilised
the Retinex paradigm in their work. One of the most important of
these is Semir Zeki, who has studied the neurophysiology of the
visual cortex for many years. Recently [Zeki, 1980], he has used
Retinex images to test whether given brain cells exhibit colour
constancy. He has found [Zeki, 1983c,d] in the cerebral cortex of
the monkey both cells that respond to the local flux colour and also
cells that respond to the surface colour. ‘These two types are
respectively the input and output values of reflectance constancy.
The stimulus image is a Mondrian illuminated with coloured light so
that the flux and the perception are substantially different. From
this finding, it seems likely that most of the reflectance constancy
processing is done in the cortex, since the raw flux 1is present

alongside the resulting perception. Further study will improve
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understanding of the neural basis for reflectance constancy.

However, the importance of this work goes beyond the results
themselves. His use of the Retinex paradigm is giving it
respectability among physiologists. He has even replicated Land's
demonstrations before the British Physiological Society [Zeki 1983b].
This should increase the rate of advancement in constancy studies as
more researchers see the need to distinguish between scene flux and
surface perception. Only a handful of other neurophysiologists,
notably Daw, Frisby and Marr, have worked directly on reflectance
constancy, and these have always approached the problem using

techniques of other disciplines.

Another writer on Retinex theory is Bergstrom [1977]. He attempts
to explain colour constancy by analogy with a theory in motion
perception. The motion perception theory begins from the ~fact that
humans see a group of isolated points as moving as a single object
whenever some translation in three dimensions will account for their
collective Dbehaviour. This occurs despite the differences of the
motions of the points in the two dimensional perceptual plane. It is
a form of object shape constancy. The motion perception theory then
notes that the two dimensional behaviow of the points may be divided
up into the maximum common component and the residual differences.
Following a few examples, this is not developed further; there 1is
little indication of how these two parts can be used to determine the
characteristics of either the object or its motion, but that 1is not
the central topic of the paper.

The translation from motion perception into colour perception is
the idea that the common colour component of the scene can be removed

to eliminate the colour of the illumination, leaving the residuals
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attributable to the object colours. Unfortunately, this notion
neither corresponds to observations of human vision, nor is it a
particularly effective procedure. McCann, Hall and Land [1977] have
shown that the average colour of a scene can be unrelated to the
colour of the illumination, and that, in ordinary scenes, factoring
out the average flux colour can yield entirely wrong results. It is
not entirely clear that it is the pixel-wise average used by McCann
et . al. that Bergstrom intends to use, since no actual computational
maximum 1s specified. As will be seen later, a region-wise average
is usually slightly better. In essence, the issue is one of scaling
the colour cube. Without stating it, the paper is proposing that the
colour cube can be scaled by some form of average colour across the
scene. This scaling is inappropriate for the many scenes which have
an average of reflectances that is not grey. For example, a scene of
a garden will have a lot of green objects, and often these will be a
variety of shades. When the average is taken, the green will be
attributed to the illumination, which will give a systematically
wrong value for each reflectance.

The mechanism will also be fooled by a scene with different
illumination areas, so that one area is mainly under one light, while
another is mainly under another. The average will be controlled by
the relative sizes of the two regions. It might be said that the two
areas could be separated and two different compensations considered,
but it is not clear how to do the separation.

The difficulties can be seen to result from the assumptions in the
paper. It makes no attempt to go beyond the Mondrian world yet does
not explicitly restrict the domain, and it wuses Land's step edge

detector. However, the paper does go beyond Land by not dismissing
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the brightness changes as mere noise. Bergstrom points out that a
scene~wide Dbrightness gradient is due to the distance from the
source, and this information can be extracted explicitly rather than
discarded during edge detection. This observation is only strictly
true for Mondrian worlds, but we will use a similar principle later.

The paper has some other contributions. It contains a concise
summary of those previous colour theories coming from perceptual
psychology. It 1is also an example of the application of the
Intrinsic Images paradigm to colour perception, even before that
framework was announced [Barrow & Tenenbaunm, 1978]. In colour
research, that paradigm can be seen back at least as far as Katz
[1930].

Additional Retinex research was reported by Walker [1979}. He and
Robert Szabo replicated much of Land's two-colour projection
phenomena using ordinary non-specialist equipment. Full colour
appeared even with extreme input filters, neither of which passed red
or green. The exposure of the negatives while photographing the
original scene was shown to be not critical. However, it is
surprising that this early work was still of interest at such a late

date, when so much remains to be explored in the new Retinex results.

In addition to Retinex researchers, there have been several new
theorists on constancy, as there have been in previous ages. Flock
[198&] has announced that surface reflectance can be determined for
every region by comparing the matt reflectance of the surface, which
is influenced by the reflectance, with the specular reflectance,
which is not. He holds that this is always possible, because every
surface is both partially matt and partially specular and Decause

surfaces tend to curve and so pass the surface normal to present a
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highlight to the eye. While we agree that highlights are usable for
this purpose when they can be found, identified and measured, it is
difficult to take seriously the claim that they are strong enough on
every surface to be accurately measurable. He also does not notice
that the specular flux includes the matt flux at that pixel, which
should be subtracted off.

Buchsbaum and Goldstein [1980] have re-asserted the old notion
that the illumination is blindly estimated from the retinal surround,
as if in ignorance of Gilchrist's work and Land and McCann's many
demonstrations that average flux and simila