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Lay Abstract

There is a pressing need to develop alternative communications links due to the limitations

of current connections. A number of physical phenomena, limit the bandwidth and energy

efficiency of wire-based systems and economic factors such as cost, material-supply reliability

and environmental costs, are beginning to restrict our use of some technologies. The modern

internet has moved towards optical connections in an effort to reduce costs, energy use and to

supply the high data rates needed.

A primary concern is that the current optical-detection device requires very high optical power

to achieve fast data rates with high signal quality. The energy required therefore, quickly

becomes a problem. In this thesis, advances in single-photon sensitive devices are utilised to

reduce the amount of light needed and to reduce the overall energy required.

Current high performance receivers often use exotic materials, many of which have severe

environmental impact and have cost, supply and political restrictions on their use. These present

a problem when it comes to connecting the detector to the electronics needed to process their

outputs. To achieve high energy efficiency, we must consolidate the separate parts (optical,

electrical and processing) into a small unit. Exotic materials hinder this, forcing both expensive

technologies and limits to receiver size and efficiency. In this thesis, silicon technology similar

to computer processors is investigated, as all components can be integrated onto a small, mass-

producible, low power silicon chip.

The thesis concludes that data can be captured well with a single-photon sensitive receiver.

More electrical energy is needed at the receiver due to its fundamental operation but overall,

optical power can be reduced, allowing significant savings in either transmitter power or the

transmission length, along with the advantages of an integrated digital chip.
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Abstract

There is a pressing need to develop alternative communications links due to a number of

physical phenomena, limiting the bandwidth and energy efficiency of wire-based systems or

economic factors such as cost, material-supply reliability and environmental costs. Networks

have moved to optical connections to reduce costs, energy use and to supply high data rates. A

primary concern is that current optical-detection devices require high optical power to achieve

fast data rates with high signal quality. The energy required therefore, quickly becomes a

problem.

In this thesis, advances in single-photon avalanche diodes (SPADs) are utilised to reduce the

amount of light needed and to reduce the overall energy budget. Current high performance

receivers often use exotic materials, many of which have severe environmental impact and have

cost, supply and political restrictions. These present a problem when it comes to integration;

hence silicon technology is used, allowing small, mass-producible, low power receivers.

A reconfigurable SPAD-based integrating receiver in standard 130nm imaging CMOS is pre-

sented for links with a readout bandwidth of 100MHz. A maximum count rate of 58G photon/s

is observed, with a dynamic range of ≈ 79dB, a sensitivity of ≈ −31.7dBm at 100MHz and

a BER of ≈ 1x10−9. We investigate the properties of the receiver for optical communications

in the visible spectrum, using its added functionality and reconfigurability to experimentally

explore non-ideal influences. The all-digital 32x32 SPAD array, achieves a minimum dead

time of 5.9ns, and a median dark count rate (DCR) of 2.5kHz per SPAD. High noise devices

can be weighted or removed to optimise the SNR. The power requirements, transient response

and received data are explored and limiting factors similar to those of photodiode receivers are

observed.

The thesis concludes that data can be captured well with such a device but more electrical

energy is needed at the receiver due to its fundamental operation. Overall, optical power can

be reduced, allowing significant savings in either transmitter power or the transmission length,

along with the advantages of an integrated digital chip.
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6.13 Modelled step response with a time step of 1ns and a sweep of incident photons.
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Chapter 1

Introduction

1.1 Optical Communications and its Application

Optical technologies are now routinely used in inter-continental communications, where both

data rates and transmission lengths are high, or in fast networking applications such as data

centres or large offices [1, 2, 3, 4]. At the opposite end of the transmission distance scale, data

links in microelectronics are moving towards photonic communications [5, 6, 7, 8, 9]. This is

due to the bandwidth restrictions and area necessary for traditional metals on silicon chips [10].

Between these extremes, local area networks (LANs) need to expand available bandwidth

due to media streaming technologies and the rapidly increasing number of internet connected

devices [1, 11, 12]. Optical networking in both home and office environments has also been

introduced to promote increased energy efficiency [13, 14]. However the literature indicates

that further work is needed to achieve the optimum balance between power efficiency, data

transmission performance and manufacturing costs [1].

1.1.1 Current Wi-Fi and Future Optical LAN Networks

Radio-based wireless communications, often used in home or office LANs, are restricted by the

use of a small slice of the heavily regulated electromagnetic spectrum [15, 16, 17, 18, 19, 20].

While carrier frequencies and link bandwidths can increase, other frequency band users or the

design of the transmission systems become limiting factors [1].

Optical wireless networks, called visible light communications (VLC) or free-space optical

(FSO) links [21], have attracted interest as the spectrum is not licensed. As such, they may

obtain a greater aggregate bandwidth and have advantages due to signals being confined to the

local target area, ensuring better security than radio frequency signals [19, 20, 22, 23, 24, 25].

VLC signals can be communicated using modulation of the light from solid-state, energy

efficient lighting [16, 17, 22]. VLC techniques may however require receiver optical filters

to remove un-modulated light. Furthermore, as fast modulation is required, often using lower

bandwidth transmitters [17], the modulated signal may be of a low amplitude. A particular

issue with home and office VLC, is that for illumination and wide signal spread, the optical

sources are often divergent. For a given optical power at the source, the optical power received

1
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on a small area receiver chip is quickly reduced as the optical path expands [17, 18, 20].

VLC (Figure 1.1) therefore requires extremely sensitive receivers able to correctly sense the

transmitted signals [18].

Transmitting multiple colours of light in VLC applications, a technique known as wavelength

division multiplexing [2, 3], increases the total bandwidth. For illumination [22], white light is

produced by mixing many different colours: using red, green and blue transmitters is one such

technique. However the receivers need to have narrow colour sensitivity, allowing separation of

the transmissions. This requirement reduces the optical intensity at the receiver due to filtering,

or, for a given room lighting intensity and number of transmission wavelengths, reduces the

optical power per transmission.
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Figure 1.1: A simple representation of free-space optical (FSO) visible light communication
(VLC). The divergent beam from a set of LED transmitters is incident on a large receiver
plane. The power at a small receiver device is much lower due to filtering and a small
capture area.

1.1.2 Receiving Optical Signals

The low-level devices and methods used to receive optical transmissions have been proven

to be both reliable and practical and are used as a start for this work [4, 26, 27, 28]. In

particular photodiodes (PDs) and avalanche photodiodes (APDs) have both been explored

in a variety of complementary metal-oxide-semiconductor (CMOS) receivers [26, 29, 30] for

various applications [13, 31, 32, 33, 34]. As with the financial, technical and efficiency costs of

achieving reliable high speed communications, the PD and APD technologies currently used

also incur costs. These may be increased planar material area, diode bandwidth restrictions, the

use of separate chips or depending on the requirements the costs of non-CMOS technologies

such as Bi-polar processes. A cost-benefit analysis approach must be taken during design to

ensure economic-effectiveness is maintained.
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One of the low-level trade-offs that directly affects the energy efficiency, is the parasitic ca-

pacitance of a photodiode [2, 31, 35]. In order to obtain a high bandwidth, and hence a high

data rate, the photodiode should be small [2, 14, 26, 36]. However a small photodiode gives

a correspondingly small photo-current, requiring amplification and the signal to noise ratio of

the system may be too low to achieve the target reliability [1, 2, 3, 35].

To ensure both the target data transmission and bit error rates are met, the optical power

incident on the photodiode can be increased [31, 37, 38, 39, 40]. This however gives a high

overall communications link budget [1]. The link budget is the total sum of the energy needed

for encoding, transmitting, overcoming losses within a transmission medium, receiving and

decoding the data. Consequently, research is continuing to increase the diode bandwidth and

sensitivity [4, 27, 41, 42, 43, 44, 45, 46]. Circuit techniques such as pre-emphasis [35] and

equalisation [13, 47, 48] can also be used but increase the complexity, silicon area and power

requirements of a receiver.

Avalanche photodiodes [4, 26] alleviate some of the amplification requirements by using the

avalanche multiplication effect. This effect moves part of the amplification process into the

diode [26] and could reduce the external gain required and therefore the electrical power

needed. This increase in photodiode gain can also be used to decrease the required level of

incident light, reducing the electrical power needed at the transmitting light source. The use

of avalanche multiplication is being increasingly used in receiver design to offset electrical

amplification needs. In this work, no radical departure from this trend is proposed, rather the

work aims to investigate the use of increased avalanche multiplication. Not only might this help

in reducing the external gain needed, as per the primary advantage of current APD systems, it

may also add new advantages in the form of photon counting capabilities [49] and the efficient

transfer of the electrical signal into the digital domain [49, 50].

1.1.3 Single-Photon Sensitivity for Optical VLC Communications

In this work, advances in CMOS-based Single-Photon Avalanche Diodes (SPADs) are utilized,

further exploiting the avalanche gain mechanism used in current APD based receiver systems

[49, 50, 51, 52, 53]. While this may require increased electrical power at the receiver, single-

photon sensitivity may be suitable in applications where the electrical power needed by a

conventional receiver is greater than that required for SPAD circuits. The advantage may be

that moving from APDs to SPADs through a higher bias voltage and a higher pn junction

electric field, has a higher electrical power efficiency for a given gain, than a similar increase

in an external amplifier’s gain. Visible wavelength SPADs are particularly attractive as they

can be implemented in standard CMOS manufacturing processes [54]. The purpose of this is

to increase integration of receiver functions [32], reducing the overall manufacturing costs by

implementing single-chip solutions [52, 53] that can use mass production. The noise rates of

the diodes are reducing with maturity [53, 55], and the density of SPAD arrays has increased
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[56, 57, 58, 59]. The bandwidth of SPADs is limited in comparison to APDs, but as the inactive

period following a detection becomes shorter, single-photon count rates have been increasing

[49, 60].

This work aims to assess the feasibility, and design factors involved in the use of single-

photon receivers which use the already successful avalanche gain mechanism. This will provide

exploration into optical power reduction techniques for next generation optical local area net-

work communication receivers. The characteristics and performance of a fabricated device are

investigated and the receiver is compared to prior art.

1.2 The Motivation for this Work

The research presented was performed to continue the trend of using avalanche multiplication

within communications receivers [41, 42]. This technique which has been successfully used

in APD receiver systems, increases the total amplification gain, and provides a higher receiver

sensitivity than photodiodes [4]. This project therefore aims to prove the concept and assess

the feasibility of free-space VLC using multiple single-photon sensitive detectors. This study

focuses on establishing whether single-photon receivers can be used to lower the transmitter

optical power, thus saving energy in the overall link budget, while maintaining robust detection

of optically encoded signals. Rather than stepping away from APD systems, the aim here is to

progress the use of their gain mechanism to higher levels to investigate what further advantages

this could bring.

Single-photon devices have been previously used in the communications context [61, 62, 63];

with recent work using CMOS SPADs to achieve inter-chip communications using a pulse

position modulation scheme [64]. The work presented here assesses the performance and any

limiting factors that may apply for implementing free-space VLC systems [22, 65, 66] using on-

off modulated LEDs [23]. A feasibility study investigating the use of analogue silicon photo-

multipliers, which use large arrays of single-photon detectors, has shown merit in their use in

communications [67], while the basic effect they operate on, that of avalanche multiplication,

has been progressed successfully yielding significant advantages over traditional photodiode

receivers . In this work an all-digital approach is taken, utilising an integrated CMOS process

[68, 69] and fully exploiting the direct-to-digital nature of CMOS SPADs [64].

Conventional receivers such as photodiode and avalanche photodiode receivers, have been

studied allowing full optimisation of performance prior to fabrication. Numerical and analytical

models are available to estimate the bandwidth and noise of a photodiode and trans-impedance

amplifier (TIA), or the diode capacitive impulse response [13, 31, 35, 26]. These can be used

during the prototype design phase, complementing the existing communications theory [1] and

link specifications, to enable a prototype that is close to the required performance.



1.3. The Research Objectives 5

This thesis assesses the performance of single-photon receivers using an experimental receiver,

which has been fabricated in an advanced process [30], in order to study real world constraints.

Using the experimental receiver, a particular driving force for this work is to explore optimisa-

tion of the new receiver, assessing if it is possible to predict the performance during design. To

do this, all the factors must be investigated including those initially thought to be unimportant.

The end aim of this, with continued future work, is to obtain numerical and analytical models

similar to those of conventional systems. This would again allow designs to be as close as

possible to their required performance, without too many costly design revisions.

1.3 The Research Objectives

A number of research objectives, listed below, are designed to complement micro-LED trans-

mitter research conducted during the Hypix project [23, 24, 65, 66]. The main objectives of

this work are:

Objective 1: To develop an integrated circuit pooling the signals of planar single-photon sen-

sitive photodiodes, in order to tend towards a receiver capable of achieving the specified

data and bit error rates, whilst achieving a sensitivity greater than comparable conven-

tional receivers.

Objective 2: Develop printed circuit boards (PCBs), firmware and software to control the

circuit, decode the output, adapt it for optimum performance and allow experimental

investigation.

Objective 3: Establish the performance of the receiver for data reception, demonstrating link

performance with the Hypix project micro-LED (µLED) transmitters.

Objective 4: Model the device to investigate its theoretical function, and experimentally ob-

served performance.

Objective 5: Establish important parameters, linking measurements and models to indicate

improvements for a second generation.



1.5. Outline of Thesis Chapters 6

1.4 Contributions to Knowledge

A number of contributions were made during the progress of this work, however some work

performed has been excluded for clarity and brevity reasons.

1. Firstly, the SPAD-based receiver fabricated during this project is the first use of an all

digital CMOS photomultiplier [70, 71] in optical communications [68, 72]. This has been

used to explore the potential routes towards increased receiver sensitivity and lowering

optical transmission power consumption, that are offered by the increased use of the

avalanche gain mechanism.

2. A second contribution is to investigate device behaviour limiting the bit error rate (BER)

of the receiver, with a brief assessment of the suitability of mitigation techniques. The

step and impulse responses, along with other receiver sensitivity power penalties [2,

3, 14, 36], reduce the photon count separation between received digital bits, giving

increased errors.

3. The final contribution of this work, is a number of presented models, such as models of

a) receiver responsivity curves, b) step responses and settling points, and c) the action of

the circuit upon the low level SPAD performance metrics. These investigate unexpected

receiver characteristics and give insights into improving the design of future receivers,

optimising designs for specific applications or data and bit error rates.

1.5 Outline of Thesis Chapters

Chapter 2: The second chapter introduces communications [1] and specifically the transition

to optical communications [2, 3, 13, 35]. A literature review discusses important affects

contributing to the performance of receivers. The different receiver architectures are then

discussed with an integrating method [35, 73] focused upon to increase sensitivity. To

further elevate the sensitivity, avalanche multiplication gain [26, 74] that exceeds that of

conventional APD receivers, has been suggested. Therefore the literature and significant

affects of single-photon avalanche diodes [49, 50, 53, 75, 76] are introduced and a

possible advantageous multi-diode approach [21, 41, 43, 68, 72, 77, 78, 79] is proposed

with respect to SPAD noise sources and non-ideal behaviour.

Chapter 3: Chapter 3 presents models from the literature, which are explored to obtain an

initial specification for the receiver [14, 36, 80]. While these are approximate and must

be expanded upon with experimental work, they complement the specifications and

match the development of the micro-LED transmitters. The chapter culminates, in a set

of specifications that can be taken as the design parameters for the receiver prototype

fabricated in this work.
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Chapter 4: In Chapter 4 a receiver using a SPAD array is fabricated in a standard 130nm

CMOS process. A design for test approach [69] is used to allow adaptation of circuits

within the design. This allows flexibility for characterisation of the array and communi-

cation link experiments with the micro-LED transmitters [23, 24]. The chip is designed to

operate as the front-end of the receiver only, where clock and data recovery, robust clock

generation using phase-locked-loops and communications protocols were envisaged in

the follow on project after the Hypix program [66].

Chapter 5: Low level characterisation is investigated in Chapter 5. Here the electrical power

consumption, the SPAD dead times and the noise rates are measured allowing their

impact to be evaluated. The receiver responsivity [81] is also measured to explore any

non-linear effects. Complementing this, a model of the responsivity investigates compe-

tition between the different avalanche triggers. This suggests the noise count rate may

change with incident optical power. These low level characteristics can then be used

when assessing overall performance and experimental communication results.

Chapter 6: Results for the transient responses, important for communications, are presented

in Chapter 6. These show behaviour that limit the achievable BER for the target data rate.

The step response has been modelled and contributes to the final conclusions. The chap-

ter also presents communication between micro-LED transmitters and the receiver, with

analysis of the BER extended to analyse multi-modal effects measured in a real optical

system. Finally, figures of merit compare the receiver with prior art, giving favourable

outcomes. The results, models and figures of merit then suggest modifications for a

second generation receiver design.

Chapter 7: The final chapter, summarises the thesis and concludes with further work that

could improve the performance of the receiver designed here. Fundamentally, the break-

down and excess bias voltages of SPADs lead to a high receiver electrical power per

bit, but enable single-photon sensitivity that could alleviate optical power requirements.

SPAD receivers may be useful for niche applications, but the adoption of the presented

receiver is restricted due to electrical power, silicon area and error rate limitations.

Single photon sensitivity would however be suitable when the electrical power needed

is lower than that required for the necessary gain in a conventional receiver. The overall

outcome of this work, is that while the presented receiver works to a point, the observed

issues must be investigated and corrected through continued research, prior to any high

performance design or commercialisation can be considered.



Chapter 2

Literature Review And Design

Specifications

2.1 Chapter Introduction

This chapter discusses optical communication [1, 2, 3, 14, 36] and its application to wire-

less local area networks for homes and offices, along with introducing the use of optical

networks for medium distance communication [16, 17, 20]. This work focusses on visible

light communications (VLC), where transmitters may be modulated at rates faster than their

bandwidth, or where optical filters are needed. In this bandwidth limited or optically filtered

situation, the signal amplitude is small and receivers are required to be highly sensitive (Sec-

tion 1.1.1). The literature review within this chapter, focuses on increasing the receiver sen-

sitivity, firstly through different architectures [35] and secondly through the use of avalanche

multiplication [26]. One of the architectures, the integrating receiver [35], is chosen for this

work. This gives good sensitivity and is suitable for digital implementation.

Avalanche multiplication [26] enhances the sensitivity, as shown within prior art. Single-Photon

Avalanche Diodes [49] are introduced, which exploit this gain mechanism. The benefits and

limitations of SPADs are introduced, informing the specification of a receiver (Section 2.9).

While SPADs have been used [62, 64, 67], the combination of a specific receiver architecture,

on-chip SPADs and a digital implementation, is an area of research that has not yet been fully

explored. This work examines a receiver architecture that:

• is suitable for 32x32 µLED transmitter arrays [66] and

• includes scope for circuit testability and experimentation within a communications envi-

ronment.

8
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2.2 Optical Communication: An Introduction

The demand for communication resources continues to grow in the form of higher data rates

and lower error rates [1, 2, 3, 12, 14] (Figure 2.1 [82]). The demand is driven by the increase in

the number of connected devices, growth of the accessing population, and the trends towards

both real time media streaming and access to cloud-based computing [12, 16].

Figure 2.1: An overview and evolution of communications, including Electrical Time
Division Multiplexing (ETDM) from MIT Microphotonics Center Industry Consortium 2005.

There are four types of communication network. These are a) electrical communications

though wires (electrical wire-line), b) electrical communications through radio-based links

(electrical wireless), c) optical communications through fibres (optical wire-line) and d) optical

communications through free-space (optical wireless) [1, 3, 21, 32, 35, 83].

1 Wired electrical links have become a mature technology allowing high-speed, reliable

communication and have the advantages of privacy and non-line-of-sight communication

[1, 35, 84]. Whilst mature, these systems have fundamental limitations due to phenomena

such as the skin effect and interference [1, 69, 85, 86], which limit bandwidth and give

rise to errors respectively. Material and system costs along with complexity [1, 47, 69,

84], also become issues when operating at multi-Gigabit/s rates, as does energy use.

2 Radio communication is routinely used locally for lower rate communications, often

at multi-subscriber distribution points [1]. Radio and Wi-Fi links allow systems to be

wireless, reducing physical routing complexity and decreasing material costs for multi-

channel, short to medium distance links. However, radio links are limited due to the

increasing number of subscribers [11, 12] and the heavily regulated radio spectrum [1,

15, 16].
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3 There has been a transition to optical fibre communications for long haul (10–100km)

links, with this strategy becoming a mature technology [3, 4, 13, 87, 84]. These systems

achieve low electrical energy per bit [2] transmitted with 100’s of Gb/s data rates and

error rates low enough (1x10−12) to assume error free transmission [1, 3, 14, 36]. Optics

has been adopted due to the bandwidth, complexity and efficiency issues of electrical

links; namely the data, error and development rates that are required by end applications

[1, 3, 13, 14, 35].

4 Historically free-space optical communications has been used for millennia in the form

of fire beacons, smoke signalling or semaphore [1, 13]. Line of sight free-space optical

links have also been previously used as an extension of point to point radio links [21].

High speed laser-based links are now also commercially available [88, 89, 90], offering

bandwidth and noise advantages over radio implementations, but suffer from the issues

of all free-space optical techniques [1].

Visible light communication (Figure 1.1) has become an option for continued bandwidth

scaling [16, 17, 20, 22]. This is required with the increased use of internet connected

devices, restrictions on the radio spectrum and the increase in high data rate, real-time

streaming of media content [1, 11, 12, 15, 91].

VLC is not intended to supersede radio networks, it is rather designed to complement them,

providing the download bandwidths required within the home/office and public environments

[16, 17]. When energy reduction is a specific driver, receivers must maintain targeted data and

error rates while using lower transmitter powers [4, 13, 31, 92]. This work focuses on high-

sensitivity receivers for VLC, complementing micro-LED (µLED) research [23, 24, 93] that

follows modulated solid-state lighting trends [16, 17, 20, 22, 94].

VLC, recently ratified by the IEEE (IEEE 802.15.7) [22], has a number of requirements. While

speed and reliability are called for, privacy of communication similar to that offered by electri-

cal constrained links is needed. Likewise, wireless communication is advantageous for signal

routing and lowering material costs. Optical links offer an alternative way to achieve these aims,

with few spectrum restrictions, larger bandwidth and no electro-magnetic interference [16, 84].

Increasing data volume and subscriber numbers cause an increase in overall energy usage

[11, 12], therefore a critical requirement is a reduction in energy per transmitted bit [1, 13, 31].

The combination of VLC transmission with efficient, long lifetime, solid-state lighting gives

a possible way to achieve this reduction in energy use, but requires further research before

the energy per bit and data robustness can be comparable to state-of-the-art long haul links

[16, 17, 18, 20, 94, 95]. This thesis therefore focuses upon the use of efficient, solid-state

visible lighting sources [17, 22], which can be modulated at rates approaching 100Mb/s per

LED, and the use of highly sensitivity SPAD-based receivers.
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2.3 Key Communication Performance Metrics

A number of metrics characterise communication systems [1, 2, 3, 14, 35, 36]. These are:

2.3.1 The Data Bit Rate

The bit rate, Br, is the absolute transfer speed [1, 3], measured in binary bits per second (bps).

This is a function of the transmitting clock frequency and the modulation technique [1, 2, 3].

For the on-off key (OOK) method [1] used with the µLEDs [23, 24], the symbol rate Rs, which

is the number of symbols per second, is equal to the bit rate [1].

2.3.2 Link Bandwidth

To obtain the data rates specified by an application, the bandwidth of a system must be high

enough to allow robust data transfer [1]. The bandwidth is a measure of the range of frequencies

that can be transmitted. Digital transmission uses square pulses containing a range of frequen-

cies [1, 2, 3]. Frequencies higher than the data rate are included producing clean fast transitions.

If these components are removed, the transition points become increasingly smeared over

multiple symbol time slots [1, 2, 3, 35, 36]. Despite needing a bandwidth appropriate for the

frequency spectrum of the transmission, a bandwidth lower than the data rate may be advisable

to reduce the noise frequencies that can corrupt a signal [1]. Depending on the transmission and

the receiver implementation, the overall bandwidth may require increased receiver complexity,

in the form of equalisation techniques [1, 2, 13, 14, 35].

2.3.3 On-Off Key Modulation

On-Off Key modulation is a simple modulation coding scheme where a binary one is indicated

by the presence of a pulse during the symbol period τb [1, 2, 3, 14]. A binary zero is likewise

indicated by the absence of that pulse [1]. The scheme is a specific form of amplitude shift

keying (ASK) [1, 3], where a transmitter shifts between two signal amplitudes to convey binary

data. Coding using the presence or absence of a pulse represents a 100% extinction ratio,

measuring the ratio between the two amplitudes [1, 2, 14, 36]. For the work presented here,

a 100% extinction ratio or modulation depth is assumed for theoretical work as it represents

an ideal OOK transmission and has been used in the design and subsequent experimental work

with µLED transmitters [23, 68]. In realistic systems a source may not be able to fully turn

off [23, 24], either due to the extrinsic bandwidth or non-ideal high-speed intrinsic bandwidth

[1, 2, 14, 36, 44]. The effect of not turning fully off can be accounted for using the eye opening

power penalty [14, 36].
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A single-bit digital signal can be mapped directly to an optical symbol via a simple driver

circuit, enabling dense arrays of µLED transmitters [23]. The design of these circuits [23, 96]

aims to achieve full (100% extinction ratio) on-off modulation at high rates for communication

and biological fluorescence lifetime applications [23, 24, 66, 96]. With such a transmitter

being designed during the project [65, 66], and indeed achieving pulse turn-off edges suitable

for SPAD-based biological auto-fluorescence imaging [96], the optical signal incident on the

receiver is assumed to be ideal for the processes of a) establishing specifications, b) modelling

and c) receiver design.

For the µLED transmitters used [23, 93, 97, 98], the prospective use of finite counting rate

single-photon diodes [49] and the attenuation and distortion properties of either free-space

[17, 20, 22] or large core diameter polymer optical fibres [99, 100, 101], the non-return-to-zero

(NRZ) variant of the OOK scheme is desirable [1]. Further, as the project specifications point

to OOK modulation [23, 65], the design of a VLC receiver will use this modulation format as a

primary design parameter. The project’s choice of using OOK modulation not only refers to the

driver circuity previously developed for the µLEDs, but also to the likely output performance of

the Hypix project organic polymer laser materials [65, 66]. As such, the receiver designed here

will not be directly suitable for other modulation types. Despite this restricted design remit,

in comparison to a more general receiver, other schemes can be used with the concept [1], if

appropriate design specifications are followed throughout the receiver design.

2.3.4 The Bit Error Rate

The bit error rate (BER) is a property of the transmission, medium and receiver system, mea-

suring or specifying the probability a bit is incorrectly received [1, 2, 3, 14, 36]. In a long

transmission, erroneous bits can be detected and corrected [1], however low noise and low

interference links minimise the native error rate [3]. This ensures forward error correcting

codes [1] or data link protocols [1, 102] do not need to be used as they increase power and

complexity requirements.

A variety of BER performance levels are conventionally used [1, 14]. These are influenced

by the application, speed and scope for error correction. Inter-continental links require error

rates of just one erroneous bit in a transmission of one trillion, a BER of 1x10−12 [6, 9, 84].

VLC applications however operate at lower data rates and may tolerate error rates of 1x10−6

[17, 20, 22]. The overall system can achieve near error free transmission when multiple error

correction techniques are used together. While the native error rates in VLC systems may be

higher than those of inter-continental links, lower speeds allow correction circuits to operate

without complex computation [22]. Thus as long as the native BER is better than the 1x10−3

error correction limit [1, 14, 36], error free transmission can be achieved at the system level if

these multiple methods are combined [102].
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In this work, the target BER is between 1x10−6 and 1x10−9 (Table 2.1 on page 33). This is,

in part, a product of the Hypix project specifications [66], but also that a transmission link

that is dominated by the transmission medium is hoped for, rather than one that is dominated

by the receiver. With the performance of a new receiver being as-yet-unknown, performance

dominated by the receiver may occur, however the target BER can be a useful guide in the

design stage of a new receiver. By designing the transmission and receiver electronics for a low

BER, the practical performance of the system would be dictated by effects such as multiple

paths in the optical transmission [18] or non-uniform atmospheric conditions [41]. Despite

operating at much lower data rates than 1x10−12 BER inter-continental links, and despite

error correcting circuitry being suitable for the clock speeds used by VLC systems, the Hypix

project’s scope includes only the front-end transmitting µLEDs, simple front-end driver circuits

and the front-end receiver circuitry [66]. This is because its focus is on lasing organic polymers

with CMOS controlled µLED optical pumping. More advanced driver circuits, transmitter error

correction logic, transmission protocols and receiver back-end functions such as clock and data

recovery [2], are envisaged in the follow on program to the Hypix project (UP-VLC).

2.3.5 Electrical and Optical Noise and Interference

There are various unwanted signals that contribute to a transmission [1, 2, 3]. These are gen-

erally additive and have the effect of limiting the error rate that a communication system

can achieve [1, 13, 14, 35, 85, 103]. Electrical noise impacts currents and voltages within

transmitters, receivers and, if used, within wire lines [1, 35, 85]. It may be caused by the natural

thermal noise (Johnson Noise) of resistances within the circuit [14, 31], non-ideal leakage or

noise currents [35, 69] within active devices such as MOSFETs, feedback loops within a system

or coupling of a signal from one part of a circuit to another [85], for example clock feed-

through. While strictly interference rather noise, broad emission electromagnetic interference

(EMI) from nearby equipment [85] can also impact the error rate. In this case, frequencies

such as 50Hz mains electrical hum, may be capacitively or inductively coupled into the circuit,

thereby changing the position of the received signal amplitude relative to the OOK decision

threshold. Electrical noise is present in all systems, however the degree that it impacts the error

rate is dependent on the system architecture, and the signal-to-noise ratio (SNR) [1, 14, 36].

Electrical noise and electrical interference can be reduced by a number of techniques [1, 85],

however each has disadvantages [35].

Noise is also present within the optical domain [3, 41, 87]. This has a fundamental limitation

given by the natural Poission variation of light [80, 104], the so called Quantum Limit (QL)

[1, 2, 3, 14, 36]. The Poission variation of light refers to the fluctuation in the number of

photons received within a specific time period [80]. The variation represents the lowest noise

possible in a system, with sub-Poission sources being particularly difficult to create, operate

and modulate [80, 105]. Ambient light, multi-path propagation and atmospheric turbulence
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give further optical noise in VLC applications [18, 20, 22]. These often dominate Poission

variation, but can be reduced by filtering, design or computational techniques [20].

In the ideal case, communication of distinct transmission levels gives static output amplitudes.

In a more realistic case, all encoded symbols are received with an amplitude that varies around

some mean level [1], with a particular symbol giving a slightly different amplitude each time

it is received. Random noise and interference sources, whether they are electrical or optical,

broaden these distributions thereby increasing the rate of erroneous bits [2, 103].

2.3.6 Inter-Symbol Interference

A transmitted symbol x(N), may interfere with previous, x(N − 1) and subsequent, x(N + 1)

symbols [1, 14]. This is called inter-symbol interference (ISI) and adds a further departure

from the ideal Poisson-limits of OOK modulation [1, 2, 3, 14, 35, 36]. ISI may be caused by

operating at a speed greater than the bandwidth of the system, where an ideal rectangular pulse

becomes smoothed over multiple symbols [14, 94]. It can also be caused by delays within a

channel, where the receiver may observe the summation of both the current symbol, x(N) and

the previous, x(N −1) symbol. If the level of interference is severe, it may add other peaks into

the received amplitude histogram, quickly increasing the error rate [3].

ISI can be caused through non-ideal transmitter, non-ideal channel and non-ideal receiver

properties [14, 36]. Channel properties such as multiple path propagation in VLC are often

dominant and difficult to characterise or remove [18, 20, 21, 41, 43, 106]. Electrical transmitter

or receiver properties that also give non-ideal temporal characteristics, such as the step response

[1] or voltage variation in the electrical power supply [14, 35], can be made to be negligible

through multiple design iterations [69]. However these effects must be characterised and their

cause understood before a second prototype can attempt to remove their influence. The forward-

in-time interference to a second symbol equates to the amplitude of the primary pulse at the

sampling point of the second symbol [1, 14]. ISI can be corrected using pre-transmission

schemes such as raised cosine filtering [14]. These work well but require prior knowledge

of the system response, including bandwidths and impulse and step responses of all paths in

the signal chain [14].

2.3.7 The Ideal Receiver and The Quantum Limit

An ideal receiver is an abstraction for design and analysis [14]. It has no negative traits, such

as noise, and receives an encoded signal with an efficiency of 100% [1]. Such an ideal system

would never present an erroneous bit, would do so with a minimum of input optical power

and with the minimum of electrical power. While the optimum solution in terms of energy

use, efficiency and reliability, the concept of the ideal system has proved a powerful drive for

previous communication systems [13, 31].
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The quantum limit characterises the theoretical minimum power that is required for a particular

error rate at a specified transmission rate with a specified modulation scheme [1, 2, 3, 14, 36].

The limit assumes a perfect system with no added noise. The quantum limit is therefore useful

when comparing the performance of a realistic receiver, giving indications of parameters that

should be optimised.

2.3.8 Receiver Optical Sensitivity

The performance of a receiver could be characterised by the bit error rate experimentally

obtained for a particular optical power and data rate. The optical sensitivity views performance

from the other side, instead measuring the optimum input signal power that is needed to achieve

the specified bit error rate at the target operating data speed [2, 14, 36]. If the data rate increases,

the energy per symbol must be kept constant in order to retain the error rate that has been

targeted [2, 3]. This forces higher received signal powers to be used [1, 3], and thus a higher

communications link budget. The received signal power can be reduced giving a low power

communications link [1, 3], if an increase in errors can be tolerated [2]. For long distance,

low rate (10–100Mb/s) communications, where received signal strengths are low due to the

distances involved, a combined electrical and transmission medium BER of 1x10−3 may be

acceptable, but only if forward error correction codes (FECC) or data link protocols are used

to achieve a 1x10−6 to 1x10−9 or ’error-free’ overall system performance [1, 22].

While there is a link between the optical sensitivity and the error rate [2], there is also a link

between the sensitivity and the bandwidth of the receiver [14, 36]. On one hand a bandwidth

greater than the input signal frequency spectrum is needed to ensure low distortion and fast data

transitions, however a large bandwidth also allows noise contributions from a large frequency

range to mix with the desired signal, thus increasing the error rate. On the other hand, one

can imagine a very fine frequency bandwidth, which while it may have low noise by cutting

many of the noise contributions in the frequency domain, would increase the error rate through

elevated inter-symbol interference [14]. There is therefore an optimum bandwidth for a certain

data rate [14]. This is approximately 60% to 70% of the data rate, therefore for a example data

rate of 100Mb/s, a bandwidth of 60 to 70MHz is needed.

When investigating receivers for low input signal powers, there is a trade off between the

required sensitivity, to achieve communications at those light levels, and the error rate [2]. The

inverse relationship between the error rate and the signal power [2, 3, 36], presents a challenge

for designs, such as the front-end transmitters and receivers to be developed in Chapter 4 and

the wider Hypix project, which do not directly include error correction circuitry. To satisfy the

project specifications, a sensitivity close to the ideal quantum limit is needed, and the error

rate of the link must be low without needing higher-level correction methods. This prompts

continued investigation. For this work, the Hypix project aims to obtain low transmitter-only

and receiver-only error rates, with advanced driver circuitry, error correction techniques and
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protocols being developed in the follow on projects after Hypix. For Hypix this may require

slightly higher optical signal powers to achieve the specifications required, but prompts the

project to investigate all factors that may affect the envisaged transmitters and receivers [66].

Complementing this investigation of factors, a bandwidth suitable for the Hypix target data

rate is need. This bandwidth presents an issue, as the behaviour of a receiver using SPADs

(Section 1.1.3) may not be known in enough detail to be able to ensure the 60 to 70% of the

data rate criterion. As such, this work aims to investigate the receiver properties, such as the

impulse and step response, that may effect the receiver bandwidth.

2.4 Optical to Electrical Conversion: Photodiodes

CMOS photodiodes [4, 26] use two structures, the p-n and p-i-n junctions. The p-n structure

uses adjoining n- (donor) and p- (acceptor) doped silicon [26, 31, 44, 46, 107]. This creates a

thin depletion region [4, 31, 55, 75]. A thin interfacing region of intrinsic, un-doped silicon can

be used forming a p-i-n junction that expands the depletion region controllably. This allows

tailoring of sensitivity and bandwidth [4, 101, 108]. The diode operates in reverse bias [13, 14,

26, 31], widening the depletion region and increasing the electric field [26]. The photodiode

operates when photons are absorbed at a depth dictated by the incident optical wavelength [26].

The photon energy [80], if greater than the energy band-gap [26], promotes an electron into the

conduction band. This creates an electron-hole pair for each photon absorbed [26]. The pair are

then separated by the electric field, forcing a photo-current to flow through external circuitry

[2, 14, 13, 26]. There are two fundamental points important for understanding photodiodes.

These are the sensitivity and the bandwidth [4, 14, 31, 33, 36, 44].

1. The sensitivity is limited by the quantum efficiency [26]. This is the number of electron-

hole pairs created for each absorbed photon. As a photodiode is only sensitive to photons

that are absorbed near the depletion region, photons absorbed above or below the deple-

tion region do not contribute to the photo-current [26]. Sensitivity is maximised if the

depletion region depth matches the depth of absorption [4, 26] or if the region covers a

large proportion of the absorption curve [4, 26, 75].

2. The modulation bandwidth is limited by four properties of silicon technology. The limit

in most cases is the extrinsic bandwidth formed by the diode capacitance and resistance

[33]. The intrinsic bandwidth [33] is caused by carrier diffusion from regions below the

photodiode, implying use of silicon-on-insulator processes for speed [27, 31, 46, 109].

Despite these limits, theoretical bandwidths are limited by the time it takes carriers to

recombine [26, 76]. This is called the minority carrier lifetime [26]. A final limitation, is

the transit time of a carrier over the depletion region [26]. This forces thin regions and

small areas in high-speed designs [31, 37, 39, 110, 111].
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A trade off is formed between sensitivity and bandwidth [31, 14, 35, 36]. As a wide depletion

region is necessary to capture a large proportion of photons [26], the bandwidth becomes transit

time limited [26, 31]. Likewise large areas, creating a large photo-current, become capacitance

limited [26, 31].

2.5 Optical Communication Receivers

Three classes of receivers are used for optical communications [2, 35]. In this section each

class is described highlighting the continuum between, advantages and disadvantages of single-

sample, multiple-sample and integration receivers [2, 13, 31, 35, 73, 83]. The single-sample

approach is the largest class due to simplicity and historical separation of photodiodes, signal

amplifiers and decision circuits [13, 31, 32, 40]. Both multiple-sample [35] and integration

receivers [2, 35, 73], attempt to reduce the noise in a measurement of a modulated input, and

can provide advantages for overall receiver sensitivity [2, 35]. Each class is discussed, however

the integrating architecture [73], is chosen for further design [2, 35, 73].

2.5.1 Single-Sample (Direct Detection) Receivers

The simplest receiver consists of a photo-detection element and an amplifier chain [2, 13, 31,

32, 35]. These are designed to provide the correct voltage whilst optimising trade-offs between

gain, bandwidth, noise and power efficiency [13, 31]. Once a voltage appropriate for the down

stream circuitry has been reached [13, 31], the analogue data must be converted back to a

digital stream. This conversion uses a clock and data recovery (CDR) circuit in combination

with an on-chip phase-locked-loop (PLL) [2, 35]. This regenerates a clock synchronous with

the input and reproduces a digital logic level, well synchronised bit stream that can then be

de-multiplexed [35], error checked or corrected [1]. In the subsections below, the analogue

front-end circuits are described, along with major performance trade-offs [13, 31, 33]. A simple

single-sample CDR circuit is then discussed [35].

Front-End Amplification Circuits

Prior to fully integrated receivers [13, 31], the photodiode, initial photo-current to photo-

voltage conversion, voltage amplification, and equalisation were performed separately, often in

optimised technologies [32]. In modern integrated receivers, a photo-current, iph, is produced

by a photodiode within the CMOS technology [13, 31, 33, 46, 100]. This current is small due

to finite quantum efficiencies [26], small active areas and finite optical powers incident on the

silicon [31, 108].
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There are two main issues in these systems. For a high signal amplitude, and thus lower am-

plifier gains and areas, a large photodiode is required due to the sensitivity, which is measured

in amps per watt of optical power (A/W) [2, 13, 26, 31]. However a large photodiode has a

large capacitance, reducing the bandwidth and requiring equalisation techniques [13, 31, 33].

A trans-impedance amplifier (TIA) [2, 13, 14, 31] converts the modulated current from the

photodiode into a voltage [35]. The TIA also provides suitable gain to achieve the output

voltage, a bandwidth greater than the PD and low noise [1, 14, 31, 36, 100].

Single-sample receivers are the largest class of receiver, with many amplifiers proposed in

the literature [1, 2, 3, 33, 35, 38, 40, 79, 110], along with techniques such as differential

photodiodes or complex equalisation to increase performance [13, 28, 31, 39, 44, 48, 100, 111].

The signal amplitude and bandwidth trade-off [26] leads to a compromise using small, high

bandwidth photodiodes, large amplification circuits and high incident light levels [31]. This

trade-off is unsuitable for the specifications of this project, where the trade-off would quickly

limit the sensitivity that could be achieved. This suggests that design methods to minimise this

trade off should be used, including use of alternative gain mechanisms [4, 26, 43].

Conversion of a photo-current into a photo-voltage, can be achieved using a simple series

resistor, RTI , acting as a trans-impedance resistor. Via Ohm’s Law the series resistor gives a

voltage with amplitude, V (t) = iphRTI . However the bandwidth can be pushed higher when an

amplified feedback circuit [2, 112] is used. Equation (2.1) describes this amplified feedback

bandwidth, with amplifier gain Ag, feedback resistance R f , photodiode capacitance CD and

parasitic capacitance CS (Figure 2.2).

BWTIA =
Ag

2πR f (CD +CS)
(2.1)

Vbias

hv
Cd+Cs

R
TIA

Ag

Vbias

hv
Cd+Cs

Ag

-

+

R
F

Figure 2.2: Simple Trans-impedance amplifier concepts, a) a resistive TIA using RTIA for
current to voltage conversion, and b) an active feedback TIA using R f for current to voltage
conversion with a closed loop gain of Ag.
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Simple Clock and Data Recovery Circuits

It is useful to consider the single-sample CDR circuit [2, 35]. This digitises the amplified

TIA output and is the corner stone of the single-sample receiver architecture (Figure 2.3). The

operation of CDR is to regenerate the clock from the received data [1, 2, 3, 35]. This ensures

that the clock does not need to be transmitted separately [14, 36, 83]. Once the clock has been

generated, a feedback loop with an accurate voltage controlled oscillator (VCO) and PLL is

used to provide a low jitter clock, synchronised with the clock of the transmitter [69].

PLL
VCO/CDR

D Q Out

Sample

CLK

Decision Circuit

1 0 1 11 1 10

PLL CLK

Din

Din

VCOLPF

Phase

Detection

CDR

Thresholds

Band Gap

Reference

XOR

Figure 2.3: A phase detection CDR circuit. A flip-flop takes a decision between a
transmitted zero or one. This is sampled upon the clock edge produced by the phase
detecting CDR circuit. This compares the input data stream with a local clock source. The
error between the two phases is used to compensate a voltage controlled oscillator. As such,
the sampling clock and output data, track changes in the input data rate.

In Figure 2.3, a phase detection CDR [35], modifies the receiver clock frequency and phase.

Conceptually, sampling of the data can be achieved using a simple flip-flop, clocked with the

inverse of the re-generated clock. By doing so, the circuit can ensure high SNR, low-error

data that is re-timed prior to output [2, 3]. However natural voltage noise along with sampling

clock jitter, act to degrade the BER performance that can be achieved [14, 36]. With single

sample receivers, all of the signal within a symbol is ignored other than during the single short

sampling interval [2, 35]. This gives a sensitivity limited by the noise and relative amplitudes

of the inputs denoting each symbol. Inter-symbol interference [2, 3], may erroneously produce

a sampled voltage greater than the threshold, increasing the error rate further [14, 36]. The

single sample must therefore be taken when noise, transients and symbol interference are at a

minimum and when the difference in symbol amplitude is maximised [35, 103].
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2.5.2 Multiple-Sample Receivers

Multiple sample receivers produce a BER inversely proportional to the number of samples,

Nsamples, per symbol. This decreases the BER though oversampling [2, 35]. For a three-sample

CDR (Figure 2.4), samples A and C may be used to sample transitions of the input data.

Correctly identifying these transition edges, including data jitter, allows sample B to be taken

when the amplifier output has settled [35].

Multi-sample receivers encounter a number of problems [35], including elevation of the input

capacitance [73, 113, 114]. This impacts bandwidths suggesting low numbers of samples or

dedicated low-capacitance circuitry. Accurate sample and hold times and low mismatch be-

tween samplers are also needed to ensure all samples are equal in terms of sample duration,

noise and output amplitude. Finally an accurate clock is needed with a jitter ≈ Nsamples lower

than for a single-sample CDR [2, 35, 73, 113, 114]. Despite implementation issues, multi-

sample receivers can be used to provide low-error data. Further, once sampled, low-noise,

programmable, small digital circuitry can be used for phase picking or phase tracking [35].
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Figure 2.4: A Multi-Sample CDR Circuit. Noisy input data is used to reconstruct a set of
sampling clock phases. Re-timed synchronous data streams are output using phase picking
between multiple Re-sampled data values from each of the samplers. Phase tracking ensures
ISI is minimised.
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2.5.3 Integrating Receivers

Taking the multiple sample approach further, the analogue integrating receiver architecture can

be used [2, 35, 83]. This class of receiver takes the time integral of the input, measuring the

area under the waveform rather than the peak amplitude [2, 35, 73, 113]. If many samples are

taken, the continuous time integral can be approximated by taking the integral of all samples

that occur in discrete time during the symbol [115, 116] (Figure 2.5).

Time

Reliable

Window

Ideal

Window

 Single 

 Sample 

 Point 

ISI Susceptible

Region

Threshold

Clock

Data

Integrated Data

Symbol

Figure 2.5: The concept of an integrating receiver. During a symbol, an integration window
is used to obtain the time integral of the input data signal. This provides some inherent
reduction in the influence of in-symbol glitches and noise. At the end of the symbol, the
integrated result is sampled and the integrator reset prior to the next symbol. Blanking
periods can be used to remove signals from the ISI susceptible regions between symbols.

The integration process provides a number of attributes useful for a receiver design with a

high-sensitivity and a low BER [2]. Firstly from Equation (2.2), integration over a time period

produces a larger receiver output amplitude than a single, short measurement (Figure 2.5). If

the integration period increases as a proportion of the symbol, the output amplitude is elevated

correspondingly [2, 35].

Vout =
n

∑
i=1

Vini =Vin1 +Vin2 + · · ·+Vinn (2.2)

≈
t
∫

0

Vin(t) dt (2.3)

Secondly, an increased SNR [83] and therefore a lower BER results from an averaging of noise

at frequencies higher than the symbol rate. The SNR is further increased through a level of

robustness against sampling clock jitter that is provided by the technique [2].
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Receivers combining signal integration with conventional amplification techniques have been

implemented [35]. Stevens [73] splits the integration into three multiplexed sections forming

the integrate and dump methodology. This used separate signal integration, readout and reset

phases thereby reducing the clock frequency and high frequency coupling [73]. In [117], inte-

gration was included within a differential TIA. This combined signal integration, amplification

and bandwidth enhancement through active-inductor peaking [35]. The concept was refined

within a multi-phase receiver [113] which obtained a reduction in inter-symbol interference,

through time-multiplexing integrations [73] and equalisation. The optimisation of ISI rejection,

was however a result of circuit adaptability, modifying the symbol and transition integration

periods [113].

The integrating architecture has benefited from development, including a source synchronous

clocking method [114]. This matched the integration start and stop edges with the input data,

allowing an optimum integration window. Development has continued with Georgas [46] amal-

gamating the integrating receiver with SOI processes for on-chip photonic links. Their pro-

posed system moves the integration directly into a regenerative latch, similar to [117]. Through-

out the development of integrating receivers, authors have noted that it can achieve a greater

sensitivity than single-sample TIA circuits [2, 35, 46, 118], and that electrical power can be

reduced for the required receiver gain [46, 113, 117]. As a consequence of the low-noise, high-

sensitivity and low electrical power characteristics, the integrating receiver and its discrete

sample approximation are ideal for the receiver to be developed in this work.
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2.6 Avalanche Multiplication: Increasing Senstivity

This project aims to elevate sensitivity further while retaining bandwidth and small circuit

areas. One strategy is to combine integration with amplification. This would mitigate bandwidth

to sensitivity trade-offs. The challenge however is to obtain the required amplification [26].

Avalanche multiplication used in conventional avalanche photodiodes, has been previously

investigated for communications [4, 26, 41, 42, 43, 63, 119]. This moves amplification into

the front-end diode providing initial gain without external circuitry.

This process uses an increased diode reverse bias voltage [26]. The resultant increase in the

electric field accelerates a free carrier, labelled 1 in Figure 2.6, to a kinetic energy sufficient

to overcome the ionisation energy [26]. Upon a collision [26], the accelerated carrier ionises

another carrier. An electron-hole pair, labelled 2 and 2′, is generated with the carriers then

accelerated by the electric field, causing further ionisation [26, 75, 120, 121, 122]. This process

continues exponentially creating a small avalanche of carriers within the depletion region.
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Figure 2.6: Band diagram showing reverse bias Geiger avalanche multiplication. When
the electric field across a p-n junction is elevated above the ionisation energy level, an
accelerated carrier imparts a significant kinetic energy to a bound electron upon collision
with the lattice.

Conventional APDs bias the junction such that multiplication and avalanche of carriers

achieves linear gain [123, 124] but not run-away avalanche [76]. The diode produces a current

dependant on the incident photon flux [125] with the gain [123, 124] and depletion region

width being dependant on the bias voltage [26, 76]. Some photodiode structures can be biased

further into reverse bias, giving larger gains and greater sensitivities. In exceptional cases the

run-away avalanche process [76] can be used to create specialised diodes called Single-Photon

Avalanche Diodes (SPADs) [49, 50, 53, 75, 76, 126].
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2.7 Single-Photon Avalanche Diodes (SPADs)

As high receiver sensitivity is needed, avalanche gain exceeding that used in APD receivers

could be combined with the integrating receiver concept. Therefore, Single-Photon Avalanche

Diodes are proposed. These can be pushed further into reverse bias, giving multiplication gains

of over 10,000 [49, 127]. In Figure 2.7, the SPAD replaces the photodiode, TIA and feedback

network. The small digital inverter, necessary to prevent loading, replaces the post-amplifier

[128, 129]. The gain required by the receiver is moved fully into the SPAD, removing the

need for amplification circuitry. The SPAD provides a voltage pulse which can be processed

by digital logic. As such, the SPAD itself provides direct-to-digital functionality through an

efficient transfer between the optical and digital domains [128].
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Figure 2.7: Continuous time reception on the left uses a trans-impedance amplifier,
equalisation of the photodiode capacitance and post-amplifiers to obtain the correct output
voltage swing. Discrete time reception with a SPAD on the right, uses a small inverter to
prevent loading along with a digital pulse counter.

2.7.1 Theory of Operation

The Geiger region lies beyond the linear avalanche gain region but prior to breakdown of

a guard ring that surrounds this low-level photo detection device (Figure 2.8) [26, 49, 74,

123, 127, 130]. Initial research into avalanche behaviour, centered on Microplasmas [74, 123,

130]. These are small breakdown regions, corresponding to silicon defects [74, 123, 127, 131,

132, 133]. The historical study of microplasmas, resulted in artificial microplasmas [74, 130,

132, 134] with guard rings to force a known breakdown region (Figure 2.9). These artificial

structures later became known as Geiger-mode Avalanche Photodiodes (GM-APDs) or Single-

Photon Avalanche Diodes (SPADs) [49].

The multiplication mechanism is similar to linear avalanche, however the increased electric

field due to the higher reverse bias voltage, results in a large elevation in carrier ionisation

rate [26, 127]. The Geiger region provides long periods of quiescent operation [76, 123, 127]

at a bias voltage of VOP = V BD+V EX , where V EX is the excess bias applied above the

breakdown voltage, V BD [49, 75]. Upon the arrival of a carrier, generated by thermal excitation

[26], photon-induced or the release of a trapped carrier within the depletion region, multiplica-

tion creates a fast avalanche current [76, 135]. The device transitions from the quiescent point

(Figure 2.8), to the I-V curve, causing a voltage change over the device [76, 120, 125, 135].
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Figure 2.8: Mode of operation of a SPAD showing its bias points and output waveforms. At
the left (low voltage) the output current is independent of the bias voltage, being modulated
only by temperature and incident light. In the centre the avalanche gain region provides a
voltage dependant gain rising as the kinetic energy of carriers increases the probability of
carrier ionisation and liberation into the conduction band. As the voltage increases towards
the breakdown voltage, the current becomes large producing current pulses indicative of
Geiger operation. At the bottom, Geiger mode voltage-time pulses are shown for both
passive and active quenching cases, denoting the dead time following the avalanche.

A quenching operation decreases the current, eventually dropping down the I-V curve [127].

An external resistance (Figure 2.10) forces a voltage drop across the device [49, 136], bringing

it just below V BD, halting multiplication either passively [137] or actively [134]. The sharp

voltage discharge is sensed and processed yielding a detection event [49, 138]. The device

is then recharged via a passive or active circuit [49]. The total voltage swing over the diode

during this quenching and reset operation is V EX , meaning that if the designer arranges that

V EX is above the threshold voltage of a CMOS digital circuit, the signal can be processed

digitally without further analogue circuitry. In Figure 2.10, two passive quenching topologies

are shown. These are suitable for CMOS integration giving either positive or negative going

voltage pulses.
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Figure 2.9: The Oldham artificial microplasma test diode. This used a small circular N+

region abutted to a p-type substrate. A guard ring and anode contact were formed using
an n-type diffusion.
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Figure 2.10: SPAD voltage-mode circuit topologies with positive or negative going pulses.
The traditional passive quenching topologies have been adapted to use NMOS and PMOS
transistors, aiding in CMOS integration and small area quenching circuits. The gate
voltage, DT ctrl modifies the MOS channel resistance allowing adaptation of the quenching
resistance, RL rather than the fixed resistance values used in earlier circuits.

2.7.2 SPADs in CMOS Technologies

SPADs have been implemented in many materials and processes [50, 126, 134, 137, 139, 140].

However their introduction into CMOS is quite recent (approximately 2003) [52]. CMOS

SPADs use the maturity and cleanliness of CMOS to implement structures similar to the

Goetzberger [74], Haitz [123, 127], Oldham [132] and Batdorf [130] structures (Figure 2.9).

In Rochas et al [52] a SPAD utilized diffusions used to fabricate PMOS transistors. Structural

developments allowed investigation of other junctions within standard CMOS [53, 55, 141,

142], along with development of retrograde guard rings for reduced noise [143].

Despite restrictions from CMOS foundries, a number of developments have tailored the process

and doping levels [144, 145, 146], yielding enhanced performance. These structural devel-

opments are critical at the architecture level, as cross talk [57, 147] or noise specifications

[55, 148] may impact the choice of CMOS process, the layout or impose restrictions on the

on-chip logic [149, 150].
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2.7.3 Important SPAD Performance Metrics

Investigation of SPADs has highlighted departures from ideal single-photon counting behaviour

[49, 50, 75]. These have improved greatly since early developments [74, 123, 127, 130, 132],

however the limitations, such as the finite efficiency of detection [151] and the erroneous

detections occurring in the dark [123] are discussed in the subsections below. Of course the

ideal case would be to detect 100% of incoming photons, with zero erroneous detections over

a wide wavelength and optical power range.

The Photon Detection Efficiency

The photon detection efficiency (PDE), is linked to three processes. These are the wavelength

specific absorption [26], quantum efficiency [26] and avalanche turn-on probability [74, 75,

127, 151, 152]. The absorption of photons and the depth reached at absorption, is wavelength

and material dependent. It is dependent on the material band-gap, with absorption yielding

an electron-hole pair if the photon energy is greater than the material band gap [26]. The

second effect, the quantum efficiency (QE), is limited by the band-gap, the incident photon

wavelength and the junction depth and width [26]. This is the number of electron-hole pairs that

are created per photon absorbed in the optically receptive volume. Finally, the avalanche turn-

on probability is defined as the probability that an electron-hole pair will cause an avalanche

[75]. This is primarily dependent on the bias voltage through the carrier kinetic energy and

the material ionisation energy within the multiplication region [152], but is also dependent on

carrier generation and trapping [74, 127].

The PDE can be increased though a number of techniques. These include doping and structure

developments [50, 56, 75, 132, 141, 144], elevating the operating bias voltage leading to

increased electric fields within the multiplication region [49, 52, 53, 120, 138, 141, 143] and

through wider multiplication regions capturing more of the absorbed photons [26, 49, 75].

The Optical Fill Factor

The fill factor (FF) is the ratio of the optically receptive area to the total device area [56, 81] and

is a key parameter in obtaining the goal of a high sensitivity receiver. The fill factor significantly

alters the receiver sensitivity as photons incident on inactive regions are not counted but non-

the-less included in the total incident photon flux. Some areas of the silicon are intrinsically

optically insensitive due to the metal layers above them, the lack of biased p-n junctions within

that circuit or a circuit function, such as a digital circuit, that precludes the detection of signals

below the switching threshold. The fill factor, can be difficult to assess for optical receivers, as

focusing optics may be used to constrain the flux only to the photodiode [13, 31, 40, 100, 111],

or a lens may be used to capture light from a large area and focus it down to a sharp point.



2.7. Single-Photon Avalanche Diodes (SPADs) 28

In previous SPAD arrays, the fill factor was often low at 1-2% [70, 148, 153, 154, 155], giving

a fixed offset from the 100% efficient quantum limit [14]. For fill factors as low as 1-2%, the

optical signal power incident on the receiver would need to be increased by 5 to 10 times

that expected to ensure robust detection of the signal can be maintained. The fill factor is

often limited by the diode geometries available for a given noise or capacitance specification

[53], the complexity integrated onto the device [70, 155] and the CMOS process design rules

[53, 55, 56, 70, 148]. It is however advantageous to design a high fill factor receiver [156],

to ensure a high receiver sensitivity. While a high fill factor ensures photons have a lower

probability of hitting non-optically active circuits and are thus detected, it allows the optical

power needed for robust signal detection to be reduced. For a 50% fill factor for example, the

optical signal power incident on the receiver would only need to be increased by a factor of 2,

far better than the previous factor of 10.

Despite restrictions [53], the fill factor has been increasing through a number of techniques.

N-well sharing [141, 157], out-of-array electronics [57], reduced quenching circuit areas [53],

NMOS-only logic [56], increased diode radii with retained low-noise [144], use of clustered

mini arrays [158, 159], non-circular geometries [53] and micro-lenses [156], have all lead to

fill factors reaching recent maximums of 67% [58] and 70% [160]. With a fill factor such as

70%, the optical power would need to be increased by a factor of 1.43, again much less than

the factor of 10 for 1% fill factor arrays.

The SPAD Dead Time and Finite Counting

Once a SPAD fires, the external quenching circuit recharges the device [49] (Figure 2.10 on

26). While the diode is below its quiescent voltage it is unresponsive to further incident photons

[49, 127, 135, 161, 162]. This period of insensitivity, (the dead time), represents the maximum

counting performance that can be achieved [60, 163, 164]. The photon transfer curve (PTC)

between input photons and output detections characterises the change in responsivity of the

SPAD over incident optical power [163, 165], showing the maximum, along with detection

losses and non-linearities [49, 75, 137, 166].

It is advantageous to have a low dead time, τd , as this gives high counting rates, low losses and

linearity over a large dynamic range [165, 167]. However as it limits the detector, many diodes

in a summation architecture may be required in order to achieve the desired specifications

[43, 168]. When multiple SPADs are used together, the total maximum count rate of the group

can be viewed as a finite counting resource. Clearly a higher number of diodes or a lower dead

time, act to increase the total counting resource.

Unfortunately an arbitrarily short dead time cannot be used as other second order effects begin

to degrade performance [49, 75, 76]. Despite prior modifications reducing SPAD and circuit

dead time contributions [163, 162, 169], research aiming to mitigate second order phenomena
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is ongoing [55, 76]. These techniques suggest use of small active areas with low-capacitances

[53, 157]. Active quenching, isolation from the substrate and structural design techniques may

also reduce the minimum dead time [56, 76]. The photon transfer curve may be affected by

variation in the dead time [163], suggesting increased disparity between received symbols if

variation is not controlled [2].

Timing Response (Jitter)

A statistical variation in photon arrival [80, 170] is complemented by a timing variation from

the SPAD [26, 75, 76, 120, 121, 125, 171]. This is the variation between an avalanche and the

electrical pulse with two main contributions.

• The first is the transit time of carriers over the multiplication region [76, 132] which is

exacerbated by lateral spreading of an avalanche from a single point [55, 120]. Photons

absorbed directly in the multiplication region and the statistics of avalanche build-up

contribute to the statistical width of the jitter [75, 120, 121, 125].

• The second source of jitter, adds a decaying tail to the arrival time [49, 75, 171]. This

is caused by diffusion of photon-induced carriers [49, 75, 120, 171] or carriers injected

into the substrate [56, 149, 150].

Small area devices have reduced the jitter in timing critical applications [53]. However re-

search has also continued with SPADs now isolated from the substrate, mitigating slow carrier

diffusion issues [172]. Process modifications have also been utilised [144].

The Dark Count Rate

A SPAD device, exhibits a long quiescent period between detections [127]. However despite

the absence of light, it maintains a background count rate [123, 127]. The Erroneous detection

rate is called the dark count rate (DCR) [49, 50, 171, 173]. It is quantified as the mean number

of dark detections within one second [26, 123, 127] and can be explained by two routes.

• The first is thermal generation due to the random transition of electrons from the valence

to conduction band [26]. Traps [49, 174] formed within the band gap elevate thermal

generation, with the DCR being volume [55, 75] and bias voltage dependent [26, 123,

152]. Carrier generation via the thermal generation mechanism is important in receiver

design as room temperature operation, the CMOS process choice and its cleanliness,

both impact the minimum zero bit amplitude. This is important if 100% extinction ratios

can be produced by the co-designed µLED transmitters, and their digital CMOS drivers

[96].

• The second contributor is band-to-band tunnelling [26, 52, 76, 123]. The energy band

gap normally presents a barrier to carriers below this energy, however a carrier has a

finite probability of tunnelling [26]. This is dependent on the energy of the carrier and

any energy levels (traps) within the band gap.
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The DCR, which follows Poission statistics [49, 75], exhibits a number of phenomena. These

include random telegraph noise (RTN) which characterises a long term modulation in the mean-

DCR of a particular diode [175]. As noted by Spinelli [120], the DCR also acts competitively

with photons over the finite period the diode is fully biased. To mitigate the DCR [176] and

dead time impacts on photon counting [60], time-multiplexed and time-gated techniques have

been proposed [62, 177, 178, 179, 180, 181]. The per-SPAD dark count rate, can be mitigated

without system level techniques such as gating, by using a number of methods.

1. As noted by Webster [182], modifying dopant levels and increasing V BD can improve

DCR through reduction of tunnelling and trap-assisted thermal carrier generation.

2. Thermal generation can be decreased by cooling the detector using thermo-electric

Peltier cooling [53, 63, 143, 177], however these coolers are inefficient and may elevate

the overall power consumption.

3. Small volume diodes mitigate the mean-DCR through reduced numbers of traps within

each diode [53, 56, 157]. A marked improvement in yield is also observed [53]. This

yield is measured as the proportion of diodes that show a DCR below the median [53, 55].

4. The array can be improved by using a binary on-off weighting, turning off a small

proportion of above median-DCR devices [53, 55, 56, 57, 148, 158]. Removal of high-

DCR SPADs can be effective, but reduces the array fill factor and of course decreases

the overall photon counting resources available.

5. CMOS process and structural modifications have also shown reductions in mean DCR

[53, 144, 172, 182]. An important one used in this work, is the use of a retrograde guard

ring, and the reduced use of shallow trench isolation [53].

The After-Pulsing Probability

After-pulses are a correlated temporal component of the DCR [74, 123, 127]. Upon an

avalanche, traps are charged by the large influx of carriers [26, 49]. The traps, begin to release

carriers with a temperature dependent lifetime [26, 174, 183]. If a carrier is released when the

device is in a high bias state, then a secondary avalanche will result a short time after the initial

detection [49, 120, 123]. The after-pulsing probability, P(ap), is the probability of a secondary

avalanche occurring after the SPAD dead time. As with the DCR, after-pulsing is bias voltage,

temperature, trap and structure dependent [76]. It is also dependent on the number of traps

within the SPAD volume, however the number of charge carriers produced in an avalanche will

directly influence the charging of those traps [123].

As noted by Zappa [75], the diode is insensitive to after-pulses that occur during the unbiased

state. As such, a dead time longer than the carrier and trap lifetimes allows reduction of P(ap)

to negligible levels. This is possible as all traps have been depopulated during the low-bias

state [50]. After-pulsing can be mitigated without using dead times that are too long for the

communications application by using a) small avalanche currents, through the use of low
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capacitance, small area diodes, b) lower trap concentrations through clean well-annealed, low-

doping concentration CMOS processes [75] and c) dedicated SPAD planar structures [53, 55,

143, 172, 173]. Despite these techniques, a minority carrier issue may fundamentally limit how

short the dead time can be, and thus may limit the high photon counting rates needed for robust

communications at high data rates [76].

2.8 A Multi-Diode Approach

SPADs have limitations such as the dead time, dark count rate, fill factor and after-pulsing that

are discussed in the previous section. These reduce the effectiveness of SPADs [7, 49, 50, 53,

62, 64, 67, 75], but have shown improvement with reductions in device size and have shown

dramatic progress with recent industrialisation [53, 55, 59, 182]. In particular, the dead time is

lower in small area SPADs due to smaller diode and parasitic capacitances [49, 169]. This short

dead time leads to a high diode photon detection rate as the diode can discharge and recharge

with a smaller RC time constant [60, 163].

The temporal response is also improved in smaller SPADs due to a reduced lateral area in which

avalanche must be initiated [53, 120, 122, 125, 184]. This is advantageous, however other

effects benefit more from device scaling [53]. Two such effects that have marked improvements,

are the mean DCR and the yield of low-noise devices [53]. This is due to zero or low numbers

of traps within each diode, although the total number of traps per unit volume has also been

improving through cleaner CMOS processing [55, 59, 76]. A lower volume of silicon within

each diode is also adantageous [26, 49, 50], leading to lower numbers of thermal or tunneling

generated carriers [26]. The after-pulsing rates, which contribute a temporal noise component,

also show improvement with scaling due to fewer devices containing multiple traps [53, 55, 76].

The reduction in diode capacitance contributes to this improvement, with a reduction in current

flow during an avalanche event [49, 50, 53, 76].

In order to counter-act some of the issues with SPADs, namely the dark count rate and RC time

constant, a multi-diode approach can be used, whereby many smaller diodes are connected in

parallel rather than using one diode of the same total active area. This approach reduces the dark

count and after-pulsing rates [53] while providing diodes that recharge far more quickly than a

single large SPAD with large parasitic capacitances [49, 53]. The scheme allows large sensitive

areas integrated with the receiver, however the approach is a trade-off as other limitations, like

the fill factor, become important. Using multiple separate diodes is not a new technique as it has

previously been sucessful in solid-state SiPMs [77, 145] and has been used in both photodiode

and avalanche photodiode receiver [21].
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While a multi-diode structure is advantageous with respect to the limitations discussed above

[53], it negatively impacts the optical fill factor [53, 56, 185], giving a fixed offset between the

quantum limit and the actual sensitivity. This prevents receivers from approaching the quantum

limit of an ideal 100% sensitive area, 100% detection efficiency receiver. Despite this reduction

in sensitivity, the main SPAD limits are improving for larger area, higher optical fill factor

SPAD devices [59], and a number of array layout methods can be used to minimise the impact

of the CMOS design rules that reduce the fill factor [141].

2.9 Specifications For Receiver Design

Specifications are derived from the Hypix project [66], which aims to develop receivers work-

ing with 32x32 = 1024 µLED transmitters [24, 93, 98] and their CMOS drivers [23, 96]. Taking

a design for test approach [69] maximises the scope for characterisation and experimentation.

This approach is necessary for investigation of performance and future optimisation, but re-

duces the performance of the initial prototype receiver designed here.

Although fixing a specification is difficult at this stage, the sensitivity should be maximised.

Initially a sensitivity of −14dBm was obtained when using µLEDs at 155Mb/s and a BER of

1x10−9 [24]. The sensitivity must exceed this with a design margin (e.g. ≈ 10dB), to allow for

channel losses, optical filtering and differing µLED performance [24]. Using this, a sensitivity

of −24dBm is suggested. VLC using LEDs for illumination and communication, can also be

used to estimate the sensitivity [18]. For a 100Mb/s transmission at a BER of 1x10−6, and

scaling the optical power to a single LED, O’Brien et al [18] gives a sensitivity of −21.5dBm.

The important specifications are the target data and error rates [66]. These are established by

the project, while others such as wavelengths are flexible [23, 24, 66]. The key specifications

for implementation are the multi-diode integrating architecture and the number of diodes to be

integrated onto a chip. Although the receiver designed here aims for these targets, its primary

function is to find, measure and assess the impact of as-yet-unknown factors. As such, it is

expected that the receiver will not achieve the exact performance targeted, but will highlight

factors that reduce performance and show routes that can be followed in the future [66].
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Table 2.1: Chapter 2 specifications table for the receiver and front-end circuits.

Receiver Specifications:

Transmitter: Hypix project µLED structures

Modulation Schemes: On-Off Keying (ONLY)

Number of Channels: Single and Multiple Channels

Receiver Format: 2D Array

Target Data Rates: 100-500Mb/s per channel

Target Bit Error Rate: 1x10−6 to 1x10−9

Target Sensitivity @ 100Mb/s: Better than −24dBm

Target Sensitivity @ 500Mb/s: Better than −17dBm

Target Wavelength: 400nm to 750nm (Visible)

uLED Extinction Ratio: ≈ 100% [96]

Technology: all-Digital CMOS

Technology Node: 130 to 180nm

Total Receptive Elements: 32x32 = 1024

Concurrent design with µLED driver

Receiver Size: 1 to 2 mm2

Front-End Specifications:

Receiver Architecture: Integrating Receiver

Photon-Counting Mode

Diode Operating Mode: Avalanche to Geiger-Mode

Avalanche Gain: � 1000

Front-End Device: Single-Photon Avalanche Diode (SPAD)

Front-End Circuit: Multiple Diode Summation

Active (option for passive quenching)

2.9.1 Towards a Receiver Design

In Figure 2.11 both a photodiode-based [35] and a SPAD-based receiver are graphically sum-

marised. Both receivers use the same overall concept, that of the integrating receiver architec-

ture [35, 73] and the summation of multiple optically active front-end diodes [21]. The figure

highlights the similar operation between the two, although there are differences principally in

a) the ordering of functional blocks and b) the use of analogue or digital signal processing.

In order to retain the design for test approach, the SPAD-based receiver may be split between

the silicon chip that is to be fabricated (Chapter 4) and the field-programmable gate array

(FPGA) that is used for testing. As shown, both receivers output a single-bit data stream at

3.3V, although for the SPAD-based receiver the n-bit digital output may be used to facilitate

investigation of the concept and limiting factors.
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For testing of the device in later chapters, the proposed structure of the SPAD-based receiver

prompts two considerations:

• If the bit width of the SPAD-based receiver chip-output is sufficient [69], there will be

little further quantisation noise above the natural Poisson variation of photon counting

[80].

• For testing, an n-bit digital output is analogous to an n-bit analogue-to-digital converter

(ADC) within a bench digital oscilloscope. As such, both the SPAD-based chip-output

and the photodiode receiver voltage prior to thresholding (point A in Figure 2.11) should

represent the same information content.
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Figure 2.11: Top) A conventional photodiode-based integrating receiver taking the
summation of photodiode signals, and Bottom) A SPAD-based, fully-digital integrating
receiver again taking the addition of multiple diodes. Both receivers take an optical input
converting it to a 3.3V single-bit digital stream. The 1

a
initial conversion weighting represents

photon absorption, s is the Laplace transform variable and G represents a voltage or trans-
impedance gain. The hopeful increase in sensitivity is represented by the use of µW for
the photodiode receiver input and single-photons for the SPAD receiver input. For the
SPAD-based receiver, functionality is a) re-ordered in comparison to the PD receiver, and
b) split between the ASIC and FPGA. This promotes logical CMOS implementation and
easier testing.



2.10. Conclusions 35

2.10 Conclusions

In this chapter, optical communication systems have first been introduced. A primary aim

for transmitter and receiver design, is to increase the speed and error-rate performance while

reducing energy use and costs [11]. The key application here is visible light communications

(Section 1.1.1), which aims to bolster the throughput of wireless LANs in areas where sub-

scriber numbers and data bandwidth demands either exceed the available radio spectrum [15]

or scale faster than the data throughput increases of available Wi-Fi networks.

Concentrating on optical receivers, the current state-of-the-art obtains exceptional speed per-

formance, low error rates, high electrical efficiency and fully integrated solutions in mass-

producible CMOS processes. However conventional photodiode and avalanche photodiode

receivers require amplification and equalisation circuitry to increase their optical sensitivity.

This is required if the receiver area is small, uses optical filtering or is a long way from the

transmitter (Figure 1.1).

This work aims to co-design a receiver for the Hypix project’s CMOS controlled µLED trans-

mitters, with the wider project investigating both free-space and polymer fibre communications.

To address the optical sensitivity, increased avalanche gain is proposed. This leads to the broad

definition of receiver specifications shown in Table 2.1. To effectively discuss the details behind

this proposal, this chapter has discussed key performance metrics including bandwidth and data

rates. The error rate has also been introduced, leading to the sensitivity for a given data and error

rate.

From a review of receiver architectures, integrating receivers allow increased received signal

amplitudes. This provides a basis for high sensitivity receiver designs. By suggesting avalanche

multiplication exceeding that used in APDs, amplification is moved into the diode. This aids

sensitivity, prompting introduction of the single-photon avalanche diode that is consequently

used.

To summarise the specifications (Table 2.1), in VLC applications the receiver is required to be

highly sensitive and capable of both high data rates and low error rates. The transmitter will use

OOK modulated µLEDs, however the design of the receiver will combine multiple techniques

to increase the sensitivity. In the next chapter, models from the literature are used to further the

specifications for a prototype receiver.



Chapter 3

Modelling And Initial Specifications

3.1 Single-Photon Avalanche Diodes for Optical

Communication Systems

Given the combination of novel and traditional techniques for receiver design (Chapter 2), this

chapter introduces modelling necessary to further the specifications. These are needed for the

design of an OOK SPAD-based optical receiver, allowing translation of high level specifications

into circuit specifications. Details such as the SPAD count rate, dead time, approximate light

level for data reception and the minimum optical efficiency required, can each be estimated.

Firstly, an appraisal of the theory behind the bit error rate is presented to highlight performance

values that would be a suitable focus for this work [2, 14, 36, 103]. This BER appraisal prompts

increased sensitivity to aid in VLC applications, with either small receiver active areas, or the

use of optical filters.

Secondly, models from the literature, including the photon energy [80, 104], the quantum limit

[2] and the power penalties of non-ideal effects [1, 14, 36], are explored to refine initial design

specifications (Table 2.1). The range of SPAD dead times, complements the design for test

strategy [69], giving increased scope for experimental work. The outcome of this section is an

initial design flow to obtain values for the relevant design specifications. This design flow

ignores as-yet-unknown second order effects but gives specifications suitable for an initial

prototype device. Testing and modelling of the prototype can then be used to increase the

robustness of this specifications flow.

Modelling informs design undertaken in Chapter 4, creating a best fit to combined project

(Chapter 1) and literature review (Chapter 2) specifications. It also helps approach the final

performance from a systems level, guiding explanation of inconsistencies that may arise be-

tween theoretical and experimental analysis.

36
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3.2 Exploration of a Simple BER Model

In this section, a simple model of the bit error rate is used to identify a direction for the

specifications of the prototype receiver. This BER model is used throughout the literature

[2, 3, 14, 36, 103], aiming to provide understanding behind the error rate concept. While it

is ideal and makes some assumptions, it can still be used to support the design process.

The BER, is a key design parameter dictated by the application. As the BER ultimately defines

the number of photons required and the receiver implementation, it can be estimated using a

first order model [1, 2, 3, 14, 36, 103]. This estimation assumes that bit amplitudes are Gaussian

[3], which while not consistent with the ideal statistics of light [80], can be used to explore key

receiver parameters that should be focused upon [13, 31]. This estimation can be done only

if the number of photons allows the Poisson distribution to approach the Normal distribution

[14, 36, 103, 116]. This process occurs, giving reasonable approximation, with ≈ 10 counts,

hence for the target BER, the Gaussian assumption can be used to first order [103, 116].

Within this model, the logic-low (zero) distribution is characterised by the mean detections

within a symbol, N0 and the standard deviation, σ0 [2, 103]. Likewise the logic-high (one) bit

distribution is characterised by N1 and σ1 (Figure 3.1).
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Figure 3.1: Theoretical bit error analysis using the Gaussian histogram method. Here the
received zero and one bits, each form distributions of signal amplitude around some mean
level, N0 and N1, where the operator E() is the expected value or mean. The standard
deviations, σ0 and σ1 of the two are caused by random variation in the transmitted,
propagated and received signal levels.

A decision made upon reception as to whether a bit is high or low, uses a threshold, Nth [2].

The threshold level and the OOK BER are estimated by Equation (3.1) [1, 2, 3, 103].

Nth =
σ0N1 +σ1N0

σ0 +σ1

BER =
1

2
erfc

(

(N1 −Nth)

σ1

√
2

)

(3.1)

In Figure 3.1, errors occur between distributions. To achieve low BERs, the probability,

P(1|0) +P(0|1) must be reduced [2, 3]. These are the probability of obtaining a one given

that a zero was sent and the probability of a zero given a one [1, 115, 116].
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Reductions of the error rate can be accomplished in two ways.

• Firstly, the N1 to N0 distance can be increased by elevating the receiver SNR [14],

transmitter extinction ratio, reducing ambient signals or by increasing modulated signal

powers [1, 14, 36].

• Secondly, the standard deviations can be reduced. This however becomes constrained by

practical processes or the fundamental statistics of light [2, 14, 36, 80].

A sensitivity analysis can be performed on Equation (3.1), with all variables set to static initial

conditions (Iparam) and varied over the same range. This sensitivity analysis allows the change

in BER with each parameter to be assessed, giving the sensitivity to that parameter. In Analysis

1, each parameter is set to Iparam = 1, and then varied separately between Iparam × 0.1 and

Iparam×10 (a total parameter change of 102.0). This shows that modification of N1 is preferable,

changing the BER by a factor of 101.7 (Table 3.1). Altering N0 also changes the BER, however

this is by a lesser extent of 100.6. Variations in σ0 or σ1 have little effect, indicating these are

less important phenomena, although the receiver literature emphasises these two variables as

significant issues for modern communications.

Performing a second analysis, N0, σ0, N1 and σ1 are calculated based upon 100Mb/s, 1024

SPADs formed into a single channel (Table 2.1), 10ns dead time (discussed later in Sec-

tion 3.3.2) and 2 dark counts per symbol (≈ 200KHz per SPAD) (also discussed later, in

Section 3.3.5). This second analysis sets new but fixed initial conditions for each parameter.

As in Analysis 1, each parameter is again varied over the range Iparam × 0.1 to Iparam × 10,

where a 1:1 correspondence between a parameter and the change in the output would give a

sensitivity of 102.0. For the second analysis, N1 remains the most sensitive parameter with a

change of 1017.6. Modification of σ1 produces a change of 105.6. The BER is least sensitive to

variation in σ0, although a change in N0 gives a BER modification of 102.48 (Table 3.1). This is

in agreement with receiver designs within the literature [13, 31, 110].

Table 3.1: Approximate sensitivity analyses performed on the simple OOK BER model.

Parameter Changed Analysis 1 Analysis 2

BER Change BER Change

N0 100.6 102.5

σ0 100.0 101.7

N1 101.7 1017.6

σ1 100.0 105.6

For project specifications, design should increase the received N1 mean while lowering light

levels. This suggests a prototype remit to increase optical efficiency and sensitivity [13]. The

design should aim to reduce the noise, σ1, of the logic-high bits, along with minimisation of

the noise floor, N0. This analysis is carried forward in subsequent sections, as each, indicates

how and in what combinations factors can obtain high-sensitivity [2].
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3.3 Deriving Specifications from Literature Models

The project requirements (Section 1.2, Section 1.3 and Section 2.9) can be extended towards

implementation specifications needed for design of a VLC receiver [17, 22, 23]. In this sec-

tion the statistics of coherent light [80] lead onto quantum limits for an ideal receiver [2, 3]

(Section 3.3.1). This eventually leads onto a suite of specifications.

The first specification that is derived, is the SPAD dead time, τd [49]. This is a function

of data rate, targeted error rate and number of channels that can be accommodated on the

device. Despite estimation of the sensitivity (Section 2.9), the power penalties due to receiver

efficiency, eye opening or source intensity noise, can account for disparities between theoretical

and experimental results [1, 2, 3, 14]. These are useful as they bound implementation and

performance values such as the fill factor [81] or the photon detection efficiency [49, 50]. Each

high-level specification (Table 2.1) is taken towards a circuit-level specification. These are then

summarised in Table 3.8 and Table 3.9.

3.3.1 Estimating the Quantum Limit using Poisson Statistics

An electro-magnetic wave has properties including the wavelength, energy, polarisation, co-

herence and spatial uniformity with many showing random variation [2, 3, 14, 36, 80, 87, 104,

116]. The Poisson distribution models the number of photons within a period for coherent light

[2, 3, 80, 104, 116, 186]. The probability of obtaining k photons in a pulse of mean, np, defined

using the rate parameter, λr = np, is given by Equation (3.2) [80, 116].

f (k,λr) = P(np = k) =

(

(λrt)
k

k!

)

e−λrt (3.2)

The inter-arrival time is the period between the arrival of one photon and a second [170]. For

circuit timing, dead time and competition between photons, dark counts and after-pulses, the

Exponential distribution can be used [170]. This is given by Equation (3.3) [116].

f (t,λr,Tmin) =

{

0, t < Tmin

λre
−λrt t ≥ Tmin

(3.3)

Before discussing the quantum limit [2, 3, 14], the integrating receiver can be modelled as the

continuous time integration of SPAD detections over a symbol [14, 36, 73]. For this receiver,

an integration equal to the symbol period of τb is used. The number of counts, Cout , is given by

Equation (3.4), where NSPAD is the number of SPADs enabled, and CSPAD(t) are SPAD detection

pulses occurring at times, t.

Cout =
∫ t+τb

t
NSPADCSPAD(t) dt (3.4)
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The quantum limit (QL) [1, 2, 3, 14, 36] is an idealisation of Equation (3.1). It assumes no

lower noise distribution, N0 = 0, via the assumption that P(1|0) = 0. It also assumes a perfectly

Poisson N1 distribution. In Equation (3.5), Ψ(τb) represents the photons received in a symbol

of length τb, upon an ideal noiseless photon-counting receiver [2].

BERQL =
e−Ψ(τb)

2
(3.5)

In Table 3.2, the quantum limited BER [2] is calculated for various numbers of detected

photons. With the BER specification defined as 1x10−9, the minimum number of photons

required is ≈ 20.

Table 3.2: The required number of photons necessary to obtain a specific quantum limited
bit error rate. Highlighted in red, a BER of ≈ 1x10−9 can be obtained with 20 photons.

Number of Photons Quantum Limit BER

Ψ(τb) BERQL

1 1.84x10−1

6 1.24x10−3

13 1.13x10−6

15 1.53x10−7

20 1.03x10−9

25 6.94x10−12

30 4.68x10−14

33 2.33x10−15

As the receiver uses SPADs as the optical detector, the DCR, ambient light and transmitter

offsets must be accounted for when estimating the number of detections per second. The total

number of detections per second will be used to estimate the SPAD dead time, τd and other

specifications. Despite decreasing DCRs [53, 59, 144, 157, 172, 175, 187], the collection of

multiple SPAD signals into a receiver presents a significant number of dark counts. Likewise

after-pulsing and inter-symbol interference each elevate the detections per symbol. Assuming

a design margin on the total excess counts of ≈ 10% of the quantum limit, yields 22 detections

per symbol. In Section 3.3.5, the nature of this design margin is discussed in more detail. Over-

all, the 10% margin equates to 2 noise counts per symbol. For 100Mb/s operation this equates to

a designed built-in tolerance for 2x108 noise counts per second, important when ambient light

conditions and dark count rates in the target CMOS process are unknown. Assuming a 1024

diode structure mirroring the µLED transmitters, gives a designed tolerance for worst case

total, (DCR + ambient + extinction ratio + after-pulsing), noise rates of 195kcps per SPAD.
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3.3.2 Establishing SPAD Quenching Mode and Dead Time Boundaries

The 22 total detections suggested above can be used to establish the minimum detections per

second, for both 100Mb/s and 500Mb/s with a target BER of 1x10−9. This can be estimated

using Equation (3.6), where Rs is the symbol rate and DBER = 22 is the detections required for

robust reception [1].

bNphotonsc= RsDBER (3.6)

This estimates minimum levels of 2.2Gdetections/s and 11Gdetections/s for 100Mb/s and

500Mb/s respectively. If these are treated as detection events per second, which assumes the

receiver is ideal for the moment [1], an upper bound on the SPAD dead time, τd, can be

estimated. Taking the data rate, the maximum SPAD dead time can be calculated for different

numbers of channels, with the SPADs either actively or passively quenched [49]. When using

active quenching, the dead time can be calculated using Equation (3.7) [60, 163, 164].

τd =
NSPADs

NChannelsbNphotonsc
with Cmax =

NSPADs

NChannelsτd

(3.7)

Passive quenching suffers from paralysis effects [60, 163, 164] that extend the dead time if

avalanches occur prior to full diode recharge. This modifies Equation (3.7) by a factor of e−1,

giving Equation (3.8).

τd =
NSPADs

NChannelsbNphotonsce1
with Cmax =

NSPADs

NChannelsτde1
(3.8)

In Table 3.3, the maximum dead time is calculated for each data rate specification, for different

numbers of channels per chip and with active or passive quenching. This shows that a lower

dead time is necessary when using passive quenching. However, as discussed, reduction of τd

may not be achievable with after-pulsing, diode capacitance or quenching resistance constraints

[49, 135] (Section 2.7.3).

A range of SPAD dead times are produced by the specifications. Therefore an adaptable SPAD

quenching circuit is implemented allowing switching between the active and passive modes

and providing a range of dead times for experiments [162]. The range, which for this work will

be 5–150ns, complements the reconfigurable number of channels available with the CMOS

controlled micro-LED driver arrays [23, 24, 66]. For subsequent estimation of the diode area

however, a dead time of (DataRate)−1 = 10ns will be assumed.
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Table 3.3: Derived maximum SPAD dead times, calculated for both 100 and 500Mb/s
operation, over both active (AQ) and passive (PQ) operating modes. The calculated values
assume the receiver is quantum limited.

# Channels 1 2 4 8 16

# SPADs Per Channel 1024 512 256 128 64

Assuming AQ

Max τd 100Mb/s 465.5ns 232.7ns 116.4ns 58.2ns 29.1ns

Max τd 500Mb/s 93.1ns 46.5ns 23.3ns 11.6ns 5.8ns

Assuming PQ

Max τd 100Mb/s 171.2ns 85.6ns 42.8ns 21.4ns 10.7ns

Max τd 500Mb/s 34.2ns 17.0ns 18.6ns 4.2ns 2.1ns

3.3.3 Estimating the Quantum Limit Light Level

Given an ideal receiver and estimates for required photons per second, the photon energy

(Equation (3.9)) [80] can be used to calculate the quantum limited receiver sensitivity (Equa-

tion (3.10) and Equation (3.11)) [2, 67, 103]. This provides a lower bound on light levels

required for data transmission [2, 14, 36], along with targets for future designs, where h is the

Planck constant, c is the speed of light and λ is the wavelength [80].

Ephoton =
hc

λ
(3.9)

PQLlinear = NphotonsEphoton (3.10)

PSlog = 10log10

(

PQLlinear

1x10−3

)

(3.11)

The range given for some specifications, such as the data rate or wavelength, give correspond-

ing ranges for circuit level specifications. This gives quantum limited sensitivities in the range

of −53dBm to −62.4dBm (Table 3.4).

Table 3.4: The optical power specification in linear and logarithmic units for the quantum
limit at 100Mb/s and 500Mb/s at both 450nm and 750nm wavelengths.

Wavelength (nm) Data Rate (Mb/s) Photons/s Power (nW) Log10 Power (dBm)

450 100 2.18x109 0.96 −60.2
750 100 2.19x109 0.58 −62.4

450 500 1.10x1010 4.84 −53.2

750 500 1.10x1010 2.91 −55.4

These values define the light level needed if the receiver were 100% efficient and satisfy quan-

tum limited noise requirements [2]. A realistic receiver is unlikely to achieve such performance

however, especially when using combinations of technologies that have not been fully explored
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for communications. As such, knowing the theoretical minimum light levels, the sensitivity

requirement estimated previously (Section 2.9) can be used to calculate maximum allowable

values for the power penalties that will limit a practical receiver [2, 14, 36].

3.3.4 Estimating First Order Sensitivity Light Level Requirement

The sensitivity estimate (Section 2.9) establishes an upper bound on the light needed for 450

and 750nm operation. As this is based on previous VLC implementations [18, 20, 23], it

assumes a realistic receiver. This gives the specifications below (Table 3.5), where the previous

sensitivity of −24dBm, for a data rate of 100Mb/s and a BER of 1x10−9 (Section 2.9), implies

over 9x1012 incident photons per second. This increases to 4.5x1013 photons per second, for

500Mb/s operation at 450nm.

Table 3.5: Upper bounds for the optical power and number of incident photons for 100

and 500Mb/s operation, with both 450 and 750ns light.

Data Rates 100Mb/s 500Mb/s

Sensitivity (Log) −24dBm −17dBm

Sensitivity (Lin) 3.98µW 19.9µW

450nm Photons/s 9.0x1012 4.5x1013

750nm Photons/s 1.5x1013 7.5x1013

The flux is now in the form of lower and upper bounds. The lower bound is a quantum

sensitivity that calculates the photons that must be detected by an ideal receiver [2]. In contrast

the upper bound assumes realistic behaviour but uses incident rather than detected photons [18].

The difference between the bounds, can therefore be used to establish two constraints, albeit

difficult to separate. These are the total losses due to finite efficiencies between the incident

photons and detections, and the receiver effects giving realistic rather than quantum limited

performance. The mechanisms behind these efficiency losses or non-ideal characteristics are

called receiver sensitivity power penalties [1, 14, 36].

3.3.5 Power Penalties and Circuit Specification Estimation

From the above sensitivity constraints, the total power penalty can be estimated [14, 36].

Using the ratio between the 2.2x109 detections needed assuming a 100% efficient, quantum

limited receiver at 450nm and 100Mb/s (Table 3.4), and the 9x1012 detections needed for the

estimated realistic sensitivity of −24dBm, also at 450nm and 100Mb/s (Table 3.5), the total

power penalty, PPtot is 36dB (Equation (3.12)). This increases to 38dB for 750nm light at

100Mb/s. The change between 36dB and 38dB is principally due to the change in photon

energy (Equation (3.9)), which changes the number of photons incident for the same optical

power. Rather than keeping the optical power static, the number of photons needed for the
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quantum limit remains static at 2.19x109 , while the literature-based sensitivity is used in re-

verse, via Equation (3.9) to Equation (3.11), to estimate the number of photons within a beam

of that optical power at the new wavelength.

PPtot =−10log10

(

2.19x109

9x1012

)

= 36dB (3.12)

This, will be formed by the detector optical fill factor, the photon detection efficiency, the eye

opening penalty (EOP), any threshold offsets, the optical source intensity noise and the jitter

of the clock that defines the integration period [3, 14, 36]. These are below with the most

significant power penalties discussed first.

Finite Fill Factor Induced Power Penalty

The fill factor for SPAD arrays using in-pixel circuitry, or those constrained by manufacturing

design rules, are often limited to 1–5% [70, 77, 128, 155]. Dedicated high fill factor structures

can be built, which with combinations of techniques such as N-Well sharing [141], large

diameter active areas [144], small radius guard rings [53] and non-circular geometries [53],

can reach optical fill factors as high at 70% [56, 57, 145, 158, 180, 188, 189].

To achieve high fill factor, circuitry should be removed from the sensitive area [56, 57, 157,

158, 185]. In this work, the CMOS process [30] and SPADs [143], along with design rules

and the use of tested structures, will limit the fill factor. The critical design rule, the N-Well

separation, forces inactive areas within the array. These should be used for circuitry to ensure

silicon area efficiency, and a scalable routing structure [29, 69].

Presuming a fill factor similar to previous arrays, that did not use the high fill factor techniques

[70, 155], a fill factor of ≈ 2% can be assumed. The power penalty due to the fill factor, PPFF ,

can be estimated to be 17dB, through Equation (3.13).

PPFF =−10log10

(

FF

100

)

= 17dB (3.13)

Finite PDE Induced Power Penalty

Many CMOS SPADs have photon detection efficiencies within the 15–30% range [51, 52, 55,

59, 141, 157, 172, 190, 191], although higher values (≥ 40%) have been reported [53, 56, 144,

182, 187]. Assuming the SPADs within the CMOS process follow previously demonstrated

performance [53, 143, 173], a PDE of 20% can be used. This gives a power penalty, PPPDE of

≈ 7dB (Equation (3.14)).

PPPDE =−10log10

(

PDE

100

)

= 7dB (3.14)
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Combined, the PDE and fill factor, give a power penalty of ≈ 24dB, away from the quantum

limit. The remaining difference, must be due to effects such as the eye opening penalty [14].

These are difficult to estimate, prior to experimentation, due to the unique combination of

SPADs and integrating receivers. For the specifications, the remaining total penalty, along with

estimates of various effects, can be used to establish a power penalty budget [1, 14, 36].

Source Intensity Noise Induced Power Penalty

Intensity noise describes fluctuation in transmitter optical intensity due to power and source

variations [14, 36]. Assuming that the power and temperature of the source are well controlled,

the main contributors to intensity noise are the wave fluctuations [80] in the light itself. The

relative intensity noise (RIN) adds a further power penalty, PPRIN , given by Equation (3.15)

[14, 36]. Where Q = 6, is the Q-factor for the target BER of 1x10−9, and Rint parameterises the

intensity fluctuations [36].

PPRIN =−10log10

[

1−R2
intQ

2
]

= 7.2dB (3.15)

For coherent laser sources, RIN may be better than −110dB/Hz and in exceptional cases ≤
−160dB/Hz [14, 36]. However, the application here uses multiple spontaneous emission LED

devices, with less stringent power supply and temperature controls [23, 24, 96, 98]. Further,

the application includes path reflections [16, 17, 20, 22]. These suggest a RIN and subsequent

intensity noise far higher than communication lasers.

There is a critical value for Rint , above which there is a steep increase in PPRIN [36]. For the

target BER this is approximately 0.15 [14, 36], equating to a PPRIN of 7.2dB. Equation (3.16),

where BW is the receiver target bandwidth of ≈ 100MHz, allows the approximate calculation

of a maximum source relative intensity noise [36].

max(RINµLED) = 10log10

(

R2
int

2BW

)

(3.16)

For power penalty budgeting, a value of 5dB can be used [36]. This gives a suitable margin

from the critical value, without suggesting a temperature controlled, coherent source with well

conditioned power supplies. This equates to an Rint of 0.14, and RIN = −100dB/Hz. Others

have measured the RIN of LED sources [192, 193, 194, 195], however the value for arrays of

µLEDs using CMOS controlled drivers has not been assessed.
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The Eye Opening Power Penalty

The eye opening penalty (EOP) is a measure of the closure of the ideal transmitted data eye

diagram due to channel distortion effects and the transmitter extinction ratio [3, 106]. While

unknown at this point, assuming a received amplitude 75% of that transmitted, the power

penalty due to the eye opening, PPEOP, can be calculated by Equation (3.17) [14, 36]. Where

EOre f is the opening of the reference transmitted data, and EOrec is the eye opening of the

data incident on the receiver. The extinction ratio may dominate the receiver DCR noise floor,

however this work aims to assess the receiver only performance.

PPEOP = 20log10

(

EOre f

EOrec

)

= 2.5dB (3.17)

Inter-Symbol Interference Induced Power Penalty

Inter-symbol interference will also close the received eye diagram [14, 36]. For example if a

proportion of a transmitted logic-high leaks into a subsequent logic-low bit, the signal mean

and variance, N0 and σ0 will be elevated, increasing the erroneous bit probability. The power

penalty due to ISI, PPISI, can be estimated using Equation (3.18) [14]. Which, if it is assumed

to be reduced to EOisi = 0.8EOrec, gives a penalty of 2dB.

PPISI = 20log10

(

EOrec

EOisi

)

= 1.94dB (3.18)

Finite DCR Induced Power Penalty

The detection of dark count, ambient light and un-modulated light events adds a threshold

offset power penalty, PPDCR [14, 36]. The offset power penalty is given by Equation (3.19),

where DCRpc is the total DCR per receiver channel and is assumed to be a worst case of

10% per channel, per symbol, dark count noise design margin, relative to the 20 photons

required for the target BER (Table 3.2). In this work, the above design margin is chosen to

provide some coverage for three as-yet-unknown factors, a) the average per-SPAD DCR, b)

the finite but designed to be 100% extinction ratio of the µLED and CMOS drivers and c)

the narrow, filtered 450nm ambient light contribution. For the dark count rate, previous work

in an AMS 0.35µm CMOS process pointed to high, ≈ 1− 2kcps, average per-SPAD DCRs,

and a significant number of high-noise devices, ≈ 1− 2Mcps. Some data was available from

ST Microelectronics CMOS SPADs, however recent waver runs had shown significant average

DCR changes of 100cps to 100− 200kcps, due to an N-well doping issue. In Section 5.2.2

the DCR of the receiver front-end developed in this work is shown experimentally, suggesting

that a value of the order of 10% is suitable for preliminary design built-in tolerance to noise.

This 10% margin gives a penalty of 0.8dB. Assuming 100Mb/s operation and 1024 SPADs in a



3.3. Deriving Specifications from Literature Models 47

single channel, this gives a worst case SPAD total noise of 195kcps. A target such as this, should

be achievable in terms of DCR given modern low noise SPAD designs [53], with the excess

margin once DCR is accounted for, providing receiver tolerance for ambient light conditions or

temperature [143] or fabrication variations. It should be noted, through Equation (3.19), that as

we are interested only in the number of ’signal’ photon detections, counts arising from within

the SPAD, if probable, will mean that more signal photon counts are needed to separate an

’one’ from a ’zero’, i.e. the power penalty below.

PPDCR = 10log10

(

1+
2DCRpc

100

)

= 0.8dB (3.19)

Other Circuit-Implementation-Based Power Penalties

The clock generating the integration period [73], or used in single sample receivers to sample

the waveform [2, 35], contributes a further power penalty. For this jitter power penalty, Cvijetic

[36] suggests a minimum of ≈ 0.5dB should be assumed to account for this effect.

Other circuit behaviours such as processing errors, signal quantisation or cross talk, may add

further power penalties, PPspare. However, the effect of these on the sensitivity is difficult

to establish prior to experimentation. With correct digital design, such as pipe-lining or path

equalisation [29, 69], the digital signal path should add little noise. Likewise with a suitable

digital dynamic range, little quantisation other than natural Poisson variation should result.

Detector cross talk, which is often at the 1–2% level in SPAD arrays using out of array circuitry

[56, 57, 147, 180], represents cross talk induced by secondary photons or hot electrons in the

substrate [76, 147]. This is SPAD and geometry dependant, however in-array circuitry has also

been recognised as a contributor [56, 76, 149, 150]. For design therefore, while area within

the array should be used to maximise the functionality to area cost ratio, high-speed circuitry,

clock buffers and digital supplies should be placed outside the optically active areas.

Receiver Sensitivity Power Penalty Budget

The separation of the quantum limit and a realistic upper sensitivity bound produced from prior

art or required specifications, can be used to budget the receiver power penalties. In Table 3.6,

each of the penalties are removed from the total. This leaves PPspare = 1.25dB for other as yet

unknown power penalties, such as the cross talk.

This penalty budget, while a first order estimation of the effects and their relative impacts, can

be used to ensure circuit implementation has known constraints. The design of the receiver,

can then aim for better performance, decreasing the gap between the ideal theoretical quantum

limit and that realisable with a novel combination of receiver technologies.
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Table 3.6: A power penalty budget used to obtain approximate design constraints. This is
ordered in descending dB value, with the most significant power penalties towards the top.

Penalty Amount (dB) Remaining (dB)

PPFF 17 19.0

PPPDE 7.0 12.0
PPRIN 5.0 7.0

PPEOP 2.5 4.5

PPISI 1.95 2.5

PPDCR 0.8 1.7
PPjitter 0.5 1.25

PPspare 1.25 0.0
Total Penalty 36

3.3.6 SPAD Specifications for a Multi-Diode Receiver Array

In this section, parameters for the low level design are discussed. This covers the structure

and electrical specifications of the single-photon avalanche photodiode along with the speci-

fications of an array of such diodes and the theoretical properties of receivers using multiple

diodes. For example, the diameter of a SPAD or the theoretical maximum fill factor are both

estimated, as is the approximate theoretical bandwidth of the system. The maximum fill factor

of a small array is presented, based upon the diode diameter and CMOS process used within

this work. The outcome of this chapter is a further set of specifications for a prototype SPAD-

based OOK receiver for VLC applications. The prototype is used to test the concept, while

providing an experimental platform to investigate both as yet unknown phenomena and future

routes to design specifications.

Estimating the p-n Junction Depth

Optical energy penetrates, to a wavelength and material dependent depth [26]. Equation (3.20)

describes an exponential decrease in the flux, Φ, with depth, xd (m), into a material with an

absorption coefficient of αc (m−1).

Φ(xd) = Φ0e−αcxd (3.20)

For silicon, the absorption coefficient changes between 2.55x106 and 1.30x105 m−1 for 450nm

to 750nm light [26]. This equates to depths of 0.4µm and 7.7µm respectively. These are char-

acterised by an e−1 reduction in the flux and specify ideal depths for a photodiode junction or

SPAD multiplication region [26]. Photons are absorbed above and below the penetration depth

[26], however a junction matching the wavelength and a large junction width will maximise

PDEs [26, 182]. Given the foundry specified junctions available in CMOS [30], a depth of

0.5µm and an approximate asymmetric 1µm junction width can be assumed [143]. A CMOS

SPAD is available [143] with low dark count and after-pulsing rates. This has a PDE of ≈ 25%.
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Estimating the Diode Capacitance and Internal Resistance

The size of SPADs directly affects performance [53]. Knowing the SPAD dead times that

are needed (Table 3.3), the capacitance and therefore the area can be estimated [26, 173].

Equation (3.21) [49] gives an estimate of the passive quench passive reset (PQPR) dead time

τd , where τq and τr are the quenching and recharging time constants. RD and RL are the diode

and load resistances, CD and CS are the diode and parasitic capacitances and p is how close the

voltage exponentially approaches the asymptote (i.e. 99.9%) [49].

τd =−τqln(1− p)− τrln(1− p)

=−RD(CD +CS)ln(1− p)−RL(CD +CS)ln(1− p)
(3.21)

The SPAD discharge occurs within 10–100ps [49, 125, 127], due to the speed and magnitude

of avalanche currents. Assuming a 10ns dead time (Section 3.3.2), this equates to ≈ 0.1–1% of

the total. The capacitance can be estimated by setting the parasitic capacitances to the CMOS

substrate, to ≈ 1% of the diode capacitance, CD, the precision value, p, to 99%, and assuming

both a worst case 100ps rise time and a diode resistance, RD of 1kΩ [49]. This gives a diode

capacitance of CD ≈ 21.5fF, matching [143].

Estimating the Load Resistance in Passive Quenching Mode

Moving to the larger component of the passive recharging time of the SPAD [49, 60, 163, 196],

the quenching load resistance can be approximated. This is often in the 100-500kΩ region

[49], however care must be taken. A large RL, quenches the diode but presents a significant

time constant. A small RL, yields reduced recharge constants and shorter dead times, however

it runs a risk of only partial quenching [49, 127, 138, 152]. This gives an estimated passive

quenching resistance, for the target 10ns dead time, of ≈ 100kΩ.

Estimating the SPAD Breakdown Voltage, Diameter and Junction Width

The diameter of the SPAD can be estimated from the junction capacitance (Equation (3.24))

[26]. This uses the estimated built-in voltage, calculated using Equation (3.22), and the ap-

proximate breakdown voltage, estimated from Equation (3.23) [26]. The built-in potential, Vbi,

defined under thermal equilibrium and zero applied bias, is formed by the diffusion of carriers

over the depletion region [26]. This leaves fixed ions on either side, with Vbi then the difference

of potential over the region [26]. Vbi is calculated via Equation (3.22), where K is the Boltzmann

constant, T is the junction temperature in Kelvins, q is the electronic charge, n2
i is the intrinsic

substrate carrier density and NA and ND are the proprietary acceptor and donor concentrations

respectively [26]. For the CMOS process used [30], Vbi is 0.825V [173].
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Vbi =
KT

q
ln

(

NAND

n2
i

)

(3.22)

The break down voltage, V BD can also be estimated, giving an indication of voltage require-

ments for Geiger-Mode operation [26, 127, 173]. This is calculated using Equation (3.23),

where Emax is the maximum electric field strength and εs and ε0 are the relative silicon and

vacuum permittivities [26]. This estimates junction breakdown at −14.35V [173].

VBD =
εsε0(NA +ND)

2qNAND

(Emax)
2

(3.23)

The diameter, Dia(m), measured in metres, is then estimated by Equation (3.24) [26]. Assum-

ing the previously estimated capacitance of CD = 21.5fF, the SPAD must have a diameter no

larger than Dia(m) = 8.6µm, matching [143].

Dia(m) =
2

1x102

√

√

√

√

CD

π

√

εsε0qNAND

2(NA +ND)

√

1√
Vbi +VBD

(3.24)

Estimating the Theoretical Maximum Optical Fill Factor

As the fill factor is the ratio of the optically active area to the total area of the silicon re-

ceiver, the fill factor induced power penalty reduces the achievable receiver sensitivity by

approximately 17dB (Equation (3.13)). In order for future designs to achieve much higher

receiver sensitivities, both the achievable fill factor and the quantum efficiency are of interest

[156]. Fundamentally, if a photon happens to be incident on a portion of the receiver that is

covered by the metallisation used in CMOS processes, or hits a non-optically active circuit,

it cannot be detected. To address this issue, precise spatial organisation of the SPAD array,

the introduction of advanced SPAD array topologies or micro-lenses that focus the incident

photons at the centre of each SPAD, may be advantageous [156]. In a receiver constructed of

multiple diodes, the fill factor will be reduced [68, 70, 155], from what may be theoretically

possible. This is due to manufacturing design rules [30], SPAD geometries [53, 143] and

near-SPAD circuitry [56, 162]. An estimate of the theoretical maximum fill factor, allows

assessment of how practical it would be to increase the fill factor, may impact the layout or

circuit specifications of the SPAD array and gives an estimate of the receiver sensitivity that

could be achieved in the CMOS process [156].
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The fill factor, with a circular diode of active radius Dr, separate N-Wells and no electrical

circuits within the array, can be calculated for a square SPAD array using Equation (3.25).

Where Dg is the guard ring width and Ds is the guard ring separation [56].

FFsq =
ActArea

ArrAreasq

=
πD2

r NSPAD

[2Dr

√
NSPAD+(2Dg +Ds)(

√
NSPAD−1)]2

(3.25)

Circular SPADs are not area efficient [53], therefore square arrays suggest use of square SPADs

with rounded corners (hyper-ellipse) [53]. These can tend towards higher fill factors than

circular devices, but experience elevated DCR [53]. Equation (3.25) can be used to estimate the

theoretical maximum array fill factor. With the estimated diameter of 8.6µm and NSPAD = 1024,

the total optically active area will be approximately 0.06mm2. Using specific values for Dg and

Ds [53, 143], a maximum fill factor, FFmax = FFsq of 18.8% is obtained (Figure 3.2). With

circuitry and increased diode separations due to manufacturing rules, the obtainable fill factor

will decrease rapidly.

Dr

Ds

Dg

FFsq

Figure 3.2: Theoretical fill factor of a square array of circular SPADs. Each SPAD has an
active area diameter of Dr, a guard ring width of Dg and a required guard ring to guard
ring separation of Ds. Circles are not an efficient use of area in this topology indicating the
use of hexagonal arrangements, or hyper-elliptical SPADs.

The fill factor, and its large effect on the receiver sensitivity, is key in obtaining a highly

sensitive receiver (Equation (3.13)). The obtainable fill factor in this work is limited to approx-

imately 2 to 3%. This means that more signal power is needed to obtain the target BER. As fill

factors improve, or as optical solutions such as micro-lenses are used, the overall sensitivity of

SPAD-based receivers will increase [156], in a similar fashion to low loss cables developed for

long distance wired communications [1].
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Estimating the Theoretical Architecture-Independent Data Rate

The analysis above proceeded from specifications in Chapter 1. However the maximum data

bandwidth (Mb/s) that could be achieved is also of interest, particularly for future receiver

designs [17, 67]. The digital theoretical maximum data rate, BWth, based upon [2], of a noise-

less integrating SPAD receiver can be calculated independently from the architecture (Equa-

tion (3.26)). This is the native data rate of SPADs as development pushes towards an ideal

receiver, independent of clock frequencies, output of the signal, non-ideal effects such as the

impulse response and the exact receiver implementation.

BWth =
NSPAD

−ln(2BER)τd

(3.26)

The theoretical architecture-independent data bandwidth is given using different numbers of

SPADs at the target BER, in Table 3.7. This assumes a) common dead times of 10ns, b) that all

SPADs are turned on and operating at the same count rate, alongside c) a noiseless integration-

mode receiver.

Table 3.7: The theoretical architecture-independant data rate achievable for a BER of
1x10−9, for different numbers of SPADs per channel.

#SPADs 1024 512 256 128 64

BWth 5.12Gb/s 2.56Gb/s 1.28Gb/s 640Mb/s 640Mb/s

Estimating the Theoretical Nyquist Bandwidth

The Nyquist frequency, FNy, for analogue modulation standards can also be investigated. This

would be important where the sampling rate is a key issue. Two such modulation standards

would be orthogonal frequency division multiplexing [17] and traditional amplitude modula-

tion [1, 14, 35]. The Nyquist frequency is estimated, assuming non-uniform sampling due to

photon arrival statistics, by Equation (3.27) [2, 14, 80, 116]. Where the operator E() is the

expected value or mean [116], and Cmax is the maximum count rate for SPADs in the receiver

(Equation (3.7)).

FNy =
NSPADE(Cmax)

2
=

NSPAD

2τd

(3.27)

For 1024 SPADs and a dead time of 10ns (Section 3.3.2), this gives FNy ≥ 50GHz. This gives

a second estimation as to the theoretical bandwidth that could be achieved with development.

Despite this, the troughs of an analogue signal are sampled at a lower count rate, C, due to the

lower light intensity and decreased detection rate [80, 163, 165]. An ideal receiver would need

to arrange for the maximum modulation bandwidth, BWNy, to satisfy the Nyquist condition for

the average count rate of the minimum signal amplitude [1].
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Let β be an average optical power, about which a signal of amplitude αmod is modulated. For an

input of the form, Sin(t) = αmodsin(2π fmodt +φ)+β , with a frequency of fmod , counting rates

for a given intensity written as E[C(β )] and an absolute minimum count rate of E[C(β −αmod)],

the theoretical bandwidth, BWavail , can be calculated using Equation (3.28).

BWavail =
E[C(β −αmod)]

2
=

E[C(β )]−E[C(αmod)]

2
(3.28)

Letting the operating point, C(β ) be a decade below Cmax to ensure no non-linearities or

clipping, gives C(β ) = 10.24Gphotons/s, with 1024 SPADs and τd = 10ns. Presuming the

input signal gives a modulation of 10% of C(β ), αmod = 1Gphotons/s. The bandwidth would

then be 4.61GHz, slightly below BWth. This scales linearly to 2.3GHz, 1.15GHz, 575MHz and

287.5MHz for 512, 256, 128 and 64 SPAD receivers.

3.3.7 A Multi-SPAD Receiver Array: Conclusions and Specifications

This section has presented a suite of low-level specifications suitable for the implementa-

tion, in a CMOS technology, of a SPAD-based highly-sensitive receiver for VLC applications.

Throughout, the already present project (Chapter 1) and literature-review based (Chapter 2)

requirements, have been used to obtain specifications such as the approximate range of the

dead time, the required number of photons per second or even the approximate diameter of the

SPAD to be fabricated in the planar CMOS structure.

In the next section, the issue of dead time scalability prompts a method of mitigating non-linear

SPAD behaviour. The specifications obtained in this and subsequent sections is then revisited

and summarised in Section 3.5, prior to the full discussion, design and implementation of the

SPAD-based receiver in Chapter 4.
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3.4 Extending Linearity Through Time Division Multiplexing

In the previous section, the specifications allowed the estimation of the dead time (Table 3.3).

This assumes that the SPADs, while obtaining the ≈ 20 photons needed for the target BER

(Table 3.2), are operating at the maximum counting frequency, Cmax (Equation (3.7)) [163]. In

realistic SPAD systems, the count rate saturates [163] as the optical power comes close to Cmax,

creating a non-linear transfer curve between input photons and output counts [49, 137, 163].

Passively quenched systems also exhibit count paralysis, whereby the number of counts reduces

after saturation [60, 163, 164].

In this section, the approach to estimating the dead time specification is retained, but methods

of reducing non-linear behaviour are explored. This is used primarily because first order ideal

dead time estimation may indicate a low dead time is required, although the diode capacitance,

structure, quenching circuits or after-pulsing may prevent scaling of the dead time to this low

value. As a numerical example, Table 3.3 indicated that a dead time of 2.1ns may be required.

If the dead time is fixed at 10ns by a combination of diode diameter and quenching resistance

specifications, some technique will be needed to retain correct functionality.

Linearity is less important for binary schemes such as OOK modulation in comparison to

analogue modulation schemes, however, depending on the number of SPADs, data rate and

BER, the dead time that is estimated may be unobtainable, difficult to scale or present issues

for OOK reception (Section 2.7.3). With 16 channels, 64 SPADs per channel and a data rate

of 500Mb/s, a dead time of 2.1ns was previously calculated (Table 3.3). For CMOS SPADs,

dead times as low as this have not been shown due to the increase in after-pulsing events.

Complementing this, use of a dead time shorter than required represents a) a significant design

effort if diode and parasitic capacitances are large [49, 134, 162, 169], b) an under-utilisation

of available counting resources, and c) an increase in active quenching circuit power though

increased diode recharging currents [29, 162].

The impracticality of scaling the dead time [76], implies that a form of linearisation is needed

to ensure OOK signals remain error free. This would allow a more practical dead time, for

example 10ns rather than 2.1ns to be used without count saturation or paralysis affecting the

performance [163]. Count rate paralysis, where the count rate begins to decrease despite higher

optical powers, represents the worst case due to the one-to-many mapping that can result [60,

163]. This would severely corrupt the N1 and N0 distributions, increasing the BER, however

overall gain linearity may also be important.

In [1] and Section 3.2, the data is decoded from an OOK transmission using a single threshold.

However the BER is dependent on the mean signal levels, N0 and N1 relative to this threshold,

and the standard deviations of the two distributions. The closer a distribution to the threshold,

Nth or the wider the distribution, σ0 or σ1, the more the distribution’s tail will cross over the

threshold [1, 2]. To understand why gain linearity may be important, a numerical example
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can be used. If the transmitted N0 distribution is 0.5 photons/symbol with a receiver gain of,

G = 1, the received zeros distribution will be 0.5 detection per symbol. If the transmitted N1 is

for example 24 photons/symbol, a linear receiver with a consistent gain of 1 would output 24

detections per symbol. Using Equation (3.1) and assuming Poisson limited distributions, this

would give a certain BER, in this case a BER of 1.4x10−5. However, if the receiver contained

a non-linearity of gain, such as the SPAD saturation effect due to the dead time [163], the N0

gain may well be G = 1, but the N1 gain may instead be 0.75. In this case, the transmitted N1 of

24 photons per symbol may be artificially reduced, by this lower gain, to 18 detections/symbol.

The smaller gap between N1 and Nth, would yield a poorer BER of 2x10−4.

3.4.1 Time Division Multiplexing (TDM)

Time division multiplexing (TDM) has been used in photon counting systems [105, 119, 178,

197], directly countering non-linearities. Likewise space division multiplexing (SDM) has been

used, partially removing the influence of dead times [168, 177, 198]. In Figure 3.3, TDM is

graphically demonstrated. In this mode, called Na = 1, a single SPAD from a group of NTDM

SPADs, is enabled at a time. A state machine [69] cycles round the SPADs, holding a fired

SPAD off until the state machine re-enables it. In Figure 3.3, SPAD1 is initially enabled. Upon

a photon arrival, SPAD2 is enabled after a short unresponsive switching period. The arrival of

subsequent photons, iterates the circuit to subsequent SPADs before re-enabling SPAD1 [178].

SPAD 1

Td

Td

Td

SPAD 2

SPAD 3

SPAD 4

Td

Photons

Pixel Out

Time Enabled

Switching Delay

Active

Tp

0V

1.35V

1.2V

Missed Photons

Time

1 2 3 4 1 2 3 4 1 2 3 4

Figure 3.3: Overview of SPAD switching, received and missed photons, and the relative
times of SPAD availability as flux increases to the right hand side. Light blue represents
SPAD enabled periods, light grey the SPAD dead time, and light red the fully unresponsive
periods while TDM switches between diodes.

The dead times are highlighted in grey, however a diode may remain in a hold-off period

(Section 2.7.3). During the active period of SPAD2, all photons are missed on other SPADs as

SPAD1 is within its dead time, and SPADs 3 and 4 are unbiased. At the right (Figure 3.3), the

flux has increased, demonstrating two points.

• The enable time, and thus the time available for a noise count has been reduced [178]

• τd leads to groups of pulses. Cmax is NT DM

τd
, however the minimum separation and resolu-

tion of short inter-arrival times, is a product of switching delays [178].
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The switching of SPADs is crucial to the concept, fortunately it acts to reduce after-pulsing and

dark count rates of constituent SPADs [62, 178, 179, 180, 181]. This is achieved as the release

of trapped carriers, or carriers left in the multiplication region [76], cannot trigger a second

avalanche. Enabling a single SPAD and cycling round the group, is one possible TDM mode.

A second, denoted as Na = 2, iterates enabling two SPADs at a time. This modifies the hold-off

times, reducing the TDM affect on after-pulsing and dark count rates, but increases aggregate

sensitivities. Further modes are feasible, however, modes with non-integer values for the ratio,
NT DM

Na
, where NTDM is the number of SPADs within a group, are not used as they represent a

time varying effective photon detection efficiency, ePDE . The final mode, given as Na = NTDM,

does not represent time division but spatial multiplexing [168], as each SPAD remains enabled.

In this mode, the grouping allows each SPAD to fire, quench and be held-off, without impacting

other diodes.

3.4.2 TDM SPAD Group Weightings and Applications

The TDM modes, give a mode-dependent change in the aggregate sensitivity by changing

the losses involved in a particular TDM operation and the change in the loss behaviour over

different optical powers. For a pixel formed from NTDM = 4 SPADs, the modes give optical

fill factor weightings of Na

NT DM
={0.25,0.5,0.75,1}, which globally act upon the sensitivity of

the group at all light levels. The state dependent sensitivity, ePDE , of the Na = 3 mode is

problematic with NTDM = 4 SPADs, suggesting this should be used as a way of disabling all

SPADs within a group. The weightings then become, {0,0.25,0.5,1}.

The Na = 4 mode, gives a weighting of Na

NT DM
= 1, as all SPADs within the group have the same

probability of being struck by an incident photon and the same probability of avalanche [168].

Conversely the Na = 1 TDM mode, will give a weighting of 1
4
= 0.25 [178] as only the SPAD

that is currently enabled is able to produce an avalanche [181].

The TDM sensitivity can be explained by referring to the Na = 2 mode. Here, at any instant,

two of NTDM = 4 SPADs, are enabled giving a 2
4
= 0.5 fill factor weighting. As such, an

incident photon hitting either creates an avalanche and a detection pulse on the aggregate

output. The increase in sensitivity can also be explained probabilistically through the logical

OR of the two active SPADs, where the total output event probability, Pevent(Out put) is given

by Equation (3.29) [116, 199].

Pevent(Out put) = Pevent(SPAD1)+Pevent(SPAD2) (3.29)

The firing of SPAD1 and SPAD2 are not mutually exclusive [116] as they can occur at the same

time. However as output pulses still arise from events in SPAD1 AND SPAD2, the non-mutually

exclusive probability is increased by Pevent(SPAD1)Pevent(SPAD2).
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This conceptual view of the weightings may hold near maximum counting rates (Equa-

tion (3.7)), where a SPAD will fire once it is enabled, forcing each of the SPADs to have

the same probability of an event [178]. The loss behaviour and overall sensitivity will also

change over different optical powers (Figure 3.5) as the time gating operation of the circuit

changes speed (Section 3.4.1). For photo-detections, the responsivity or photons-in to counts-

out gain may also change, but may do so around the fixed weightings discussed above. The

TDM concept must be modelled however to understand its affects when the flux is lower than
1
τd

, or when after-pulsing or dark count rates are considered at the group level [178]. This is

discussed in the next sub-section.

3.4.3 Modelling The Time Division Multiplexing of SPADs

Castelletto et al [178] have modelled a TDM Geiger-mode APD system, which is used here

to investigate affects on linearity. The concept has been further modelled and investigated in

[119, 177, 197, 200, 201]. In Figure 3.4, the photon flux has been swept with a SPAD dead time

of τd = 10ns (Section 3.3.2). The solid coloured lines represent the actively quenched SPAD

response [60, 163, 164, 166, 202]. With a single detector, the maximum count rate is equal to
1
τd

[163], over the entire simulated range (1x104 to 1x1011 photons/s). This increases linearly

at the extreme right of the graph as NTDM increases. The solid black lines represent the total

output maximum frequency, with the group of NTDM SPADs in the Na = 1 mode.

Adding more SPADs to the group, increasing NTDM, but retaining the Na = 1 mode, the maxi-

mum frequency increases non-linearly. As expected, the maximum scales with NTDM, as shown

by the saturation towards the asymptotes at NT DM

τd
. At low photon counts however, the maxi-

mums for any group of NTDM SPADs returns to an effective NTDM = 1 maximum count rate.

This hints at two implications of TDM. Firstly that the N0 distribution for OOK has a lower

gain, keeping it below the N1 distribution, and secondly that infrequent after-pulsing and dark

counts will be reduced (Section 5.2.2).

In Figure 3.4, the dashed coloured lines represent the combination of the SPAD transfer curve

[60, 163, 164, 166, 202] and the TDM transfer curve [119, 178]. This is the actual count rate

with photon flux observed at the SPAD group output. An offset is observed between the SPAD

only and combined transfer functions, indicative of the shift in ePDE .

Plotting Figure 3.5 in the log-log domain and including the 2 dark detections per symbol

(with data rate of 100Mb/s and 1024 SPADs per channel), reveals a departure from the single-

SPAD or NTDM-SPAD response (Figure 3.4). When operated in the Na = 1 mode, TDM acts to

increase the linear region slightly. This is shown at the top right of Figure 3.5, where despite

the ePDE offset, the dashed coloured lines become non-linear at a higher flux for the same

dead time.
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Figure 3.4: Modelling of the photon transfer or receiver gain response for both SPAD-Only

and combined SPAD and TDM. The black lines represent the absolute maximum counting
rate achievable for NTDM SPADs, while the solid coloured lines represent the SPAD-Only

transfer curves. The coloured dashed lines present the combination of the SPAD and TDM
circuit responses over a simulated optical input dynamic range.

The previous hints towards after-pulsing and DCR rejection and the lower count level for the

OOK N0 distribution, is seen towards the lower left of Figure 3.5. For NTDM = 4, the Na = 1

mode has increased the dynamic range, as indicated by the arrow. Discounting the fill factor

weightings caused by TDM for the moment, as the SPAD+TDM traces change gradient over the

optical range, further modelling is needed to understand the causes of the change in photons-

in to counts-out gain. This change in gain can be seen in Figure 3.5 by comparing the cyan

NTDM = 4 SPAD-only and SPAD+TDM traces. At a flux of 107 photons/s the ratio is clearly
1x107

4x107 = 0.25, matching the 1
4

fill factor weighting previously discussed. However one decade

higher at 108 photons/s the ratio has increased to 1x108

2x108 = 0.5, i.e. a lower loss. Moving higher

to 109 photons/s the ratio is almost unity (1). If conversely we move to lower flux levels such as

105, the ratio remains the same as the overall TDM fill factor weighting, namely 8x105

3.1x106 = 0.258.

This demonstrates that the overall losses, sensitivity or gain of the receiver changes over the

optical range if TDM is involved.

Time division multiplexing of SPADs within small groupings, is an interesting method of

obtaining increased linearity [178] or reducing the impact of the SPAD dead time. The im-

plementation of this in a silicon receiver is discussed in Chapter 4, however the implications of

this are:

• TDM gives approximate weightings of {0,0.25,0.5,1} to a group of NTDM SPADs op-

erating in different Na modes. The weighting is dependant on the flux giving an element

of gain modification.
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Figure 3.5: A log-log plot of the SPAD-Only and SPAD and TDM response curves. A
trade off exists between the reduction in the noise floor, the increase in linearity and the
reduced absolute detection rate. The arrow at the left highlights the reduction in noise floor
for a NTDM = 4 SPAD pixel, from the SPAD only value of 3.1x106 detections/s to the SPAD
and TDM combined response noise floor of 8x105 detections/s.

• TDM may increase the linear region when the SPADs are operating near saturation, as

they would be if the dead time is specified to obtain the correct number of detections per

SPAD per data symbol.

• TDM increases the losses and overall sensitivity at lower photon fluxes, mitigating DCR,

after-pulsing and the received amplitude of the N0 distribution. This is modelled in

Section 4.5.9 and Section 4.5.10 and later shown experimentally.

• TDM however creates a sensitivity offset, with the effective group detection efficiency,

decreasing with NTDM (assuming the Na = 1 mode)

• Small groupings of SPADs in a TDM scheme, which is suggested by the ePDE losses,

imply that with multiple diodes within the same receiver, different groupings could be

in different TDM modes. This per-pixel mode, could then be used to obtain both low

noise and high sensitivity, especially when combined with knowledge of the positions of

high-noise devices within the array.
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3.5 Extended Specifications for Receiver Design

To complement the high level specifications (Table 2.1), the important receiver and circuit

implementation specifications derived in this chapter are presented in Table 3.8 and Table 3.9.

The primary considerations are for co-design with CMOS controlled µLED transmitters [23,

24, 65, 66, 93, 98], along with the findings of a literature review looking into contemporary

receiver design techniques (Section 2.5) and the factors affecting CMOS SPADs (Section 2.7).

The design specifications (Table 2.1), directly generate estimates for other circuit specifications

(Table 3.9). The implementation of a SPAD-based, highly-sensitive receiver, based upon these

key values, is therefore discussed in detail in Chapter 4.

Table 3.8: Receiver specifications derived within Chapter 3.

Receiver Specifications:

Photon Quantum Limit: 20 photons per τb

Dark Counts per Symbol: ≤ 2

Min Detection Rates: 2.2x109 detections/s At 100Mb/s

11x109 detections/s At 500Mb/s

Number of Channels: 1 to 64 Configurable

Integration Methodology: Digital Pulse Counting

QL Sensitivity: 0.58 to 2.91nW 100–500Mb/s (and)

−53.2 to −62.4dBm 450–750nm

Optical Penetration Depths: 0.39µm At 450nm

7.69µm At 750nm

Sensitivity: 3.98µW = −24dBm At 100Mb/s

19.9µW = −17dBm At 500Mb/s

# Photons (450nm): 9x1012 At 100Mb/s

4.5x1013 At 500Mb/s

# Photons (750nm): 1.5x1013 At 100Mb/s

7.5x1013 At 500Mb/s

Total Power Penalties: 36.16–38.35dB At 100Mb/s

36.11–38.34dB At 500Mb/s

Theoretical Max Fill Factor: 18.8% Rectilinear Array

Total Receiver DCR: ≤ 2Mcps ≈ 195kcps per SPAD

Architecture-Independent BW: BWth = 5.12Gb/s 1024 SPADs, τd = 10ns

Nyquist Bandwidth: FNy ≥ 50GHz 1024 SPADs, τd = 10ns

Estimated Analogue BW: BWavail = 4.61GHz
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Table 3.9: Circuit specifications derived within Chapter 3.

Circuit Specifications:

Dark Count Rate: ≤ 0.1QL ≤ 2 Detections per τb

Minimum detections: 22 events Detections per τb

τd Passive: 11–170ns At 100Mb/s

2–34ns At 500Mb/s

τd Active: 30–450ns At 100Mb/s

6–93ns At 500Mb/s

Overall τd Range: 5–150 Configurable τd

Configurable AQ/PQ

Diode Capacitance: CD = 21.5fF

Passive Quench Resistance: ≈ 100kΩ

SPAD Diameter: ≤ 8.6µm Assuming Circular

Junction Width: 0.57µm

Break Down Voltage: 14.35V

Receiver Clock Jitter: ≤ 250ps At 100Mb/s

≤ 50ps At 500Mb/s

SPAD Array Architecture: Clustered Hierarchical Addition

SPAD Summation Option: Time Division Multiplex Mode Configurable

Na = 3 mode used for disable

Suggested TDM Grouping: NTDM = 4 SPADs per Pixel

3.6 Conclusions

In this chapter, the specifications for an OOK-only SPAD-based receiver for VLC have been

discussed. The receiver aims to decrease the optical energy needed. Therefore the receiver

must be efficient, maximally converting photons into usable signals. Models from the literature

(Section 3.3) translate combinations of specifications into approximate circuit implementation

specifications (Table 3.9). The photon energy, quantum limit and models of SPAD operation,

each allow the receiver to be co-designed with an array of 1024 CMOS-controlled µLED

OOK transmitters [23, 24]. With bounds for the sensitivity, practical receiver non-idealities

can be used to create a power penalty budget (Table 3.6), further generating constraints on

specifications.

Numerical modelling of a time division multiplexing scheme, has been performed TDM is used

to reduce non-linearities caused by the dead time. Modelling of TDM, points to increased lin-

earity and gain modification. The technique decreases sensitivity however, suggesting limited

use and a small number of SPADs within a group. In the next chapter, the design of a prototype

receiver is discussed, including on-chip circuitry designed to help assess the concept.



Chapter 4

An Experimental SPAD Receiver Chip

4.1 Introduction to the Receiver Chip

In this chapter the specifications in Section 2.9 and Section 3.5, are used to implement a SPAD-

based integrating receiver [68] with high sensitivity, fabricated in a 130nm CMOS process

[14, 35, 49, 69, 73]. The 32x32 SPAD array is designed concurrently with a 32x32 µLED OOK

transmitter array [23]. Due to the design of the µLED driver circuits, On-Off Key modulation is

targeted only. Other modulation schemes require suitable adjustment of the underlying receiver

concept, receiver specification design flow and the µLED driver circuitry.

The receiver operates in two ways; the first, takes the summation of 32x32 = 1024 SPADs into

a single output, with each pixel incorporating time division multiplexing [178] (Section 3.4).

This is limited by the data bandwidth of the I/O pads. The second mode, gives 16 separate

channels, each of 64 SPADs (Table 3.3), that could be used for optical MIMO techniques

[16, 20, 95, 203]. This achieves a higher aggregate output due to several, multiplexed outputs.

This chapter introduces the hierarchical design of an integrating receiver, discusses circuit

implementations, and presents models used to derive further specifications. The first generation

receiver is intended to assess the feasibility of the technique and define further work, while

satisfying the discussed specifications and exploring limiting factors.

62
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4.2 SPAD and CMOS Process Availability

The CMOS process choice is restricted in this work. As such, the impacts on the specifications

must be indicated. SPADs and optical receivers have been demonstrated in numerous processes,

however each has unique trade-offs. Combined bipolar and CMOS (Bi-CMOS) [100, 101, 204]

and silicon on insulator (SOI) [27, 109] processes have been previously used for receivers,

however these were not available despite advantages for high speed operation [14, 26, 27, 42,

45, 46, 69, 109, 205].

4.2.1 ST Microelectronics: IMG 175

Through collaboration with ST Microelectronics, the device was manufactured on the IMG

175, 130nm imaging CMOS process [30]. This has been modified, with increased quantum

efficiency [81] (Section 2.7.3) and a reduced metal stack. The metallisation used is from a

90nm process [30]. SPADs have been developed in this process [53, 143] indicating a route

towards high-density integration of SPADs with digital circuits [70, 155, 162, 163, 206, 207].

The process choice has presented a number of problems, limiting this device. A critical lim-

itation is that the available digital input/output pads have a limit of 108Mb/s. Low voltage

differential signalling (LVDS) [35, 69], which can be used for faster rates of 600Mb/s, were

not available. This severely restricts the rates at which data can be sent to an FPGA-based

testing PCB (Figure 4.32).
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4.3 Architecture Overview

In Figure 4.1, the receiver hierarchy is presented. Starting at the top, the silicon SPAD is shown.

The SPAD with quenching and hold off circuitry is held in a Sub-Pixel. It has been denoted

as such, because NTDM = 4 of these are grouped into Pixels implementing TDM and initial

summation logic.
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Figure 4.1: The spatial (left hand side) and electrical (right hand side) architecture of the
array, showing circuit hierarchy. Each level takes the parallel summation of the lower blocks,
giving multiple readout options for the 1024 SPAD, 16 channel receiver array.

A Cluster is a group of four Pixels (16 SPADs). It is at this level that the digital signal

chain is first encountered. The integration of SPAD pulses within a symbol, assuming OOK

operation of one bit per symbol (Section 2.3.3), is implemented here. The Cluster provides

serial interfaces [29, 69], setting TDM modes on a per-pixel basis along with direct counter

readout. The Clusters are grouped into a unit of four (64 SPADs), called Data Channel Objects.

This represents a single channel in the 16 channel mode (Table 2.1), with each able to be

readout as an identical independent receiver front-end.

Moving up the hierarchy, four Objects are grouped together into Quadrants. This implements

functionality for the final summation and multiplexed channel outputs. Lastly, the Array level

performs the final summation for the single channel mode. A top level clock tree [29, 69],

output multiplexers, control logic and three configuration and readout serial interfaces are also

provided.
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4.4 The Single-Photon Avalanche Diode and Sub-Pixel

In this section, the low-level implementation of SPAD circuitry is discussed. This includes

details of the SPAD in the chosen CMOS process, along with the dual mode quenching and

dead time control circuitry. This is important for communications using such a device, as it

is at this level where critical performance values will be decided. For example, choice of an

incorrect circuit may prevent adequate dead times for the end application, or a silicon design

trade-off may reduce the capacity to meet prior design specifications (Table 2.1).

The SPAD used in this design is an 8µm diameter, circular device with the p-n junction, formed

from a layer of P+ doped silicon, a region of P-Well, and a Deep N-Well [143]. The diode

and surrounding circuitry is shown as a cross section through the CMOS technology [30] in

Figure 4.2. The N-Well provides the SPAD cathode, and contacts the deep N-Well region [173].

The p-n avalanche multiplication region [26] is protected using a retrograde guard ring [143].

Shallow trench isolation (STI) is used near the guard ring to increase electrical and optical

isolation between devices, as well as reducing the leakage current [143, 173].

The junction capacitance (Cac) is formed by the depleted space charge regions [26]. This

has been estimated [26] independently of Section 3.3.6 to be 18.5fF [173]. The parasitic

capacitances were extracted from the device layout [143], giving ≈ 14.5fF for the cathode

to substrate parasitic (Ccs), and ≈ 1.49fF for the anode to substrate parasitic capacitance (Cas).
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Figure 4.2: A cross section of a Sub-Pixel and SPAD. The multiplication region is positioned
at the interface of the P-Well and Deep N-Well regions. The Sub-Pixel circuitry is surrounded
by a reverse biased p-n junction, shown at the sides of the cross section, which acts as a
passive guard ring.

4.4.1 The Optical Guard Ring

The SPAD, in the centre of the 27.5µm cross section (Figure 4.2), is surrounded by the cathode

contact [49, 132, 143]. This ring is the moving node of the circuit [143]. In order to retain the

optical shield preventing photons entering the substrate around the diode, a secondary wide

track is placed outside the cathode. This provides an inner ground ring with substrate contacts,

ensuring NMOS devices have a low noise bulk connection [29, 150]. Extensive metal coverage

near the SPADs was not possible due to design rules [30], however metallisation over the
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circuitry is maximised. This gives the added advantage of wide tracks for power distribution

[29, 69, 85].

The metallisation functioning as an optical guard is similar to other SPAD arrays in the chosen

CMOS process [56, 57, 70, 153, 154, 163, 208]. Due to the short dead times of 2.1ns and

10.7ns respectively for 500Mb/s and 100Mb/s 16-channel operation (Table 3.3), the parasitic

capacitance of the moving node has been reduced by splitting the cathode. This is at the

expense of optical shielding but is worthwhile if positive drive [57], low parasitic moving node

configurations are unavailable.

4.4.2 The Chosen SPAD Circuit Configuration

The SPAD is used in negative drive configuration using a PMOS quenching transistor [49,

143, 162, 209] (Figure 2.10). While the N-Well [26, 69] becomes the moving node, increasing

the capacitance to ground (Ccs), positive drive configurations with much lower parasitic capaci-

tances (Cas) had not yet been demonstrated in the chosen process [57, 158, 206]. Developmental

risk should be minimised, which has lead to a discrete rather than shared N-Well structure

[141, 157] and the use of both active and passive quenching methods [49].

The circuit biases the SPAD with the Deep N-well cycling between 0V and Vex, and not with

the Deep N-well junction to the p-type substrate reversed biased as per a number of other

implementations using positive drive quenching [57, 154]. Under certain transient conditions

[76] there will be no isolation between the SPAD and the bulk silicon, as the built-in potential is

yet to form [26]. The lack of isolation may be problematic [53, 59, 76, 121, 184, 210], however

positive drive circuits using this device have now been proven [57, 154].

The Chosen SPAD Geometry

The circular shape was chosen due to demonstrated performance [53, 143, 163]. Circular

SPADs achieve lower DCR and a uniform electric field due to the rounded edges [53], however

circles decrease array fill factors as they have a low packing density compared to hexagonal,

octagonal and rectilinear devices. This continues when the SPAD is surrounded by circuitry,

as the native SPAD fill factor remains low due to the guard ring. The fill factor also remains

low for circular devices with surrounding circuitry due to the minimum spacings rules and the

rectangular nature of digital circuits from foundry libraries [30, 56].

Rectangular photodiodes have been used in CMOS image sensors [81], however the electric

field strength is increased significantly when rectilinear shapes are biased into the Geiger region

[76, 185]. This increases the DCR and after-pulsing probability [53]. Recently, another class

of geometry has been explored [53]. The Fermat shape, more aptly named the Lamé curve,

uses a super-ellipse (square with rounded corners). This can obtain high fill factor without the

increased electric field strength of 90◦ angles [53].
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With a Fermat device of 8µm, minimum corner curvature and guard ring dimensions from

[173], the SPAD-only fill factor would be 20.6%, much less than the 38.8% of a 16µm Fermat

shaped device. Both are significantly higher than circular 8µm and 16µm devices, which have

fill factors of 16.4% and 30.9% respectively [173]. The SPAD used here has a native (SPAD-

only) fill factor of 20.9% [143].

A Verilog-A SPAD Electrical Model

In order to simulate the SPAD behaviour, an electrical model is employed. Using Verilog-A, a

continuous-time simulation can be performed including behaviour due to the transistor, process

and chosen circuit topology. A number of models suitable for design have been demonstrated

[136, 211], however a reduced Mita et al [211] model is used. This assumes a simple capacitive

network shown in Figure 4.3, modelling the junction capacitance (Cac), and the two main

parasitic capacitances Cas and Ccs [26]. The model discharges using a voltage controlled current

source, with a forced turn-off based on latching and turn-off currents [49, 123, 136, 138, 211].

+

-

hv

CacSPAD

IsIspad

idcvccs

Cas

Ccs

Icac

Iccs

P-type

N-type

Pulse
N-Well is Positive

P-Epi is Negative

Ispad from N to P

In Reverse Bias:

Icas = -d(Qcas)/dt

Switch conditioned on

I(SPAD) and I_latch
Switch

Figure 4.3: Electrical schematic of the Verilog-A model. The voltage controlled current
source dynamically discharges the charge held on the junction capacitance, Cac and the two
parasitic capacitances, Cas and Ccs.

The model assumes a fixed quenching resistance [49, 75, 136, 137, 167, 212], however for

active circuits, the quenching network may change throughout the cycle [161, 162, 213]. This

leads to a departure from the assumptions of the model [211]. The model uses previously

defined values for the parasitic and junction capacitances, along with measured values for V BD,

the forward voltage and leakage currents (Is) [143].
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4.4.3 The Sub-Pixel

The Sub-Pixel circuitry (Figure 4.4) surrounds the SPAD and is designed to allow the following

functionality.

• External SPAD bias control with separate SPAD and digital supplies

• Selectable passive or active quenching, making testing easy

• SPAD enable and disable to force the SPAD into its unbiased state

• Active and passive dead times externally controlled using DTCTRL

• A passive guard ring to minimise cross talk [35]

• Local decoupling on SPAD and digital supplies

• Circuit suitable for free running or fast gated operation

• Compact layout respecting process design rules

• Spurious pulse masking to prevent unnecessary counts

• A gridded power strategy for robust supplies with minimal array droop
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Figure 4.4: Electrical schematic of a Sub-Pixel. a) The AQAR circuit based on the
Richardson et al dynamic quenching circuit, b) A current starved inverter chain controlling
the AQAR dead time and c) The transmission gate based output multiplexer.

In Figure 4.4.a the selectable active quench active reset (AQAR) or passive quench passive

reset (PQPR) circuit, SPAD, quenching selection transmission gates and the enable logic are

shown. Figure 4.4.b shows the current starved inverter chain used for the AQAR delay line and

Figure 4.4.c details the output multiplexer using transmission gates and delayed enable signals

to prevent spurious pulses reaching subsequent logic [29, 69].
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The Passive Quench Passive Reset (PQPR) Circuit

Passive quenching is provided through transistors M5 and M6 (Figure 4.4.a), both providing

a high series quenching resistance [49, 137]. For M5, W
L
= 0.075 and M6, W

L
= 0.3. With

AQARSTOP = 1, M6 is fully on, allowing M5 to dictate τd via the gate bias voltage DTCTRL.

When AQARSTOP = 0, the minimum dimension PMOS transistor M7, forces the right hand

side (high impedance to the SPAD cathode) to logic high. The quenching circuit is simulated

in Figure 4.5. This uses the Verilog-A model, Sub-Pixel parasitics and a 500 run Monte Carlo

analysis [69] with foundry specified definitions for the process corner variation and device

mismatch [30].

Figure 4.5: Passive quench passive reset circuit simulation with SPADDVDD=1.2V. The
lower figure shows the waveform of the SPAD moving node with the slow RC recharge
indicative of passive quenching. The top figure shows the variation in the dead time at the
output of an inverter, that result from variations in the RC recharging time constant.

The Active Quench Active Reset (AQAR) Circuit

The active quench active reset circuit [49] (Figure 4.4.a) is a re-implementation of a dynamic

circuit [162, 214]. This is simulated in Figure 4.6. Assuming the SPAD has not fired, the

cathode is high at Vex = SPADDVDD, held by leakage currents through transistor M3, W
L
=

39.1. The midpoint node is held low by leakage through transistor M2, W
L
= 6.9. These nodes

are initially high impedance giving a low power quiescent condition [162, 173].

Upon an event, the SPAD will start to passively quench through M3 [162]. This is shown as the

constant slow discharge seen at ≈ 3ns in Figure 4.6. This continues until it passes the threshold

voltage, Vt , of M1, W
L
= 3, which starts to pull the midpoint node high. This prompts transistor,

M4, W
L
= 1.5, to turn on, quickly discharging the SPAD [162, 173].

The circuit has been proven [163], however if SPADDVDD is lower than DVDD, the leakage

paths become unbalanced creating a discharge/recharge event [162]. Process, mismatch and

temperature variations affect leakage paths [29, 162], possibly giving lower array uniformity

in comparison to previous arrayable circuits [70, 155, 213]. The circuit was chosen as its prior
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Figure 4.6: Active quench active reset circuit simulation with parasitics and the Verilog-A
SPAD model. At ≈ 3ns, the SPAD begins to passively quench, until ≈ 5ns where the active
quenching NMOS is activated.

performance and availability in the chosen process presented a lower developmental risk than

other untested circuits.

Simulation with capacitances and Verilog-A model, showed tunability (Figure 4.4.b) of the

dead time from 11.53ns at DTCT RL = 0mV to 76.7ns at 700mV and an estimated standard

deviation of 190ps at τd = 12.4ns. This compares well with the required specifications (Sec-

tion 3.3.2), but may need voltages greater than 700mV to provide longer dead times.

From typical case simulation, the circuit will consume ≈ 191fA (average) per pulse, and at its

theoretical maximum frequency of 100Mcps will consume 22.9µW from 1.2V. For the 1024

diodes in the array, this gives a worst case SPAD-only power consumption of 23.4mW (all 1024

SPADs firing at maximum rate, with typical τd = 10ns specification). This is approximately

equal to full array current consumption at saturation, as measured in Section 5.2.1.

Circuit Enable/Disable and SPAD Gating

A number of other transistors are included, such as the Enable transistors in Figure 4.4.a and

Figure 4.4.b. These allow enabling and disabling in the fastest possible manner [162]. A low

leakage PMOS path is created between DVDD and the AQAR midpoint node. Rather than

preventing pulses to propagate, if ENABLE is low this quickly forces midpoint high holding

the SPAD at the DV SS = 0V supply, reducing DCR and P(ap) [162]. Gating in this manner

can cause spurious pulses, these are screened from the output by transmission gates controlled

by the enable signal (Figure 4.4.c). However subsequent photon pulses are able to propagate

correctly.
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The Sub-Pixel Layout

Figure 4.7, shows the block diagram and micrograph of the Sub-Pixel. The square Sub-Pixel

guard ring seen in the X-Y cross section (Figure 4.2) surrounds the circuit, providing electrical

isolation and a grid-like power supply structure [29, 35, 69, 85]. There is a trade off between

compactness, process design rules and functionality. Circuit area is increased by the inclusion

of both active and passive circuits, however a) this is used to increase testability and b) the

SPAD pitch is dominated by N-Well spacing rules [30].

P-WELL = GND

N-WELL = DVDD

P-EPI SUBSTRATE

SUB-PIXEL SQUARE PASSIVE GUARD RING

TG_AQ TG_PQ
3x INV

DELAY
INV SLOW UP

CTRL

INV SLOW UP

CTRL

D

E

C

O

U

P

L

I

N

G

INV

INV

NAND

INV

TG

TG

PULL UP

TG

INV

INV

INV SLOW

DOWN

AQAR PMOS

AQAR

NMOS

AQARSTOP

INV

PQPR

PMOS

PQPR

CTRL

AQAR

CTRL

AQAR CTRL

8um EPI-POLY

N-WELL CIRCULAR

SPAD

N-WELL = DVDD

X Y

(a) Block diagram of a single Sub-Pixel. (b) A micrograph of a single Sub-Pixel.

Figure 4.7: a) Block diagram, and b) micrograph of a single Sub-Pixel. The layout highlights
that all area, required by the N-well spacing rules is utilised for functionality within the block.

A distributed logic style around the SPAD has been used. The fill factor is 6.65%, limited

by the SPAD native fill factor of ≈ 21% and the spacing rules [30, 143]. Fill factors can be

increased by using square or Lamé shaped SPADs and smaller guard ring dimensions [53, 173].

These techniques were not implemented however, due to developmental risks. In particular

moving away from circular devices increases DCR [53], while reduction of the guard ring

width significantly increases the risk of premature edge breakdown [76, 185].

4.4.4 Conclusions from SPAD and Sub-Pixel Implementation

The above section has over-viewed the development of the SPAD and Sub-Pixel levels of a

hierarchical single-photon sensitive receiver. For communications, it is development at this

level that may dictate a number of higher level receiver performance values. As an example, the

guard ring of a SPAD, separations from active MOS devices and the SPAD dead time dictated

by the quenching circuitry, can each induce dark and after-pulsing counts [53]. Likewise im-

plementation at this level directly impacts the fill factor and therefore the power penalties of the

receiver (Figure 3.2). In the next section, the grouping of SPADs into Pixels each incorporating

time division multiplexing functionality (Section 3.4) is presented.
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4.5 The Pixel and TDM Circuits

In this section the Pixel and TDM circuits, shown in Figure 4.8, are discussed. This takes the

addition of a group of NTDM = 4 SPADs, but does so in a set of three different time division

multiplexing methods (Section 3.4.1). This is important for device development as it a) allows

increased testing of the fabricated device, aiding in experimental work, and b) from previous

modelling (Section 3.4.1) may provide a number of advantages for noise reduction when the

receiver is used for communications. The Pixel uses a four mode finite state machine (FSM)

[69] to implement in-Pixel feedback. This is used in combination with variable next-state

enable logic [69, 215] to implement modes. A clock multiplexer selects either a self clocked

asynchronous feedback or a synchronous open loop mechanism using an external clock.
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Figure 4.8: Electrical block diagram and logic schematic for the Pixel, using four SPADs,
four edge detection circuits and a NAND/NOR signal summation tree. The enable logic
is externally controlled via the 2-bit NA SEL signal. This is configured at the proceeding
Cluster level of the hierarchy.

4.5.1 Enable Control Logic

To allow reconfigurability, the Na selection logic generates the truth table shown in Table 4.1,

only allowing the chosen generated signals through the enable line multiplexers (Figure 4.9).

The majority of the complexity, occurs in the Na = 1 mode. The logic for the Na = 2 mode

does not require additional circuitry as it directly creates the enable values using the FSM.

The external clock of the FSM can be used to gate all SPADs, while keeping the TDM and

non-TDM functionality.

In Figure 4.9, each Na mode only allows one of the signals to progress to the enable input

of the Sub-Pixel. As the number of SPADs within the Pixel increases, the logical overhead

required will reduce the fill factor. The design was kept in this implementation, in order to

experiment with the various Na modes. Testing of these and the overall reconfigurability, may

reveal insights into mode affects on the noise floor and transient response.
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Table 4.1: Truth table for Na mode selection logic

NaSEL0 NaSEL1 Na1 Na2 Na4

0 0 1 0 0

0 1 0 1 0

1 0 0 0 0

1 1 0 0 1
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Figure 4.9: Schematic for a non-inverting transmission-gate-based SPAD enable multiplexer
for each Sub-Pixel in the Pixel.

4.5.2 The Edge Detection Circuit
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Figure 4.10: Signal propagation with and without edge detection pulse shortening. Two
full width pulses merge to a single longer pulse at the pixel output. With pulse shortening,
both SPAD pulses are captured, reducing the count losses at light levels giving photon
inter-arrival times comparable to the dead time, τd.

The Pixel implements an edge detection operation. The dead time pulse generated by the SPAD

is shortened, preventing saturation of addition or counting logic. As shown in Figure 4.10, if

another SPAD fires without this circuit, pulse overlap may occur in a probabilistic and light

level dependant manner. This gives a single count rather than two. The circuit (Figure 4.11)

uses a delay path implemented with resistive inverter circuits. A NAND gate takes the addition

of the incident and delayed edges, creating an output equal to the designed delay. There is an

advantage to shorter τp duration pulses (Section 4.5.8), which is complemented by electrical



4.5. The Pixel and TDM Circuits 74

and area advantages. The width of τp, as long as it satisfies τp ≤ τd

4
, is not critical provided that

a) it triggers subsequent logic under all process, mismatch and power variations and b) at high

flux, τd becomes the limiting factor.
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Figure 4.11: Electrical schematic of a non-inverting edge detection circuit with a τp pulse
width. Inverters A to E implement a slow delay path of appropriate length, with a fast
NAND gate providing the pulse to subsequent logic.

4.5.3 SPAD Pulse NAND/NOR Addition

In order to multiplex SPADs into a single output, a NAND/NOR tree is used after edge de-

tection. Other arrays implementing summation have used XOR gates [188], however in this

application the NAND/NOR tree allows a smaller distributed structure. The scheme retains the

pulse shapes generated by edge detection, rather than requiring a dual edge triggered counter

at the Cluster level (Section 4.6).

4.5.4 Synchronous and Asynchronous Operation

A clock multiplexer enables synchronous or asynchronous modes. This is useful as, a) it

increases the scope for experimental work, allowing investigation of TDM operation on the

DCR and after-pulsing, b) non-TDM gating of SPADs can also reduce these contributions

[49, 62] and c) manual iteration of the state machine can be used for array characterisation.

For low ISI, low BER communications, the integration period and the time at which the

receiver is optically active, could be used to screen transmitter transitions or optimally place

the integration period within the symbol [35]. The Stevens et al [73] and Zerbe et al [113]

integrating receivers, position a wide integration period at a point where ISI is minimal. This

is achieved using reconfigurable phase shifts between the input data and the sampling system,

allowing the received bit distributions to be independent of the transmitter and receiver step

and impulse responses, thus improving the BER [35, 73, 113].
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4.5.5 Pixel Layout and Physical Considerations

The Pixel layout is presented in Figure 4.12. The Sub-Pixels are rotated to create a symmetric

central region for power and signal routing. The logic is placed at the top and right edges,

creating a symmetric grid at the Cluster level. The Pixel measures 60µm with a maximum

Na = 4 fill factor of 5.4%. The splitting of the optically active area into multiple parts has

allowed lower parasitic capacitances, dark count rates and jitter, in comparison to a single

SPAD device of 45 to 50µm diameter [53].
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Figure 4.12: Physical block diagram and layout of a 60µm Pixel. Each Sub-Pixel is rotated
to ensure a symmetric structure with similar routing strategies for the Sub-Pixel output to
the edge detection circuits implemented at the top of the Pixel.

4.5.6 Na = 4 Spatially Multiplexed Summation Mode

In the Na = 4 mode, the Pixel enables all four of the Sub-Pixels at the same time. Any event in

any Sub-Pixel is able to progress to the output. This gives the simple sum of SPAD pulses. In

this mode, the problem of pulse temporal coincidence impacts the count rate when the incident

photon rate approaches 4
τd

.

With the pulse inter-arrival time tending towards zero, the addition of pulses results in a single

output pulse, hence the NAND/NOR summation no longer holds. The time dependency, given

the stochastic processes involved, should therefore be noted. In this implementation, the dead

time and the required maximum count rate necessitate the use of the edge detection circuits

(Figure 4.10).
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Figure 4.13: Enable line iteration in the Na = 4 TDM mode. All enable lines are held high
by the Na = 4 enable generation logic, with any Sub-Pixel pulse able to progress to the
output. The mean time between photon events is ≈ 2.75ns.

Figure 4.13 shows that each of the Sub-Pixels is continuously enabled when the Pixel is in

this mode. At the top, the output pulses are shown given a random input stream onto the four

SPADs. Looking at the SPAD output pulses, SPAD1, SPAD2 etc (Figure 4.13), it is clear that

the full width SPAD pulses would merge into a single pulse, given the NAND/NOR addition

method. For example between 5ns and 10ns, all of the SPADs register logic-low, forcing the

output to be saturated.

The simulation shows that all shortened Sub-Pixel pulses of width τp, are able to progress to

the output, however at 39.5ns (Figure 4.13) the temporal coincidence problem is demonstrated.

The SPAD2EDGE and SPAD3EDGE signals overlap, leading to a single pulse at the output.

There are two cases within the simulation, within the first 15ns the light level is low such that

output pulses are spaced well apart, allowing counters to correctly iterate. Within the period

between 25ns and 35ns however, the simulation shows a pulse separation of just 240ps. This

necessitates a dedicated counter design, when the SPADs are operated at event inter-arrival

times comparable or shorter than the dead time.
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4.5.7 Modelling The Spatial Coincidence Probability

With a grouping of NTDM = 4 SPADs, there is a probability that all photons strike the same

SPAD. This reduces the counting rate as photons occurring within the dead time are unable to

cause a detectable avalanche. This is denoted as the spatial coincidence probability, P(SC). If

the number of photons hitting a pixel at time, t = n, is denoted as ψ(n), then the probability of

spatial coincidence, in each TDM mode, is given by Equation (4.1).

P(SC) =

(

Na

NTDM

)ψ(n)

(4.1)

This is derived though the successive logical AND operation. For example for four SPADs, A,

B, C and D, P(SC) is the probability that an initial photon hits SPADA, a second photon hits

SPADA, and so on. To minimise this, the number of SPADs within a group should be large in

comparison to the number of photons within a dead time, while Na should be high.

At photon inter-arrival periods longer than the dead time, there is only a small probability of two

or more photons within the SPAD inactive period. The bounds for the dead time (Section 3.3.2),

are based on a minimum number of detections per symbol. As such, the incident photon inter-

arrival time is comparable to the dead time, increasing spatial coincidence. As mentioned in

Section 3.4, a shorter dead time than needed could be used, however increased data rates,

SPAD capacitances or after-pulsing may prevent short dead times.

4.5.8 Modelling Temporal Coincidence Probability

To register detections within the dead time, pulses from multiple diodes must not prevent the

counting of other pulses [168, 188]. This is called the temporal coincidence probability, P(TC).

Pulse shortening to widths of τp allows the probability of ≥ 2 simultaneous events, giving a

single count, to be given by Equation (4.2). This assumes an expected value, E[], for the photon

flux incident on a pixel, of E[Ψpx], in units of photons/s.

E[P(TC)] =

(

1− 1

Na

)(

1−e−E[Ψpx]E[τp]

)

(4.2)

Equation (4.2) is based on two circuit properties. Firstly that even with all pulses coincident, a

single count is produced. This is modelled by (1− 1
Na

). Secondly it uses the cumulative photon

inter-arrival distribution, CDF(exponential) = 1−e−λrt [116]. This models the probability that

pulses of width τp overlap as the flux increases.

In Figure 4.14, the counting rate of a pixel has been swept. The probability of pulse overlap

increases if no pulse shortening is used. However reducing the pulse width to τp = 250ps,

allows approximately two decades of improvement in the incident photon flux for the same
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temporal coincidence probability. From Figure 4.14, to maintain low losses while using dead

times derived from required detections per symbol (Section 3.3.1), some form of pulse short-

ening is needed. This gives indications as to pulse shortening requirements in future designs.
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Figure 4.14: Probability of co-incidence with photon flux and pulse width, τp. As the flux
increases, the probability increases quickly to a maximum where only a single detection can
be made. Reducing the pulse width allows a higher flux prior to this saturation. The solid
black vertical line at 4

τd
= 4x108 represents the maximum count rate of the pixel.

4.5.9 Modelling Pixel DCR with Simple ’OR’ or TDM Circuits

The TDM concept will have an affect on the DCR of a pixel, DCRpx, along with the effective

photon detection efficiency, ePDE (Section 3.4.2) [178]. Here, the implications of the TDM

concept on two different Pixel constructions are explored. Case one explores DCRpx when

SPADs (with shortened pulses) are multiplexed by an OR-gate. A second case, investigates

DCRpx for a state machine controlled TDM pixel. Each SPAD is assumed to have a different

DCR. DCRpx is the native DCR of the group, in perfect darkness under zero after-pulsing

conditions.

Case 1: Simple ’OR’ SPAD Summation

For the OR-gate case, the output will be the simple addition of the signals of Na currently active

SPADs [69]. The dark count rate of the ith SPAD in the group is denoted by DCRi. For a group

of NTDM = 4 SPADs, the combined DCR is given by Equation (4.3).

DCRpx =

(

Na

∑
i=1

(DCRi)

)

[1−P(TC)] (4.3)
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Assuming three SPADs with DCR = 100Hz and a SPAD with DCR = 1000Hz, the DCRpx

would be 1300Hz. In this case, the output DCR will be dominated by a high DCR SPAD. With

the skew of SPAD DCR distributions [53, 56, 154, 181, 216, 217], the simple ’OR’ therefore

becomes ineffective.

Case 2: State Machine Controlled (TDM) Summation

In comparison, TDM summation cycles round the SPADs, enabling and disabling each se-

quentially (Section 3.4.1). Taking Na = 1, a single SPAD is enabled with all others un-biased.

While there will be thermal carriers within all SPADs, only the currently active SPAD is able

to create an avalanche. If the mode is in its asynchronous state, the SPAD grouping waits for

a dark count before the state machine can iterate. The counts per FSM loop can be defined as

CL (Equation (4.4)). This depends on the number of SPADs within the group, NTDM. Here it

includes the gamma function, Γ = (N−1)! [115, 116]. This allows any NTDM SPADs, with any

Na currently active SPADs, under the condition that Na ≤ NTDM.

CL =
Γ
(

N
Na

+1
)

Γ
(

N
Na

) (4.4)

The combined dark count rate, DCRpx, for all Na cases, is given by Equation (4.5). This has

been verified experimentally in Section 5.2.2.

DCRpx =
CL[1−P(TC)]

CL

∑
i=1

(

1
Na

Na

∑
j=1

P(EDC|DCR j)
DCR j

) (4.5)

The relative probability of obtaining a dark count event, EDC, given the DCR of a SPAD in a

grouping of Na active SPADs, is given by Equation (4.6).

P(EDC|DCR j) =
DCR j

Na

∑
k=1

DCRk

(4.6)

The probability P(EDC|DCR j) is included in Equation (4.5), for the Na = 2 and Na = 4 modes.

In Na = 1, the probability P(EDC|DCR j) falls to unity as there is only a single SPAD turned

on and this must fire for the system to iterate. Equation (4.5) uses a weighted average of DCR

inter-arrival times. Examining Na = 1, the FSM waits for an average period of 1
DCR j

before

SPAD j gives a dark count that iterates to the SPAD j+1 state. The time it takes the state machine

to complete a single loop, is given by the sum to CL of these dark count inter-arrival periods

[115, 116, 199].
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The DCR (cps) can be obtained by dividing the counts per loop, by the average time it takes

to iterate round that group. To model Na modes other than 1 and Na = NTDM, the relative

probability of an event, given a SPAD’s DCR is needed. This can be seen by examining the

Na = 2 case, where either SPAD of two, is able to fire. Clearly, within the smaller Na grouping,

a SPAD with a DCR of 1000Hz will trigger the state machine more often than a SPAD with a

DCR of 100Hz.

4.5.10 TDM Pixel SPAD Grouping After-Pulsing

Trapped carriers, which cause after-pulsing, exhibit an exponential decay [26, 49, 76, 127,

174, 176, 218]. In free running SPADs, carrier release at any time after the dead time, can

cause an avalanche. If a SPAD fires when a pixel is in a TDM mode, an after-pulse cannot be

created until the pixel rearms that SPAD. This gates the time in which a SPAD is enabled as the

state machine must iterate through all CL states before SPAD recharge. The splitting of enable

times has a direct affect on the after-pulsing probability [62] of the pixel grouping, denoted as

P(ap)px.

To derive an approximation (Equation (4.8)), the Na = 4 mode, is assumed first. In this case

P(ap)px would be the summation of the after-pulsing rates of all constituent SPADs. Taking

the simple ’OR’ed Pixel, any SPAD can create an after-pulse. The combined probability is

seen in Equation (4.7), as the summation of separate SPAD after-pulsing probabilities. This

is complemented by a product series term, (denoted using ∏), due to non-mutual exclusivity

[116].

P(ap)px = P(AP1 or AP2 or · · · or APNSPAD
)

= [P(AP1)+P(AP2)+ · · ·+P(APNSPAD
)]−P(AP1 and AP2 · · · and APNSPAD

)

=
NSPAD

∑
i=1

[P(ap)i]−
NSPAD

∏
i=1

[P(ap)i]

(4.7)

While the combination of signals is not mutually exclusive in Na = 4, the product series is

negligible. Thus the product term is neglected. To model the time between an event in a

particular SPAD and the time at which that SPAD is next able to avalanche, a set of weightings

are used, based upon the relative DCRs of the SPADs (Equation (4.6)). For example, if there

are two SPADs, with DCRs of 200, and 800, the summation is weighted to give P(ap)1

(

200
1000

)

and P(ap)2

(

800
1000

)

. Weighting of the average by Equation (4.6) is therefore performed, similar

to the model for the TDM group DCR, as a high DCR SPAD has an increased frequency at

which it populates charge trapping centres. When viewed from the controlling state machine, a

higher DCR SPAD also has a shorter loop time, in that a high DCR SPAD iterates the state to

the next SPAD in a shorter time than a low DCR SPAD (≈ 1
DCR j

). The relative DCR weightings

are first performed between SPADs within an Na group and then by the Na groups within the

Pixel [178].
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Finally P(ap)px (Equation (4.8)), must be corrected for the probability of temporal coincidence

(Equation (4.2)) at two levels. The quantity P(TC)px, measures this probability at the final

Pixel ’NOR’ and is dominant in Na = 4. P(TC)na, measures the same probability but at the

combination of SPADs within a Na group (implemented by NAND gates, Figure 4.8). This has

been verified experimentally in Section 5.2.4.

P(ap)px =
1

CL(1−P(TC)px)

CL

∑
i=1









Na

∑
j=1









(DCR j)
2 P(ap) j

(1−P(TC)na)

(

CL

∑
k=1

(DCRk)

) (

NSPAD

∑
n=1

(DCRn)

)

















(4.8)

TDM can be used to reduce the after-pulsing of a group of SPADs. It does this at the expense

of fill factor, creating a trade off. If used on a per-pixel basis, targeting high DCR or high

after-pulsing SPADs [53, 55, 59, 76, 144] (Section 2.7.3), it could be used to offset noise

contributions without excessive reduction in the receiver sensitivity. An optimum may be found

that maximises the SNR, highlighting that a DCR map must also be known [71].

4.5.11 Conclusions from Pixel and TDM Circuit Implementation

In the above section, the Pixel level of the receiver hierarchy has been presented highlighting

a number of circuits and issues for implementation. In particular, edge detection circuitry is

required to ensure low counting losses. Modelling this allows assessment prior to design in

future generations. Likewise models for dark-count and after-pulsing rates of the Pixel grouping

have been proposed. These indicated advantages to multiplexing, although it is clear from

previous models (Section 3.4.3) and circuit simulation, that each will also impact the absolute

sensitivity of a Pixel within the receiver.

The functionality included here, although being useful for characterisation, also provides meth-

ods of adapting the SPAD array gain for communication applications. The Pixel also provides

the ability to remove high noise SPADs from the signal addition chain, and, subsequent to

experimental work, may allow tailoring of the SPAD array post manufacture. In the next

section, the Cluster level is introduced. This being the level that implements timing and control,

aiming to do so synchronously with the incoming OOK modulated data.
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4.6 The Cluster with Integration and Summation

Four Pixels are grouped into a Cluster (Figure 4.15). This provides the first level of coun-

ters, latches and adders used in the hierarchy. The Cluster integrates the detections over the

majority of the symbol (Equation (3.4)), directly providing functionality necessary for the

communication level integrating receiver architecture. However, to read out the data, a short

blanking period at the end of the symbol is required. The Cluster implements the summation

of four Pixel counters, using a parallel pipelined adder tree [69], presenting a single 8-bit word

upon the positive edge of each clock cycle. This represents the number of photo-detections

received within the symbol. As the Cluster operates from the system level clock, the timing of

the integration and blanking periods are synchronous to this system clock. When used within

a communications system, clock and data recovery circuits [2, 35, 219] and on-chip PLLs

[83, 205, 219], can be used to synchronise the transmitter and receiver remotely. As this work

focuses upon the front-end transmitter and receiver circuits, the PLLs, clocking resources and

fabric logic of a testing field programmable gate array (FPGA) could be used to perform syn-

chronisation. Clock and data recovery along with easier prototyping of thresholding schemes

in firmware rather than silicon can then be investigated once the operation of the silicon SPAD

array front-end circuits have been assessed. Interestingly, once the system is synchronised with

CDR techniques, investigation of a low-ISI system could be performed if the blanking period

is positioned over transitions of the optical source, in a similar way to some other integrating

receivers [73, 113, 114].

The Cluster output is complemented by serial data transfer, formed by a daisy chain of latch-

shift registers. This allows readout of the counters before summation. As with previous devices,

if a SPAD has a particularly high DCR, it can be turned off [56, 57, 148, 155, 157, 208] using

the Na = 3 mode or given a different TDM mode [178]. This functionality is set using a local

8-bit memory (labelled as 8bit Na Select Serial Interface in Figure 4.15), which sets TDM Na

values on a per-Pixel basis.

4.6.1 Counter Roll-Over Probability and Dynamic Range

With the data rate dictating the integration period (Equation (3.4)), there is a finite probability

a counter will roll-over [69, 215]. This is dependent on the photon flux and the bit depth of the

counter. Equation (4.9) estimates the probability that the number of photons in the period (τb)

is greater than 2bitdepth −1.

P(RollOver) = 1−e−ηeξτbE[Ψpx]

(

2BitDepth−1

∑
i=0

[

(ηeξ τbE[Ψpx])
i

i!

]

)

(4.9)

Equation (4.9) uses the complementary cumulative probability function (cdf) of the Poisson

distribution [116, 199]. This measures the probability that the number of arrivals in a specific
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Figure 4.15: A block diagram of a Cluster of four Pixels, each of four Sub-Pixels. A set
of four 6-bit digital counters are implemented prior to a duel-clock edge triggered parallel
pipelined adder tree. A local 8 bit flip-flip register is provided to set Na values for each Pixel
and four daisy chained latch-shift registers allow pre-summation counter readout.

period, X is greater than a threshold, x, where P(X > x) = 1−P(X ≤ x). Digital counters, if not

stopped, iterate to zero once they reach a value of 2BitDepth −1 [29, 69]. In Equation (4.9), ηe is

the effective Pixel detection efficiency, E[Ψpx] is the expected photon rate incident on the Pixel

and ξ is a multiplier that describes the photon transfer curve. Table 4.2 and Equation (4.9),

show that as the bit depth increases, the probability the counter will roll-over within a symbol

is reduced1. Despite this, an anti-roll over circuit is included for characterisation purposes.

Examining both single and 16 channel cases, for a BER of 1x10−9, approximately 22 detections

are needed (Section 3.3.1). This gives mean photon flux rates incident on each Pixel of 0.086

and 1.375 respectively per symbol. The probability of roll-over is based upon the mean photon

flux. The Poisson distribution however has a lengthy positive tail [116]. This suggests that to

prevent counter roll-over, the bit depth should be chosen based upon a higher incident flux such

as the mean plus two standard deviations (µ + 2σ ). This gives pixel flux rates per symbol of

0.6725 and 3.72 respectively.
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Table 4.2: Counter roll-over probabilities at various count rates

Depth Max Counts P(Roll-Over)

bits 2bitdepth −1 τbE[Ψpx] = 0.086 = 1.375 = 0.673 = 3.720

1 1 0.0035 0.40 0.1463 0.886

2 3 2.13x10−6 0.05 5.00x10−3 0.51

3 7 6.86x10−14 9.43x10−5 5.72x10−14 3.62x10−2

4 15 0 2.15x10−12 3.3x10−16 1.99x10−6

5 31 0 0 0 6.6x10−16

6 63 0 0 0 0

The table assumes the efficiency, ηe = 1 and the response function multiplier, ξ = 1.

Pixel Counter Bit Depth

The bit depth, of all counters in this design, was chosen to be 6-bits [29]. This was selected for

array characterisation purposes. A larger bit depth can also be used in order to extend dynamic

range headroom. This is useful if ambient photon arrivals are included or if the mean DCR

changes between manufactured die.

4.6.2 The Pixel Photon Detection Counter

Figure 4.16, shows the design of a 6-bit synchronous parallel counter [29, 69, 215]. With a

ripple counter, upon iteration, there is a delay before all bits are valid [29]. The parallel carry

look-ahead architecture allows a short final iteration to readout period [29], so that the counter

can iterate until the end of the integration period. The counter has access to a buffered high

speed ENABLE signal. This allows fast gating of the counter for accurate integration times and

the disable-latch-reset action that is used within the Cluster.

In Figure 4.16.a, the counter is presented with split carry look-ahead logic [29]. The first three

bits use a synchronous parallel architecture [215], ensuring all bits change at the same time.

After the first three bits, the look-ahead logic stops and a standard ripple counter is used. This

minimises area as look-ahead logic beyond this requires an increase in AND gate inputs [69,

215]. The carry logic is utilized when the separation of pulses becomes short. The architecture

reduces the area required, while ensuring the counter copes with short inter-arrival times, of

the order of NT DM

τd
.

The anti-roll over circuit (Figure 4.16.b) prevents the counter from receiving a pulse if it is

at the 26 − 1 maximum. This is required to ensure that upon latching, it represents the total

number of photons detected. If a counter were to roll over, a one to many mapping would

result, severely impacting the BER.
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the synchronous input of the counter in (a).

Figure 4.16: Schematics of a) an individual Pixel 6-bit counter and b) an anti-roll over
circuit. Carry look ahead logic is implemented with a split counter design. This ensures fast
counter iteration with a small carry look ahead logic area overhead. Fast buffered enable
signals allow gating of the counter for use at the end of received data symbols or when
implementing an accurate measurement period.

Figure 4.17 simulates the incident pulses, iteration and final latching of data from a counter.

An example integration time of 22ns includes a short counter blanking period during which

the counter is disabled, latched and reset. At ≈ 22ns, a pulse is missed as it is incident during

this period. Further, at ≈ 50ns, two incident pulses are still counted despite a negligible pulse

separation of ≈ 100ps, demonstrating the use of the fast carry look-ahead scheme. The counter

design provides robust counting of photon events and zero roll over probability. This ensures

the receiver is limited by SPAD dead times and efficiencies rather than digital circuitry.
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Figure 4.17: Digital counting of Sub-Pixel pulses and the latched 6-bit data. The counter
integration time is simulated at 22ns, and shows that events with short inter-arrival times
can be captured.

4.6.3 Counter Data Latching and Reset Timing
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(b) Counter reset logic using a modified edge detection circuit.

Figure 4.18: Counter enable and resetting pulse generation logic. Crucially both circuits
allow their respective global signals to pass, ensuring correct high level operation.

The counters are controlled by three clock edges. A negative going pulse generated by the

circuit in Figure 4.18.a, disables the counters for 500ps. This prevents corrupted data further

along the data chain [69]. The positive edge of the clock arrives during this time to latch the

data into the 6-bit latch-shift registers. A delay on the latching clock pushes it towards the

centre of the disable pulse. After a further delay, a 250ps reset pulse (Figure 4.18.b), forces all

counters to zero.

In Figure 4.19 the disable, latch and reset action has been simulated. The process requires

≈ 1ns, hence in implementations with clock speeds greater than 200MHz, a dual counter,

multiplexed method should be used. At 100MHz the integration period is shortened to 9ns,

however this is advantageous as a phase shift, Φo f f set , can position the integration window

within the centre of a symbol, allowing ≈ 500ps either side for µLED transitions. Ignoring
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Figure 4.19: Counter disabling, latching and resetting at the end of each clock period.
The delay of the latching clock is clearly seen, forcing a a transition near the middle of the
counter disable pulse. Likewise the counter reset transitions after correct data latching.

counts near the transitions may help to reduce the BER [1, 14, 35, 46, 73, 83, 113, 117, 220], by

decreasing the standard deviation of the distributions (Section 3.2). For experimental work, if

Φo f f set = 0, the integration begins at the start of a symbol, which may cause issues with impulse

or step response induced BER elevation. This will be measured and discussed in Section 6.2.
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4.6.4 The Latch-Shift Register

Upon latching, the data is stored in four reconfigurable latch or shift registers (Figure 4.20)

[69]. If LATCH-SHIFT is low, the circuit behaves as a pipeline register. Data is latched on

the clock positive edge and is presented and held on a buffered output [69, 215]. If however

LATCH-SHIFT is high, then data is moved from the LSB towards the MSB, creating a shift

register. A carry input daisy chains these to form the serial data path used for Pixel readout

[69, 215].
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Figure 4.20: A reconfigurable Latch-Shift register.

4.6.5 Na Configuration Serial Interface

A second serial interface (Figure 4.21) is used to configure the Na values of the constituent

Pixels. This is also chained throughout the Array (Section 3.4 and Section 4.5).
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4.6.6 The Parallel Pipelined Adder Tree

Figure 4.22 shows the functionality of the parallel pipelined adder tree [69]. As discussed, upon

the clock positive edge, the integrated SPAD counts from the preceding cycle are latched, as the

values on the A OUT BUS show. Two 7-bit ripple adders [29, 69, 215], compute A+B and C+D

with small delays. These values, shown in A+B OUT BUS and C+D OUT BUS are latched on

the clock negative edge. A dual edge clocking scheme is used to reduce the latency between

data input and the summation output [69], however it doubles the core operating frequency

(nominally 200MHz). As such, the adders must settle within half of the clock period (5ns) [69].

These two buses are then added by an 8-bit adder and latched on the next positive edge [29, 69,

215]. The advantage of this scheme for the silicon device, is that the summation computation

is not limited to the pad maximum data rate of 108MHz.

Figure 4.22: Digital summation of four Pixel counters to a single 8-bit output bus showing
positive edge summation outputs.

4.6.7 Conclusions from The Cluster Implementation

The Cluster of sixteen SPADs described in this section directly provides functionality to create

a discrete time integration for the integrating receiver architecture. The structure and bit depth

of per Pixel photon counters has been discussed, aiming to reduce issues such as count losses or

non-monotonic behaviour at the receiver level. The two serial interfaces provide functionality

for device testing but also the idea that each Pixel within the receiver can be individually ad-

dressed and independently assigned an operation mode. In the next sections, digital summation

is continued, eventually forming functionality for both single-channel and multiple-channel

receiver operation.
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4.7 A Single 64-SPAD Receiver Channel

Within the hierarchy, a single channel is created from a set of four Clusters (Figure 4.23). This

represents one of 16 receiver channels on the silicon device (Table 3.8). The chip could be used

for Optical Many-In-Many-Out (OMIMO) techniques [20, 95], as these channels can be read

out independently. Along with clock, signal and data buffering, this level continues the parallel

addition creating a 10-bit output. The block has a fill factor of 3.2% in the Na = 4 mode and

continues the Na configuration and Pixel read serial interfaces.
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Figure 4.23: Block diagram and clocking strategy of a single data channel Object. The
10-bit output bus is multiplexed at the pad ring allowing operation of 16 channels on the
receiver die.

Due to the physical separation of the Cluster clock inputs, these clocks are split into the

AB_ClusterCLK and the CD_ClusterCLK. As shown below, each Cluster outputs a new value

upon the arrival of the positive clock edge. The addition is performed in the proceeding half

clock period, being latched by the AB_LatchCLK or CD_LatchCLK. The ’S OUT BUS’ shows

the combined summation of all constituent Clusters. Simulating this block (Figure 4.24) shows

that the DVDD current draw is predominantly dynamic power [69] due to logic switching and

SPAD events. This current increases with both clock frequency and SPAD count rate [69].

This level of the silicon chip hierarchy, together with the levels discussed in the next section, di-

rectly implement the single or multi-channel functionality required by the project specifications

(Section 2.9). The motivation for this, is an underlying communications effort using multiple

µLEDs. The CMOS driver circuits for these LEDs allow both a) reconfigurable grouping of

LEDs into channels and b) independent data streams to be sent to separate channels [96].
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Figure 4.24: Digital simulation with cluster and latch clocking for a data Object. The red
lines on the left highlight the timing of the signal summation, with the dual edge clocking
and low latency shown between 90 and 100ns.

4.8 The Array and Top Level Device Architecture

In this section, two levels of the hierarchy are discussed. These are the Quadrant and Array

levels that were defined in Section 4.3. The main functions or device characteristics discussed

here include:

• SPAD photon-count summation using parallel addition circuitry,

• Output provision for both single-channel or multiple-channel operation,

• Synchronous, low skew, symmetric clocking of the chip hierarchy, to ensure equal

communications performance over each sub-level,

• An overview of the device optical fill factor and top level silicon implementation, and

• A summary of the testing system printed circuit board, Verilog firmware and Java soft-

ware architectures.

Implementation at each of the levels, from the 16 individual 64-SPAD channels to the control

software, is critical for device characterisation and communication experiments with the µLED

transmitter array. As a direct example discussed below, inadequacies in clock distribution

implementation will directly impact the receiver inter-symbol interference. Likewise problems

in the firmware domain may act to restrict control of the silicon chip or prevent adequate data

acquisition for both on-line and off-line communication performance analysis.
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4.8.1 Array Quadrants: Collections of Channels

The quadrant level, shown in Figure 4.25, is formed from a group of four separate channels.

This provides buffering of the channels to the pad ring multiplexers used for the multi-channel

mode, along with circuitry to continue the adder tree. Time multiplexing of the four separate

channels within this block, is used to ensure a core-limited silicon design [69].
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Figure 4.25: Schematic diagram of an Array Quadrant. A weak link exists between the top
and bottom high speed clock lines, helping to reduce clock skew. This level of the hierarchy
performs buffering of the 16 separate channels to the pad ring, along with continuing the
pipelined addition scheme.

While not shown, a weak link exists between the branches of the high speed clock tree. This

creates a clock mesh [29, 69, 215], reducing the skew that would have been problematic at

the top level. The digital buses labelled as AAS, ABS, BAS and BBS, relate to the four 10-bit

outputs from the Quadrant, as shown in the functional schematic (Figure 4.26).
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4.8.2 Array Digital Outputs and Maximum Clocking Constraints

The summation of SPAD pulses continues to 14-bits, which can be output as a single channel

(Figure 4.27). AOUT_BUS to DOUT_BUS provide access to the 16 separate channels. Each

Quadrant, uses a 4–1 10-bit multiplexer to cycle through the channel outputs. This is simulated

in Figure 4.28.

The four multiplexers, use a second clock, labelled CLK2 (Figure 4.26). In the multi-channel

mode, this runs at four times the CLK1 frequency, prompting each channel to be presented

sequentially within a symbol period. This necessitates a lower clock frequency for the main

Array (CLK1). In this case, a frequency of 100MHz (CLK2) allows all channels to be read

within the period of a 25Mb/s per channel transmission (CLK1= 25MHz). While this limits the

clock, a second generation could use on-chip thresholding and dedicated high-speed LVDS I/O

for each channel [35, 69], reducing the number of pads and eliminating channel multiplexing.
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Figure 4.26: Functional schematic of the Array top level and clock trees. This level
distributes both CLK1 and CLK2 clocks, generates the 4–1 multiplexed multiple channel
output clocking scheme and continues the full summation pipeline.



4.8. The Array and Top Level Device Architecture 95

4.8.3 The Clock Tree Structures

The distribution of CLK1 and CLK2 provides stable global clocks with buffering at each stage

[69]. The clock H-tree [29, 69, 215] structure is symmetric due to the nested replication down

to the lowest levels. This gives approximately uniform delay and jitter values [29, 69]. Jitter

varies the start, stop and total integration time of the digital counters and along with voltage and

circuit variability, will act to spread the distribution of a measured bit towards a super-Poisson

distribution. Hence it will lead to a circuit based increase in the BER (Section 3.2).

Figure 4.27: Simulated digital summation from the Cluster level to the 14-Bit Array output.
The short latency is exemplified by the dual clocking approach, presenting summation data
from a Quadrant partial summation (QUAD A OBJECT A A+B BUS) on the negative
edge of the clock.

Figure 4.28: Simulation of the Quadrant output multiplexing, showing parallel symbol
reception by each data Object, albeit at 1

4
of the maximum clock frequency.
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4.8.4 Receiver Synchronisation with Transmitters

As this receiver uses a clock to perform summation, integration, readout and resetting opera-

tions, synchronisation between the µLED transmitters and the receiver is critical [1, 2, 3, 35].

The Hypix project aims to investigate the front-end circuitry needed for transmitter drivers and

receiver operation [66], however in this short section, the manner in which the system is to be

synchronised is briefly discussed. In Section 4.6, the use of on-chip phase-lock loops and clock

and data recovery circuits was suggested for this operation [219]. The aim of these circuits, is

to obtain a reliable, low-jitter clock directly from the data received [35, 219] by locally mixing

the incoming data with a local oscillator. While outside of the scope and time-scales of the

Hypix project, the resources of a testing FPGA can be used for this purpose, or future designs

can incorporate the concept monolithically with the main receiver [46, 114, 205, 220, 219].

The system synchronisation would first be based on a short transmitted training sequence. This

could simply be a serial digital stream such as, 0101010101010101 etc [35], as commonly

used between transmitted frames within data link protocols [22, 102]. If this is mixed with a

local digital clock, perhaps using an XOR gate [35], an output proportional to the difference in

phase is produced [35, 219]. A phase-lock criterion can be made from this output, depending

on the specifics of the architecture and the relative phases of the transmitter and receiver clock.

The phase difference proportional output can then be used to modify the phase and frequency

of a voltage-controlled oscillator (VCO) or digital delay-locked-loop (DLL) either on-chip

[46] or on the system FPGA (Section 4.8.6). For the purely digital, discrete time case, where

the FPGA DLL clocking resources are to be used, the frequency and phase can be adjusted

using digital control words and a control state machine. Synchronisation would be achieved by

iterating the FPGA clock phase (increments of 1.4◦ degrees for the Xilinx Spartan 3 Digital

Clock Manager (Xilinx UG331)), until a suitable output condition is reached. Finer phase

control can be achieved by using a multiplied rate clock for the DCM, then using the DCM’s

clocking resources to divide or process the output to create the final SPAD-array system clock.

A periodic check, perhaps at the end of each data frame, could check the phase condition, and

if it has departed from the chosen value, can increment or decrement the phase control word

until a phase lock is achieved.

In Figure 4.29, an example idealised optical input is shown with N0 = 1 photon/symbol and

N1 = 20 photons/symbol. The figure also shows four clock phases, 0◦, 90◦, 180◦ and 270◦, each

relative to the µLED transmitter clock. The 0◦ phase clock represents perfect synchronisation

between the transmitter and receiver. The 180◦ phase example is interesting as, in this simple

example, the cycle to cycle SPAD-array output remains constant. The intermediate 90◦ and

270◦ phase examples indicate a route forward in forming a phase locking criterion to be used

with the system VCO or DLL. For each of the clock phases, the output represents the SPAD-

array summation and integration over the clock period. For example, for the 0◦ phase, the

array will detect and integrate all 20 of the photons within symbol SN , while for the 90◦ phase,
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the array will detect 3
4

of the 20 photons within symbol SN and 1
4

of the average 1 photons

within symbol SN+1. Below this output value, the difference between consecutive symbols

(SN − SN−1) is shown. It is clear from Figure 4.29, that the magnitude of this time-varying,

phase-proportional output, can be used for transmitter and receiver clock synchronisation.
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Figure 4.29: Transmitter and receiver clock synchronisation scheme timing diagrams for 0◦,
90◦, 180◦ and 270◦ clock phases, relative to the µLED transmitter clock. The N0 = 1 and
N1 = 20 photon/symbol levels are assumed to be consistent for simplicity. The SPAD-array
integration is shown in blue, while a SN − SN−1 operation is shown in red. For a phase of
180◦, the SN −SN−1 operation yields a constant, near-zero output, while phases of 90◦ and
270◦, show a time-varying output. At 0◦ clock phase, the magnitude of this SN −SN−1 signal
becomes maximised, giving a symbol to symbol magnitude of 19− (−19) = 39 counts.

In Figure 4.30, the above clock phase, symbol SN −SN−1 and variation magnitude concept have

been modelled. Just as the FPGA digital clock manager would sweep the phase, attempting to

lock to the same phase as the transmitter clock, Figure 4.30 sweeps the phase from 0◦ to 360◦.

At 180◦, the difference between received N1 and N0 bits becomes zero, indicating maximal

bit errors (BER = 0.5). As the phase moves away from 180◦, towards either 90◦ or 270◦,

the magnitude of the difference between received bits increases and thus the BER improves.

One possible criterion then for transmitter and receiver synchronisation, can be defined by

Equation (4.10).

LOCK = TRUE, if max
0≤φ≤360

|SN −2SN−1 +SN−2| (4.10)
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Figure 4.30: A sweep of the SPAD receiver front-end system clock phase with respect to
the µLED transmitter clock. At 0◦, the receiver is fully synchronous with the transmitter and
the magnitude of the difference between received bits reaches a maximum. With a maximum
difference between N0 and N1 bits, the BER reaches its optimum point. In contrast, at a
relative phase of 180◦, the N0 and N1 bits become approximately equal, yielding a difference
magnitude of zero and the worst case system BER of 0.5. The model uses a mean N1

value of 20 photons/symbol, a mean N0 value of 1 photon/symbol, and is shown in blue
incorporating Poisson statistics on both ’zero’ and ’one’ bits from the 0101010101010101

synchronisation training sequence.

This synchronisation scheme requires more digital implementation, however in this project, the

FPGA and PCB resources are used to allow future work, design adaptability and easy testing

of the receiver front-end circuitry. Once synchronisation has been achieved, small, low-speed

variations in the transmitter clock frequency or phase can be tracked by the receiver CDR

system, to maintain a stable lock [35, 219].
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4.8.5 Array Fill Factor

The fill factor is lower than required in single-photon counting applications [158, 221]. The

device (Figure 4.31), discounting the pads, achieves a fill factor of 2.42% in the Na = 4

configuration. This is comparable to previous arrays in this process that also do not use en-

hancement techniques [70, 154, 155]. While this is low in comparison to recent photon counters

[56, 57, 71, 157, 206, 221], the receiver compares well to current high speed receivers. For

example [31] achieves a 0.16% fill factor, [48] achieves 4.8%, [44] achieves 2.0% and [110]

achieves 1.12% (Table 6.3).

The device fill factor should be addressed in future generations to increase sensitivity as illus-

trated by [57, 58, 141, 157, 159, 160, 208, 221]. However in this work it presents a fixed power

penalty (Section 3.3.5), that is expected to scale with advancement.

Figure 4.31: Receiver micrograph showing the structure of the final device, along with an
inset zoom of a Sub-Pixel. The main 32x32 array, on-chip decoupling capacitors, test cell
column and 11-bit serial interface are each highlighted, as is a single receiver channel out
of the 16 channels forming the main array. The full array contains 1024 SPADs.
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4.8.6 The Final System, PCB, Firmware and Software Architecture

Figure 4.32, shows the overall system. This includes the application specific integrated circuit

(ASIC) developed here, but also includes functionality developed for testing purposes [69, 85,

222] (Section 1.3). A PCB with firmware [223] and software [224] is used to allow automated

testing. The design for testability methodology is used throughout these subsidiary blocks,

giving the maximum scope for experimentation [69]. The system has a number of limitations,

with the most significant being use of a parallel data stream. Many devices within the literature

use single-bit output streams connected directly to an oscilloscope [31], however in those

circuits the threshold applied to the data reduces the ease of testing a prototype device.

USB2.0 communication to a PC (Figure 4.32) is used for data acquisition and configuration.

This streams data from the firmware implemented on a Xilinx field programmable gate array

(FPGA). However despite this, the USB link remains a bottle neck as the ASIC output rate is

higher than the 48MHz USB byte clock.

SPAD COMMS

CHIP

OPAL

KELLY
USB

LOW LEVEL CONTROL

HIGH

LEVEL

CONTROL

GUI

Chip - Firmware - Software - User Data and Control Interface 

Power Control

Chip Control

Pixel Control

Data Interfaces 11-Bit SI

512-Bit SI

1536-Bit SI

Presented Silicon Xilinx Spartan III FPGA  JAVA 

Figure 4.32: Overview System Block Diagram. The overall control and testing system
hierarchy is shown driving the CMOS device from a Java software experimental platform.
Modular design, and design for testability are used throughout the system, complementing
the functionality implemented within the receiver chip.

4.8.7 Conclusions from Silicon and Testing System Implementation

In the above section, the silicon design of the receiver top level, including the input/output pad

ring and considerations for synchronously clocking the device, have been presented. Further the

testing system, which includes a PCB, firmware implemented on a Xilinx FPGA and software

running on a host computer, are each described. This allows testing of the receiver concept

using the design for test methodology to facilitate experimentation.
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4.9 Discussion and Implementation Conclusions

This chapter has presented the implementation and fabrication, in an 130nm CMOS technology,

of a 32x32 SPAD-based receiver. This is based on specifications derived in Section 2.9 and

Section 3.5. The receiver is designed for concurrent use with µLED transmitters that have

been developed using on-off key modulation and visible wavelengths.

The current device is analogous to a digitized version of receiver analogue front-end circuits

right up to the data thresholding circuit, yielding full CMOS logic amplitude signals suitable for

signal processing. The single or 16-channel receiver offers multiple output modes along with

on-chip reconfigurability, for testing purposes. The device obtains a fill factor of 2.42%, which

is broadly comparable to other SPAD arrays in the literature that do not use fill factor enhancing

techniques, but requires experimentation, modelling and future work to take advantage of the

sensitivity of SPADs.

The implication of the developed receiver, is that a fully digital architecture, using CMOS

integrated SPADs, can be tested for the first time. In the next two chapters, the low-level

performance of the device is first tested, followed by communications tests using the µLED

transmitters.



Chapter 5

Low Level Characterisation

5.1 Low Level Characterisation Introduction

This chapter will discuss initial characterisation of the SPAD array that forms the optically

active area for the OOK-only, SPAD-based receiver (Chapter 4). This investigates the silicon

implementation, centering on low-level results. Doing so indicates the performance of the

SPADs and allows initial assessment as to their impact. The results and subsequent models

allow insights into noise sources, power penalties and practical limitations (Chapter 3). These

insights include the presence and magnitude of as-yet-unknown affects on data reception per-

formance, prior to communication centered experiments presented in Chapter 6.

Section one first deals with the receiver power draw, separating the power for photon count-

ing and that required by the clock distribution network. This helps to evaluate the electrical

efficiency and indicates areas in which power can be saved in efficient future designs.

The dead time is then discussed, measured and shown to restrict the number of detections

within a short symbol. The section investigates issues that may impact the performance of a

SPAD-based receiver, such as the detection to detection variation of the dead time. This impacts

methods of specifying SPAD-based designs.

The dark count and after-pulsing rates of SPADs are also measured in this first section. For

communications, these results help evaluate some of the receiver power penalties, but also

indicate paths to receiver adaptability, post-manufacture, if high noise SPADs are removed.

The change in receiver responsivity with light level reproduces previous measurements [60,

163]. This is also presented in the first section, aiming to indicate any departures from models

established in Chapter 3. In particular, the modes in which each pixel can operate are explored,

allowing determination of their use in such a receiver.

The chapter concludes, in the second section, with a model exploring the change in SPAD

sensitivity. The model looks at competition between photon arrivals, dark count events and

secondary avalanches. It seeks to determine if modelling can be extended for the specification

and design stages of SPAD-based receivers (Section 3.3.2) and if the native noise of the diodes

change when operated at different light levels.

102
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5.2 Low-Level Measurement Results

In this section, low level measurements build up an understanding of the receiver developed

in Chapter 4. These test the device against the designed performance, ensuring functionality

such as the clock distribution, the SPAD signal counters and the pipelined adder tree operate

correctly. The preliminary tests in this section, investigate the performance of the device as a

photon counting array, prior to communication tests performed in subsequent chapters. This

provides the ground work for communication metrics, or more complex tests such as the

impulse response.

When using the device as a receiver, non-ideal behaviour, such as an increase in inter-symbol

interference or the BER, may be observed. Therefore, testing the device may give indications

as to the roots of particular performance limitations. Further these low-level experiments can

be used to fix or refine estimates for the power penalties. These will be used within Chapter 6

to estimate the BER and receiver sensitivity.

The experiments discussed here, are primarily ordered first with factors that are reasonably

static in time or use long term average illumination levels. The order then moves onto temporal

affects, matching the ordering of experiments in Chapter 6. The experiments are also ordered

by experimental complexity. This ensures that measurements with a simple voltage meter or

using on-silicon circuits such as counters, are presented before those that require complexities

in laser timing, data acquisition or analysis.

5.2.1 Receiver Power Issues

In this section, the power consumption of the receiver is tested. This aims to separate the

contributions from the silicon implementation of a distributed digital clock tree and the contri-

bution from the counting of individual photons. There are design techniques available for the

optimisation of clock distribution networks, or the reduction in CMOS leakage power, however

testing is required to ascertain the exact relationship between incident optical power and the

power required for the counting of photons.

This section therefore first discusses the power consumption with increasing clock frequency.

The section then goes onto testing the power required by photon counting. In both cases, func-

tionality included on-chip such as global enable/disable, are used to separate the contributions.
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The Receiver Power Consumption With Clock Frequency

Without SPAD activity and with the 6-bit counters disabled, the clock power consumption

[29, 69, 215] can be measured. In Figure 5.1, as the clock frequency decreases below 1MHz,

the current and power consumption saturate at 0.5mW from DVDD.
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Figure 5.1: DVDD current draw with system clock frequency. The static power due to
transistor leakage gives a continuous ≈ 0.5mW power draw. As frequency increases, the
dynamic power of switching digital circuits linearly increases to a maximum of ≈ 19.8mW
at 100MHz.

This is the combined leakage [26, 69] through all transistors within the device, particularly in

high-speed digital circuits. The currents used within the AQAR to maintain quiescent operating

points also contribute to this [162].

As the frequency increases, so does the power, until it takes 19.8mW at 100MHz. Over a range

of 6MHz to 100MHz, the current draw is linear, as exemplified by a linear equation fitted to

the measured current. Figure 5.1 matches the P = fCV 2 relationship that is expected for the

dynamic power of digital circuits [29, 69]. The power of the system clock distribution can be

reduced using low-power circuit techniques [69] or low voltage signalling.

Simulating a 64-SPAD channel (Section 4.7) with parasitic capacitances and the current draw

of clocking transistors, yielded a current of 1.17mA at 100MHz. This gives a full device current

of 18.7mA, close to the measured 16.5mA (19.8mW). The over estimation may be a product

of distribution voltage drops, partial logic swings, or frequency variability [69].



5.2. Low-Level Measurement Results 105

The Receiver Power Consumption With Photon Flux

With the counters and clock disabled, the power consumption of the SPAD, Sub-Pixel and

Pixel circuitry under optical intensity can be measured. Generally, as optical power increases,

the increased count rate leads to higher dynamic power [69], similar to the clock network. In

Figure 5.2, DVDD and SPADDVDD currents are plotted against optical power for active and

passive quenching. At 10nW, the receiver draws a leakage current of 456µW from DVDD, for

both quenching modes.
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Figure 5.2: Full array SPAD and DVDD current consumption with optical input power.
In both active and passive quenching modes the power is expected to increase linearly,
however sub-linear current consumption is observed. At saturation (≈ 10µW) the array, in
active quenching mode, draws 12mW from the DVDD supply.

The active quenching SPADDVDD power saturates at 68µW for low flux, suggesting limi-

tation by leakage currents through transistor M3 (Section 4.4.3) [162]. The passive quench-

ing SPADDVDD power draw continues towards the lower experimental limit. The minimum

consumption of both supplies will scale with DCR, transistor dimensions and the number of

SPADs. At high optical power (≥ 10µW) the electrical power draw begins to saturate for both

DVDD and SPADDVDD. These are restricted by saturation of the achievable count rate, Cmax

[60, 163]. Passive quenching, deviates from the fitting curve, however this is due to paralysis

and a lower maximum counting rate (Section 3.4) [60, 163, 164]. Between 0.1µW and 10µW,

both supplies demonstrate monotonically increasing current consumption. This is expected to

be linear following a I = fCV relationship [69]. However by fitting power law curves of the

form, f (x) = bxa, deviation from linear assumptions can be assessed.
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The gradient of DVDD (Figure 5.2), shows that the circuit draws less current than would be

expected. In simulation, a Sub-Pixel with resistive supplies, also showed sub-linear currents

as the pulse inter-arrival time decreased. This suggests that the active quenching circuit causes

this behaviour. A parametric simulation over DV DD = 1.1V to 1.3V, at the maximum counting

rate, showed a linear decrease in DVDD current with voltage, while the SPADDVDD current

remained static. As the light level and switching rate increase, a voltage drop may be induced

locally [29, 215], thereby reducing the current non-linearly.

The passive quenching circuits also show sub-linear behaviour. This could be due to variation

in SPADDVDD or VBD with increased switching. It however has a fitting coefficient a, of

0.82, rather than the 0.67 value for active quenching.

For a communications receiver, this implies careful design of power supply tracks on the chip

to reduce any local voltage variation [29, 69]. It also indicates that while a P = fCV 2 estimate

for power consumption can be used for synchronous digital circuits [69], the relationship

over estimates power draw of optically active SPAD circuits. This impacts the receiver power

efficiency, giving a better than expected efficiency for a given count rate, but modifies the power

efficiency non-linearly for different received power levels.

Discussion of Power Supply Testing Results

In this section, testing of the receiver power supplies has revealed two main conclusions.

• Firstly, clock distribution, while fitting conventional theory, is a large contributor to

the power consumption. This is principally caused by physical distribution of clocked

logic over the device. Power savings could be achieved using a number of conventional

strategies such as lower voltages, differential clocks or low-capacitance routing, however

three principal strategies may be appropriate:

1. Moving synchronous digital processing outside of the optically active array would

reduce the area involved, thereby reducing the distances that signals must traverse.

This also increases the optical fill factor.

2. By distributing a slower clock, power can be decreased linearly on long, capacitive

routes. Clock multiplication at the point of use can then reduce the length and

capacitance of routes operating at the higher clock rate.

3. The current device uses pipelining and dual-edge clocking. This doubles the oper-

ational clock, as operations occur twice per period. Depending on the settling time

of the logic, four operations per period could be achieved by distributing two lower

frequency clocks with a 90 degree phase shift.
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• Secondly, the breakdown of a SPAD is also a large contributor. This is a product of the

photon events per second, the SPAD capacitance and the total bias voltage. Despite some

deviation, the principals of the P = fCV 2 relationship can still be applied to the receiver.

For a second generation, further investigation of the non-linear power draw is necessary,

although the following three techniques could be used.

1. Reduction of the total applied bias, although this requires process modification to

retain the photon detection efficiency.

2. Decreasing the SPAD capacitance through area and parasitic reduction. This is also

known to benefit the after-pulsing probability.

3. Minimising the number of detections required per symbol i.e. pushing the receiver

closer to the quantum limit, or increasing the BER specification.

In the next section, the static behaviour of SPADs in the array are measured. This includes the

dead time and dark count rate, both of which, depending on their magnitude, could affect later

communication experiments.



5.2. Low-Level Measurement Results 108

5.2.2 Static SPAD Performance

In this section, the static performance parameters of the SPADs within the receiver front-end

are assessed. This refers to parameters that should be independent of time or optical power.

The section therefore measures the SPAD dead time using a set of test cells and the dark count

rate using all SPADs within the array. While some variation is expected, and for the DCR in

particular the literature points to both a time dependent effect and a wide range in mean count

rate, here the aim is to measure long term average performance.

• For the dead time, this allows assessment of the differences between active and passive

quenching, attempting to determine which would ideally be used for communications.

• For the dark count rate, this allows an indication of the noise floor for the ideally 100%

on-off pulse from the µLED transmitters, along with if any SPADs should be disabled

to improve the bit error rate.

The SPAD Dead Time and Dead Time Distribution

Dead times were obtained using a test block outside the main array (Figure 4.31). In Figure 5.3,

the mean dead time, τd, is plotted against the control voltage DTCTRL. Both circuits exhibit an

exponential increase as the PMOS devices in the current starved inverter chain or the quenching

transistor become more resistive [26, 215]. Agreement with simulation indicates no departure

from established theory [29, 49, 211] and little impact on the design of a SPAD-based receiver

front-end. There is however a positive shift between simulation and measurement. This is due

to additional parasitic capacitances, a test cell multiplexer and an unmatched ohmic connection

to the oscilloscope [85].
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Figure 5.3: Mean active and passive SPAD dead times for different values of the control
voltage, DTCTRL. Active quenching closely matches circuit simulation, however passive
quenching departs from the simulation.
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Investigating the dead time standard deviation, plotted for a number of dead time mean values,

shows that active quenching obtains tighter control over the detection to detection dead time

width (Figure 5.4). Further, Section 4.4.3 shows that active quenching obtains better circuit to

circuit variation in the presence of process, power and matching variations. Passive quenching

gives an order of magnitude larger standard deviation, despite a similar range and trend to the

active circuit (Figure 5.3). There are two effects contributing here:
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Figure 5.4: Active and passive SPAD dead time standard deviation, σ(τd), over different
mean dead times. Active quenching obtains tight dead time distributions.

• Marked differences between active and passive quenching are observed (Figure 5.3 and

Figure 5.4). This is due to the different circuit implementations and recharging methods.

Passive circuits are able to obtain a low dead time with a small area circuit, depending

on the resistance (Ron) of the quenching PMOS [49]. In contrast, an active circuit may be

better for communication receivers, due to a known, but similarly low, designed hold-off

period and tighter variability. This is important to ensure performance is the same from

one receiver to another. In applications such as VLC using multiple diodes, variation in

the dead time may prevent a receiver from obtaining the correct number of detections

per symbol (Equation (3.7) and Equation (3.8)) (for example receiving 18 photons rather

than 20, Section 3.3.1) and therefore may increase the BER.

• Variability in the dead time may increase uncertainty in the photons received, particularly

within short symbols. For example, for a 10ns symbol, an exact dead time of 2ns gives

a maximum of 5 photon counts per SPAD per symbol (Figure 5.5). If however the dead

time varies from one detection to another, with a 2ns mean and a 1ns standard deviation,

the mean number of counts may change only slightly. The standard deviation of the

received counts will however change significantly, artificially broadening the received

distributions, thus increasing the BER (Section 3.2).
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Figure 5.5: Modelling results investigating increased detection variation if the dead time
variation is a significant proportion of the symbol. Here a 10ns symbol, with a SPAD dead
time of 2ns mean and 1ns standard deviation, as compared to a zero variability model.

The SPAD Dark Count Rates

The DCR of the SPADs within the main array have been measured to give an indication of

the expected noise floor when using an assumed perfect OOK modulated signal (i.e. 100%

extinction ratio) [23, 24] (Section 2.3.3). The analysis of the receiver will assume this perfect

modulation, (a product of the CMOS digital driver circuitry [96]), however the eye opening

penalty (Equation (3.17)) can be used to account for non-ideal µLED modulation [2, 3, 14, 36].

In Figure 5.6, the sorted DCR distributions of five chips are presented. Each trace includes

1024 SPADs, with each SPAD measured 500 times with integrations of 1ms and 0.1ms. The

total DCR has been verified using the global array summation output. The DCR of a single

SPAD ideally follows Poisson statistics [26, 49], however the mean DCR of SPADs over an

array, often shows skewed distributions similar to Figure 5.6 [53, 55, 56]. The array mean DCR

was 7.27kHz, however as shown by the histogram (Figure 5.6.Inset) for Chip01 (plotted on

a logarithmic x-axis), the array median of 2.5kHz is more appropriate, given the distribution

skew [55, 56, 76, 225]. While the presented results use the active quenching circuit, the passive

case showed negligible departure when operating at the same dead time.

The small number of high DCR devices, is caused by the presence of silicon traps [26, 49, 76].

This leads the high DCR devices to exhibit the combined effect of thermal generation, increased

generation from mid band gap energy levels (trap assisted tunnelling) and native band to band

tunnelling [26, 126, 128, 143, 144, 172].

Marked on Figure 5.6, the mean (µ), mean plus 1σ (one standard deviation) and µ + 2σ are

indicated. The mean is used here, despite the skew, to ensure consistency when using the

analytically calculable central moments, µ and σ [116] and discussing the spread of a dis-

tribution. In comparison, while the median is preferable to discuss distribution centre location
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Figure 5.6: Sorted SPAD mean dark count rates for a selection of devices (at 16◦C). Shown
inset are the log-scale normalised histogram and the 2D spatial mapping for Device 01.

in the presence of outliers, it is neither a moment, central moment or directly related to the

variance and standard deviation of a distribution. The mean and median are used simply to

help provide a comparison to the bulk of the SPADs within the array, and to SPAD arrays in

the literature, however these values can also define which SPADs will be turned off, and which

will be assigned a TDM mode (Section 5.2.3). For example, SPADs with a DCR higher than

34kHz can be turned off using the Na = 3 mode (Section 4.5) [70, 77, 208]. SPADs with a DCR

between 20 and 34kHz can be assigned the Na = 1 TDM mode which reduces the impact of the

high DCR SPAD (Section 4.5). SPADs just above the mean can be assigned the Na = 2 TDM

mode, reducing the impact of the high DCR device, but allowing it to contribute slightly more

than with the Na = 1 mode. SPADs with a DCR around or below the mean can be given a full

weighting in the signal addition scheme, improving the SNR.

If the skew of the DCR distribution is too severe, many SPADs will need to be removed from the

summation architecture to prevent the optical power from being increased to ensure accurate

distinction between a transmitted ’one’ and ’zero’ Section 3.3.5. However turning off SPADs,

as per the Na = 3 mode, will reduce the overall sensitivity of the SPAD-based receiver front-

end. The presence of skew within the DCR distributions of many SPAD arrays [53, 55, 56],

indicates that the yield of ’low-noise’ SPADs, and indeed the continued reduction of average

array DCRs, is needed to prevent undue impact on communications.
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Dark Count Rates Comparison with Prior Art

The SPAD used was demonstrated and characterised [143, 163], with a version of the same

active quenching circuit [162]. In comparison to the 7.3kHz mean DCR, Richardson et al [143]

showed a mean DCR of 20 to 30Hz at 16◦C and 1.4V excess bias (20log10(
25

7300
) ≈ −50dB

noise reduction). The similarity between array DCRs when operated in passive and active

quenching, indicates that the immediate circuitry is not a factor that elevates the DCR above

that reported. Despite this, high speed logic may increase the DCR if substrate currents are

present [56, 149, 150]. Prior results [143], point to a receiver dynamic range [163] that can be

increased above that presented here. Cooling to −10◦C, [143], showed a mean DCR of 1.4Hz,

giving a low total noise floor for devices that do not contain traps.

The cooling used for many commercial optical receivers [13, 14, 36, 62, 63, 226], prompts

expected DCR values lower than 0.5Hz [53, 143]. As SPAD noise is discretized, a low DCR

such as this, demonstrates the possibility of an ideal receiver (Section 2.3.7), with almost zero

continuous time noise, single photon sensitivity, and recently, the combination of low room-

temperature DCR with large areas [144].

When using ideal, 100% extinction ratio OOK modulation (Section 2.3.3), the DCR and after-

pulsing noise rates constitute the zero distribution, N0 (Section 3.2). This can be obtained

with slow (≤ 10MHz) modulation with the Hypix µLED transmitters [23, 24]. Any closure

of the transmitted eye diagram, via the effective reduction in modulation depth at higher µLED

modulation frequencies (≥ 10MHz), can be quantified using the data eye opening receiver

sensitivity power penalty, PPEOP (Section 3.3.5) [1, 14, 36].

Pixel TDM Mode Dark Count Rate Mitigation

The time division multiplexing circuit reduces the overall Pixel group DCR, denoted as DCRpx

(Equation (4.5)). If all SPADs have equal rates, then the output DCR in Na = 1 will be 1
4

of

the total DCR. Here, DCRpx (Section 4.5.9) is experimentally proven using a Pixel within the

test column. This has all of its internal and output nodes buffered to a test cell multiplexer

(Figure 4.31). It is possible to measure the DCR of each SPAD and to observe signals such as

SPAD1ENB or the state machine outputs, Q0 and Q1. Table 5.1 gives the mean DCR values

along with the expected inter-arrival time, E(t), between successive dark counts. The simple

addition total DCR that would be expected is also given.
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SPAD DCR(Hz) #Samples E(t) (s)

1 629.00 15.5k 1.58x10−3

2 1870.5 45.1k 0.53x10−3

3 206.20 22.6k 4.85x10−3

4 187.20 23.3k 5.34x10−3

Total 2955.9 - 3.38x10−4

Table 5.1: Test Pixel Internal SPAD Dark Count Rates

Na DCRpx(Hz) Samples Theory DCRpx (Hz) ENB1 Width (s) ENB4 Width

4 2463.5 224.4k 2955.9 - -

2 703.0 102.1k 698.90 367.7µ 2.49m

1 342.4 33.38k 346.50 1.59m 5.11m

Table 5.2: Test Pixel DCRpx for different Na modes. Note the departure between 2463.5
and 2955.9 (∆ = 492.4), this is due to combined measurement errors and the assumption
that P(TC) = 0.

The theoretical model developed previously (Equation (4.5)), can estimate the Pixel DCR given

the TDM mode (Table 5.2). This is seen by the close agreement between the values of 2463

and 2996, 703 and 699, and 342 and 346, for Na = 4, Na = 2 and Na = 1 respectively. The

theoretical DCRpx, assumes a zero probability of temporal coincidence (Section 4.5.8) and

for the Na = 4 theoretical value, the multiple SPAD measurements each have corresponding

measurement errors. Both contribute to the error between the measured and calculated values.

The equation can be simplified to Equation (4.3) for Na = 4, however the two multiplexed

modes show a reduction in group DCR, dependent on the constituent SPAD noise rates. If these

are equal within the Pixel, then DCRpx will reduce to the simple case of DCRtotal

CL
. Equation (4.5)

can be used for any number of SPADs within a group, and by using the gamma function Γ(x) =

(N−1)! [115, 116], can be used to estimate Pixel DCR for the problematic to implement TDM

modes such as Na = 3.

Conclusions from Static SPAD Performance Experiments

In the above section, the SPAD dead time and the SPAD dark count rates have been explored.

The dead time is critical to communications, as it fundamentally limits the number of photons

that can be detected, and thus the achievable bit error rate. Likewise, the dead time may be

difficult to scale, (to sub-1ns levels), if higher data rates and lower BERs are required.

The DCR is higher than previous implementations of the SPAD, but below the worst case used

within the specifications flow. As the µLED transmitters use digital on/off CMOS drivers,

100% extinction ratio modulation is assumed. The sum of SPAD DCRs within a receiver

therefore defines the noise floor or N0 distribution, although finite extinction ratio transmitters

and the eye opening power penalty are likely to dominate practical receiver performance.
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Both the dead time and SPAD array DCR, can be optimised in future generations, however:

• The dead time is constrained by the diode capacitance, quenching resistance and the

after-pulsing probability (Section 2.7.3, Section 3.3.6 and Section 4.4.3). A fundamental

limit may also exist [76], preventing reduction necessary for continued data rate scaling.

Despite this, future silicon implementations can optimise the system for the minimum

dead time that satisfies all specifications. This may require changes in the circuit but may

also require modification in the area and number of SPADs used within a receiver.

• Some scope exists for reduction, through design, of the dark count rate. The foundry

model of planar silicon technologies however restricts the option of silicon dopant mod-

ification. Low DCR structures can be used, however this requires assessment of the trade-

offs at a receiver system level, assessment of DCR variability between manufacturing

runs and optimisation of SPAD DCR yield. To achieve this, further experimental and

theoretical work centering on the causes of the DCR is needed.



5.2. Low-Level Measurement Results 115

5.2.3 Static Array Performance with Reconfigurability

In this section, the photon transfer curve of the SPAD array is measured. This uses a slow

sweep of the optical intensity, measuring long-term photon count distributions for each point.

By doing so the sensitivity of the array can be measured without time dependent effects. For

communications, this allows assessment of any non-linear behaviour such as SPAD paralysis,

but also checks for agreement with previous theory, modelling and experimentally observed

behaviour.

Knowing the spatial distribution and yield of noisy SPADs, the TDM and disable functionality

is then used to remove these devices from the signal chain. Removal of a SPAD reduces the

optical fill factor, thus increasing the power penalty, PPFF . However, again assuming a 100%

extinction ratio due to the µLED CMOS drivers, this may be a useful strategy. In particular, this

may optimise the SNR when a) the overall DCR is very high, as per initial device fabrication

runs, or b) the incident optical power, and thus the distance between N0 and N1, is low.

The Photon Transfer Curve Over Optical Irradiance and Pixel Modes

With a receiver designed to operate over a range of optical powers [14], the photon transfer

curve (PTC) of the SPAD array must be measured. Presented in Figure 5.7, this is the transfer

function between input optical power and single-LSB changes (single photon counts) at the

array output [81]. This plots the PTC over both active and passive quenching, and over the

three pixel modes.

PTC: Maximum Counting Rates

As with the SPAD literature [49, 163] and numerical modelling, not presented here, the 1
e

factor that limits the maximum count rate, Cmax, in passively quenched SPADs, is clearly seen

at ≈ 10−4W/cm2 [60]. Above 5x10−4W/cm2 count paralysis is observed [60, 163], whereas for

active quenching, the count rate correctly saturates at the theoretical value of 1024
τd

[163].

PTC: Central Region

While active quenching shows a gradient of 1 throughout the central region [163], Figure 5.7

shows that passive quenching follows a slight sub-linear relationship with increasing flux. This

is indicative of detector paralysis [163], where a photon incident while the SPAD is recharging,

is able to extend τd by creating a smaller, lower charge avalanche.
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DVDD = 1.2V
SPADDVDD = 1.35V

VBD = −13.5V
Wavelength = 450nm
LP Filter Span = 1000

Theoretical Maximum Na = 4
Max Without P(TC) =7.32e+10

Max With P(TC) =6.70e+10

DCR Noise Floor (1st Order)
Na=4 Total DCR =6.60e+06

Corrected Noise Floor

(µ + 2σ OFF) DCR =4.01e+06

Measured Dynamic Range
Na=4 DR =79.1dB

Na=4 AQ Global

Na=4 PQ Global

Na=2 AQ Global

Na=1 AQ Global

Figure 5.7: The photon transfer curves for globally set Na values of 1, 2 and 4. Saturation
points at the DCR noise floor and the active and passive maximum count levels fits
theoretical values, while passive quenching effects such as paralysis are also observed. For
the DCR correction, 57 pixels, that had noise levels greater than µ + 2σ were turned off,
with a DCR noise reduction of 4dB.

The sub-linear curve and paralysis, may introduce distortion into the received signal [14]. This

may not impact OOK modulated signals if:

• the zero and one distribution distance is large, as with a low target bit error rate such as

1x10−9 [1, 14, 36], or,

• if the SPAD array is designed for a dead time lower than that calculated previously.

However in multi-level pulse amplitude modulation, continuous analogue modulation or when

the dead time cannot be scaled lower than the dead time calculated during specification, it may

constitute an increase in the BER [1].

PTC: Array Noise Correction

Using the DCR map, devices with a noise greater than the mean plus two standard deviations

(≥ µ + 2σ) were turned off. This was 57 pixels, highlighting that SPADs must be turned off

separately rather than the per pixel method that is implemented (Section 4.5), although some

high noise rate SPAD grouping was observed. This has reduced the lower saturation level to

4MHz giving a saving of 4.3dB and will be of lower importance as the yield of SPAD devices

increases and the noise rates decrease towards sub-100Hz levels [53, 144]. This 4MHz count

level equates, using a linear fit to the central region of the Na = 4 PTC, to 3.8nW/cm2(± ≈
10%) (or −54.2dBm) of optical power, showing that the noise floor is above the quantum limit

(Table 3.4). In [221], turning off 5% of the devices with the highest noise gave a 3dB reduction

in the noise floor.
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PTC: Dynamic Range

The dark count rate has reduced the dynamic range from previous implementations with this

p-n junction and SPAD geometry [163]. DCR values in the 20–100Hz range were previously

reported, giving a total dynamic range greater than 170dB at room temperature [143, 163, 172].

The dynamic range of the SPAD array in the Na = 4 mode is 148.32dB (Equation (5.6)) [163].

This may reduce the performance of receiver.

PTC: Action of TDM

The three tested TDM modes, Na = 4, Na = 2 and Na = 1 [178], each affect the photon transfer

curve (Figure 5.7). Conceptually, the modes should give weightings of 1,0.5,0.25 due to their

respective affects on the fill factor (Section 3.4.2) [178]. These weightings hold at the two

saturation levels. At 0.5x10−9W/cm2, the ratio between the Na = 4 and Na = 1 mode is 4.22,

while at 1x10−3W/cm2, this ratio is 3.63.

The ratio between the TDM modes departs from these conceptual weightings due to the com-

bined action of the SPAD transfer curve and the respective TDM mode response curves (Sec-

tion 3.4.3) [178]. In Figure 5.7, the ratio between the Na = 4 and Na = 1 modes changes,

increasing above a factor of 10 at the centre of the PTC. This action can be investigated using

modelling of the different TDM modes in Section 3.4.3.

The fundamental number of devices within a pixel grouping gives a factor of NTDM = 4. The

ratio between the modelled maximum counting rates, Fmax, of Figure 3.4 at the centre of the

modelled PTC, is 2.2. This gives a combined ratio of 8.8, matched by the 8.8 ratio between

the modelled Na = 4 and Na = 1 SPAD+TDM responses (Figure 3.4). The ratio between

experimental values for the Na = 4 and Na = 1, slightly exceeds that of the numerical model.

However the action of the temporal coincidence probability (Equation (4.2) and Figure 4.14),

creates a further non-linearity over the optical range. For the Na = 1 mode, the unresponsive

switching time between SPADs also creates a slight sensitivity loss, moving the modelled ratio

of 8.8 closer to the measured ratio of 10.

PTC: Affect on Communications

For communications, the photon transfer curve indicates trade-offs between the photon count-

ing sensitivity and the noise benefit of time division multiplexing (Figure 5.7). For optimal

response and low noise, only pixels that contain high DCR SPADs should be assigned the

lossy TDM modes, with the highest noise devices turned off. Combining different pixel modes

depending on the noise rates may alleviate the receiver DCR noise floor and temporal noise

caused by after-pulses, when using OOK with 100% extinction ratios (Section 2.3.3). This is

explored in the next experiment, using the design for test functionality included on the chip.
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Array Signal-to-Noise Ratio (SNR)

Turning to the achievable SPAD-array signal-to-noise ratio [2, 3] (not yet including ISI etc),

the level of noise in the system directly impacts the receiver bit error rate [1, 14, 36, 62]. The

SNR defines the ratio of the signal to the noise amplitudes at the sampling instant [1, 2, 35, 36].

Here however the receiver uses an integration (Equation (3.4)) [35, 73, 113]. As the BER looks

at the probability that a transmitted zero is incorrectly received as a one [1], the integral of the

noise must be below the OOK threshold, Nth [2, 3, 103].

The SNR can be improved by removing known high noise devices from the summation tree

[70, 77, 208]. Here the SNR is explored as the ratio of the peak achievable count rate to

the variation of the DCR, after-pulsing and ambient light noise rates [176]. The maximum

count rate includes the effective fill factor reduction, as it is the maximum count rate of the

currently enabled rather than total SPADs. The absolute DCR represents an unwanted signal,

indistinguishable from photon counts, which acts to reduce the available counting time [52,

59, 75, 141, 165, 176]. However the noise, being the variation of that level, is also important

[1, 49, 163, 176]. The SNR is defined here using Equation (5.1) [176].

SNR =
Signal

Noise
=

Signal
√

σ 2(DCR)+σ 2(A f terPulse)+σ 2(Ambient)
(5.1)

For the readout circuitry used, the after-pulsing of SPADs within the array could not be mea-

sured. In Figure 5.8, the sorted DCR distribution of Chip01 (Figure 5.6) is used. However it is

assumed that a) after-pulsing is much lower than the DCR, b) that no ambient light is present,

and c) the receiver-only performance is being assessed, thereby assuming a 100% transmitter

extinction ratio [67]. This may be an ideal case, however it allows investigation of the SPAD

turn-off functionality [70, 77, 208] using measured DCRs without requiring measurement of

the after-pulsing of each SPAD.

The SNR is assessed as contributions from the ordered set of Chip01 are sequentially added

(Equation (5.2)). SNRi represents the noise of the sum of SPADs currently turned on, to the

total theoretical maximum, Cmax, for that set. This is expressed by the iterative SNR, where

i ∈ (1,2, · · · ,1024) is the number connected to the output. Calculating the SNR in this manner

for different numbers of turned on SPADs, allows which and how many SPADs from the

ordered set should be used. A similar method could be used with regard to photo response

non-uniformity [81], selectively removing low-PDE SPADs to maximise SNR.

With the dead time based on the number of detections required and the data rate (Section 3.3.2),

a SPAD is assumed to be fully utilised when obtaining symbol detections. Further, as mentioned

(Section 2.7.3), it may not be possible to scale the dead time with data rate to allow operation

within the linear PTC region. As such, the maximum signal, Cmax, is used. Figure 5.8 plots
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the SNR (blue trace) against the theoretical total output count rate. For completeness, the

population turned on is also given. Equation (5.2) uses 20log10 as both the maximum number

of counts per second and the number of dark counts per second, are amplitudes rather than

signal powers.

SNRi = 20log10





(

i

∑
j=1

(

1

τd

)

j

)(

i

∑
j=1

DCR j

)− 1
2



 (5.2)

The SNR increases as low noise SPADs are turned on, due to the low dead time, (assumed to

be equal for all SPADs), increasing the theoretical maximum counting rate more rapidly than

the noise of the sum of low-DCR SPADs. The SNR decreases as the high DCR devices are

sequentially turned on. However turning off the high noise devices still allows a maximum

count rate in excess of 2x1010cps. The maximum SNR of 157.1dB is reached at a count rate of

4x1010Hz. This turns off an unacceptable 618 of 1024 SPADs, severely reducing the fill factor.

With SPAD noise yield increasing past 95% [53, 56, 181, 216], this unacceptable number of

turned off devices must be reduced to maximise the fill factor and therefore the counting rates.

Other SPAD arrays have shown poorer low noise yields between 60–80% [154, 217], increasing

the number of turned off SPADs needed.

For optimisation, the proportion of devices that must be turned off, to maximise both SNR and

Cmax needs to be estimated. To prevent a low fill factor, the higher count rate intersection with an

SNR specification should be chosen. This specification can be derived from the required error

and symbol rates [1, 14, 36]. Assuming an example required SNR ≥ 153dB, the maximum

SNR value could be taken. However this example specification can also be met at the higher

count rate of 8.8x1010, operating at the extreme right of Figure 5.8, with SNR of 154.7dB and

only 140 SPADs turned off. This analysis, has only investigated the effect of turning SPADs

off. Using the Na modes to selectively weight Pixels, may offer other advantages. This however

must be investigated with respect to fill factor, SNR, count rate, after-pulsing and the impulse

and step responses.

Conclusions from Static Array Performance and Reconfiguration Experiments

In this section, the photon transfer curve has been measured and the array signal to noise ratio

has been investigated. The PTC directly impacts the sensitivity of a communications receiver,

and depending on how the receiver is used, may present issues for the recovery of accurate data

steams. The saturation or paralysis behaviour, indicates that the dead time should be designed

to be lower than that estimated in initial modelling, although as mentioned this may be difficult

to scale for higher data rates.
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Figure 5.8: The SNR (dB) and the turned on population of Chip 01 with respect to the
theoretical maximum count rate. A constant input optical power is assumed, with each
SPAD operating at its maximum counting rate.

The design for test functionality included on chip allows the signal-to-noise ratio to be op-

timised. This is particularly useful when the likely SPAD DCR is unknown prior to device

fabrication, as was the case with this design. Specifically, such functionality may be critical

if the mean DCR is particularly high and if the yield is particularly poor (as demonstrated

by initial fabrication wafers). The outcome of this for communications, acts to highlight the

advantage of SPAD integration with CMOS digital logic. Future work could, if found to be

advantageous, automatically optimise a receiver chip to optimise performance in the short term.

Meanwhile, SPAD and process research on lowering the mean DCR and increasing the yield

can be performed in the longer term.
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5.2.4 Time Dependent and Other SPAD Performance

So far, experiments have concentrated on the time-invariant performance characteristics. In this

section, temporal characterisation is begun prior to further time-based and communication-

based experiments in Chapter 6. The section first discusses the after-pulsing probability, as this

may contribute to elevated receiver bit error rates.

While not strictly time dependent, the later portion of this section briefly discusses other

measurements that were performed. This includes the photo-response non-uniformity which

acts to spatially change the photon detection efficiency over the optically active area, thus

modifying the receiver sensitivity. SPAD to SPAD cross talk is also discussed, however the

role this has on communication performance is difficult to ascertain.

Measuring The After-Pulsing Probability

An understanding of after-pulsing is required as it could act to create a form of inter-symbol

interference. The after-pulsing was measured in a low ambient temperature, dark environment

with two methods used over a selection of devices. In the first method, the histogram of the dark

count inter-arrival time was used to observe after-pulses over a 1µs window. After pulsing, is

observed as an increase above normal exponential inter-arrival time, and is only visible, for one

particular SPAD, in the first 10–20ns after the SPAD has recharged, as shown between 1.5x108

and 3x108 in Figure 5.9.a. This, along with the autocorrelation method [75, 128, 172], is useful

when assessing the influence of the dead time [75, 163].

In Figure 5.9.b, after-pulsing probabilities are presented for n = 12 SPADs using a second

method. This uses a correlated counting technique, counting secondary events that again occur

within a 1µs window after an initial count. This gives an estimated mean after-pulsing rate of

0.9%, and a standard deviation of 0.85%. A minimum of 0.1% was observed for devices four

and ten, while device nine showed the maximum after-pulsing probability of 2.6%.

Due to the construction of the main array, only after-pulsing measurements from a limited

number of SPADs could be performed. These used SPADs positioned within the test cells

towards the edge of the array (Figure 4.31), although care was taken to ensure the same circuitry

was used for quenching the SPAD. The small number of tested SPADs limits the conclusions

that can be drawn numerically from the overall mean and standard deviation [116]. However

qualitatively, a low after-pulsing distribution may be caused by SPADs without silicon traps

[76], while the few above average after-pulsing SPADs may indicate a separate distribution

that includes one or more traps.
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Figure 5.9: Measured inter-arrival histogram of the dark count rate of a SPAD on Chip
01, and the measured after-pulsing probabilities of 12 separate SPADs.

Pixel TDM Mode After-Pulsing Mitigation

Test cells can be used to investigate the affect of Na mode on after-pulsing. Table 5.3, gives

the after-pulsing rates of four SPADs within a Pixel. To avoid temporal co-incidence, P(TC)

(Section 4.5.8), the after-pulsing rates were measured directly using buffered versions of their

full width pulse. For validity a large number of pulses were captured, however even with the

highest after-pulsing SPAD, only 41.6k after-pulses were obtained (Table 5.3).

SPAD P(ap) Total #Counts #APs DCR (Hz) P(E|DCRn)

1 2.6% 1.6M 41.6k 630 0.2

2 0.1% 4.3M 4.20k 1871 0.6
3 0.5% 3.1M 14.8k 205 0.1

4 0.2% 4.0M 9.16k 187 0.1

Table 5.3: Test Pixel Internal SPAD After-Pulsing Rates

In Figure 5.10, the normalised natural logarithm of the inter-arrival histogram is presented for

each of the SPADs. In this figure, the time scale is such that the straight line of the DCR inter-

arrival, is not visible. This figure only shows the after-pulsing straight line and transition to the

lower gradient DCR line. This implies that the straight line for SPAD3 is after-pulsing only,

until ≈ 100ns, when it becomes flat. Due to the windowing technique (1µs), the likelihood of

a dark count within this time is low (≈ 2x10−2%), hence the asymptotic drop towards zero

probability at higher pulse inter-arrival times.

In Figure 5.10, each SPAD exhibits a linear region before transitioning towards the linear line

expected for the dark count inter-arrival time. SPAD1 has a different after-pulse emission time.

This may indicate a second trap within the multiplication region. Overall, for most of the

SPADs, the after-pulsing contributes a temporal noise component over an approximate 250ns
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Figure 5.10: After-pulse inter-arrival times for the four SPADs within the test Pixel. The
natural log of count inter-arrival time renders ’n’ distinct straight lines. The principal line,
due to the log of the exponential inter-arrival of dark counts, and a second or third line for
the after-pulsing inter-arrival time.

time scale (approximately 10–25bits at 100Mb/s). Increasing the dead time can reduce the

influence of after-pulsing [176], however this also reduces the count rate, and therefore the

detections per symbol.

Table 5.4, presents the measured and theoretical P(ap) over three modes. The theoretical

model, Equation (4.8), estimates the after-pulsing values with reasonable accuracy given mea-

surement error (0.806% vs. 0.792%). The pixel after-pulsing output, P(ap)px, of Na = 4, is not

the simple summation of the individual SPAD after-pulsing rates, which would be ≈ 3.76%.

Instead P(ap)px has been dominated by the relative DCR of SPAD2 (Table 5.3).

Likewise Na = 1 and Na = 2, show a decrease in P(ap)px, improving inter-symbol interference

issues. As SPAD2 shows, (Table 5.3), a high DCR device may have low P(ap), however this

is uncommon and will be dependent on if a trap is present. For this SPAD, the DCR is much

lower than the mean DCR (≈ 1870 vs. ≈ 7250cps), and it has a below average after-pulsing

probability (≈ 0.1% vs. ≈ 0.9%). As such, this SPAD may not contain a trap, but create dark

and after-pulse counts through other mechanisms [26, 52, 59, 76, 123, 143].

Na P(ap)px Total #Counts #APs Theory P(ap)px

4 0.806% 5.56M 44.8k 0.792%

2 0.15% 5.30M 7904 0.150%

1 0.032% 3.69M 1224 0.040%

Table 5.4: Test Pixel P(ap)px for different Na modes.
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For Table 5.4, the values will include measurement error for the constituent SPAD after-pulsing

rates, rounding errors in calculation and the assumption of a finite fixed temporal co-incidence

probability. P(TC) is estimated for Na = 4, using the ratio, P(TC)≈ Sum DCR−Measured Na=4 DCR
Sum DCR

.

The after-pulsing probability of the Pixel output under the different Na modes will also include

measurement error, as will the DCR values previously obtained (Table 5.3).

In Figure 5.11, the after-pulse inter-arrival histogram is shown for different Na modes. The

normalised natural log Na = 4 histogram, shows a similar shape to those of the constituent

SPADs (Figure 5.10). Here, each has been normalised to the same maximum value. Any

variation in the straight lines obtained when taking the natural log of the exponential inter-

arrival time, indicates modulation in that inter-arrival time.
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Figure 5.11: After-pulse inter-arrival times for the three Pixel Na TDM modes. The Na = 4

mode shows a reduction in the number of after-pulses similar to measurements of the
individual SPADs. The two TDM modes however gate the SPADs at a frequency dictated
by the counts per loop and the relative dark count rates.

For Na = 1, the initial peak has been removed, however the inter-arrival has become frag-

mented, shown by the rapid oscillation in P(ap)px. This is expected given the time gating

effect caused by the pixel state machine. Na = 2, shows a similar lack of initial peak, however

the modulation in inter-arrival probability has been reduced in line with the reduced frequency

of state machine iteration. The non-normalised data shows a significant reduction in the overall

levels of after-pulsing in each mode. This is in agreement with the numerical values within

Table 5.4.
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Based upon the analytical model (Equation (4.8)) that has been matched to experimental values

in the section above (Table 5.4), as the frequency of state machine iteration increases when the

optical flux increases, the overall pixel after-pulsing probability may be suppressed further.

Four factors may become involved:

• An increase in the number of avalanches increases the number and periodically refreshes

carriers within trapping centres,

• A decrease in the overall enable time, Tenb that is available for an after-pulse to create an

avalanche will result as photon arrivals remove each SPAD for a period, τd ,

• An increase in the speed of TDM state machine iteration, will gate the after-pulse lifetime

into smaller separate enable periods. As each slice is short, the probability of an event

due to an after-pulse will decrease, while the probability an event is caused by a photon

increases with the incident optical power.

• Uniform optical flux will give a uniform distribution of event probabilities. Rather than

being the relative probability of an event given the DCR, P(E|DCRn), it will become

weighted by the relative probability given the optical flux per SPAD, P(E|Ψn). And

hence will tend to become the simple summation of gated after-pulsing probabilities.

Other Array Characterisation Experiments

As shown by the BER model (Section 3.2), if the standard deviations of N0 or N1 are increased,

the BER also increases [2, 3]. As the SPAD array presents the summation of a set of SPADs,

as either a single channel (NSPAD = 1024) or 16 separate channels (NSPAD = 64), variation of

the received counts from different SPADs may act to increase the width of the ideally Poisson

output distributions [2, 80].

To assess this possible increase in the BER, other array characterisation experiments were

performed including assessment of the photo-response non-uniformity (PRNU) [81] and pixel

to pixel cross talk [57]. Despite the possible factors that can influence PRNU, this was measured

to be ≈ 2%, indicating that it will have a negligible affect on the BER. The overall level of cross

talk was also negligible in a measured device, suggesting little affect on the receiver BER and

sensitivity power penalties.

Conclusions from Time Dependent and Other SPAD Performance Experiments

The after-pulsing probability from the summation of multiple SPADs may impact the achiev-

able BER through receiver inter-symbol interference. This section has measured the after-

pulsing and shown how the TDM modes of the pixels can be used to reduce it. One method to

reduce the after-pulsing probability is to increase the dead time, however this solution is not

suitable here as it limits the maximum counting rate of the SPADs and therefore the maximum

achievable detections per symbol.
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Two other array characterisation experiments are also discussed, however these are shown to be

negligible, thus reducing their possible affect on receiver performance. The characterisation and

in particular time-dependent performance of the SPAD array is continued in the first sections of

Chapter 6. However prior to that, the next section aims to model the performance and photon

transfer curve of a single SPAD.

5.2.5 Conclusions from Low-Level Receiver Characterisation

The low-level characterisation above has briefly investigated three main themes important for

ascertaining the communications performance of the SPAD-based receiver. These included

power supply issues, static SPAD and array performance and time-dependent characteristics.

The aim of this, is to have knowledge of the presence or magnitude of an effect prior to

communications experiments performed in the next chapter. For example, the photon transfer

curve directly impacts the receiver sensitivity, while the after-pulsing probability should ideally

be known in order to separate effects that contribute to the receiver impulse response.

The results here, indicate this first generation prototype requires further work to become fully

optimised for the targeted VLC application. In particular, the clock distribution network con-

sumes a significant proportion of the device power budget, while variability in the passive

quenching dead time may contribute to the BER. Likewise, the dark count rate is higher than

expected, reducing the prospects for increasing the receiver sensitivity. In the next section, the

photon transfer curve and a possible competitive iteration at the SPAD level is modelled.
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5.3 Modelling the SPAD Sensitivity

In this section, the responsivity of a single SPAD is modelled. This gives insights into the

operation of the SPAD for use as the optically sensitive device in high-sensitivity receivers

[67]. The technique, establishing dead time specifications, assumed that all SPAD counting

resources were used (Section 3.3.2). These are discrete slots, each the length of the dead time,

that are available within a finite counting period. Reducing the dead time further than this

requirement allows operation within a linear region, but may present a problem for design

depending on after-pulsing trap lifetimes or capacitive recharge time constants [49, 76]. Due to

this estimation methodology, operation near the saturation region of the SPAD transfer curve

is of interest. As such, the model presented aims to assess the noise level and SPAD SNR once

competition between photons, dark counts and after-pulses have been included.

5.3.1 SPAD Photon Transfer, Count Competition and Noise Modelling

A simple model, including input photons, Nphotons, photon detection efficiency, PDE , fill factor,

FF , after-pulsing, P(ap) and dark count rates, DCR, can be used (Equation (5.3)). This is

appropriate under some circumstances, however it does not account for the finite dead time,

which is assumed to be zero. The model also assumes that photons, dark counts and after-pulses

can be separated, which while achievable with careful experimentation, cannot be performed

during normal operation. As the cause behind an avalanche is a carrier within the multiplication

region (Section 2.6), which of the three (photons, dark counts or after-pulses), that causes an

avalanche cannot be determined [26]. Further, a photon arrival and after-pulse (or a dark count

and after-pulse) are not statistically independent [49]. For a model such as Equation (5.3), it is

difficult to investigate the affects of a particular parameter on the count or noise rates, as certain

relationships, particularly the dead time, are not adequately included. Separability of affecting

phenomena, can lead to increased understanding, as such a second model tries to allow better

investigation of the parameters when the dead time is included. In Equation (5.3), PDE(λ )

represents the effective PDE at a particular wavelength, λ , while ∆T represents the time period

over which Ncounts are collected.

Ncounts = [1+P(ap)](PDE(λ ) Nphotons(λ ) FF +DCR)∆T (5.3)

Equation (5.3) can be expanded to include the dead time, τd . This can account for a contention

between photon, dark count and after-pulse events when each creates a short unresponsive

period [120, 183]. As the dead time decreases, a new model (Equation (5.5)) will tend towards

the ideal simple model of Equation (5.3). However at high counting rates, the dead time

will prevent the separability, independence, and static contribution assumptions being used

in Equation (5.3).
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Starting with the arrival of a photon, the detector is unresponsive for a finite period, τd . When

using an active circuit, τd represents a period in which Vex = 0V. Fundamentally, no other

avalanches can occur [26, 49]. This is assumed to only block further photon detections [49,

127, 133, 163], however the thermal generation of an electron-hole pair, i.e. a dark count, or

the release of a trapped carrier, i.e. an after-pulse [26], will also be prevented from causing an

avalanche [120, 183].

The arrival of a photon when actively quenched always predicates loss of a photon, dark count

or after-pulse if one occurs during the dead time. In the passive case, events are still lost,

however this occurs in a time dependent manner depending on the recharging constant of

the device [211]. This creates competition at higher count rates, in which photons prevent

dark counts or after-pulses, dark counts prevent photon counts or after-pulses and after-pulses

prevent photon counts or dark counts. This has been explored numerically using Verilog-A in

[183, 211] and a statistical jitter and avalanche build-up model in [120]. This is modelled using

an enable time, Tenb, as a proportion of ∆T . An avalanche induced dead time will remove a

short period, τd , from ∆T . The time in which a SPAD is in its enabled receptive state, is then

given by Equation (5.4).

Tenb = ∆T − [(1+P(ap))(ψact +DCact)(τd)] (5.4)

P(ap) is the after-pulsing probability, assumed to be static with optical power and τd is the

dead time, assuming active quenching. ψact and DCact are the actual number of photon and

dark count detections respectively, along with the number of actual output after-pulses which is

modelled explicitly using APact = P(ap)(ψact +DCact). However these are intermediate output

values of Equation (5.4) in a time ∆T , and must be corrected for the action of competition

between them. This is rather than the ideal input values that would be calculated using incident

optical power, fill factor or carrier generation rate at a specific temperature [26].

A regression can be made back to the input values, ψ0, DC0 and AP0 prior to the action of

competitive interaction. The final counts Ncounts, including competitive interaction and the finite

dead time, is then given by Equation (5.5). For example 90 photons may be detected, however

due the competition between these and other events, the detection of 10 other incident photons

may not have occurred. The input incident photon rate would then be 100 photons.

Ncounts =

(

∆T

1+(1+P(ap))(ψ0 +DCR0)(τd)

)

(ψ0 +DCR0)

+

(

∆T

1+(1+P(ap))(ψ0 +DCR0)(τd)

)2

(ψ0 +DCR0)P(ap)

(5.5)
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To check the validity of the model (Equation (5.5)), the simple and competitive models are

compared with experimental results for the photon transfer curve in Figure 5.12.
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Figure 5.12: Count competitive and simple addition models for the photon transfer curve.
The fitting parameters are: λ = 450nm, PDE = 23%, FF = 2.4%, P(ap) = 1%, τd = 16ns,
DCR = E(DCRmeas).

The simple model, fits for low counting rates but departs at higher rates due to the assumption of

a zero dead time. The new model matches experimental results, shown in black (Figure 5.12).

This allows exploration of quantities unavailable experimentally, such as the proportion of

detections caused by dark counts. Figure 5.12 shows the idealised linear fit for the DCR noise

floor, and can be viewed as the assumption of a static noise floor over the optical range. The

ideal linear fit for the central region is also given. There is a departure of experiment at both

ends of the optical range, due to some uncertainty of fitting parameters such as the area of the

beam and the precise value of the PDE.
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5.3.2 Modelling The Dynamic Range of a Single SPAD

While the dynamic range is the ratio of maximum and minimum observable signals, it can be

expanded to be the observable signal at some optical bias. This is important for finite extinction

ratios common in optical sources or when dealing with a small signal modulation superimposed

on a continuous level [14].

Many SPAD, application independent, models [75, 163, 167] assume that the DCR and noise

floor
√

DCR, are constant over the optical range. This is understandable considering thermal

carrier generation [26], however this assumes the infinitely short dead time used in Equa-

tion (5.3) [163]. Non-communications applications of SPADs such as fluorescence lifetime

analysis [208] may use this assumption if the integration time of the count measurement is

much larger than the dead time, or if count rates are low in comparison to Cmax. However

for communications with short symbols, competition between photons, dark counts and after-

pulses, or operation near the maximum counting rate cannot be ignored. In [163] the dynamic

range of a SPAD is defined using Equation (5.6).

DRdB = 20log10

(

Cmax

rms(DCR)

)

= 20log10

(

Cmax√
DCR

)

(5.6)

This assumes, that the noise floor is static with increasing flux, and that at the point Cmax,

where a photon arrives just as the SPAD has recharged, that a dark count can still be detected

with the same probability [163]. This seems paradoxical as [163] also defines the maximum

count rate, Cmax =
1
τd

, putting the non-zero dead time into Equation (5.6) with a denominator

that assumes τd = 0. For a more suitable dynamic range definition, second order effects such

as after-pulsing, must be included, particularly in applications such as communications where

dead times comparable to symbol widths, are required [7, 61, 64].

In Figure 5.12, the competitive model is used to investigate DCR as a function of optical power.

It is not possible to measure this experimentally due to inseparability of counts, however with

close fitting to experiment, this shows a reduction in DCR as the flux increases.

In [216] the noise floor, in this case σ =
√

Photons+DarkCounts+A f terPulses, is shown

decreasing with optical power, just as the count rate starts to saturate and deviate from its ideal

linear fit. This is similar to that observed in Figure 5.12. The reduction in the combined photon,

dark count and after-pulse output signal noise can be explained, firstly if the DCR has fallen

towards zero. And secondly, if saturation at high counting rates forces the summation of the

SPAD dead times, i.e. Tenb, to be a significant proportion of the measurement. This gives little

room for photon number variation, exponential count arrival or counts other than photons. At

perfect saturation, the variation in output counts should therefore tend towards zero, and no

extra counts above the maximum can be detected, simply as Tenb is zero at that point.
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For dark counts, the reduction in enable time due to photon arrivals (∆T Ndetectionsτd), prevents

a thermal carrier from causing an avalanche when the photon flux is much greater than the dark

count rate (Equation (5.7)) [213].

Ncounts =
Ndetections

∆T − τdNdetections

(5.7)

At saturation, photons represent the highest probability of creating an avalanche. A thermal

carrier [26] is unable to create an avalanche as the detector is likely to be in its dead period

with zero bias [49]. Thus, the actual number of dark counts, DCact , when operating at some

light level is given by Equation (5.8). For the dynamic range at a particular point, this implies

that as the photon flux increases, the significant contribution to the noise floor switches from

the variability of the DCR to the photon shot noise,
√

ψact .

DCact = DCR0

(

Tenb

∆T

)

=
DCR0

(1+P(ap))(ψ0 +DCR0)(τd)

(5.8)

5.3.3 The Signal-To-Noise Ratio Of A Single SPAD

To define the SNR of a single-SPAD rather than an array of SPADs, Cova et al [75] include

the efficiency, η , along with the variation noise of the DCR, nd and photon rate, np, in a

period of ∆T (Equation (5.9)). This points to a definition that includes after-pulsing, photon

noise, correlation factors and DCR in order to obtain a reliable estimate. The hope is, that

this can begin assessment of the signal chain in order to estimate the BER. However as with

Equation (5.3), the model assumes a static DCR as the incident flux increases.

SNR =
ηnp∆T

√

ηnp∆T +nd∆T
(5.9)

With inclusion of count competition, a new SPAD SNR can be defined, starting from Equa-

tion (5.10). This will be the signal amplitude to the expected noise floor, as in the Cova et

al definition [75] (Equation (5.9)), but at that particular signal input level. This is important

as a modulated signal may not have a zero signal at the noise floor, but may instead be at

some level below the one signal (Equation (3.17)). The µLED transmitters used within this

project are assumed to use an extinction ratio of 100% due to their digital on/off drivers and

their prospective use in biological fluorescence lifetime analysis applications [96]. As such, the

SPAD SNR derivation below, will only be of use when the N0 level is not at the receiver noise

floor, as in the case of a finite extinction ratio.
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In Equation (5.10), ψact(ψ0) is the actual photon counts detected by a single SPAD, given some

input photon level, nap(ψ0) is the after-pulse contribution and DCact(ψ0) is the dark count rate

at that same photon level, ψ0. This assumes that each process, photons, dark counts and after-

pulses, is Poisson distributed, however like Staples et al [176], the noise fluctuations can be

described using the standard deviations, σ(ψact(ψ0)), σ(DCact(ψ0)), and σ(nap(ψ0)).

SNR(ψ0) =
ψact(ψ0)

√

ψact(ψ0)+nap(ψ0)+DCact(ψ0)
(5.10)

Including regression back to pre-competition values (Equation (5.5)), the competitive model

SPAD SNR can be defined using Equation (5.11). The relative significance of the input, shifts

from dark counts to photon counts as the photon signal, ψ0, increases. Once the SPAD has a

greater probability of firing due to photons rather than dark counts, the relative significance

shifts to the after-pulsing and photon shot noise terms. If the after-pulsing probability, P(ap),

is low, such as the ≈ 1% measured (Section 5.2.4), or if photon arrivals prevent avalanches due

to trapped carriers, then the SPAD SNR will be dominated by the photon shot noise,
√

ψ0.

SNR(ψ0) =
1

√

1+(1+P(ap))(ψ0 +DCR0)(τd)

(

ψ0
√

ψ0 +DCR0+nap0

)

(5.11)

While this is the SPAD SNR, for the 1024-SPAD array as a whole, the combined array SNR,

SNRarray including temporal noise, could be used to estimate the receiver BER [14]. This

however requires further work to estimate. As discussed by Sackinger [14], the conversion

of SNR to BER requires knowledge of the ratio between the zero and one amplitude and noise

levels. As such, this estimate needs further specification of the intended VLC application along

with estimation of the optical path, losses, optical components and packaging options for the

device. This however is too early to specify during design and testing of a first generation

prototype receiver.

The noise at a particular level, used in the above SPAD SNR to ascertain the ratio between

zero and one noise levels, becomes useful when combined with noise analysis of the signal

processing chain to estimate SNRarray. The BER, in the case that the mean noise of a received

one is much larger than the mean noise of a received zero, can roughly be estimated by

Equation (5.12) [2, 14, 103].

BER =
1

2
erfc

(

√

2 SNRarray√
2

)

, if noise(1) ≥ noise(0) (5.12)

The translation of SPAD SNR (Equation (5.11)) to Array SNR (SNRarray) requires further

modelling to include SPAD grouping effects and temporal noise sources. In particular this must

include DCR, PDE and P(ap) variation over the 2D array, SPAD time division multiplexing,
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SPAD to SPAD cross talk, the affect of high-noise SPAD removal and the combined effects of

receiver inter-symbol interference mechanisms such as the receiver impulse or step response.

Vitally, the array SNR cannot be modelled or represent the likely BER correctly, until temporal

effects such as the µLED bandwidth, receiver impulse and receiver step responses have been

measured and modelled. As such, estimation of the BER is deferred to Chapter 6 where, a)

the impulse and step responses are measured, b) the experimental setup for communications

experiments is discussed, and c) any deviation of the µLED away from the assumed 100%

extinction ratio, dictated by the digital CMOS driver circuits, is assessed and quantified.

5.3.4 Conclusions from Modelling the SPAD Sensitivity

In this section, modelling has attempted to redefine the SNR of a single SPAD. This has been

done as previous SNR estimation models made a number of assumptions that may not have

been suitable for communications. Here, the competitive interaction between photons, dark

counts and after-pulses is included, as is provision for the SNR as evaluated at a particular

optical bias point. This is akin to differing voltage amplifier SNR performance depending on

where on the transfer curve the input signal is biased.

With the base competitive model fitting the experimental PTC, the SNR model suggests that

the dominant noise changes depending on the optical input. At low optical power, the DCR

dominates. As the optical power increases, the dominant noise source switches to the photon

shot noise. This suggests further effects that may change the performance of a receiver that

uses a SPAD array as the optical element. The outcome of this section is therefore a SNR

definition that could, with further modelling, be used during the specification stage of a second

generation receiver. This would be particularly useful, along with the models within the next

chapter, if clearer specifications of the intended application are also included during the initial

design phase.

5.4 Conclusions

This chapter described characterisation of the 32x32 SPAD array (Table 5.5). This allows

knowledge of effects that may impact communications performance, before on-off key signals

are sent to the CMOS receiver.

In the first section, the power draw with clock frequency and optical flux were measured.

This implied that clock distribution consumes a significant amount of power, indicating room

for optimisation in future receivers. The power draw due to photon detection is lower than

expected, prompting further investigation into possible power supply non-uniformity and ripple

issues.
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The first section also measured the dead time, which limits detections per symbol and the BER.

Active quenching has a tighter distribution which, through modelling, has been shown to be

advantageous in reducing some of the variability of the detected photon flux. Thus a modified,

accurate dead time circuit may be helpful in reducing the BER towards the quantum limit. The

transmitter extinction ratio is likely to be the dominant factor in practical µLED links, however

DCR measurements investigated the theoretical noise floor when using ideal OOK modulation

(Section 2.3.3).

As a prelude to receiver sensitivity estimates in the next chapter, the array responsivity was

investigated using photon transfer curves. These directly impact the communications receiver

sensitivity and can include non-ideal effects such as count paralysis. This was later modelled

implying that the detected noise rate may change with incident optical power.

In the next chapter other effects such as the transient responses, are explored along with com-

munication experiments using a µLED device, on-off key modulation, and a visible wavelength

(Blue at 450nm), suitable for VLC application.

Device Property Value Conditions

DVDD Leakage Power ≈ 500µW Zero SPAD Activity

and CLK ≤ 1MHz

DVDD Leakage Power ≈ 450µW Minimum SPAD Activity

and Zero Clock

SPADDVDD Leakage Power ≈ 70µW Minimum SPAD Activity

and Zero Clock

Max Clock Distribution Power ≈ 20mW Zero SPAD Activity

and CLK at 100MHz

Max AQ DVDD Power ≈ 12mW Maximum SPAD Activity

and Zero Clock

AQ Dead Time Range 10–250ns Using V (DTCT RL)

PQ Dead Time Range 5–200ns Using V (DTCT RL)

Base AQ Mean Dead Time 13.5ns Sim = 11.5ns,

V (DTCT RL) = 0V

Base PQ Mean Dead Time 23.1ns Sim = 20.3ns,

V (DTCT RL) = 0V

V (DTCT RL) Tuning Range −900 to +800mV

DCR (ALL SPADs) Mean = 7.27kHz At 16◦C

- Median = 2.5kHz At 16◦C

Photon Transfer Curve Cmax = 6.5x1010cps TDM Mode Na = 4

- Cmin = 6.6x106cps TDM Mode Na = 4

After-Pulsing, P(ap) mean(P(ap)) = 0.9% 1µs Window, 12 SPADs

Table 5.5: A short summary table of the main results discussed within this chapter.



Chapter 6

High Level Characterisation And

Communication Results

6.1 Higher-Level Characterisation Overview

Higher level characterisation of the SPAD array, along with communications results with a

visible light µLED [23, 24], are presented in this chapter. This allows some assessment as

to the effectiveness of the techniques used to improve the receiver sensitivity, leading to the

conclusion that while data can be received with such a receiver, some restrictions will be placed

on the data rates and performance achievable with this first generation prototype. The funding

project [65] specified On-Off Key modulation, the receiver designed here is therefore only

suitable for this technique. Other modulation types such as multi pulse amplitude modulation

(M-PAM) or pulse width modulation (PWM), require only a slight change in the concept [1].

For realistic communication systems, the measured impulse and step responses may limit the

receiver, degrading the achievable BER for the target data rate. These will act to compound

any effects from the transmitter device (such as the extinction ratio) or the optical channel, and

are therefore important effects to assess for technology scalability. Both of these are measured

in the first section of this chapter. The aim here is to evaluate the receiver performance only,

independent of the transmitter device. Doing so allows the concept, that of three combined

sensitivity enhancement techniques, to be evaluated. This is similar to recent feasibility studies

of multiple SPAD detectors for communications [67], where the extinction ratio requires an

increased optical power, i.e. a power penalty, to retain correct operation.

As discussed (Section 3.4), lowering the dead time can allow operation within the linear region,

although this can also cause issues with data rate scaling. A step response model suggests an

advantage to lower dead times, that of better settling characteristics. Together, the dead time

and the step response indicate future work necessary on dead time scaling and reduced after-

pulsing, both of which are necessary before commercialisation of the technology.

In Section 6.4 communication results between a single µLED and the SPAD-based receiver,

first investigates an ideal zero ambient light case. This uses a large modulation in the received

number of photon counts per symbol and may be more of a proxy for visible communications

within polymer optical fibres. Complementing the transient and communications results, the

135
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bit error rate is estimated. With sweeps of unmodulated optical power and the simple BER

model [3], the error rate only due to the receiver continuous wave response, can be found. The

analysis of the BER is then extended [3] to analyse effects in realistic systems. This takes a

multi-modal model of the received bit distributions.

To conclude, important performance issues are discussed with respect to communication link

designers, modellers and future designs. To aid in this discussion, figures of merit are used

to compare the receiver with prior art. The receiver is shown to perform favourably, although

being a first generation, there is room for improved performance and further characterisation.

6.2 Measurement Of The Receiver Transient Response

The response of a system to an impulse or step is important for understanding its behaviour

[1, 14, 36]. A SPAD gives a fast response [121, 125, 127], however the extent that one sym-

bol interferes with proceeding symbols is critical [14, 36]. Here the transient responses are

measured over optical intensities, dead times, pixel configurations and quenching modes.

As symbol widths decrease, the transient response causes inter-symbol interference for more

symbols [14, 36]. At 100Mb/s the transient may only affect a few subsequent bits. However the

scalability of a technology to higher data rates, such as 1Gb/s, is important if the technology is

to fit with the overall increase in bandwidth demand [11, 12] (Section 1.1).

6.2.1 Transient Experimental Setup

Blocks of memory on the testing FPGA [222] obtain data from the receiver. For this experiment,

the memory allows a programmable flag to be raised once a certain amount of data has been

obtained. Firmware and software modules save a frame of data while triggering a laser pulse.

By repeating this, the average transient response can be calculated.

For the impulse response, a 53ps, λ = 442nm pulsed laser was used. This was replaced for the

step response with a λ = 840nm continuous wave laser, that allowed triggered activation. While

jitter of the trigger was observed, measurements with incorrect acquisition were removed.

The results plot the mean, maximum and minimum of multiple transient experiments. For

impulses, a double exponential is fitted, allowing comparison across parameters using the decay

constant. This is the time for the fitted curve to reach 1
e

of the maximum. The clock speed was

set to the maximum of 100MHz, which limited the experimental time resolution.
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Figure 6.1: Data acquisition and output timing diagram for impulse and step response
experiments. The FPGA on the testing PCB controlled the triggering of a laser using a
programmable flag. This allowed the impulse or step response to be measured, but also
allowed measurement of the output immediately prior to the laser trigger.

6.2.2 Impulse Response under Optical Intensity Variation

To obtain the specified BER (Table 2.1), a quantum limit optical power, optical extinction ratio,

([1] page 207), SNR [14] and N0 to N1 separation, assuring the correct number of received pho-

tons is needed [2, 3, 14] (Table 3.2 and Equation (3.1)). This is exponentially dependent upon

the required BER [14] (Section 3.2), and linearly dependent upon the detection efficiency [3].

To optimise communication efficiency, the receiver sensitivity, along with the properties of the

transmitter and channel, are used to assess the amount of light necessary, i.e. a communications

power budget [1, 14]. Transmitting optical powers greater than this budget allows a lower BER

than specified [2], but does so with increased energy consumption [2, 14].

As inter-symbol interference can determine technology scalability, the impulse response is

measured against different optical powers. At low powers (i.e. high BERs such as 1x10−3 [2])

only a few SPADs will fire, causing low probabilities of after-pulsing in subsequent symbols. At

high powers (i.e. low BERs such as 1x10−12 [2]), almost all SPADs will breakdown. This gives

a large number of filled traps and consequently larger after-pulsing probabilities in subsequent

bits [49, 76, 123, 174]. Additionally, an increased number of photo-generated electron-hole

pairs may occur within the SPAD guard ring, Sub-Pixel circuit and other areas of the substrate

[26], due to the optical window needed for the SPADs (Figure 4.2). This may contribute to the

impulse response and intrinsic bandwidth, as seen in CMOS photodiode receivers [31, 33, 44].

Figure 6.2.a shows impulses using active quenching and a globally set Na = 4 mode. The quoted

optical power is measured separately with the average power measured when the laser is set to

a 100MHz repetition rate. The optical energy per pulse is then calculated using the ≈ 1KHz

repetition rate of the experiment.
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(a) Low optical power of 4.78µW
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(b) High optical power of 530µW

Figure 6.2: Transient responses at 4.78µW and 530µW optical power (τd = 13.5ns). Both
plots show a typical impulse response shape with an increase in the fitted time constant as
the optical power of the laser pulse increases. Shown with the mean impulse response of
multiple runs in blue, are the maximum and minimum impulse responses recorded, along
with the double exponential fit (red curve).

In Table 6.1, an increase in decay constant is observed if the average optical energy is above

20fJ. Below this it decreases towards 1.9ns. With the average P(ap) across twelve devices,

found to be 0.9% at the average active quenching (DTCTRL=0V) dead time of 13.5ns (Sec-

tion 5.2.4), lower decay constants would be expected. For lower powers such as 1.25µW (trace

not shown), the exponential decay can be explained by a mean after-pulsing probability of

≈ 1%. This arises from values of 0.45 and 0.2 in the proceeding 10ns bins after an average im-

pulse response peak of 37 counts, giving an estimated full array total after-pulsing probability

of 1.2%.

For higher powers, the decay becomes longer than can be accounted for by after-pulsing. At

4.78µW, an after-pulsing probability of 23% would be required, this is clearly not the case due

to the measured low optical power impulse responses and native after-pulsing probability. This

effective after-pulsing probability is defined as the probability that would be needed to account

for the decay with after-pulsing alone. This increases with optical power to an effective after-

pulsing probability of 30% at 261µW and 37% at 530µW. As this cannot be after-pulsing,

some other mechanism, linked to incident power, must be contributing.
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Table 6.1: Transient response decay constant with measured optical power. Measured
values are the average decay constants from multiple runs, with erroneous runs removed
prior to analysis. The detection rate of impulses was 100%, with a repetition rate of ≈ 1kHz.

Optical Power (uW) Optical Energy (J) Photons per SPAD Decay Constant (ns)

@ 100MHz Rep Rate Per Pulse Per Pulse Time to e−1

1.25 12.5f 27 1.91

1.55 15.5f 34 1.89

4.78 48.7f 106 6.30

5.4 54.0f 118 6.70

110.1 1.10p 2393 7.01

205.1 2.05p 4458 7.88

261.0 2.61p 5673 8.70

271.0 2.71p 5891 8.87

530.0 5.30p 11520 10.41

1093 10.93p 23758 12.34

1417 14.17p 30800 14.79

The increase in decay constant could be explained by photo-generated carriers [31, 33]. After

the laser pulse and dead time, minority carriers could diffuse into the depletion regions creating

secondary pulses not related to trapped carriers. This is similar to intrinsic bandwidths [33] in

photodiode and avalanche photodiode receivers [26, 28, 31, 40, 48], where photo-generated

carriers reach the photodiode with a random delay, thus contributing to ISI [31, 33].

Photodiodes within CMOS have used approaches of in-substrate structures, similar to the Sub-

Pixel guard ring (Figure 4.2), to increase the intrinsic bandwidth [26, 33]. Future SPAD-based

receivers, must assess this contribution prior to device floor planning, with increased guard ring

structures [35] as appropriate, given that they can reduce the optical fill factor.
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6.2.3 Impulse Response under Active and Passive Quenching

The impulse response is measured under passive and active quenching with a pulse energy of

55fJ. Sweeping the dead time shows that with low values, the decay becomes longer. This can

be attributed to increased after-pulsing, or increased time available for secondary avalanches.

This is shown, when using dead time control voltages of −150mV, −100mV and −50mV,

which give decay constants of 5.67ns, 5.63ns, and 5.48ns respectively.
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Figure 6.3: Impulse response under active and passive quenching modes. Both
measurements use the same light level, the same experimental setup and the same dead
time of 13.5ns. The fitted curve (red) indicates only a slight change in the impulse response
decay constant. The light level used here is 5.4µW, when the laser was set to 100MHz
repetition rate. The energy per pulse (experiment run at ≈ 1kHz rep rate) was 54fJ.

In Figure 6.3 the response is measured at the same dead time (τd = 13.5ns) for both active and

passive quenching modes. The active quenching decay constant of 6.69ns reduces to 5.48ns in

the passive case. For the same dead time, the active circuit recharges the SPAD fully before the

passive quench, which is slowly recharging through its exponential RC time constant. Therefore

a carrier arriving shortly after the dead time will have a lower voltage and charge per pulse in

the passive mode and a correspondingly reduced probability of a second pulse [49].
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6.2.4 Impulse Response under Pixel Na Summation Modes

The impulse response is measured over different Na modes to understand the temporal affects

on ISI. In Figure 6.4, the response is shown for globally set modes of Na = 4 and Na = 1. In

Na = 4 (Section 4.5.6), the decay constant is 6.41ns. The Na = 1 mode shows a reduced decay

constant of 2.35ns. With after-pulsing and optically generated carriers being possible causes of

the response, the influence of the Na mode, may be caused by two effects:

• Firstly in Na = 1, there is a reduced number of SPADs that are able to fire upon laser

triggering. In this case, NSPAD

(

Na

NT DM

)

= 1024
(

1
4

)

= 256. This will lead to a reduced

number of traps being filled by avalanche currents, lowering the after-pulse contribution.

• Secondly, Na = 1 gates the SPADs once they have fired, only recharging them once the

TDM loop has iterated through all NTDM devices. As such, traps or carriers near a SPAD

are unable to create an avalanche. Recombination or release of trapped carriers [26]

during this period, gives a smaller probability of secondary avalanche once the SPAD

has been re-enabled by the pixel state machine.
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Figure 6.4: Impulse response measurements under different globally set pixel Na modes.
Despite a reduction in the overall detection probability, the Na = 1 mode shows a decreased
impulse response decay constant when operating under the same light level and experimental
conditions. The light level used here is 0.26mW, when the laser was set to 100MHz repetition
rate. The energy per pulse (experiment run at ≈ 1kHz rep rate) was 2.6pJ.
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6.2.5 Step Response under Optical Intensity Variation

This experiment assesses the transient inter-symbol interference between a transmitted one and

a second transmitted one, due to the receiver step response. If the step response acts to reduce

the detection efficiency, the distance between a received amplitude, N1 and the OOK threshold,

Nth may be reduced, giving an increased probability of error (Section 3.2). In Figure 6.5, the

step response is shown for a number of optical power densities. The most dramatic change is

in the steady state value. This decreases in comparison to the initial peak as the optical power

increases. For the upper most trace (6.75µW) the peak reaches 240 counts, the steady state

however is approximately 190 counts. This trace also shows a severe dip in the received counts

in the second time period (≈ 175 counts per symbol), i.e. the second ’one’ symbol after a

0 → 1 transition. Overall, the step response appears to improve if the expected count rate is a

small proportion of the total array counting resources. For example, for the 0.5µW trace at the

bottom of the figure, the steady state is very close to the initial number of counts, and the peak

and trough behaviour is minimal. As the number of detections depends on the optical power,

the influence of this can be removed by normalising the data to the steady state for each trace.

Doing this allows better comparison of how the form of the step response changes, i.e. the

relative sizes of the peaks, troughs and the settling time.
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Figure 6.5: Absolute count number (non-normalised) average step responses over optical
power. The peak and the subsequent ripple in the number of counts per 10ns symbol, gets
worse as the optical power increases. The response also decreases as a proportion of the
initial number of counts in the optical step, suggesting that the N1 distribution of an OOK
signal may become split into two, one main peak that represents the steady state for data
transitions such as 0 → 1 → 1, and a higher peak that represents the initial peak of the
step response for data transitions such as 0 → 1 → 0. This splitting is explored and shown
experimentally in optical communication experiments later in this chapter.
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Figure 6.6 shows the normalised step response with increasing optical power. The experiment

shows variation from one run to another, possibly due to the characteristics of the laser. The

validation process has reduced this, by not only removing runs with obvious jitter but also runs

that show unusually low count rates. Each trace has been normalised to its long term steady

state, thereby removing the large changes in the steady state. The normalisation approach

therefore gives an initial count value of 110, a normalised value of 1.1 for a steady state of

100. Figure 6.6 clearly shows a large change in the step response with optical power. For the

5µW step response, the peak is 29% above the steady state. This will give a separate peak in

data communication histograms depending on the data sequence (Figure 6.14). The following

data symbol shows a value 10% below the steady state. In comparison, lower levels such as

0.5µW steps, give peaks only 10% above the steady state, followed by a minimal trough. When

combined with the observation that the lower light level responses have a steady state closer to

the initial number of counts, any splitting of the N0 and N1 data histogram will be reduced.
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Figure 6.6: Normalised average step response over a sweep of optical power. Multiple valid
runs are used to generate each step response trace, with all traces normalised to their long
term steady state values. The peak and the subsequent ripple in the number of counts per
10ns bin, is highlighted in the inset zoom (50ns) after the start of the laser step.

At high light levels, the typical step response rise, settling time and over and undershoot are

seen. Beam powers were measured at a 12MHz repetition rate and 100ns optical pulse width.

This effectively produced a continuous wave source, as 12MHz gives a pulse start separation of

80ns. This was then used when calculating the power per pulse at the slower ≈ 1kHz repetition

rate of the experiment. A power of 1.05µW relates to an effective energy per 10ns interval of

10.5 f J.
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The incident power is difficult to ascertain experimentally. While all of the beam can be ensured

to be incident on the power meter, the beam diameter at the testing plane cannot be observed

directly. With 840nm light, a fluorescent viewing card must be used, however this gives too

high a variability in beam diameter to accurately calculate beam intensity.

The response at low power per pulse shows a small peak and obtains steady state within one

or two cycles. As the power increases (Figure 6.6), the initial peak becomes larger, increasing

towards 30% above the steady state (at 4.97µW). The settling time becomes longer, suggesting

optical powers must be moderated for low BERs. For the step response, there are three affects

that may be contributing to this behaviour.

1. If a readout clock is used such that integration periods are shorter than τd , then at the next

clock edge, a number of SPADs have broken down and not fully recharged. The available

pool of devices that can fire is reduced and the effective total sensitivity decreases. If the

dead time and integration time are comparable but includes dead time variability, at the

start of the next cycle a varying number of devices will have fired (Equation (3.2)) and

recharged (Equation (3.3)) [80, 116].

2. As the optical power increases, the probability that photons arrive closer to the start

of the pulse, rather than distributed within the symbol period, increases. This effect is

called first-photon bias, which is known to increase as the number of photon arrivals

increases [227, 228, 229, 230]. A large, almost instantaneous current spike will be seen

by SPADDVDD and VBD if this occurs. The ripple in the step response could be the

action of power supply variation, modulating the SPAD PDE . This was tackled through

on-chip grid-like power supplies with local decoupling used throughout.

3. With the avalanche creating a large number of carriers, a local heating effect may con-

tribute. This has been noted by a number of authors, albeit with large area diodes [140,

165, 176, 231, 232]. Thermal variation and modulation of junction breakdown voltages

has however been reported to be negligible [137, 144].

6.2.6 Step Response under Active and Passive Quenching

The step response with different quenching methods and a small sweep of the passive quench-

ing dead time is shown in Figure 6.7. For the same optical power (≈ 5µW), active quenching

shows a smaller initial peak, a steady state that is higher than the passive quenching case and

a faster settling time. This difference is key for the assessment of future designs, as active

quenching has already been linked to lower dead time variability (Figure 5.4) which through

modelling has been shown to be beneficial for the standard deviation of the N1 distribution, σ1

(Figure 5.5), and thus a better BER. However active quenching requires more electrical power

(Figure 5.2) and often reduces the optical fill factor in comparison to passive quenching, and

therefore must only be used if necessary. In the inset zoom of Figure 6.7, all five traces follow

the same peak then exponential fall to steady state, but the point at which they get to steady
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state changes. The two dead times for active and passive quenching become equal with PQ

DTCTRL ≈ −150mV , allowing direct comparison between the active and passive quenching

schemes. Active quenching settles at a steady state of 160 counts, while the passive case for the

same dead time settles at ≈ 125 counts per symbol. Further, a slight trough in the active case is

not present in passive quenching.

The small sweep in the passive quenching dead time, while only a small change in the steady

state, suggests that a lower dead time is required for fast settling and a steady state a higher

proportion of the number of input counts. The steady state changes between 113 counts per

symbol and 125 counts (a change of 12 counts per symbol) for a dead time change of ≈ 2.5ns.

A numerical and analytical model of the step response is presented in the next section to

investigate this, allowing general non-numerical estimation of the direction that should be taken

in the near future.
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Figure 6.7: Averaged absolute counts per symbol step responses for active and passive
quenching. Active quenching achieves a steady state value more quickly and with lower
under- and over-shoot in comparison to passive quenching. This complements the earlier
advantage of a low dead time variability, suggesting a trade off is needed when the power
use and fill factor are taken into account. Active quenching reaches a steady state of 160

counts per symbol, while for the same dead time, passive quenching only achieves a steady
state of 125 counts per symbol.

As with the sweep of optical power above, the step responses can be normalised to each of their

long term steady state values. Doing so allows better visual comparison of the relative size of

the initial peak in comparison to the steady state. In Figure 6.8 the traces have been normalised.

Active quenching has a peak 21% higher than its steady state, while the worst case (DTCTRL

= 0mV) passive quenching trace has a peak 72% higher than the steady state. The peak in the
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passive mode decreases as the SPAD dead time decreases, which is consistent with the overall

faster recharging of SPADs after they have broken down. The inset zoom shows the changes in

the step response in better detail. While it would be difficult to ascertain experimentally, there

is a large difference in the form of the active vs passive responses despite the same dead time.

This may be linked to the manner in which the SPAD is recharged. In particular, for the same

dead time, the passive case has a larger initial peak. This could be a product of the passive

quenching dead time variability, with some SPADs recharging either:

• early and hence breaking down again before the end of the integration, or

• late, giving a lower pool availability, and fewer detections within the integration period,

when at steady state.
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Figure 6.8: Normalised average step response in active and passive quenching. Active
quenching achieves a steady state value more quickly and with lower under- and over-shoot
in comparison to passive quenching. The slight reduction in peak amplitude and the time
to steady state is consistent with faster SPAD recharge as the dead time decreases.
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6.2.7 Step Response under Pixel Na Summation Modes

Both Na = 4 and Na = 1 show the typical step transient (Figure 6.9). The latter mode, shows

a smaller initial peak and a trough of much lower depth, highlighting a faster settling time.

With the Na = 1 TDM method, the pool of available SPADs is reduced in comparison to the

Na = 4 mode, to 256 (Section 3.4.1). Once a photon event occurs, the Pixel switches to the next

SPAD, meaning that the pool is again 256. The total detection efficiency is lower than Na = 4,

however the effective detection probability due to the step response alone, remains closer to

100%, despite the finite dead time.
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Figure 6.9: Normalised average step response over various Na modes. Na = 1 shows a faster
settling time and a smaller initial peak in comparison to Na = 4. The Na = 2 mode however
shows a slow over-damped response indicating it is impracticable for communications.

Figure 6.9 also shows an over-damped response for Na = 2. This takes longer to reach steady

state, indicating it is not suitable for communications. The mechanism behind this over-damped

response is unclear, however it may be related to double iteration of the state machine. To

reduce the step response issues of Na = 2, the average incident photon rate could be reduced.

This however is not a practical solution due to the increase in BER if the number of photons

required is not reached.

Drawing Conclusions from Measured Receiver Transient Responses

Both the impulse and step responses will contribute significantly to the overall performance

of the receiver as they operate over time scales similar to the intended 100MHz → 10ns time

period of a data symbol. This indicates an area that must be addressed through future work

before such a system is suitable for the application. In order to begin such an optimisation,

the next section discusses a model of the step response. This points methods whereby any step

response induced variability in the N1 signal, and therefore the BER, can be reduced.
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6.3 Modelling the Detector Pool Dynamic Response

The detector dynamic response (Figure 6.6 and Figure 6.8) can be modelled to investigate

the above measured transient issues, eventually feeding back to help the initial specification

modelling of a second generation receiver. Here a model for the step transient is presented

allowing further assessment of ideal parameters for the number of SPADs within a receiver

and the SPAD dead time. This is based on a pool of detectors. Initially, the receiver has a full

complement of detectors, all of which are available. At some time later, a number of diodes

have broken down, giving a number at the output. These have been removed from the pool, and

hence the effective detection efficiency, ePDE , for subsequent photon arrivals reduces.

Together with other models, for example the impulse response, the total ISI of the SPAD

receiver could, with further work, be estimated prior to design. This section therefore first aims

to investigate a single contributing factor to the receiver ISI. As OOK data can be modelled as

a random data sequence, the ISI only due to the step response can be investigated by looking at

the 0 → 1 → 1 data transition. Conceptually this will be worse if the dead time is greater than

the symbol period. The model developed here therefore aims to:

• explain and fit to the transient issues seen in experimental data, and

• assess the impact of the dead time, in the context of the scalability of the technology to

faster data rates. This is important as:

– the dead time may be fundamentally limited to the nano-second range by minority

carrier effects [76], or

– the diode capacitance and quenching resistance time constant may be difficult to

overcome [49].

The removal of SPADs from the pool, and the reduction in detection probability, leads to

decreased output counts despite continuous input levels. Some time later, the detectors that

were initially removed will be recharged back into the available pool. The model makes a

number of assumptions, however fitting to measured results and correct estimation of long

term steady state values, indicates the assumptions hold for this device. The model assumes:

1. the array is globally set to its most sensitive mode, Na = 4,

2. the input counts prior to the step change are exactly zero,

3. that the clock frequency of the pipelined readout scheme, is initially equal to the detector

dead time, allowing the model to use discrete time steps, n and n+ 1 etc (this is later

expanded to integer multiples and eventually continuous time)... and,

4. that the SPADs break down at the start of the symbol integration.

Each of these assumptions can be tackled with further work, adding complexity and second

order effects as required to fit new experimental results. Here, only simple first-order effects

were considered, limiting the accuracy of obtained numerical conclusions. However due to

close fitting with experiment (Figure 6.10), the model allows general array size and dead time

conclusions to be made.
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6.3.1 The Detector Pool Model

The received output counts Cout(n) at a given discrete time n, is given by Equation (6.1).

Cout(n) = ePDE(n)Cin(n) (6.1)

Where ePDE(n) is the effective detection efficiency. PDE0 used in Equation (6.2), is the initial

photon detection efficiency, given by the SPAD PDE, the fill factor and number of devices,

Narray. The instantaneous number of devices that are available, Navail , will satisfy the condition

Navail = Narray, when n = 0.

ePDE(n) = PDE0

(

Navail(n)

Narray

)

(6.2)

As this is a recursive model, Navail will be dependent on the number of available detectors in

the previous time steps. The step response model can be written as Equation (6.3).

Navail(n) = Navail(n−1)−Cout(n−1)+Cout(n−2) (6.3)
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Figure 6.10: A modelled set of step transients with increasing optical flux. Each Monte
Carlo run, including Poisson photon variation, is averaged and normalised to the steady
state mean value. Inset, the detector pool model is shown, fitting experimentally obtained
(non-normalised) step transients.

In Figure 6.10, the discrete time model has been run using a Monte Carlo technique (including

Poisson variation of incident photons) and plotted for the first 10 readout cycles after the

input step. In the numerical examples using this model along with the sections below, the

number of SPADs is 1024 matching the SPAD-array developed in Chapter 4, the dead time

is set to 10ns approximating the measured average AQAR dead time, and the readout clock
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frequency is set to 100MHz matching the silicon chip’s maximum output data rate and input

clock frequency. Depending on Cin, the settling time and amplitude of count variation increases.

Figure 6.10 has been normalised to steady state conditions for each model run, in the same

manner as Figure 6.6. However a fitting to experimental data is shown non-normalised for

clarity (Figure 6.10.inset). As can be seen by these inset experimental results, this simple

discrete time model fits the observed step response in that it replicates the magnitude of the

initial peak and the long-term steady state with good accuracy. This is despite the natural

Poisson noise included in the experiment. To investigate the closeness of fit between the model

and the experimental results, the residual between the two was calculated over time. This

gave a residual range of ≈ 18 counts. In comparison, the Poisson noise of the experiment

was approximately 15 counts. This shows that for the non-normalised experimental results, the

closeness of fit is comparable to the natural optical noise of the experiment.

6.3.2 Estimation of the Steady State Solution

The steady state solution is obtained when Navail remains constant (Equation (6.4)). This can be

evaluated by a rule of thumb based on the initial increase of the input signal to Cin(0) (denoted

as the simple-model) (Equation (6.5)) or estimated accurately using the long term average input

counts 〈Cin〉 after the transient (denoted as the α-model) (Equation (6.6)).

Cout(n)≈Cout(n−1) (6.4)

Cout(n)≈Cin(0)

[

1− Cin(0)
2

Narray

]

(6.5)

Cout(n)≈ 〈Cin〉
[

1− 〈Cin〉
Narray

(

1+α
〈Cin〉
Narray

)]

(6.6)

An estimation of the steady state, and the manner in which the receiver responds, allows

understanding of detector affects during design and specification. For example, with estimates

for photon numbers required for communications, a further estimate on the number of SPADs

per receiver can be used as a design constraint.

The simple-model holds for low input counts as a proportion of the total number of SPADs

(〈Cin〉 < 200, where 200 input counts is ≈ 19.53% of the NSPAD = 1024 diodes within the

receiver front-end), but departs due to the use of initial photon number (Figure 6.11). Likewise,

estimates using the long term input count average also suffer from a similar departure. The

fitting factor α , can be obtained iteratively, however α = 1 still gives a maximum deviation

of only 17 counts, at 〈Cin〉 = 400, approximately equal to the expected Poisson noise. By

minimisation of the residual, α = 0.725 ≈
√

2, yielded a minimum residual of 1.1 counts at

〈Cin〉= 250, as shown in Figure 6.11.
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Figure 6.11: The detector pool model steady state value, along with measured results and
two steady state value estimation models. Close agreement is seen between the model and
the measured results, while the simple estimation model departs at higher incident photon
levels. The α model fits accurately as evidenced by the inset residual.

6.3.3 Tending Towards A Continuous Time Detector Pool Model

The advantage of the full model, over the steady state estimation, is that it allows assessment

of under- and over-shoot observed during step transients. For a complete understanding, a

continuous time model requires inclusion of the dead time distribution (Section 5.2.2), and

the arrival of photons throughout the symbol.

The model can be converted into continuous time as discrete samples occur at spacings of ∆t.

In this case n = t and n− 1 = t −∆t. The sampling period leading to ∆t, is a product of the

readout frequency, F , hence ∆t = 1/F . The probability a SPAD has recharged, a time t after it

has broken down can be defined (Equation (6.7)), using the cumulative density function (CDF),

with the assumption that the dead time distributions display Gaussian behaviour (Section 5.2.2).

P(T ≤ t) =
1

2

[

1+ erf

(

(2/F)+µ(τd)+ t

σ(τd)
√

2

)]

(6.7)

The continuous model can be computed using Equation (6.8), where the first term models

recharging SPADs. The second term represents output counts, reducing the available detectors

each time a photon arrives and Cout(t) represents the instantaneous output. This is a time sweep,

with photons removing detectors from the available pool, but which are only returned once the

time axis reaches a point where there is a high or unitary probability they have recharged.

d(Navail)

d(t)
=
∫ t

t− 1
F

P(T ≤ t) Cout(t)dt −
∫ t+ 1

F

t
Cout(t)dt (6.8)
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6.3.4 Use of the Detector Pool Model

Despite the assumptions, the discrete time detector pooling model achieves good agreement

with measurements in Figure 6.10.inset and Figure 6.11. The step response directly contributes

to inter-symbol interference, modifying the receiver total detection efficiency. An assessment of

the response during design specification, would allow determination of the number of SPADs

to be implemented per receiver. It would also couple to the dead time, impacting both the

magnitude of the dead time and constraints on its variation. This model, and the concept of

a pool of available detectors, can be used to minimise the step response and the inter-symbol

interference caused by it, reducing the overall bit error rate.

6.3.5 Optimum Dead Time and Bit Integration

This analysis suggests implications for SPAD dead times. From the initial design stage, the

symbol period is fixed by the data rate. Therefore to prevent inter-symbol interference, caused

by the step response, the inequality, Equation (6.9), must be satisfied. To explore this, two cases

can be used,

• A dead time longer than the integration period, τd ≥ τb, or

• An integration period longer than the dead time, τb ≥ τd

τb = µ(τd) and σ(τd)<< µ(τd) (6.9)

SPAD Dead Times Longer Than Symbol Periods

Section 6.4 will show communication results between the µLEDs and SPADs, however the

impact of the step response can be assessed by thinking of specific transitions within random

OOK data. Clearly the step response has little impact on 0 → 0 → 0 transitions, and the 1 →
0→ 0 transition, as discussed, is influenced by the receiver impulse response. The step response

can however be linked to transitions from a low count level to a high count level such as a

0 → 1 → 1 transition. Here the step response will give rise to a first ’one’ bit that is close

to the actual number of photons within that symbol. This is effectively the peak of the step

responses shown in both experimental work and the discrete time model (Figure 6.12). The

second ’one’ however becomes a significant issue for the BER. Here the incident photon flux

should represent a ’one’ however the step response has decreased the sensitivity of the array

(Equation (6.2)), decreasing the actual number of detections significantly. This will have two

effects, firstly that the ideal N1 distribution will be split into ’ones’ that follow a ’zero’ and

’ones’ that follow previous ’ones’. Secondly, as the received signal of some ’ones’ is reduced,

the gap between the N0 and N1 distributions will be reduced. This leads to an increased error

rate, as discussed in Equation (3.1) and shown in the sensitivity analysis of Table 3.1.
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In order to obtain an optimal step response, Equation (6.9) states that the dead time should be

equal to the symbol time, however symbol periods less than τd may result in some designs. This

would occur especially when large, passively quenched diodes are used, or where designers aim

to scale the bit rate faster than the proposed limit [76]. Exploring this, a symbol less than the

dead time would lead to worse symbol to symbol variation and therefore increased ISI.

In the discrete model (Equation (6.3)), SPADs return to the available pool after one time step

(as dead times equal to the symbol period are assumed for simplicity). For a dead time an

integer multiple of the symbol period, τd = xrechargeτb, the number of devices recharging is

Nrecharged = Cout(n− xrecharge − 1). In other word, SPADs do recharge back into the pool, but

some time later than the Cout(n− 2), previously used. As an example, a symbol a quarter of

τd can be used. Upon a step, the ePDE would decrease for four cycles before beginning to

increase. This increases the depth and number of subsequent bits affected by the step response

trough. Assuming 1024 SPADs and a step giving 150 initial counts, the effective efficiency

would follow the series: 100% → 85.3% → 72.85% → 62.2% → 67.7% → 70.3%.

A step transient, allowing assessment of its contribution to the multi-component ISI, is mod-

elled (Figure 6.12) with 100 photons incident on the array. This figure uses an array of 1024

SPADs and a SPAD dead time of τd = 10ns. The time step is chosen with each marker repre-

senting a different bit, while the model is intended to investigate only the contribution of the

step response to the bit to bit ISI. At 50Mb/s a symbol of 20ns is longer than the dead time,

giving only a slight reduction in output counts. Decreasing the data period to 5ns symbols

(equivalent to 200Mb/s), the time to steady state and number of bits within the step response

ripple increase. The steady state value decreases by ∆ = 90.23− 79.99 = 10.24, i.e. a factor

of −11.34%, indicating a split in the N1 distribution, matching results in Section 6.4. With 1ns

symbols (equivalent to a data rate of 1Gb/s) significant variation in the output is observed. This

increase in severity is linked to the fixed SPAD dead time. As will be seen below, the dead time

must scale with the bit period to prevent this increase in ripple severity.
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PoolSize =1024
Sim Cycles =100

Initial PDE =1
Dead Time =1e−08

Step #Photons/τ
b
 =100

Discrete Time Step = 20ns

Discrete Time Step = 10ns

Discrete Time Step = 5ns

Discrete Time Step = 2ns

Discrete Time Step = 1ns

Figure 6.12: The modelled step response under a variety of simulation time steps, which
act as proxies for different data rates (assuming OOK). The dead time is fixed at 10ns
for all traces (100MHz max count rate per SPAD), with 1024 SPADs. As the time step
or clock period decreases, the number of bits (in this step response scenario) affected by
ISI increases, as does the amplitude of the under- and over-shoot. Overall, to reduce the
impact of the step response, the dead time must scale with the clock period, ensuring that
SPADs have recharged by the start of the next integration. While not shown, the trace for
a 1ns discrete time step, improves significantly to a steady state of 87.2 counts (up from
49.8 counts) and only 4ns settle time, when the dead time is reduced to 1ns.

Figure 6.13 shows that increasing the number of photons in the step, significantly reduces the

steady state value in comparison to the initial input count value and increases the amplitude

of the under- and over-shoot. This, as shown below, is linked to the number of SPADs within

the array, and the dead time of those SPADs. For a well controlled step response, the incident

optical power should be as close as possible to the quantum limit (Table 3.2 and Table 3.4),

i.e. zero or few power penalties other than the fill factor and photon detection efficiency power

penalties.

Before moving onto modelled sweeps of the number of SPADs and dead time of those SPADs,

an assessment can be made as to the effect of the step response on the N1 distribution. In

Figure 6.14, the time traces of step responses similar to Figure 6.13 are converted into his-

tograms. The model parameters are slightly different in that the time step is set to 10ns to

match the readout speed of the SPAD-based receiver. As the photon flux increases, the steady

state decreases away from the initial peak number of detections. This splits the distribution

into two sub-distributions, severely degrading the BER performance through a lower N1 to

N0 separation, and a significantly increased distribution standard deviation (σ1). For example

at low step flux levels (e.g. 50photons/symbol), the received N1 distribution is approximately

a single Gaussian (µ = 47.6, Median = 47.3, σ = 6.9). In comparison, at high flux levels

(250photons/symbol), the distribution has become split into a small peak around 250, corre-

sponding to the step response peak, and a larger lower peak at ≈ 181, corresponding to the

steady state value (overall µ = 199.3, Median = 188.2, σ = 32.6). This splitting behaviour is
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PoolSize =1024
Sim Cycles =100

Initial PDE =1
Dead Time =1e−08

Discrete Time Step =1e−09

# Step Photons = 250

# Step Photons = 200

# Step Photons = 150

# Step Photons = 100

# Step Photons = 50

Figure 6.13: Modelled step response with a time step of 1ns and a sweep of incident
photons. The dead time is fixed at 10ns. As the number of incident photons increases, the
severity of the step response also increases. The number of SPADs and the dead time of
those SPADs must scale to mitigate the step response. For example if the 1024 SPADs
used here is increased to 2048, the 100 step photon steady state changes from 48 to 67,
while the time to steady state remains the same. Likewise if the dead time is reduced to
1ns, the steady state increases to 87 counts, while the time to steady state decreases to
3ns. It would appear then that reducing the dead time is preferable, as it acts to improve
both the steady state and the time to steady state, while increasing the number of diodes
does little to the time to steady state. This is discussed through the next figures.

shown to occur experimentally in µLED communication experiments (Section 6.5.2).

Moving back to sweeping the model over other parameters, and using the previous time step

value of 1ns, in Figure 6.15 and Figure 6.16, the number of SPADs within the array, and the

dead time of those SPADs are swept respectively. Holding all other parameters constant, an

increase in the number of SPADs, or rather an increased ratio of available SPADs to used

SPADs, is beneficial as the ripple becomes less pronounced and the steady state increases back

towards the 100 count/period ideal case. The step response model can be used to estimate

the size of the SPAD array needed for a future design. If a criterion is applied such that the

steady state is within the natural Poisson variation of the N1 distribution, no splitting of that

distribution would be observed, although the distribution may still be wider than the Poisson

limited case. Using the step response model, and an input step value of 100 counts/symbol, a

steady state of 100−
√

100 = 90 counts/symbol is required. This is achieved with a SPAD-array

size greater than 9500 SPADs. The nearest binary value, assuming a square array, is 16384.

This suggests future development of very dense, high fill-factor, low dead time arrays above

128x128. To date, arrays such as this have been achieved, such as [160], which incorporated a

340x94 = 32640 SPAD array, with 70% fill-factor and a low mean DCR of 2.68kcps.

In Figure 6.16, all of the parameters remain the same, such as an array of 1024 SPADs. However

here the SPAD dead time is swept between 1ns and 20ns. As the dead time decreases, the step

response again improves, with the steady state increasing towards the ideal 100counts/period
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PoolSize =1024
Sim Cycles =4
Initial PDE =1

Dead Time =1e−08
Discrete Time Step =1e−08

Statistical (Yes=1) =1
#Repetitions =10000
Normalise (Yes=1) =0

# Hist Bins =130
SmoothFactor =11
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Figure 6.14: For a modelling scenario close to the experimental silicon receiver, the above
time model with a sweep of the number of photons/symbol, is run with a statistical model.
This allows the form of the N1 distribution to be assessed. In this figure, the pool size of
1024 SPADs, the dead time of 10ns and the values of the number of input photons/symbol,
are kept the same. The figure uses a time step of 10ns, matching the silicon readout clock
frequency of 100MHz.

level and the magnitude of the ripple also decreasing. In comparison to the sweep of the number

of SPADs however (Figure 6.15), the time at which the first step response minimum occurs is

reduced significantly. This points not to an argument of either increasing the number of SPADs

or decreasing the dead time, but to the concept of increasing the overall counting resources,

measured as Cresource =Cmax =
NSPADs

τd
, in comparison to the input light level. The need to have

a large number of SPADs, or a large overall counting resource, was suggested previously in

Section 4.5.7 and a short dead time or shortened pulse was suggested in Section 4.5.8.
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Discrete Time Step =1e−09
Sim Cycles =100

Initial PDE =1
Dead Time =1e−08

Step #Photons/τ
b
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Pool Size = 256
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Figure 6.15: Modelled step response with a sweep of the number of SPADs within the array.
Here the time step is 1ns, the dead time is fixed at 10ns and the number of photons within
the incident optical step is 100 photons/symbol. As with the symbol period sweep, the
dead time must scale in complement with the symbol period. Here a dead time longer than
the symbol has purposely been chosen to show an initial worst case. To show consistency
between the figures, the 1024 SPAD trace in this figure is the same as the 1ns discrete time
step trace in the above symbol period sweep figure. As the number of SPADs increases to
2048, the severity of the ripple decreases and the steady state value increases. Conversely,
if the number of SPADs is decreased to 512 or 256, the step response becomes very severe
and the steady state decreases below 40% of the actual photon input.
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PoolSize =1024
Sim Cycles =100

Initial PDE =1
Discrete Time Step =1e−09

Step #Photons/τ
b
 =100

Dead Time = 1ns

Dead Time = 5ns

Dead Time = 10ns

Dead Time = 20ns

Figure 6.16: Modelled step response with a sweep of the SPAD dead time. Here the discrete
time step is 1ns, the SPAD pool size is fixed at 1024diodes and the incident optical step
is 100photons. As the dead time decreases to 5ns and 1ns, the step response improves,
both in terms of the steady state value reached, and the time to settle. As the dead time
increases to 20ns, perhaps for diodes with a larger parasitic capacitance, two interesting
phenomena occur. Firstly, the position of the first minimum extends outwards in time,
reaching a minimum of 16 counts at 19ns. Secondly, the steady state decreases from the
ideal 100photons/symbol to just 33 counts. The best option for a stable step response, that
is a small proportion of the data symbol period, is therefore to design an array with both
a large number of SPADs and low dead times. Of course to achieve an overall optimum
receiver performance, these step response requirements must be balanced against the optical
fill factor and the practicalities of reducing the dead time.
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Symbol Periods Longer Than SPAD Dead Times

If τb is chosen to be larger than τd (Equation (6.9)), then a SPAD can detect multiple photons

per symbol. The positive effects this would have are:

• an increase in overall receiver sensitivity,

• a reduction in step transient under- and over-shoot, and

• steady states closer to the initial value.

However, symbols longer than the dead time would limit the receiver readout, yielding lower

data rates. Further, scalability of the technology to higher data rates is reduced. This would

again be due to the fundamental limit on SPAD dead times [76].

An Engineering Optimum Solution

While dead times may scale to lower values, the two cases indicate a trade-off. As receiver

design maximises both data rates and sensitivity, a dead time equal to the symbol period should

be chosen. This allows the dead time to scale at the same rate as the receiver readout frequency,

while giving the best step response for that frequency. As data rate scaling is a high priority

[11], the previous case of symbols shorter than or equal to the dead time is preferable. As shown

however, this will require careful modelling to compensate poor step responses with correctly

chosen numbers of SPADs or SPAD dead times.

This may be a clear result, however it may be useful for designs attempting to push the

sensitivity, speed or error rate. If, for example, the dead time were to be fundamentally limited

at 1ns [76], the data rate may not need to be limited to 1Gb/s. A data rate of 1–2Gb/s might

be supported if modelling and further experimental results showed that an increase in photon

counting resources, (NSPADs x 1
τd

), needed to obtain the specifications, could be achieved via

an increase in the number of SPADs. In effect this would use a different parameter in the step

response model, with the dead time fixed, to compensate the step response caused by that dead

time. For example, as shown by Figure 6.13, reducing the other power penalties so that the input

optical power is as low as it can be, can reduce the severity of ISI and as shown by Figure 6.15,

the same reduction in step response severity could be achieved with an array of more SPADs.

This tactic of using modelling to influence a second generation would be a similar approach

as the modelling used in SML diodes to estimate the number and width of p/n regions or the

modelling of equalisation techniques that aim to remove ISI prior to clock and data recovery.
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6.3.6 Design Conclusions Drawn From Detector Response Modelling

The model of the step response can be used in the initial modelling and specification of a

second generation receiver. This will use the measured and modelled insights gained to further

constrain the values of the number of SPADs in a receiver along with the dead time of SPADs.

Likewise, prior to silicon implementation, a modelled second generation could be tested for

application suitability, where trade offs between sensitivity and bandwidth could be assessed

for the specific situation in which the receiver will be used. Overall, the model points to use

of a large number of diodes, each with a dead time equal to or shorter than the symbol period.

Likewise it indicates that the maximum number of detections per symbol should be a small

proportion of the total number of diodes. This allows any step response steady state to be close

to the initial number of detections, decreasing both the N1 distribution variability and the BER.

Now that transient behaviour has been established, and modelling has pointed to system opti-

misation, communication experiments can be performed. This is the subject of the next section,

exploring the receiver under various conditions. The section directly establishes the effect that

the transient responses have on this first generation receiver.
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6.4 Received Data Streams Using a GaN Micro-LED

In this section, waveforms and histograms of experimentally received data are presented, aim-

ing to prove the concept behind the presented receiver front-end. Overall, data streams are re-

ceived, however the µLED and front-end transient responses both contribute to bit errors when

operated above ≈ 25MHz. The experiments used the SPAD-based receiver, with no colour

filter, and with a small 34µm 450nm µLED. No filtering was included, as preliminary tests

aimed to ascertain only the performance of the silicon device. In VLC receiver implementations

aiming for commercialisation, narrow wavelength optical filters can be used to allow colour

separation in WDM systems or to remove ambient light contributions. However, such optical

filtering adds expense to a system. In ambient light experiments performed here, the influence

of broad-spectrum ambient light needed to be found in order to assess if costly narrow-λ filters

were necessary. The µLED was biased at 3mA, producing a narrow-band DC optical power of

20µW/cm2 at the SPAD receiver. The µLED has a bandwidth of ≈ 220MHz [24]. As this is

close to the 100MHz modulation rate, an eye opening penalty was incurred due to RC charging

and discharging [14, 36] (Section 3.3.5). This has reduced the modulation in photon detections

and caused µLED induced ISI, prior to the influence of receiver ISI (Section 3.3.5). The direct

mapping between 100% electrical extinction ratio and the µLED output optical extinction ratio

is unknown due to the short experimental period available. However to counteract changes

in the modulation depth, the SPAD-array recorded eye opening has been investigated and

the eye opening power penalty, PPEOP is used in the estimation of the BER and sensitivity

(Section 6.5.1). The bandwidths of the testing µLEDs force the error rates to be total link error

rates, rather than that for the receiver only. This makes determination of the BER performance

of the receiver difficult to resolve, and therefore prevents full assessment of the combined

avalanche, integrating, multi-diode receiver. As such, other approaches to estimate the BER

are presented.

A bit error rate tester (BERT) applied a non-return-to-zero (NRZ) on-off key (OOK) modu-

lation, with an electrical modulation depth of 2Vpp (100% electrical extinction ratio), directly

onto the µLED. This was similar to the technique used in [23, 24], but removed the CMOS

drivers [23] to increase the bandwidth. A pseudo-random bit stream (PRBS) of length 27 −1 is

used for testing and is repeated during the experiment. The light from a single 450nm µLED

was focused onto the receiver. This was placed ≈ 1m away using absolute dark conditions or a

standard desk lamp to simulate low level ambient light.
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As the SPAD-array incorporates a number of configurable factors, the receiver was setup in its

single-channel 1024 SPAD mode, with an active quenching active reset dead time of 13.5ns

(DTCT RL = 0mV). The readout clock was set to 100MHz throughout all the experiments in

this section and the temperature of the testing PCB was monitored. The SPAD pixels were

globally set to the Na = 4 mode, no high DCR devices were turned off and the SPADDVDD

and VBD voltages were held static. Each of these parameters could be investigated with respect

to communications in future work, however in the initial experiments shown here, each is fixed

allowing assessment only of the µLED and SPAD-array responsivity and transient issues.

In order to obtain the communication results within this section, the photon arrivals per clock

period were output via a testing FPGA and saved for off-line analysis. The data was also

thresholded and re-timed within the FPGA and provided back to the BERT for real-time com-

parison with transmitted signals. Experimental issues such as clock stability, synchronisation

and equipment issues prevented the BERT from obtaining a correct lock to the returned data,

prompting the use of estimation techniques for BER determination [3].

6.4.1 Zero Ambient Light and High Count Modulation Depth

A high received photon count modulation depth and zero ambient light, provides a useful proxy

for constrained optical links using optical fibres or VLC without ambient light. The optical

power modulates the photon detections about the middle of the SPAD receiver photon transfer

curve, ensuring minimal intensity distortion due to the receiver DC responsivity (Section 5.2.3).

A voltage eye diagram is unsuitable for this receiver due to the 14-bit digital output, however

the digital eye diagram at 10Mb/s is shown in Figure 6.17. Here, the eye is open but a number

of samples show inter-symbol interference due to the impulse and step responses, while the

µLED bandwidth (rise/fall time of 1.45ns) will also cause ISI. The combination of these is

shown by the slow turn off (1 → 0) transients. The eye diagram (Figure 6.17) also shows a

number of incomplete transitions, such as the partial 1 → 0 → 1 transition at t = 20ns.

In Figure 6.18, a 50Mb/s stream shows the repeatability of the transmitted data and a clear gap

between N0 and N1 distributions. There is agreement between the transmitted and received data

waveforms. The histogram indicates wide distributions showing that it is the large modulation

in counts that enables the bits to be received.
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Eye Diagram for µLED NRZ Data at :10MHz with 100MHz Receiver Clock

Figure 6.17: Output digital eye diagram for 10Mb/s NRZ OOK PRBS data with a 100MHz
receiver clock. The eye remains open despite influence from the µLED bandwidth and
the impulse and step response of the SPAD-based receiver. As previously modelled, the
step response is responsible for increasing the ≈ 250 count/sample mean value’s variation
(Poisson variation of ≈

√
250 = ±15.8 = 31.6), towards a variation of 390− 190 = 200

counts.
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Figure 6.18: Output data using 50Mb/s NRZ OOK PRBS data and a 100MHz system
clock. The top two plots show a 1:1 correspondence between transmitted and received data.
The lower plot shows a normalised histogram of the counts, indicating the multi-modal
nature. The SPAD receiver TDM pixels were each set to the Na = 4 mode.
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For N0, an increase in the width of the distribution could be caused by both µLED bandwidth

and SPAD receiver impulse responses. For the N1 distribution, the under- and over-shoot of

the step response causes a separation of the distribution into two. The higher distribution

(µ(counts) = 340) may be due to the initial peak in the step response. While the lower dis-

tribution (µ(counts) = 250), may be due to the steady state reached just before the data tran-

sitions. The 50Mb/s eye diagram (Figure 6.19), shows a closing of the eye, in comparison to

Figure 6.17, along with worsening of the transient mid level and 0 → 1 distributions.
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Figure 6.19: Output eye diagram for 50Mb/s data with a 100MHz receiver clock. The eye
has closed due to influence from µLED bandwidth and receiver transient response.

At 100Mb/s (Figure 6.20), an increase in errors is observed. An example of this can be seen at

x = 72 in Figure 6.20. This is not because of N0 and N1 overlap, but due to three effects. The

first and second are that the impulse and step responses have rendered incomplete transitions.

The third however, is that the peakiness of the 0 → 1 transition has increased, along with a

reduction of the step response steady state (shown between packets 45 and 52). Looking at the

histogram, the upper peaks have reduced in amplitude, bringing the peak down from ≈ 350 to

≈ 300. The peaks caused by the step steady state and the incorrectly transitioning 1 bits have

combined, giving the main N1 peak at 175 counts.

Figure 6.21, shows the eye diagram at 100MHz transmission clock. Clearly data thresholding

into accurate data will be difficult due to the mid level distributions and the increase in N0 mean

(compared to the N0 mean at 10Mb/s) due to the tails of the µLED response. In Figure 6.21,

the middle of the eye diagram is shown at t = 10ns, however as the symbol rate is equal to the

sample rate, the preceding and proceeding bits are at t = 0ns and t = 20ns respectively.
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Figure 6.20: Output data using 100Mb/s data and a 100MHz system clock. Some
correspondence remains between the transmitted and received data streams, however more
bit errors exist. From the histogram, incomplete transitions and significant step response
ripple, gives a large distribution near the threshold value.
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Figure 6.21: Output eye diagram for 100Mb/s data with a 100MHz receiver clock. The
eye has closed indicating significant bit errors.
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Transient Analysis from Received Data Streams

Figure 6.22 shows a subsection of bits received at 50Mb/s. Transient behaviour already linked

to the impulse and step responses, is clearly shown at bit transitions. With the receiver clock at

100MHz, the bin-width is the same as the transient analysis experiments, allowing identifica-

tion of features in the received waveform and their attribution to measured effects.

Initially, a 0 → 1 transition is observed. This shows the cycle to cycle step response (Sec-

tion 6.2.5). The noise in counts at the top of this first bit is a product of the step response,

Poisson photon arrival noise and noise contributions from the µLED. Each of the 0 → 1

transitions, show the high initial peak and lower subsequent counts attributed to the removal

and subsequent return of SPADs into the detector pool (Section 6.3.1).

Shown at 1 → 0 transitions, the decay after a high power is visible and is over the same time

scale as the impulse decay constant. Due to some oversampling used during the communication

demonstration experiment, samples at x = 124 and x = 166 may be taken during the transitions

of the µLED source. These show a small number of counts received prior to the full height

peak, but could also be caused by synchronisation issues between the transmitter and SPAD-

based receiver.

The initial peaks, at the start of the step response, fall at similar values throughout Figure 6.18

and Figure 6.22. This can be seen in the histogram for the 50Mb/s data, where these have

created a separate peak at 345 counts. This indicates that the reduction in counts during the

step transient is creating the majority of the N1 distribution variability between 160 and 275

counts in the histogram of Figure 6.18 and that this is severely increasing the BER. This can be

reduced in further generations through application of the detector pooling model (Section 6.3)

during design specification (Section 3.3). Reduction of the step response can be achieved using

the Na = 1 mode (Section 6.2.7), however this must be used sparingly due to the reduction in

sensitivity (Section 3.4).

Despite a design targeting 100Mb/s operation at BER = 1x10−9, the unexpected severity of the

impulse, step and µLED responses clearly limit this receiver. As such, further work is needed

to address these issues. Data transmission should use multiple µLED and receiver channels,

each operating at speeds below this bandwidth limit [16, 17, 18, 20, 23, 24, 233, 234].
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Figure 6.22: A zoom of output data using 50Mb/s NRZ OOK data from a single µLED
and a 100MHz system clock to the SPAD-based receiver. The receiver pixels are all set to
the Na = 4 TDM mode, maximising sensitivity but demonstrating step and impulse response
issues at the transitions between bits. The step response in particular has increased the N1

distribution in excess of Poisson photon arrival variation.

6.4.2 Low Ambient Light Conditions with Low Count Modulation Depth

In the following experiments, a larger 450nm µLED of 84µm diameter has been used. This

transmitter had a native bandwidth of ≈ 150MHz due to its increased capacitance. During initial

experiments, a low modulation depth was used with a high optical power. This was used as these

gave the maximum modulation speeds observed during previous µLED experiments [23]. Low

power ambient light from a 40W incandescent desk lamp (0.5–1mW/cm2) was also present to

model broad-spectrum ambient lighting in free-space VLC environments. As no optical filter

was used on the SPAD array, to ascertain if a narrow-wavelength filter was indeed needed, the

ambient light as compared to the mono-chromatic 450nm modulated source must be multiplied

by a) the predominantly red and near-IR emission spectra of incandescent lighting and b) the

predominantly blue and near-UV photon detection spectra of the SPADs. With further work

this can be measured experimentally, however here the background SPAD array count level is

used as a proxy for this measurement. Unfiltered broad-spectrum ambient light represents the

worst case for VLC systems, but is used primarily because the receiver must cope with other

optical sources in the home/office lighting environment. As shown below, it is clear that some

form of narrow-wavelength filter is needed.
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Operation at 10Mb/s

The received data and histograms shown, can give an insight into the operation of the receiver in

this worst case situation. In the first of the figures, data was received using a 100MHz receiver

clock and an optical OOK data rate of 10Mb/s (Figure 6.23).
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Figure 6.23: Output data using a 10Mb/s OOK data transmission and a 100MHz SPAD
receiver system clock. In comparison to the zero ambient light case above, the N0 distribution
is much higher at the 300 counts per 10ns region, while the modulation in counts is now
≤ 100 counts.

Figure 6.23 shows the typical NRZ data stream that was transmitted, however there is a high

degree of cycle to cycle noise within both zero (N0) and one (N1) bits. The histogram shows

that there are two distinct peaks. However the level of zero bits is much higher than in the

zero ambient light experiments (Figure 6.17). In the zero ambient light case, slow modulation

(10MHz) gave zero levels at the 10 to 20 counts per sample level (Figure 6.17). In comparison

the lower count level in the ambient light experiments at the same frequency, (Figure 6.23), is

approximately 300 counts per sample.

Three effects have come into this experiment, forcing the distributions to be numerically close.

Firstly, there is the high continuous power of the µLED, which is a combination of the high

LED bias, the bandwidth of the LED and the non-zero mean transmission power of OOK

modulation [1]. Secondly, there is the ambient light that has elevated the previously µLED

extinction ratio limited lower count level. This contribution has added to both the N0 and N1

distributions and reduced the available SPAD-count modulation dynamic range (Section 5.2.3).

The ambient light used here may be modest in comparison to home/office lighting requirements

(≈ 500 lux), however it demonstrates the dynamic range problem associated with unmodulated

incident light.

A third effect is that the high µLED and ambient optical powers, have pushed the modulation

further up the SPAD array photon transfer curve and may have forced the receiver to operate

near the saturation region (Section 5.2.3). The modulation depth of the transmitted signal
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will be reduced by the gain compression [14] within this region, creating a further receiver

sensitivity power penalty [14, 36]. Overall, the three effects are likely to have degraded the BER

performance. However, as ambient light contributions are a direct product of the VLC appli-

cation, this worst case, unfiltered experiment shows that in future receivers narrow-wavelength

filters should be used to reduce SPAD counts from unmodulated light.

Operation at 50Mb/s

At 50Mb/s (Figure 6.24), the data becomes highly distorted. Some bits can be observed, as

can pattern repeatability. The distribution of zeros and ones have overlapped forcing significant

errors. The histogram, still shows two peaks, although the errors, optical source transitions and

close mean values have disrupted the ideal statistics.
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Figure 6.24: Receiver output data using a 50Mb/s OOK NRZ data transmission and a
100MHz SPAD-based receiver system clock. Bit to bit transitions are still visible, however
the variability in the N0 and N1 distributions is now extreme enough to merge the two
distributions. The simple thresholding scheme of OOK modulation would yield a significant
number of bit errors under these circumstances, reducing the applicability of the receiver to
ambient light, high speed applications.
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Operation at 100Mb/s

At 100Mb/s (Figure 6.25), the two distributions have overlapped completely, giving a single

broad distribution. The data trace shows some vestiges of the transmitted signal, however taking

a threshold to reconstruct the transmitted signal yields the worst case BER of 0.5.
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Figure 6.25: A received data stream using 100Mb/s OOK NRZ modulation of a blue
(450nm) µLED and a receiver clock frequency of 100MHz. Unlike the 10Mb/s and 50Mb/s
data streams, peaks and troughs reaching between 250 and 760 counts are evident.

6.4.3 Conclusions from Received Data Streams

In this section, small blue (450nm) µLEDs have been used to transmit OOK modulated signals

to the SPAD-based receiver. Testing a variety of conditions including modulation frequency and

the presence of ambient light, has shown distinct issues with this first generation receiver. These

correspond to the measured impulse and step responses indicating a possible route forward

when considering a second generation receiver for free-space VLC applications.

As per the zero ambient light experiments, despite design for 100Mb/s, the receiver response

requires operation at slower rates. With knowledge from transient response experiments and

appropriate models, further prototypes may tend towards the target performance, particularly

if all crucial factors can be found, modelled and taken into account during prototype design.

Further characterisation of the receiver, using µLEDs and bit error rate testing equipment, is

needed to investigate operation near the bandwidth limit of the receiver.

In the above section, the BER is difficult to ascertain empirically 1. This is due to experimental

issues along with the severe transient issues demonstrated in the proceeding sections. As such,

the next section investigates methods of estimating the BER of the receiver, allowing estimation

of power penalties along with clarification of steps for future designs.

1Measured BER results in this work are within the estimated range of 10−5 to 10−6 as the project targeted a

BER of 10−6 to 10−9. Experimental issues prevented robust BER measurement, forcing estimation based upon the

data sets obtained within this section.
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6.5 The Bit Error Rate

For data transmission experiments, closure of the eye diagram due to the µLED bandwidth

cannot be separated from the received data distributions. Likewise parameters such as the

µLED relative intensity noise were unavailable. This reduces the prospect of reversing the

power penalty budgeting (Section 3.3.5) concept to investigate the causes of receiver behaviour.

In this section, two methods estimate the receiver BER, aiming to take into account the µLED

behaviour. While comparison of bit streams derives the BER empirically by comparing each re-

ceived bit with the transmitted data, this is not always feasible [3]. For BERs such as ≤ 1x10−9,

when the receiver is tested over multiple parameters such as frequencies, power supplies, light

levels and modulation depths, the time to test becomes impractically long [3].

An initial estimate of the BER can be obtained using the Gaussian simple model discussed in

Section 3.2 [2, 3, 14, 36, 103]. This is used below to assess the receiver only BER as a result

of the photon transfer curve and continuous light sensitivity. The outcome of this, inclusive of

estimated power penalties, indicates a high sensitivity. Despite this, the presence of transient

issues within the received data, impacts the conclusions that can be drawn from this simple

model. This therefore leads onto testing using a more accurate estimation, allowing multi-

modal distributions with complex overlaps [3]. This can include transient issues and attempts

again to obtain a BER estimate from a smaller data set. This model gives an insight into the

cause of errors and is used to try to ascertain the receiver performance, independent from the

single transmission device that was available.

6.5.1 Receiver BER Estimation Using A Simple Gaussian Model

For estimation, experimentally measured values for N1, N0, σ1 and σ0 are used with a sweep

over optical power and system clock frequency. While the Gaussian model [2, 3, 103] does

not separately include DCR or after-pulsing contributions, both are included in measurements.

A 100% modulation depth is assumed, however the receiver power penalties such as the fill

factor, PPFF (Section 3.3.5), can be used to obtain a clearer receiver performance estimate.

To generate Figure 6.26, a similar setup to the PTC experiment (Section 5.2.3) has been

used. This uses an unmodulated source which is filtered, creating 450nm light. The setup was

modified to include a diffuser, iris and a highly defocused beam to ensure beam uniformity. The

received distributions were generated from ≈ 400k samples each, for clock frequencies of 25,

50 and 100MHz. The light level was swept creating a distribution for each point on Figure 6.26.

This experiment is a simplification, as it removes the influence of extinction ratio and trans-

mitter and receiver transient behaviour. The technique is not as robust as bit comparison ex-

periments, however it offers a method of measuring native detector-only performance, without

transmitter problems and the synchronisation issues experienced in the above µLED experi-

ments. This approach, when combined with the power penalty budget (Section 3.3.5), the array
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characterisation experiments (Chapter 5) and multi-modal BER estimation [3] (Section 6.5.2),

allows investigation of how particular factors influence the BER.
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Figure 6.26: The Gaussian model estimate for the receiver-only BER over incident optical
power and different system clock frequencies. The target BER of 1x10−9 from the project
specifications, is estimated to be achieved at an optical power of −31.7dBm (≈ 0.67µW).
The Gaussian estimation model is plotted along with the number of samples that dipped
below the optimum threshold and the quantum limit (dashed). Although the model does
not include receiver non-ideal behaviour other than the PDE, DCR and FF power penalties,
the estimated receiver sensitivity can be used with receiver power penalty budgeting. Taking
into account µLED and receiver temporal power penalties, the sensitivity curve is pushed
towards higher optical powers (red) curve, while a 100Mb/s µLED experiment, gives the
green dot, on the green curve. This represents a measured BER corrected for the µLED
extinction ratio but not for the ISI components.

A BER of 1x10−9 is estimated to be achievable at a sensitivity of −31.7dBm for an on-off key

modulated signal at 100Mb/s (Figure 6.26). This is just under a micro-Watt of optical power

(≈ 0.67µW) 2and is primarily due to the single-photon sensitivity of the SPADs.

The quantum limit at 100Mb/s, corrected for the fill factor and PDE, is presented as a dotted

line on Figure 6.26. This is based on the counts per symbol in the experimental data and reaches

a quantum limited BER of 1x10−9 at a sensitivity of −35.9dBm. The observed gap between the

estimated BER and the corrected quantum limit could be due to source intensity noise, DCR,

after-pulsing, and photon transfer curve issues.

2The optical power, −31.7dBm or ≈ 0.67µW, sits mid way between the grid lines marked on the top x-axis as

14.9µW/cm2 and 42.2µW/cm2. This top x-axis is an area normalised version of the ≈ 0.67µW unit linear optical

power units, but is scaled according to the area of the array and the area of the testing 450nm optical beam.
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Including Approximate Power Penalties

Using power penalty budgeting, approximate penalties for the transmitter extinction ratio or

inter-symbol interference can be included in this estimate. Initially using the values of the

power penalties defined in Section 3.3.5, the above estimated sensitivity of −31.7dBm becomes

−26.5dBm. This includes the eye opening penalty (≈ 2.5dB), inter-symbol interference penalty

(≈ 2dB) and the DCR penalty (0.8dB). The jitter power penalty is already included, as each

measurement for Figure 6.26, will include jitter on the integration start and stop edges. This is

within specification (Table 2.1) but does not utilise the low-level characterisation results from

Chapter 5.

These low-level measurement results can be used to update the initial values for power penalties

(Section 3.3.5). This gives a first order estimate for the receiver sensitivity once the transmitter

and receiver properties are included. In descending order, the power penalties are:

• The total ISI induced power penalty is ≈ 2.57dB. This can be split into three contribu-

tions, ISI due to the transmitter, PPISI(µLED), ISI due to the receiver impulse response,

PPISI(Impulse), and ISI due to the receiver step response, PPISI(Step).

– The impulse response at ≈ 0.67µW, is close to the minimum impulse decay con-

stant of 1.9ns (measured at 1.25µW, see Table 6.1). Assuming a single exponential

decay and 10ns symbols, this gives an ISI power penalty of PPISI(Impulse) =

1.82dB.

– The ≈ 220MHz bandwidth of the µLED, gives a rise/fall time of 1
πBW

≈ 1.45ns

[235]. Assuming a linear discharge, ≈ 7.25% of a previous logic-high bit will leak

into a subsequent bit. This gives an ISI power penalty of PPISI(µLED) = 0.65dB.

– At the optical power (≈ 0.67µW) estimated to give the target BER (Figure 6.26),

the variation of counts due to the step response is comparable to or less than natural

Poisson noise (Figure 6.6). As such, a power penalty of 0.1dB is assumed.

• The extinction ratio of the µLEDs has been estimated (Section 6.5.2) to be approxi-

mately 82% with 100Mb/s modulation and 97% with 10Mb/s modulation. This gives an

eye opening power penalty of 1.7dB at 100Mb/s.

• The measured total array DCR is much lower than the worst case (2 counts/τb =

200Mcps) assumed during design and seen in initial wafer runs. Here, the whole array

DCR has been measured to be 6.6Mcps or 4Mcps if high noise devices are turned off

(Section 5.2.3). This gives an estimated power penalty of 0.05dB for the DCR-induced

offset from the theoretical OOK threshold.

Taking these power penalties, estimated from low-level receiver characterisation measure-

ments, the total power penalty is ≈ 4.3dB. Adding this to the initial single-Gaussian, DC

response only sensitivity estimate of −31.7dBm, gives an estimated full receiver sensitivity

of −27.4dBm. This is shown by the red dashed curve in Figure 6.26.



6.5. The Bit Error Rate 173

6.5.2 Bit Error Rate: Further Statistical Estimation

Binh [3] discusses techniques used to estimate the BER, using multiple fitted distributions and

maximum likelihood estimation. These techniques are useful when full bit comparison testing

is impracticable [3] and when the simple model is inadequate. In order to obtain fast estimates

of the BER, some BERT test-sets use the simple Gaussian model and the statistical techniques

below prior to obtaining full bit comparison based measurements ([3] page 103). The length of

a test is dependent on:

• the BER, for example the lower the BER the larger the number of bits that must be

transmitted to receive a single error [2, 3],

• the number of erroneous detections required to get an accurate BER [3, 116],

• the data rate being tested and hence the time it takes to transmit the total number of bits

required, and

• the number of parameters to be tested against, for example, multiple data rates, multiple

optical powers, different modes or sweeps of power supplies and bias voltages [2, 3, 13,

14, 31, 36].

The Gaussian model [2, 3, 14] can be used to estimate the BER (Section 3.2 and Section 6.5.1),

given photon shot noise, in-symbol noise, source intensity noise and the number of photons

required for the target BER [3]. However it is only valid if enough samples and photons are

obtained [2, 3, 14, 36, 103, 116] and if no transient issues force deviation away from two simple

distributions.

The simple fit does not directly include behaviour such as the receiver transient responses

(Section 6.2), or the non-linear behaviour of free-space links [3, 14, 16, 17, 20, 21, 41, 106]. In

this section, the multiple distribution method [3] is discussed and used to explore the receiver-

only BER. Doing so aims to assess the feasibility of SPAD-based receivers in the free-space

communication [22] applications focussed upon here (Section 1.1.1).

Multiple-Gaussian Distributions and Expectation Maximisation

The received distributions N0 or N1 may not be Gaussian [3] (Section 6.4.1). This is because

effects other than the signal amplitude and shot noise, will render peaks within the data. For

example in Figure 6.17, Figure 6.18 and Figure 6.20, the receiver step response has created

one distribution for the initial peak and a second for the steady state. Likewise the impulse and

µLED responses have increased the variability of the logic-low distribution by creating a level

that is dependent on the previous bit. If the last transmitted bit was a one, a logic-low bit will

contain some of the impulse response from that previous bit (Figure 6.22).
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The received distribution, p(N), can be modelled as the summation of multiple distributions [3],

where the probability density function (pdf) of each is weighted. If weightings, wi, are assumed

with ∑M
i=1 wi = 1, and the normalised sub-distribution pdfs are denoted as p(N| f (µi,σ

2
i )), i.e.

the pdf is characterised by its own mean, µi and variance, σ 2
i , the received distribution is given

by Equation (6.10).

p(N|w1,w2, · · · ,wM; σ 2
1 ,σ

2
2 , · · · ,σ 2

M) =
M

∑
i=1

wi p(N| f (µi,σ
2
i )) (6.10)

The 1st and 2nd derivatives estimate the number of Gaussians, along with their weightings,

means and variances using expectation-maximisation [3]. This finds fitting parameters, max-

imising the probability that the results came from those ideal distributions [3, 116]. This

concept is used later to assess the number of distributions and their parameters using the data

sets obtained in 100Mb/s transmission experiments (Section 6.4.1) . As the receiver operates

using integration (Section 2.5.3), at 100Mb/s with a 100MHz clock, the histogram represents

N0 and N1 levels presented directly to clock and data recovery circuitry (Section 2.5.1).

In the simple Gaussian case, an integral is performed on the probability density function

[1, 3, 103, 116], however the process could be the integration over any density function, which

here will be denoted as pd f (N1) [3]. For the theoretical behaviour, this is integrated analyt-

ically, as discussed in [1, 2, 3, 14, 36, 103], over ideal distribution pdfs [67, 116]. However

experimentally, the BER is either, a) measured using exhaustive bit comparison testing, or b)

estimated by obtaining the N0, σ0, N1 and σ1 values and assuming only two distributions that

are both Gaussian. Assuming equal ’0’ and ’1’ bit probabilities, the theoretical BER can be

estimated using Equation (6.11) [1, 3, 103].

BER = 0.5





Nth
∫

−∞

pd f (N1)+

+∞
∫

Nth

pd f (N0)



 (6.11)

Taking the multi-Gaussian assumption and summation rules over integration [115, 116], the

BER can be expressed as the summation of multiple integrated distributions [3]. For example,

the integral of pi, may represent the total probability that an inter-symbol interference modified

output, is above Nth [3]. The BER is rewritten in Equation (6.12), where M0 and M1, are

the number of sub-distributions within N0 and N1 respectively [3]. Clearly if M0 = M1 = 1,

Equation (6.12) regains the form of the simple two distribution model (Equation (6.11)).

BER = 0.5





M1

∑
i=1

wi

Nth
∫

−∞

pi(N| f (µi,σ
2
i ))dN +

M0

∑
j=1

w j

+∞
∫

Nth

p j(N| f (µ j,σ
2
j ))dN



 (6.12)



6.5. The Bit Error Rate 175

Bit Error Rate Estimation with Dynamic Behaviour

The BER can be investigated further using the µLED experiments (Section 6.4.1). Section 6.5.1

made the assumptions that received data could be approximated by two Gaussian distributions

and that time dependent effects [1, 3, 67, 103] could be accounted for by approximate power

penalties. The µLED transmission experiments suggest the multi-Gaussian fit [3], should be

used. This aims to explore the receiver BER [3], while investigating the causes behind the

received statistics.

While the µLED experiments did not yield BER results directly, the obtained µLED to SPAD

receiver results, would have been the BER of the overall link. This would include the data

generator, µLED, SPAD receiver, FPGA thresholding, and the single-bit return path to the

BERT. Below, offline analysis of the saved, 14-bit per point, received data streams, aims to

identify the contributions of the µLED and receiver. This allows investigation of the receiver

only performance, thereby assessing the feasibility of using multi-SPAD integrating receivers

for high sensitivity OOK optical communications.

The first contributions that can be checked are the affect of the photon transfer curve (Sec-

tion 5.2.3) and any photo response non-uniformity (Section 5.2.4) on the BER estimate. Using

the 1st and 2nd derivatives [3], the distributions for each data point in Figure 6.26 showed single-

Gaussian behaviour. This suggests the receiver is not creating estimation issues, i.e. multiple

distributions, from a continuous-wave (un-modulated) viewpoint. Certainly these effects may

modify the mean and variance of the distributions, however N0, σ0, N1 and σ1 can still be used

for this simple estimation (Section 3.2 and Section 6.5.1) [67, 103].

The second class of contributions that can be investigated are transient issues at low data rates.

Using the derivatives to estimate the number of distributions [3] in the 10Mb/s experiments

(Figure 6.17), the logic-high N1 distribution showed single-Gaussian behaviour. This indicates

that despite the receiver step response being observable in Figure 6.17, it is not yet severe

enough to create two distributions. In contrast, the logic-low N0 distribution gave two peaks

when using the derivatives [3]. The secondary N0 peak has a smaller probability and a large

variance. This can be attributed to:

• the µLED discharge tail [23, 24, 96, 98], convolved with

• the impulse (1 → 0) response of the SPAD-based receiver.

The peaks within the 50Mb/s and 100Mb/s data streams may be a product of increasing receiver

transient issues as the modulation frequency and average optical power increase, alongside the

non-idealities of the µLED and clock synchronisation.
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Thirdly, to assess the contributions of transient issues at higher data rates, Figure 6.27 shows

a selection of multiple-Gaussian curves, fitted to received data using 100Mb/s transmission

from a µLED and a 100MHz SPAD receiver clock. Curve fitting with Ng = 5−, 6− and 7−
Gaussians, each fit the data well [3]. This does not suggest there are exactly Ng Gaussian

distributions, more that the technique can be used to better approximate the complex received

statistics and give indications as to underlying processes [3].

In Figure 6.27, there appears to be four main distributions, with a varying number of smaller

distributions depending on the fitting Ng value. The four main distributions are similar in

normalised peak height (Table 6.2), suggesting they may correspond to the 0 → 0, 1 → 0,

1 → 1 and 0 → 1 data transitions respectively.
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Figure 6.27: Histogram fitting for 100Mb/s NRZ µLED data, with a range of multi-
Gaussian fitted curves. The R-squared fitting parameter (inset) indicates 6-Gaussian curve
fitting approximates the received data set well. A 2-Gaussian fit shows departure from the
data for the N0 distribution but fits the N1 distribution more accurately. At the bottom,
the curve fitting parameters for the 6 and 7-Gaussian fits have been used to plot the
individual sub-distributions. In order to observe them rather than the combined histogram,
the standard deviation from the fitting has been reduced. This is used for illustration
purposes only.

Assigning the peaks letters, A to G from left to right (Figure 6.27 and Table 6.2), it is possible

to start suggesting the ordering of peaks and attributing effects to a particular peak by taking

each in turn.
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The assignment of peaks to various transitions, has been verified by selectively filtering the

100Mb/s data stream. If data points n− 1, n and n+ 1 are taken using a 3-point window that

is swept over the data set (similar to a 1x3 FIR filter), a particular transition can be captured

(Figure 6.28). For example the 1 → 0 → 1 transition matches peak C, with a strong peak at

≈ 110 counts. This transition also contains the B distribution, prompting a second 4-point

window looking for the 1 → 0 → 0 → 1 transition. This yields the B distribution only, with a

strong peak at a mean value of µ ≈ 65 counts.

• As a string of zero bits would give the absolute minimum signal, with any transient issues

having had time to decay, the 0 → 0 → 0 data transition can be attributed to peak A at

a mean value of µ = 51 counts. As such, this indicates that from 10Mb/s to 100Mb/s

operation, the extinction ratio of the µLED has reduced, increasing the BER for the

given light level and requiring an eye opening power penalty, PPEOP, to account for the

reduced N0 to N1 distance [14].

• Likewise the B and C distributions may be caused by the 1 → 0 transition, where both

the receiver impulse response and µLED turn-off tail elevate the zero proceeding a high

bit [1, 14].

– For the C distribution, the 1→ 0→ 1 transition, would include the receiver impulse

response and µLED discharge tail. Crucially however, as the following bit is a one

the 1 → 0 transition would be stopped before discharging down to the minimum

level of distribution A.

– For the B distribution, the 1 → 0 → 0 → 1, would again result in an impulse decay

that is stopped prior to full discharge, but due to the second zero bit, it falls to a

lower value than the C distribution.

• The F peak for the 6-Gaussian fit, or D peak for the 7-Gaussian fit, is consistent with the

continuous 1 → 1 → 1 transition. This is also the steady state count value reached after

a 0 → 1 → 1 step transient.

• In the 7-Gaussian fit, a further but smaller peak is seen at 280 counts. This is likely to

be the initial peak observed in the receiver step response. From 10Mb/s to 100Mb/s the

rippling period becomes a large proportion of the symbol period, indicating issues for

technology scaling to higher data rates.

Figure 6.28 validates the multi-distribution model by splitting the receiver 100Mb/s data into

eight sub-distributions. The 0 → 0 → 0 distribution, as split from the measured data, peaks at

50 counts/bit (µ = 58.1, σ = 25.7, median = 54), matching the 7-Gaussian ’A’ peak at 51.2

counts per bit (σ = 23). Similarly, the 1 → 1 → 1 distribution, which peaks at 232 counts/bit

(µ = 5234.2, σ = 35.9, median = 234), matches the ’D’ peak at 233.2 counts/bit (σ = 49).

By ensuring that the summation of the sub-distributions is equal to the total number of bits in

the data set, the contributions of each to the whole data stream can be validated. Figure 6.28

shows a few interesting properties that link back to the impulse and step responses, tested

(Section 6.2.2 and Section 6.2.5) and modelled earlier (Section 6.3).
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Table 6.2: Coefficients for 6 and 7-Gaussian fitting curves for the received 100Mb/s µLED
to SPAD-receiver OOK NRZ experiment.

Coefficient 6-Gaussian Fit 7-Gaussian Fit

Peak A 1.7x10−3 1.9x10−3

Mean A 48.2 51.2
Sdev A 20 23

Peak B 5.0x10−4 3.0x10−4

Mean B 72.3 73.2
Sdev B 11 9

Peak C 1.8x10−3 1.9x10−3

Mean C 104.9 109.9
Sdev C 54 47

Peak D 2.0x10−4 2.2x10−3

Mean D 219.2 233.2
Sdev D 66 49

Peak E 3.0x10−4 2.0x10−4

Mean E 237.3 233.9
Sdev E 12 10

Peak F 2.1x10−3 5.0x10−5

Mean F 244.5 241.3
Sdev F 62 17

Peak G - 8.0x10−4

Mean G - 281.5
Sdev G - 38

• Firstly, the 000 and 111 transitions each show approximately Gaussian distributions with

lower variation than other transitions such as 011. This is linked to the settled nature of

the response at this point, in that the ’zeros’ are free from the impulse response and the

’ones’ are free from the initial peak and ripple of the step response.

• Moving from 000 to 100 to 101, the mean value of the middle ’zero’ increases as more

of the impulse response is included. This matches peaks ’B’ and ’C’ where the bit is a

zero because it is lower than the threshold, but due to its proximity to a previous ’one’

includes a large proportion of leaked impulse response. Therefore the bit’s N0 value is

close to the threshold, Nth, thereby increasing the BER significantly.

• The 010 data transition equates to the very large peak of the step response, but in this

case only for transitions that have a following ’zero’. It is difficult to separate why the

peak is slightly lower than the 011 transition that also includes the step response initial

peak. However the issue is seen in the time trace of the 100Mb/s data (Figure 6.20).

• The 011 transition has a much wider variance than the other step response transition

(010), this is because it includes the ripple and decay to steady state of the step response

(Figure 6.5). This variability, and the reduction of counts/sample for the steady state can

only be minimised by addressing the step response, as modelled in Section 6.3.5.



6.5. The Bit Error Rate 179

0 50 100 150 200 250 300 350 400 450 500
0

1000

2000

3000

4000

5000

6000

Output Code Per Sample (CLK = 100MHz)

F
re

q
u
e
n
c
y
 (

S
e
p
a
ra

te
 T

ra
n
s
it
io

n
s
)

Sub−Distributions for 100Mb/s uLED Data Stream

 

 

Bins per Histogram = 40
Total Samples = 409600

Histogram Sum = 409600
Threshold = 169

SmoothFactor = 5
FIR Window = [n−1, n, n+1]
Histogrammed Value = "n"

Data Transition 000

Data Transition 001

Data Transition 010

Data Transition 011

Data Transition 100

Data Transition 101

Data Transition 110

Data Transition 111

N
th

 = 169 counts

Figure 6.28: A manual split of the 100Mb/s received data. Each transition, 000 or 101

etc is split from the data set using a 3-tap filter. All histograms use 40 bins with a smooth
factor of 5. The OOK threshold is set to 169 counts/symbol. As with the µLED experiment,
the data rate is 100Mb/s with a SPAD receiver clock of 100MHz. To ensure all samples
are included and no bits are counted twice, the summation of histogram bin values for
all transitions, is equal to the total number of bits in the data set (409600 i.e. 400 FIFO
frames of 1024 samples each). The FIR technique, with samples n− 1,n,n + 1 puts the
central bit into the sub-distribution histogram. Therefore for the 1 → 0 → 1 transition, the
sub-distribution corresponds to ’zero’ bits that occur after a ’one’, therefore including the
impulse response, but before another ’one’ which stops the impulse response prematurely.

The BER of the above µLED experiment can be calculated using the multi-modal BER estima-

tion above (Equation (6.10)) [3] and the fitting parameters for the 7-Gaussian fitting curve. The

7-Gaussian fitting has been chosen as it includes the ≈ 280 count histogram peak that represents

the high initial peaks in Figure 6.20. In comparison, the 6-Gaussian fitting obtains a higher R

fitting coefficient, but ignores this separated N1 distribution. Doing this yields a rather poor

BER of 2.8x10−2. However as mentioned above, the extinction ratio of the µLED has reduced,

impacting the ability to only measure the BER of the receiver. The poor BER is also directly

due to experimental clock synchronisation and equipment specification issues during the tests.

From the fitted maximum and minimum count distributions of measured experimental data, the

µLED extinction ratio at 100Mb/s is 82%. This is much lower than the ≈ 97% extinction ratio

observed at 10Mb/s.



6.5. The Bit Error Rate 180

The BER of the experiment, without the reduced µLED extinction ratio, can be estimated

by scaling down the A, B and C distributions, but keeping their relative positions. Here the

minimum count level is 51.2 counts. In the 10Mb/s experiment the minimum count level is

7 counts. A scaling factor of 7.2 can therefore be used. The B and C distributions are both

comprised of background µLED induced counts and the two ISI contributions from the receiver

impulse response and µLED turn-off tail. Scaling these distributions down in mean value

removes the LED off counts but retains the SPAD detections induced by both ISI mechanisms.

Doing this yields a BER of 5x10−4, just below the forward error correction limit [1].

The BERT experiments used an average optical power of ≈ 20µW/cm2 ≈−34dBm and hence

will naturally deviate from the BER of 1x10−9 at an approximate sensitivity of −31.7dBm. This

is clear from Figure 6.26, where reducing the optical power, quickly increases the expected

BER. This is also clear from the quantum limit perspective (Equation (3.5) and Table 3.2),

where a reduced optical power reduces the number of photons per symbol, leading to an

increased BER [2, 3, 14].

In order to compare the µLED experiments with the initial BER estimate (Figure 6.26), either

a) the light level must be appropriately scaled up to the −31.7dBm that was estimated, or

b) the BER must be appropriately scaled to this new optical power. Given a measured point

(in green in Figure 6.26) that includes both transmitter and receiver temporal characteristics,

scaling repositions the 100Mb/s BER curve to the green dashed curve in Figure 6.26. This is

similar to the power penalty scaling of the sensitivity shown in red (Section 6.5.1). This will

not remove the influence of ISI, however the general curve of the relationship can be be used

to estimate the BER at the slightly higher light level. Doing this gives either:

• An estimated BER of 1x10−5 at the previous −31.7dBm optical power, or

• An estimated sensitivity of −28.5dBm for a BER of 1x10−9.

• An estimated sensitivity of −30.5dBm for a BER of 1x10−6.

The 2.8dB power penalty, in comparison to the previous estimate of 4.3dB, suggests at least

one of the penalties, if not all of them, are lower than originally thought in the power penalty

budgeting sections. Further the above analysis scaled the µLED extinction ratio back to the

≈ 97% for the 10Mb/s experiments. It would however be possible to scale the extinction ratio

back towards a 99.99% extinction ratio, thus estimating the BER of the receiver only.
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6.5.3 Conclusions from BER Estimation

In this section, two methods have been used to estimate the sensitivity and BER of the tested

receiver front-end. Initially, a simple Gaussian model investigated the sensitivity due to the

receiver photon transfer curve and the overall single-photon counting functionality. This uses

estimated power penalties for factors such as the µLED bandwidth or receiver step response to

estimate the sensitivity of the receiver.

As both the Gaussian estimation model and estimation of power penalties make simplifying

assumptions, a second multi-distribution model is fitted to experimentally received OOK data.

This helps identify the main problematic data transitions, such as the 1 → 0 → 1 or 0 → 1 → 1

transitions. To assess the performance of the receiver, independent of the transmitter, the results

are scaled back towards a 100% extinction ratio. Doing this and fitting to measurement allows

some reassessment of the power penalties.

Now that the performance of the receiver has been established, through communication results

and estimation of the bit error rate, how the device performs against a selection of prior art

can be discussed. Presented in the next section, this will use a figure of merit methodology to

estimate a device ranking. This enables some insight into factors that should be optimised in

the future.
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6.6 Benchmarking with Prior Art

Comparing the combined measured and estimated performance of the receiver against similar

receivers developed in CMOS technologies, can illuminate suitable paths towards higher per-

formance. In this section, different receivers are numerically compared using three figures of

merit. As a more qualitative outcome however, the comparison indicates that the optical fill

factor and the slow data throughput (a product of OOK modulation and 100MHz system clock

specifications), must be improved in future receiver generations.

6.6.1 A Receiver Figure of Merit (FOM) from Literature

In Table 6.3, the SPAD receiver is compared with other receivers using the figure of merit

(FOM) below (Equation (6.14)). This is adapted from the approximate scale presented by

Steyaert et al in 2009 [31], aiming to put all fully integrated CMOS receivers onto a scale

as fairly as possible. Prior to the discussion of the overall figure of merit, the sensitivity, S,

must be normalised to allow a fair comparison, independent of wavelength and data rate. This

is denoted as Snorm, and uses the same bit error rate (BERtarget ), wavelength (λtarget ) and bit

rate (BitRatetarget ) for all devices (Equation (6.13)). The normalisation assumes testing used

a) a fine line-width source, b) that the relationship between input photons and BER can be

used (Equation (3.5)) to perform the scaling, and c) that receiver efficiency remains constant

over the visible band. The sensitivity is normalised so that a receiver tested at 450nm can be

approximately compared to a receiver tested at 650nm, although, as the wavelength approaches

the UV band (400nm) or the near-IR band (900nm), the suitability of the approach will be

reduced. This approximate scaling is useful in order to make general comparisons, knowing

that variations in how and if values are quoted in the literature, are the largest contributors to

FOM error.

Snorm = 10log10

[

(

BERtarget

BER

)(

BitRatetarget

BitRate

)

(

10
S
10

1000

)

(

λ

λtarget

)

]

+30 (6.13)

In order to create a suitable figure of merit, the below high-level performance characteristics

were included by Steyaert et al [31]:

• Firstly, all receivers must integrate detectors, current to voltage amplifiers and con-

ditioning circuits on the same chip, i.e. fully-integrated. The receivers must also use

standard planar processes, where the minimum dimension gives a weighting allowing

fair comparison of a receiver front-end that is larger than a competitor, not because of

added gain or functionality, but because the manufacturing process is physically larger.

• If two receivers are compared with similar performance parameters, the bit rate is in-

cluded to ensure that the faster receiver obtains a higher FOM.
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• The bit error rate is included together with the sensitivity as a high optical power yields a

low BER, however a receiver that obtains the same BER with less light should be ranked

with a higher FOM.

• The area of the photo detector is included as a large area is easier to handle from a

system packaging viewpoint [31], but also represents a larger parasitic capacitance. If

two receivers both obtain excellent performance, but one must overcome a significantly

larger capacitance to obtain the required bandwidth, data rate and BER, the large diode

receiver should have a higher FOM.

• The power needed by the receiver is also included, as modern requirements are pushing

for low energies per bit to allow continued data rate and throughput scaling [11]. The

power is on the denominator to ensure high power consumption receivers have a lower

FOM than receivers obtaining the same performance at a lower power draw.

• In the Steyaert et al FOM [31], the overall trans-impedance gain is included to allow

for some receiver implementations that do not include post-amplifiers and do not give

outputs suitable for direct connection to subsequent signal blocks such as CDR circuits

or data multiplexers. Here the output voltage is instead included to achieve the same aims

as trans-impedance gain is not defined for SPAD-based receiver front-ends. If a receiver

outputs a larger voltage swing that a competitor with the same overall performance, the

voltage swing that is suitable for connection to subsequent blocks is given a higher rating.

Further to this, if both receivers drive similar output capacitances, including the voltage

in the FOM allows the P = fCV 2 relationship to weight the overall power and energy

per bit performance of the receiver.

With the above performance parameters, Steyaert et al [31] attempted to make a fair rank-

ing scale. However in this work, single-photon sensitivity, which only SPAD-based receivers

achieve, is excluded from the FOM (Equation (6.14)). Further, while the Steyaert et al FOM

should include receiver silicon area, quotation carries errors, and may require assumptions to

be made. It should be noted that due to differences in how or if a parameter is quoted in the

literature, a figure of merit will always be inexact. As an example, for the receivers presented

in Table 6.3, the inclusion or exclusion of pad ring power supplies in the overall receiver power

draw is not always stated.

FOM =
BitRate(bit/s) Snorm(dBm) log10(BERtarget) V 2

out(V
2) PDarea(µm2)

Technology2(nm2) Power(W )
(6.14)
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6.6.2 An Optical Fill Factor Normalised Figure of Merit

With the FOM (Equation (6.14)) not including area or fill factor, the SPAD-based receiver must

be compared equally to others despite its design for test and separated diode structure. Some

designs [31, 110, 111] achieve 100% optical fill factor by abutting fibres to the active regions.

However here, the fill factor of such devices is defined in the same way as a multi-diode receiver

[79] such as the one presented [68]. This is taken to be the ratio of optically sensitive area to

the total functional area.

In [31], the fill factor, with fibre abutment is ≈ 100%. However the fill factor, if defined as

above, is only ≈ 0.16%. The SPAD receiver obtains a fill factor of ≈ 2.43%. Adding this to

Equation (6.14), ensures that a device achieving its performance with a high photodiode to

circuit area ratio, obtains a high FOM. The fill factor normalised figure of merit is denoted as

FOMFF .

6.6.3 A Circuit Area Normalised Figure of Merit

The FOM can be modified further to incorporate circuit area, FOMFFA. Thus a physically large

device scores a worse FOMFFA, especially if the fill factor indicates significant non-optically

active area. This metric embodies the performance to cost ratio, as area is directly proportional

to cost. However unlike monetary cost, the metric can be used for small-run prototypes or

devices that used academic discounts. The metric is useful to add to the receiver FOM, as

a receiver obtaining a specific performance whilst using half the silicon area of a different

implementation, clearly obtains that performance at a lower cost per unit.

6.6.4 Performance Comparison with Recent Prior Art

In Table 6.3, the SPAD-based receiver is compared to receiver prior art. This presents device

parameters such as the bit error rate, data rate, optical wavelength and power per bit, along with

the three figures of merit, FOM [31], FOMFF and FOMFFA.
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6.6.5 A Discussion of Compared Receiver Technologies

The SPAD-based receiver has been used to investigate the concept and explore affecting param-

eters. As such, the receiver is not optimised. Due to the combination of an integrating receiver

architecture, multiple diodes and high avalanche gains, optimisation routes were not available.

In this section, the above table is discussed.

Receiver Power per Bit Performance

The SPAD-based receiver power of 8x10−10 WHz−1, is measured at the maximum count rate,

Cmax, for the base dead time (13.5ns). This inflates power consumption above other receivers

that detect just enough light for communications but do not provide single-photon sensitivity.

The high power is also due to non-optimised design, and the increased output voltage amplitude

compared to other receivers.

Due to differences in how power draw is quoted in the literature, namely if pad ring power

is included or if photodiode bias voltages are included, the voltages and currents used in the

power draw estimation are for the receiver core only. For a photodiode receiver, this may need

to exclude the power supply of the final buffers that drive the output pads if the current for

that supply is not quoted. For the SPAD-based receiver, the power discounts the current drawn

from the VBD supply. This is a limitation, as current is drawn by SPADs but is lower than

SPAD quenching, digital logic and clock distribution currents. As the VBD voltage is negative,

conventional current flow, if applicable, would suggest current flows from the SPADDVDD,

DVDD and ground nets, through the SPAD and out of the device via the VBD net. For a SPAD,

the current flows are complex, due to the nature of the SPAD planar structure (Figure 4.2), and

the capacitive network that surrounds the p-n junction (Figure 4.3), with extra carriers being

liberated from the lattice during a breakdown, and carriers drifting from elsewhere in the silicon

CMOS substrate. There is ongoing research in this area using TCAD simulators [76, 185],

however if the convention holds VBD should be discounted to ensure SPAD current draw is

not taken into account twice. The power per bit of the receiver, with its large clock tree, non-

optimised quenching and digital circuits and limited pad output rate, is open for optimisation

(Section 7.4).

The SPAD-based receiver is able to achieve a photon detection energy efficiency of ≈
3.2pJ/photon. This is far in excess of other receivers which would draw significant power

if their gain was scaled to achieve single-photon detection. The energy per bit, is ≈ 370pJ/bit.

This was calculated using the measured power draw when the receiver was operating at its

maximum counting rate, linearly scaling to the photon count rate giving the target BER and

then scaling to a single bit. SPAD receivers will draw increased electrical power due to the bias

voltages required. However, including the efficiency of the transmitter, increased sensitivity

will lead to a reduced link power budget once SPAD-based receivers are optimised. The system
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proceeding receivers that use LVDS outputs, will require electrical power for amplification if

processing by CMOS logic is to be used. As such, the FOM (Equation (6.14)) [31] of low

voltage output implementations will be decreased from that shown in Table 6.3. The presented

receiver is suitable for direct connection of signal processing blocks.

Normalised Sensitivity Performance

The sensitivity of the SPAD-based receiver has been discussed in the preceding sections. While

this was based on estimation, the receiver should remain in a high position relative to the others

due to the single-photon sensitivity of the SPADs. Due to the assumptions and nature of using

quoted values from the literature, each value in Table 6.3 contains some error.

Comparison Using The Steyaert et al FOM

Steyaert et al [31], implemented a low power, high-speed receiver with a small photodiode and

950mV output. This obtained a comparable FOM (12.18 vs 12.2), but requires a high input

optical power. In comparison, this work presents a pre-optimised design with an active area ≈
18.2 times larger, a normalised sensitivity (linear units) ≈ 21 times higher, 1.2V CMOS logic-

compatible output and includes a number of test circuits used during prototyping. Comparing

[236] and [99] with the SPAD receiver, despite both operating in the visible, they have reduced

FOMs due to their lower output voltages (≈ 225mV).

It is clear from Table 6.3, that for BER, speed and area, the presented SPAD-based receiver

does not compare favourably. The overall FOM of 12.20 has been reduced by the 0.1GHz data

rate. However despite limitations of 108Mb/s per pad, schemes such as MPAM could be used to

increase the bit rate for the same receiver clock frequency [1, 3]. The closest bit rate neighbour

[44] obtains a rate of 250MHz. Its poor FOM is a product of mid range sensitivity and use of

a small photodiode. It however obtains its performance, even at the 0.6µm node, within a very

small area budget.

Comparison Using The Fill Factor Normalised FOM

The fill factor inclusive FOM (FOMFF ) for [111], decreased from 11.55 to 10.52. This is due

to a fill factor of ≈ 0.094%. The greatest improvement from FOM to FOMFF , was observed

with [99] as it achieves a fill factor of ≈ 50% (estimated from micrograph). This was achieved

by using photodiode structural equalisation rather than circuit techniques. In fact the TIA

was astoundingly small at ≈ 50µx50µm. As this device was implemented with structural

equalisation, the sensitivity has been reduced and hence the FOMFF is lower than other designs

using combinations of the two techniques.
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Under the fill factor normalised FOM, the SPAD-based receiver retains its high position, how-

ever the order of the receivers has changed. Under the initial figure of merit (Equation (6.14)),

a weak-inversion receiver [31] obtained 12.18. The fill factor modified FOM of this receiver is

far lower at 11.38. The FOMFF of the SPAD-receiver improves slightly, however [100] obtains

far higher values of 12.70 and 12.93 at 1.25GHz and 1.8GHz respectively. These are achieved

using a BiCMOS process, large integrated photodiode (400µm dia), circuit based equalisation,

an output voltage of 720mV and fill factor of ≈ 9.6%.

Comparison Using The Fill Factor and Area Normalised FOM

Once the area is included, the positions of the receivers change. The SPAD-based receiver no

longer obtains scores near the top. This is because the receiver obtains poor area utilisation

due to the design for test structure and the design rules regarding SPAD guard ring widths and

N-well separations. The receiver is an initial prototype. As such, further work (Section 7.4)

will give improved performance. Despite this, the receiver obtains a fill factor, circuit area

and output voltage normalised figure of merit towards the middle of the range. The concept

therefore has potential to scale if further work tackles initial limitations.

6.6.6 Conclusions from Comparison Figure of Merits

The FOMs presented, indicate improvements necessary for SPAD-based receivers. If SPAD re-

ceivers could be equalised to improve the impulse and step response or if topological techniques

are combined to yield high fill factor and high detection probabilities, high-speed, low-BER,

fibre-coupled, high-sensitivity receivers could be possible.

Likewise, cheap CMOS, mass-producible receivers with small but highly sensitive active areas,

may promote further growth in LED-based data transfer and solid-state illumination applica-

tions, such as VLC. From the presented figures of merit, methods to increase the data rate

should be explored in the future to achieve higher FOMs. One method would be to increase the

operating clock towards the GHz levels used in some of the other receivers within the compar-

ison table. Another method, would be to explore modulation schemes such as MPAM that can

be combined with silicon implementation optimisation. These data throughput techniques, and

reduction of ISI must be explored before SPAD-based receivers can lead in mobile platform

applications of visible light communications. In the next section, system level factors such as

the typical hierarchical data protocols used for communication, or the possible use of such a

high sensitivity receiver are considered.
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6.7 Important Issues for Communication Designers

The communications community covers optical source and detector design [2, 14, 35], trans-

mitter and receiver design [2, 13, 14, 31, 35, 36], modulation and coding scheme design [1, 3],

right through to link and protocol modelling, design and standardisation [1, 15, 22]. Compar-

ison using figures of merit allows investigation of how to optimise a receiver. In this section

however, the system level of communications is also considered. This points towards protocol

levels or further integration of functions to aid in electrical and economic cost efficiency.

The receiver exists only at the physical layer of the International Organisation for Standard-

ization’s Open Systems Interconnection (OSI) model [102]. This structure and the Internet

Protocol model [1], ensures separability between functional layers. As such, once a receiver

operates within specification [1], its impact on the higher levels is minimised. Throughout,

the receiver design has progressed from the project specifications (Table 2.1), and has inferred

specifications from literature (Section 2.5 and Section 2.7.3) and initial modelling (Section 3.3

and Section 3.3.5). The use of integrating architectures [35, 73, 113] (Section 2.5.3), high

avalanche gain [26, 49] (Section 2.6) and multiple diodes [41, 43] (Section 2.8) is feasible,

as shown by experiments with a CMOS implementation (Section 6.4), and recent feasibility

studies [67]. While there is a need for further characterisation, design and experimental com-

munication work (Section 7.4), there are a number of conclusions that can be drawn.

• Optical signals can be received using the presented combination of technologies,

• The impulse and step responses require further work to mitigate inter-symbol

interference induced BER contributions,

• Small, cheap, CMOS-only, high-sensitivity receivers could be used for mobile

applications, and

• CMOS integration allows tasks such as clock and data recovery, threshold calculation,

equalisation or parity checking, to be computed on-chip.

Along with these, the work has presented a specification flow for a SPAD-based integrating

receiver (Section 3.3). While this requires understanding of such receivers and inclusion of

further modelling, future designs could use a similar flow to create high-sensitivity receivers.

The project aimed to explore optimisation routes for SPAD-based receivers. Once added to and

adequately modelled, this would allow the best engineering solution for a given specification.

Here, some experimental effects could not be separated due to other silicon requirements.

Likewise, modelling the link, inclusive of observed effects, was complex due to practical issues

and inherent random variation of some effects.
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Two implementations that could be conceivable within the current receiver’s performance and

through the suggested specification flow, are:

1. A small area, high-sensitivity receiver for 25–50Mb/s VLC, that is suitable for mobile

applications. This could use native BERs of 1x10−6 with on-chip correction to achieve

error-free reception. White light, suitable for illumination, could be used, or optical filters

could be incorporated if fill factor power penalties can be reduced. The IEEE standard

[22] currently contains some functionality required for the OSI or IP data link layers.

However once handshaking between transmitters and receivers and on-error retransmit

are included, robust communications will be possible.

2. The design of a physical layer optical receiver for the 100Mb/s, 850nm, 100BASE-

SX Ethernet industry standard [1]. This could include the advantages of the presented

receiver to extend the current 550m operation distance, or the advantages of the Ethernet

IP protocol for high reliability communications.

To conclude, future work on the specific silicon implementation of SPAD-based receivers may

be able to meet the specifications of conventional protocol implementations within the OSI

and IP communication hierarchies. Once this occurs, SPAD-based designs may tend towards

the ideal receiver, that of highly sensitive, inexpensive receivers that leverage cost reductions

from increased integration. Future work, addressing the temporal response, may enable designs

operating close to the quantum limit, with direct applications where sensitivity is the main

priority over absolute speed.
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6.8 Higher-Level Characterisation Conclusions

In this chapter, experimental work evaluating the performance of the receiver (Table 6.4),

including the impulse (Section 6.2.2) and step (Section 6.2.5) responses are discussed. These

are limiting factors, degrading the achievable BER for the target specifications (Table 2.1). With

this SPAD unprotected from substrate carriers (Figure 4.2), photon-induced carrier diffusion is

proposed (Section 6.2.2) as a mechanism for impulse issues requiring characterisation before

mitigation can be implemented. Complementing this, the step response shows significant con-

tributions to BER (Section 6.2.5). In particular, a peak is followed by ripples tending towards

a smaller settling value. This broadens the logic-high distribution (Section 6.4.1), reducing the

quality of received data. Experimentation and modelling suggest this is linked to the number

of SPADs, the number of SPADs removed and the number of SPADs recharged, while pointing

towards methods that may reduce it.

The BER of the receiver has been estimated, firstly using a simple Gaussian model (Sec-

tion 6.5.1), and secondly a multi-modal distribution technique using µLED data (Section 6.5.2).

These aimed to assess only the BER contribution of the receiver, finding that while data can be

received, there are a number of power penalties that must be reduced in future generations. The

step and impulse responses both impede robust communication, while the optical fill factor and

photon detection efficiency contribute significantly to a departure from the ideal quantum limit.

To compare the receiver with prior art, figures of merit are used (Section 6.6). The Steyaert et al

FOM is modified to obtain an equal footing. The SPAD-based receiver performs well, however

it requires further work before it reaches the speeds of prior art. The FOMs are also useful from

a specifications perspective, suggesting modifications that should be prioritised.

Finally, this chapter discusses implications for communications. The broad conclusion is that

the concept is feasible and that further work is required. Such devices include routes towards

CMOS only, high-sensitivity receivers, that could incorporate error correction on the die. In

the next chapter, the concept, design and performance values of the SPAD-based receiver are

summarised, and a number of topics for future work are suggested. Chapter 7 concludes the

work, briefly commenting on applications of such a receiver and its suitability with regard to

ongoing trends.
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Table 6.4: A short summary table of the main results discussed within this chapter.

Parameter: Value: Units: Notes:

Impulse Time Constant 1.9-14.8 ns 27-30,000 photons/pulse

12.5fJ to 14.2pJ per pulse

6.4 ns Na = 4 TDM Mode

2.35 ns Na = 1 TDM Mode

6.7 ns AQAR at τd = 13.5ns

5.5 ns PQPR at τd = 13.5ns

Received Data 10 Mb/s Eye-open but slow 1 → 0

Ambient=None 50 Mb/s Eye-closure worse 1 → 0

Modulation=High 100 Mb/s Eye-closed, high BER

Combined µLED and

Receiver Transient Issues

Note: Reduced Extinction Ratio

Maintained 1:1 Correspondence

Received Data 10 Mb/s Data-visible but high noise

Ambient=Low 50 Mb/s Data-corrupted

Modulation=Low Partial N0 and N1 overlap

100 Mb/s Full Data corruption

Full N0 and N1 overlap

Combined µLED and

Receiver Transient Issues

With high N0 signal amplitude

Note: Reduced Extinction Ratio

1:1 Correspondence Lost

Estimated DC Sensitivity −31.7 dBm At BER = 1x10−9

Gaussian Assumption [1, 3, 103]

Continuous-Wave

≈ 0.67µW at 450nm

Estimated DC QL −35.9 dBm As above

Corrected for PDE and FF

Gauss-Model 4.3 dB From Measurements

Power Penalties (impulse, step, µLED, etc)

Gauss-Model DC Sensitivity -27.4 dBm Inc PPISI , PPEOP etc

Multi-Gaissian Fitting -31.7 dBm At BER = 1x10−5 or...

Corrected -28.5 dBm At BER = 1x10−9

Energy Per Bit ≈ 370 pJ/Hz Estimated from Cmax

Photon Detection ≈ 3.2 pJ/photon Estimated from Cmax

Energy Efficiency

FOMFFA SPAD-receiver 6.26 - Within µ +1σ = 7

FOMFFA Mean 5.73 Max = 7.88, Min = 4.05,

Median = 5.46, σ = 1.25



Chapter 7

Consequences and Conclusions Of

Presented Research

7.1 Thesis Motivation and Overview

Visible Light Communication (VLC) is able to increase data transmission capacity. This is

required where the number of subscribers restricts the per subscriber bandwidth, or where

download intensive tasks are required despite regulation of the electro-magnetic spectrum.

VLC is an attractive solution to the problem, due to the introduction of solid-state LED lighting

as a replacement for incandescent lighting in home and office environments. A variety of data

modulation schemes can be implemented using light-emitting-diodes. For example, multiple

colours not only provide white light but also allow wavelength division multiplexing, thereby

increasing the utilised bandwidth.

As optical efficiency decreases with inclusion of filters or non-ideal transmission medium

effects, multiple techniques have been used to increase sensitivity. It is hoped that these could

be utilised to enable small, CMOS-only receivers with sufficient sensitivities to address three

key issues.

• Firstly, optical filters could allow multiple wavelengths to be used for modulation, while

still providing white light illumination required by IEEE VLC standards,

• Secondly, reduction in the modulated optical transmission power could aid in decreasing

link power budgets, allowing energy efficient designs,

• Thirdly, optical powers on the receiver can be reduced, allowing packaging flexibility or

use of smaller active areas allowing multiple receiver channels per device.

The feasibility of multiple SPADs within integrating receivers has been investigated. This

work presents initial modelling to produce specifications, the implementation of a device, and

demonstrates the concept through characterisation and transmission experiments (Chapter 6).

This is complemented by modelling to explore observed issues. The positive outcome, is that

data can be received using such a device. This implies feasibility if future work tackles some of

the non-ideal behaviour. It also indicates a route to reduce the increasing energy requirements

of communication links, while supporting VLC concepts.

193
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In the proceeding sections, the work within each chapter is briefly summarized into its key

conclusions, whether that be specifications or measured results. Future work is then discussed

aiming to address issues observed experimentally. Finally, the two key issues from the work are

discussed in the context of the overall VLC application. This highlights a) the mobile comput-

ing, high-download capacity target application of such research and b) that commercialisation

and research is progressing the concepts discussed.

7.2 Summary Of Work Presented

The first chapter introduced optical communications, the motivation for which are electro-

magnetic spectrum restrictions and its use in solid-state, lighting-based visible-light commu-

nication standards such as IEEE 802.15.7. This lead on to the motivation for this work (Sec-

tion 1.2), that of increased receiver sensitivity. This would allow robust communications despite

optical filters or small receiver areas. The chapter concluded indicating the overall drive behind

the work presented. This takes the form of overall project specifications, the most important of

which are briefly summarised in Table 7.1.

Table 7.1: Selected overall project specifications.

Parameter: Value:

Technology: all-Digital CMOS

Number of Channels: Multiple Channels

Target Data Rates: 100-500Mb/s per channel

Target Bit Error Rate: 1x10−9

Target Sensitivity @ 100Mb/s: Better than −24dBm

Target Wavelength: 400nm to 750nm (Visible)

Compatibility Co-Design with µLED transmitter

Chapter 2 introduced optical communications in more detail. Key performance metrics such

as the bit error rate and inter-symbol interference were discussed prior to a review of receiver

literature. The techniques used within this work were then established. In turn these were:

• use of integrating receivers, giving increased received signal amplitudes and some noise

immunity (Section 2.5),

• use of avalanche multiplication exceeding that used in avalanche photodiode receivers,

thereby moving most, if not all, the necessary gain into the diode (Section 2.6), and

• a multi-diode approach that allows lower noise rates and higher photon count rates to be

obtained (Section 2.8).

The reviewed literature suggested the techniques can be used additively, quickly enabling the

high-sensitivities that VLC applications require. Chapter 2 therefore concluded with specifica-

tions (Table 7.2) that are required throughout the design chapters, simultaneously establishing

concurrent design with a multi-channel, CMOS-controlled, visible-light µLED transmitter.
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Table 7.2: Selected high-level receiver specifications.

Parameter: Value: Notes:

Modulation Schemes: On-Off Keying NRZ

Receiver Architecture: Integrating Discrete Time

Diode Operating Mode: Avalanche to Geiger-Mode -

Front-End Circuit: Multiple Diode Summation -

Active (+ passive quenching) -

Total Receptive Elements: 1024 -

In Chapter 3 a model of the error rate was first used to assess parameters that should be

optimised to create a high-sensitivity receiver. This was then built upon using models from

the literature to indicate how silicon circuits and the prototype VLC receiver should be im-

plemented. In a similar way to the preceding chapter, Chapter 3 concluded by generating

a list of specifications. These specifications, the crucial points of which are summarised in

Table 7.3, lead directly into the CMOS design of the receiver in Chapter 4. A key conclusion

from Chapters 2 and 3, which is included within the overall specifications, is that of design for

testability. This directly allows testing of the concept and is later shown to be a key requirement

in order to test and understand two fundamental limitations of the receiver front-end.

Table 7.3: Selected final specifications for a high-sensitivity SPAD receiver.

Parameter: Value: Units: Notes:

Quantum Limit 20 Photons BER = 1x10−9

Dark Count Rate: ≤ 0.1QL - ≤ 2 Detections per τb

Total detections: 22 - Detections per τb

SPAD Diameter: ≤ 8.6 µm Assuming Circular

Array Architecture: Clustered - Hierarchical Addition

SPAD Summation: Time Division Multiplex - Mode Configurable

- - - Na = 3 for disable

Chapter 4 implemented the receiver within a CMOS technology. As the literature within Chap-

ter 2 pointed to a small proportion of SPADs with dark count rates far higher than the average,

functionality was included to turn off noisy groups. This was achieved using added circuits that

allow receiver configuration when in use. Furthermore, the excess bias, dead time, quenching

mode and summation method were each configurable to aid in assessment of their impacts

within subsequent chapters. The chapter conclusions centre around the fabricated device, in

that it acts as a testing platform for the concepts. As such, the included functionality and how it

can aid experimental work are direct outcomes. Some of the key parameters from the design are

outlined in Table 7.4, indicating a) the functionality included, b) design parameters important

for subsequent testing and c) factors that act to limit the device.
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Table 7.4: Selected details of the fabricated SPAD-based receiver chip.

Parameter: Value: Units: Notes:

CMOS Process 130nm Imaging - 90nm Metallization

# SPADs 1024 - Circular

SPAD Diameter 8 µm Active

Quenching Active/Passive - Adjustable

Peak PDE 20 [143] % Vex = 1.2V 450nm

Digital DVDD 1.2 / 3.3 V Core / Pads

Array Fill Factor 2.42 % Exc Pads etc

Max Clock 108 MHz Pad Limited

# Channels 1 or 16 - Configurable

Die Size 2.4x2.1 mm ≈ 5mm2

Characterisation of the manufactured SPAD array has been presented in Chapter 5. SPAD

specific values such as the dead time, dark count rate, after-pulsing probability and photon

transfer curve were explored and are briefly summarized in Table 7.5. This allowed some

knowledge of the magnitude of a particular factor prior to experimental communication work.

For example, the power consumption of the device indicates the need of future work on silicon

implementation, to optimise the energy per bit performance.

A significant and novel contribution this thesis has made, has been a number of models.

One such model has investigated the receiver responsivity due to a suggested competitive

interaction between photon, dark and after-pulse counts. It was concluded that this may indicate

a reduction in detected thermal carriers as the optical flux increases, further suggesting use of

all of a SPAD’s available counting resources. The chapter concluded that some SPAD array

characteristics will need to be optimised in a second generation. This is required in order to

obtain either desired communication performance (explored in Chapter 6) or the scaling of that

performance, with higher optical and electrical efficiency.

Table 7.5: Selected initial characterisation results of the SPAD-based receiver.

Parameter: Value: Units: Notes:

Max Clock Distribution ≈ 20 mW -

Max AQ DVDD ≈ 12 mW -

AQ Dead Time 10–250 ns Using V (DTCT RL)

PQ Dead Time 5–200 ns -

DCR (ALL SPADs) Median = 2.5 kHz At 16◦C

Photon Transfer Curve Cmax = 6.5x1010 cps TDM Mode Na = 4

- Cmin = 6.6x106 cps -

After-Pulsing mean(P(ap)) = 0.9 % 1µs Window, 12 SPADs
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Chapter 6 presented the receiver impulse and step responses, both of which impact the BER.

It can be concluded that this receiver includes significant inter-symbol interference, with this

being a particular drive for future work. This lead to a novel step response model that can be

used to influence the number and dead time of SPADs in subsequent designs (Section 6.3) and

is a direct outcome matching the contributions to knowledge in Chapter 1. Experiments using

a µLED, demonstrated the positive result that data can be received, although three factors

influence the immediate use of the technology (Section 6.4).

• The impulse and step responses are problematic at the 100Mb/s target data rate,

• The transient response of the µLED adds further inter-symbol interference, increasing

the error rate, and

• The performance of single-photon sensitive receivers is reduced when unmodulated light

is present.

Chapter 6 concluded with a comparison with prior CMOS optical communication receivers. A

number of figures of merit were given, attempting to evaluate performance fairly. The SPAD-

based receiver performed well. However, further work is needed to remove observed non-ideal

behaviour and to push obtainable figure of merits further (Table 7.6).

Table 7.6: Selected transient response and data reception characterisation results.

Parameter: Value: Units: Notes:

Impulse Time Constant 1.9-14.8 ns 27-30,000 photons/pulse

Estimated DC QL −35.9 dBm As above

Corrected for PDE and FF

Gaussian-Model 4.3 dB From Measurements

Power Penalties (impulse, step, µLED, etc)

Gaussian-Model DC Sensitivity -27.4 dBm Inc PPISI , PPEOP etc

Multi-Gaussian Fitting -31.7 dBm At BER = 1x10−5 or...

Corrected -28.5 dBm At BER = 1x10−9

Energy Per Bit ≈ 370 pJ/Hz Estimated from Cmax

Photon Detection ≈ 3.2 pJ/photon Estimated from Cmax

Energy Efficiency

This work has introduced communications using a multi-SPAD, all-digital integrating receiver.

The implication for communications requires work to address power usage and transient re-

sponse issues. Power penalty budgeting, along with the FOMs of Section 6.6, indicate that

with recent advances in SPAD array fill factor and photon detection efficiency, highly sensitive

receivers are feasible [67]. Such receivers provide increased flexibility for VLC, allowing

optical filters to be used for bandwidth increasing wavelength division multiplexing. Reduction

of the power budget is also needed to counteract the escalating energy use of increasing demand

for bandwidth. With respect to VLC commercialisation [233], high-sensitivity allows a smaller

active receiver area for a given sensitivity. This is crucial if VLC is to be introduced into mobile,

low-power, hand-held devices as indicated by the literature and VLC standards.
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7.3 Obtained Performance and Comparison to Targets

In this section, the performance and learning outcomes of the prototype receiver front-end

are compared to the project specifications. Chapter 1 discusses that overall, the project and

the prototype receiver front-end have been developed to assess the feasibility [67] and design

factors [68, 156] that are involved in using SPADs for optical communications (Section 1.2).

As Chapters 5 and 6 have shown, there were a number of factors that were not known prior to

the project, with the investigation of these becoming a paramount point after early experiments

showed them to be detrimental to communications. In Section 1.3, a brief summary of some of

the implementation objectives was presented. These covered the development of the receiver

front-end IC, a testing PCB and related firmware and software. It also discussed objectives such

as establishing the performance of the prototype and modelling it in order to make suggestions

for future designs. Each of these outcomes has been achieved, with Section 1.4 and Section 7.2

setting out the main points for each chapter.

Chapter 2 presented more specifications from the Hypix project. This included the target

communications specifications such as the BER of 1x10−6 to 1x10−9, the data rate of 100Mb/s

to 500Mb/s, the wavelength range of 400nm to 750ns, the use of OOK modulation and the

co-design with the Hypix project’s 32x32 µLED transmitter array. The sensitivity of the

receiver was also specified, aiming for −24dBm, although the exact figure was accepted to be

dependent on as-yet-unknown factors and the feasibility of the concept.

The performance of the SPAD-based receiver front-end can be compared to the target specifica-

tions put forward in Chapters 1, 2 and 3. For some specifications the chip directly satisfies the

the project aims. For example, the chip uses a 32x32 SPAD structure, mirroring the µLED

transmitters and the functionality of reconfigurable grouping of devices into multiple data

channels. The chip also obtains wide wavelength sensitivity as demonstrated by previous SPAD

characterisation [143]. The receiver front-end also demonstrates some suitability for OOK

signalling with chip readout clock speeds up to 108MHz, although for the most part, the chip

does not obtain the required communications performance (Section 6.4 and Section 6.5).

Through device characterisation, modelling and communication experiments, it is clear

the impulse and step responses of the SPAD-based receiver have drastically impacted the

communications performance. This isn’t to say that the prototype cannot operate at a clock rate

of 100MHz, but that it cannot obtain 100Mb/s while also obtaining the target BER and sensitiv-

ity. Prior to design, there was little indication that either factor would be as severe as they have

been measured to be. The performance is therefore either an estimated BER of 1x10−5 with a

sensitivity of −31.7dBm, or an estimated sensitivity of −28.5dBm with a BER of 1x10−9. This

approximated performance satisfies the specifications with a margin of −4.5dB, however the

finding-of, investigation-of and modelling-of factors impacting communication performance

were the primary requirements and aims of the project (Section 1.3).
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7.4 Future Work For >1Gb/s OOK VLC SPAD Receivers

While a SPAD-based integrating receiver has been fabricated and demonstrated (Chapter 6),

the future work required for VLC receivers obtaining native OOK data rates greater than 1Gb/s

is of interest. VLC is intended, alongside conventional Wi-Fi, for download intensive or multi-

user situations (Section 1.1.1). With the increase in connected devices, number of subscribers

and bandwidth demands per person, VLC receivers will need to scale appropriately to meet

these increasing demands.

The presented receiver front-end circuits used standard CMOS processing technology, allowing

the scaling of this receiver type to use techniques and advances in CMOS processing, digital

circuit scaling and of on-chip signal processing. The use of SPADs implemented in CMOS is

becoming better understood and practical solutions have been emerging for low noise diode

structures, fill factor enhancement techniques and circuit implementations.

7.4.1 Specific Future Work

Following a bottom up approach, specific ideas for future work are presented below. Each

modification attempts to reduce the penalties that prevent a quantum limited receiver.

• To target the inter-symbol interference caused by the impulse response, Silicon-on-

Insulator (SOI) processes, despite high costs, often achieve system and photodiode

speeds near the upper end of the performance scale [31, 46]. For integrated photodiodes,

SOI increases the intrinsic bandwidth. This may be useful for SPAD technologies.

• For SPAD design, PDE performance can be improved using double junction SPADs.

This increases the capture of photon absorptions using larger silicon depths. To address

impulse response issues, positive drive SPAD configurations have shown isolation from

the substrate, reducing detections of slow diffusing carriers. Small diodes (≈ 2µm di-

ameter) have reduced DCRs, lower capacitances, shorter dead times, lower after-pulsing

probabilities and can use micro-lens arrays to increase fill factor.

• The step response induced ISI can be mitigated by feeding modelling back into specifica-

tions, with the model outcome suggesting an advantage to arrays of many small SPADs,

each with very short dead times, or rather a larger total counting resource available

compared to the photon flux.

• To address the principal power penalty (Table 3.6), the fill factor can be increased using

shared N-well structures, non-circular geometries, optimal packing, out-of-array logic

and NMOS only circuitry.

• To increase data throughput, modulation schemes such as multiple pulse amplitude mod-

ulation (M-PAM), wavelength division multiplexing (WDM) and optical many-in-many-

out (OMIMO) can be investigated.
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7.5 Conclusions

This work discussed the feasibility and issues surrounding multiple SPAD, integrating, all-

digital receivers for optical communications. This concentrated on visible light communications

as an application. VLC is progressing into commercialisation principally due to the restrictions

imposed on the electromagnetic spectrum by the United Kingdom’s regulator, Office of

Communications (OFCOM) [15], the increase in subscribers and increases in download

intensive media streaming.

High optical sensitivity, mass producible and small receivers are required for VLC’s target

of reaching mobile computers such as smart phones and tablets. A combined approach using

high-gain avalanche multiplication, integrating receivers and multiple separate diodes has been

explored, with SPAD-based sensors already commercialised into smart phone platforms [237].

The concept and issues have been discussed, with positive communication results showing the

scope for further work.

There are two key conclusions from this work. These are:

• Combining the advantages of multiple sensitivity enhancing techniques, while minimiz-

ing each of their disadvantages, will prompt high-sensitivity receivers suitable for VLC

applications.

• The impulse and step responses of SPAD-based receivers must be addressed to achieve

communication bandwidth scaling towards Gigabit per second speeds.

SPAD receivers may be useful for niche applications but their immediate usefulness is restricted

due to power, area and error rate limitations. With progression, the advantages of all-digital

CMOS can be utilised, incorporating automatic data thresholding and bit error correction onto

the device. Single photon sensitivity is suitable when the electrical power to operate the SPADs

is lower than the analogue circuits within conventional receivers for the same amplification

gain. Likewise, extreme sensitivity may be required to obtain link budgets if small active areas

or optical filters are required. It is hoped that the ideas, concepts, implementation and models

provided can be useful in continuing progress towards ideal communications receivers.
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Abstract— A reconfigurable Single-Photon Avalanche Diode
integration mode receiver in 130nm CMOS is presented for
optical links with an array readout bandwidth of 100MHz. The
all-digital 32x32 SPAD array achieves a minimum dead time
of 5.9ns, and a median dark count rate of 2.5kHz per SPAD.
Pulse shortening increases the dynamic range by preventing pulse
overlap. An in-pixel feedback loop allows synchronous or self-

clocked asynchronous time division multiplexing. The internal
gain of SPADs and spatio-temporal summation removes the need
for analogue amplification. A maximum count rate of 58GHz is
observed, with SNR of 79dB, a sensitivity of -31.7dBm at 100MHz
and a BER of 10−9. The sensor core draws 89mW at maximum
count rate.

I. INTRODUCTION

Visible light communications (VLC) [1] is an emerging

application for local capacity enhancement in the 100Mb/s

to 1Gb/s range utilizing the growth of LED lighting or

polymer optical fibers (450-650nm). Recent trends towards

integrated CMOS high speed optical receivers have employed

photodiodes (PDs) and avalanche photodiodes (APDs) [2].

The low PD gain and thermal noise necessitate the use

of intricate high gain transimpedance amplifiers, limiting

amplifiers, adaptive equalization or BiCMOS processes.

Single-Photon Avalanche Diodes (SPADs) are p-n diodes

biased beyond breakdown into the ’Geiger’ region [3]–[5]. Due

to the high electric field, avalanche multiplication leads to a

large internal gain, creating a density modulated pulse train.

Single-photon sensitivity and pico-second time resolution have

led to their introduction into a broad range of applications,

including quantum key distribution [6]. SPAD arrays in

standard CMOS processes have improved with respect to

jitter, noise and dead times [3], [4], [7]. SPADs have been

used here with the long term aim of power efficient, high

sensitivity receivers able to approach the photon shot noise

limit. We translate the ability of previous SPAD arrays to

suppress noisy diodes [8] in order to improve the noise floor.

SPAD communications [6] has so far been limited to the MHz

region by dead time, τd, and the after-pulsing probability,

P(ap). This paper introduces a first generation proof of concept

SPAD array (Fig.1) that solves these issues by system level

techniques. The array has a sensitivity of −31.7dBm, limited

by photon detection efficiency (PDE), fill factor and SPAD

noise. The quantum limit of −60.5dBm could be approached

in the future, with ≈ 25dB recovered by high fill factor [9],

direct fibre abutment and high detection efficiency [3].

Fig. 1. Sensor micrograph. Die = 2.4 x 2.1mm. Inset: Sub-pixel with SPAD.

II. ARRAY ARCHITECTURE

The array is designed for on-off keying (OOK), pulse

amplitude (PAM) and pulse width modulation (PWM) in

conjunction with a CMOS controlled 450nm GaN micro-LED

array [1]. It could also be used for multi-level PAM and optical

multi-in-multi-out (MIMO) techniques. System configuration,

control and data acquisition uses a FPGA and USB link.

A. The SPAD Sub-Pixel

The array is arranged in a hierarchy with the SPADs [4]

in 27.5µm square sub-pixels (Fig.1 inset). This is comprised

of configurable active quench active reset (AQAR) or passive

quench passive reset (PQPR) circuits (Fig.2). To reduce

electrical cross talk, a split power architecture and local

decoupling are used. A local (ENABLE) signal can pull

SPADs firmly off. The voltage DTCTRL is used to tune the

PMOSs in the PQ and AQAR circuits, and directly controls

τd (Fig.5). The sub-pixel fill factor is limited to 6.65%.

B. The Pixel, Cluster, Data Channel and Full Array

Pixels consist of four sub-pixels (Fig.3) and provide low

level spatio-temporal multiplexing [10], [11], which alters the

sensitivity of the photon transfer curve (PTC), via the number

of currently active SPADs, Na = {1, 2, 4}. Pixel area can

be split into smaller units which lowers parasitic capacitance,

dark count rate (DCR) and jitter [3]. Mono-stables (Fig.2.c)

reduce the SPAD τd to a shorter pulse τp = 500ps. The

NAND/NOR tree is used as the output signal, but also iterates

Figure A.1: E.Fisher, I. Underwood and R. Henderson, A Reconfigurable 14-bit 60GPhoton

Per Second Single-Photon Receiver for Visible Light Communications, The 38th European
Solid-State Circuits Conference (ESSCIRC), Bordeaux, France, September 2012
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Fig. 2. a) switchable AQAR/PQPR sub-pixel circuit, b) current starved
inverter delay adjusting AQAR dead time and c) pixel edge detection circuit.

a state machine, active in Na = {1, 2}. Na = 1 enables

a single SPAD, iterating sequentially in a time multiplexed

manner around the four SPADs, while Na = 2 uses pairs of

SPADs, this increases sensitivity. Na = 4 provides maximum

sensitivity as a mini silicon photo-multiplier (Si-PM) module.

Clusters of M = 4 pixels (Fig.3) implement a spatial sum,

and the first level of counters, adders and control. In cluster

memory, accessed by a serial interface (SI), sets Na values

on a per pixel basis. Upon a clock edge (Fig.4), latch-shift

registers capture data from the 6bit counters while a short

disable pulse prevents iteration, before resetting. In subsequent

cycles, a parallel pipelined adder tree computes the sum of

photons within a symbol time (τb). A clock multiplexer allows

an external pixel clock and a nested decoupling and guard

ring structure is used. The 6bit latch can be reconfigured to a

chained shift register for DCR maps and imaging.
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The hierarchy continues to 16 data channels, each of R = 4
clusters and finally to a 100MHz 14-bit array sum with a

4 clock period latency. Global sensor conditions are set by

an 11-bit SI. The weighted summation algorithm of SPAD

pulses allows an unprecedented theoretical maximum count

rate, Cmax, while maintaining single photon sensitivity.

Cmax ≈ #SPADs/τdmin (1)

III. MOTIVATION AND THEORY

A. Temporal Coincidence Reduction

To register detections within τd, pulses must not prevent

counting of other pulses [8], [11], an effect called temporal

co-incidence (TC). With pulse edge detection, the probability

of ≥ 2 SPADs firing simultaneously, giving a single count

with an expected pixel count rate, E[Ψpx], is to first order:

E[P (TC)] =

(

1− 1

Na

)(

1− e−E[Ψpx(τb)] E[τp]

)

(2)

If the pixel is at half maximum count rate (≈ 1.5x108), a

typical AQ τd = 13.48ns and in Na = 4 mode then P (TC) =
0.054, reducing τp to 250ps gives 0.027. If τp = τd, then

P (TC) increases to 0.648. Na should be small for spatially

multiplexed groups in order to reduce count losses.

B. Time Division Multiplexing (TDM)

TDM [10], [11] allows a per pixel reconfigurable weighted

sum of counts, with weights of {0, 0.25, 0.5, 1}. The technique

also prevents powerful pulses from saturating all SPADs.

Forcing SPADs below breakdown while others are operating,

also allows reduction of P(ap) and DCR, as carriers can be

released from traps without inducing avalanche multiplication.

C. Spatial Oversampling and Photon Counting

For photon counting applications, sampling over a matrix of

identical independent SPADs, can reduce the signal variability.

Assuming negligible correlated cross talk, uniform noise and

a uniformly distributed coherent 2D Poisson process over the

data channel (250µm square), let Ψ(τb) be a noiseless photon

number |n〉 and η(τb) be additive photon shot noise. The

SPAD output is Φ(τb) = c (Ψ(τb) + η(τb)) where ’c’ is a

sigmoid function with the constant value of one over the

central region of the PTC. The data channel takes the sum

of these signals, Sdc(τb) with a division by ndiv performed

in firmware, however this could be implemented on chip. If

non-TDM operation is assumed, the mean counts and standard

deviation to first order will be:

E[Sdc(τb)] =

R
∑

k=1

M
∑

j=1

(1− E[P (TC)j,k])
Na
∑

i=1

(

ci,j,k Ψi,j,k(τb)

)

ndiv
(3)

σSdc(τb) =

√
RMNa(1− E[P (TC)])

(

E(c) ση(τb)

)

ndiv

(4)

This maximises measurement accuracy, and increases the

probability P(n|n). Array noise, and non-uniformity, will

increase σSdc(τb) to super-Poisson statistics. Note that by

σ2(c.X) = c2.σ2(X) incident photon statistics remain valid.

Figure A.2
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D. Theoretical BER Analysis

Over the operating region for a required error rate, the DCR

noise distribution (N0, σ0) is much lower than the photon

distribution received (N1, σ1). The decision point, Nth for

OOK is taken to ensure the minimum BER.

Nth =
σ0N1 + σ1N0

σ0 + σ1
BER =

1

2
erfc

(

(N1 −Nth)

σ1

√
2

)

(5)

Sensitivity analysis shows that for measurement accuracy

ndiv � 1 and ndiv � |n〉, however from a communications

viewpoint #SPADs � ndiv. The extinction ratio, relative

intensity noise, clock jitter and average optical power will

all impact the bit error rate (BER). Correlation between

noise sources can be modelled by the covariance, Cov(X,Y ).
By time integrating n counts per bit, the impact of in-

symbol intensity noise is reduced, similar to integration

mode receivers. Inter-symbol intensity noise will significantly

increase the σ1 and σ0 values. The non-uniform Nyquist

sample rate is E[Cmax]/2.

IV. EXPERIMENTAL RESULTS

Fig. 5 shows the achieved dead time of a test sub-pixel.

The AQAR circuit has a minimum τd of 10.6ns limited by

the designed delay chain. The PQPR circuit is able to achieve

a lower τd, limited by the Ron of the quenching PMOS and

SPAD parasitic capacitances but has a significantly worse

standard deviation giving additional PTC noise.
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Fig. 5. Dead time standard deviation. AQ consistently has lower σ(τd).

The array has a mean DCR of 7.27kHz (Fig.6). This is

higher than reported in [4] for the same junction, which

suggests a non-corrected noise floor better than 100kHz.

Noisy devices can be weighted or removed which lowers the

noise floor and increases dynamic range. As the symbol time

decreases, the probability of a dark count in τb reduces.

After-pulsing of (n = 8) sub-pixels was measured at τd =
13.5ns using a 1µs window, triggered by dark count events.

After-pulsing, which would cause inter-symbol interference,

varied with µ = 0.92%, σ = 0.73%, a minimum of 0.1%,

and a maximum of 2%. The PTC (Fig.7) shows that the

device saturates at Cmax and the various Na modes show

the sensitivity and noise trade offs. The dynamic range can

be improved by lower dead times, the small capacitance of

CMOS SPADs and high speed of integrated nanometre scale

digital circuits [3], [5], however lower DCR noise would
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five devices. The array has a mean dark count rate of 7.27kHz (median =
2.53kHz, σ(DCR) = 1.36kHz). For Device01 89.6% are below µ+ σ.

give a significant improvement. Device01 homogeneity under

uniform illumination (30µs,≈ 1.4µW/cm2) was on average

2.26% from E(signal), with σ(counts) = 0.0826 ∗ µ, and

only 1.2% of devices outside ±3σ. This non-uniformity has

no spatial component which suggests it is caused by SPAD,

and circuit variation rather than power supply variation.
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Fig. 7. Photon transfer curve. The Na = 4 PQ curve shows poor gain
linearity, the 1/e reduction in counting rate and SPAD paralysis. The AQ also
shows paralysis above 10mW/cm2. The Na = 1 curve will tend to Cmax at
optical powers approaching 100mW/cm2 [10]. 57 Pixels with SPAD DCRs
≥ µ+ 2σ are turned off using Na = 3, reducing noise by 4.3dB.

Fig.8 presents BER analysis over a selection of frequencies

and optical powers and assumes a 100% extinction ratio. The

BER was obtained using a CW light source, experimental

values for N1, N0, σ1 and σ0 and equation (5), this removes

the influence of extinction ratio and source bandwidth (Fig.

9). The modulated count range of Fig. 9, suggests the array

is suitable for {4, 8, 16}-PAM. A time domain sweep shows

the number of samples below the Nth threshold. The quantum

limit at 100MHz, corrected for the array fill factor and PDE is

presented, based on experimentally derived counts per τb. The

observed gap could be due to source intensity noise, array

noise, non-linearity and the assumptions of equation 5. The

array achieves a sensitivity of −31.7dBm for a BER of 10−9

at 100MHz. If a fill factor of 50% and a PDE of 45% are

assumed, a similar array could achieve a quantum limit of

−52.5dBm. I/O frequency can be increased by conventional

low voltage and differential techniques. In comparison [2]

achieves −19dBm (30.7pJ/bit) corrected for the same BER and

Figure A.3
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Fig. 8. BER analysis using the theoretical BER and a time domain search of
samples below the Nth threshold. Analysis assumes a 100% extinction ratio.
Target BER of 10−9 is reached at −31.7dBm for 100MHz. Photon number
resolution is shown inset, µ = 11.61, σ = 3.38. Array area = 0.0212cm2

frequency. The core power consumption of 87.9mW scales

with photon flux and system clock giving, 372pJ/bit and a

detection power efficiency of 3.16pJ/photon.
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Fig. 9. 75MHz NRZ 27 − 1 PRBS, obtained using a 450nm 34µm micro-
LED [1]. Measured with high DCR SPADs turned off and ≈ 40uW/cm2.
Array hysteresis is observed from 1 → 1 and 0 → 0.

V. SPAD TRENDS FOR OPTICAL COMMUNICATIONS

SPAD developments are expected to allow the quantum limit

to be approached by improvements in fill factor and detection

efficiency. A deep junction CMOS SPAD shows spectral

sensitivity above the blue, its PDE of 44% at 690nm and 20%
at 850nm place it at a prime region for polymer and silica

optical fibre attenuation windows [12]. Quenching circuits

have concentrated on high density integration [3] and increased

count rates [7]. The fill factor of other devices has been

increased by N-Well sharing [9] but circuits are now limited

by the SPAD itself. Circuits with sine wave and hybrid gating

show sampling at 2.23GHz [6], albeit with lower sensitivity.

System level techniques [6], [10], [11] are necessary while

research continues on noise sources, integration, bandwidth

and yield. A 2µm SPAD has achieved median DCR of 0.5Hz

and a single photon jitter of 103ps [13]. The internal front end

gain of multiple adaptive detectors, active quenching circuits

and pulse shortening can allow lower optical powers achieve

standard BERs and longer transmission range.

VI. CONCLUSION

This work presents a SPAD array designed for optical

communications and photon counting, summarised in Table.I.

Specifically spatio-temporal summation improves BER, and

reconfigurability of individual pixels allows high noise SPADs

to have a lower weight in the sum. Further work would

include on chip PLLs, clock data recovery, data thresholding

and increased fill factor for abutted optical fibres. Further

TABLE I

GENERAL RESULTS AND CHIP INFORMATION

Parameter: Value: Units: Notes:

CMOS Process 130nm Imaging 90nm Metallization

Max Count Rate 58.13x109 s−1 @ τd = 13.85ns

Sensitivity -31.7 dBm 450nm 10−9 BER

Dynamic Range 79.1 dB At Cmax

Peak PDE 20 [4] % Vex=1.2V 450nm

Digital DVDD 1.2 / 3.3 V Core / Pads

SPAD DVDD 1.35 V Excess Bias

SPAD VBD -13.05 V Break Down

Min Dead Time 5.87± 2.7 ns Passive Quench

Min Dead Time 10.61± 0.04 ns Active Quench

Max Count Power 190 mW Exc Pads, Inc VBD

Array Fill Factor 2.42 % Exc Pads etc

characterisation, modelling and Multi-PAM modulation studies

will be carried out to investigate additional design and

bandwidth improvements.
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