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Abstract

At present there is much debate about the impacts and beokifitsreasing the amount of
generation connected to the low voltage areas of the atagtdistribution network. The UK
government is under political pressure to diversify enesgyrces for environmental reasons,
for long-term sustainability and to buffer the potentiadeurity of uncertain international
energy markets. UK Distribution Network Operators (DNO® processing large numbers
of applications to connect significant amounts of Dist@sliGeneration (DG). DNOs hold
statutory responsibility to preserve supply quality andstracreen the DG applications for
their impact on the network. The DNOs often require netwggrades or DG curtailment,

reducing the viability of proposed projects.

Many studies exist that identify barriers to the widespreadnection of DG. Among them
are: suitability of existing protection equipment; ratiog existing lines and equipment;
impact in terms of expanded voltage envelope and increaaeddmic content; conflict
with automatic voltage regulating equipment. These barigan be overcome by expensive
upgrades of the distribution network or the expensive degmection of DG to the higher

voltage, sub-transmission network.

This work identifies changes in network operating practid tould allow the connection
of more DG without costly upgrades. The thesis reportedasddopting options for a more
openly managed, actively controlled, distribution netwwoan allow increased DG capacity
without upgrades.

Simulations have been performed showing DG connected wiitld ¥arm production time
series to a representative section of the Scottish disioibbuetwork. The simulations include
modelling of voltage regulation by network equipment andiew generation. The cost
and effects of the consequent network behaviour evaluateabnetary terms are reported.
Alternative control strategies are shown and recommenideckduce DNO operation and
maintenance costs and the cost of connection to the develaffeno reduction in supply

quality.
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Chapter 1
Introduction

1.1 Project motivation

This study was conceived during a period of debate about és&ability and means of
connection of large amounts of renewable generation. Thespre for more renewable
generation arises from many factors. The UK and Scottishigpaents both support
renewable energy as part of a long-term strategy to deal mwdireasing UK and global
energy demands [1] coupled with increasing awareness ofdbative impacts of fossil-fuel
based generation. The combustion of fossil-fuels inelytadlease carbon dioxide (GO
into the atmosphere which has been linked to the negativeecpuences of global warming
and associated sea-level rise and climate change [2]. Aeased diversity of energy supply
also helps insulate the UK from price variations of fuel immpo

Renewable generation thus attracts financial and tradingcessions from the UK
government and is currently seen as an excellent investomrtunity. Onshore wind
generation is the majority source of new renewable projéltte environmental impact and
perceived high profitability combines to create local rasise of not only the construction
of the generation plant itself, but also to the upgrades tmwoek infrastructure required
to connect the new plant. Infrastructure upgrades also adbet total cost of the energy
generated whether the cost is borne by the network operatdise electricity generators
themselves.

By its nature, renewable energy resources are geographiigfiersed and are often distant
from the higher voltage transmission network that most ieffity carries the generated
energy. Potential renewable plant is, however, often dodewer voltage lines which are
part of the distribution network. These distribution netkgare managed by Distribution
Network Operators (DNOs) who hold statutory responsiptlit preserve supply quality and

must screen the new generator applications for their impathe network. The DNOs often

1



Introduction

require network upgrades or distributed generation (DG@jadment, reducing the viability
of proposed projects.

One of the objections to connection of DG at lower voltagessi®ffect on local voltage
profiles and its impact on a network equipment used to contiltdges at the distribution
level, specifically the under-load tap-changing transtnrrQJLTC). There is a lack of
published research that quantifies the real impact of DG oh@dLand the resultant cost to

the DNO in terms of equipment maintenance and in terms oégeltise and fluctuations.

The work was inspired by two ongoing areas of work within thetitute for Energy Systems
at the University of Edinburgh. The first was the use of oplip@ver flow techniques to
study the maximal connection of generation in an exampla natwork [3, 4]. The second
work designed and modelled a novel reactive power contrédlea distributed generator
to maximise the capacity that could be connected to existetg/orks without detriment to

voltage quality [5, 6].

1.2 Project objectives

The project sought to increase understanding of the codtsperational changes associated
with the connection of variable power output generationnemted to the distribution
network. With this increased knowledge, the use of exiséggipment and lines can be
maximised with the result of lower connection and use-aftayn charges. With lower
associated costs, more developments will become feaslldei@g greater choice for
developers and utilities regarding the best locations fantp and where the market exists

and planning authorities allow, a greater penetration éweble plant.

The project objectives are summarised as follows:

e Create a method for the power-flow simulation of a distributie@twork over time.
e Estimate increased maintenance costs of transformerodiagifible DG.

¢ Quantify effect of increased variable DG on voltage control
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¢ Identify strategies to maximise benefit of increased viei&ls.

1.3 Thesis and contribution to knowledge

The thesis of this study was that the additional operati@hcast to the network operator of
ULTC voltage control as a result of increased distributekegation can be acceptably small

using existing equipment and revised control of the DG.

The operation of selected DG in voltage control mode has lsbewn to be preferable
to constant power factor mode. Importantly, the voltagetrmbrmode does not cause the
currently perceived extent of conflict with transformer @i®n or result in dependency on
the DG for voltage control. This allows the DNO the option égjuire or allow new DG in

voltage control mode as part of its distribution networktage control strategy.

In demonstrating the operation of ULTCs over time, a novelusation method is reported
allowing for future work to incorporate more complex compots such as agent-based

controllers and thermal constraint modelling.

The contributions to knowledge are summarised as follows:

e DG can be operated in PV mode with conflicating with ULTCs.
e PV mode operation of DG results in better voltage managethantwhen in PQ mode.

e The maintenance cost due to increased operation of ULTCsodirae-varying DG is

low relative to energy revenues and the capital cost of nevpeaent.

1.4 Thesis outline

Chapter 2 outlines the negative and positive impacts of asme renewable generation
connected in the distribution network followed by a moreadet consideration of voltage
control in the distribution network and tap-changing tfan®er operation. Chapter 3

describes how the operation of tap-changing transforneeraddelled over time using a

3
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combination of a commercial power flow solver and custom nexlooded in Python. The
outcomes of simulations are shown to match expected systéaviour in Chapter 4.

Chapters 5 and 6 demonstrate network behaviour and tap-ehapgration in response to
large amounts of distributed generation (DG). Chapter 5 epspDG in fixed power factor

mode only whereas Chapter 6 uses active power control andgeottontrol algorithms to

improve network voltages. The conclusions of this study reqgorted and discussed in
Chapter 7 with a summary of findings with respect to the origihasis and a number of
applications for the methods shown in this study in furtlesearch.



Chapter 2

Distributed Generation in Future
Distribution Networks

This chapter highlights the reasons for the connection efeg&ion in the distribution
network and the negative and positive impacts it can havesbmark operation and control.
The effect of distributed generation on voltage controtientified as a significant limitation
on the amount of new capacity that can be connected. A sumofidng types of generation
and their impact on voltage is given. The Under-Load Tap-@mantransformer (ULTC) is
currently the primary means of voltage control in the dmttion network and strategies of

its operation are detailed.

2.1 Increasing Distributed Generation

At present there is much attention being paid to the impatt;x@easing amount of
small-scale generation connected to the electricity gupptwork at the distribution level.
The target for the amount of Scotland’s generation to corom frenewable resources by
2010 is set at 18% [7]. The Scottish Parliament in 2005 repltthat exceeding this target
of connecting new renewables would not be possible due titahidy of connections with
950 MW of onshore wind already having consent [8]. Power jplerns worldwide have
acknowledged there will be significant increased generatamnected at low voltages [9] in
the future.

This study focused on activities in Scotland and the UK buitneference papers relating to

networks in other countries and has relevance to such niewor
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2.1.1 Distributed Generation

The paradigm for the electricity supply network in the 20#mtiry in most countries, such
as the UK, is for large generators to be connected centi@lige high voltage transmission
network [10,11]. The transmission network is for bulk iategional transfer of electrical

energy and is well interconnected.

Consumers are connected to the transmission network viarlaw#age networks
collectively called the distribution network. These lowdamedium voltage networks are
largely connected to each other, connecting to the trarssomsietwork at a few grid supply
points (GSPs) [12]. In general, the resistance of the digiion lines dominates its reactance
as lower voltages and lighter lines are used towards themes of the network. This
has implications for the effect of the amount of additionahgration capacity that can be

connected at this level; this is explored in Chapter 4.

Distributed Generation (DG) is that which is connected ®distribution network and will
often be connected both geographically and electricatbgelto consumers. Economics of
construction of the distribution network has resulted iwdo demand towards the edges
being met by progressively reducing conductor areas. Tdudsally tapered distribution
network exhibits increasing resistance per unit lengthatols its edges. As a consequence,
real power flow has a greater proportional effect on bus gekahere than closer to the
transmission network where larger conductors are used awitfsequently less resistance.
DG has implications for voltage quality and the safe and erédpnctioning of the distribution
network as discussed in section 2.2.

2.1.2 Benefits of Distributed Generation

There are a number of reasons for the present interest nibdigtd generation.

Deregulation

Competitive practices require that electrical energy arddllary services are bought from

any size energy supplier by open market trading or by netjmtia This allows any size of

6
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Generator to sell its services according to the price it defador the relevant service.

System Losses

Siting generation near points of demand can reduce themias®n and distribution losses
caused by the resistance of the power lines, cables anddraress. Most demand is on
the distribution network and thus connecting generatioa fmint nearby the load on the
distribution network will tend to cause the least lossesiaésg the generation does not
greatly exceed the local demand.

Figure 2.1 shows line losses for varying generation comuakeat a load bus of fixed load.
Line losses are zero when the generation exactly suppkds#da complex power. The curve
is approximately quadratic dsneLosses o< I?R andl o S where: is the line current?

is the resistance anglis the apparent power flowing through the line. Note the zeseds at
10 MVA generated as the generation matches the load.

2-bus system, 10 MVA load, 0-25 MVA generation
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Figure 2.1: Line losses between 2 buses separated by a 1km line with vaxymmgcted DG.
Losses are shown for three voltage levels. From [6].
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Most losses occur on the distribution network with an averé® of generated energy lost
compared to 1.5% on the transmission network [2].

Small-scale CHP

The principle of combined heat and power (CHP) plants has égpled to units that operate
so as to provide heat like conventional boilers and alsotretat power. These units are
designed to run in parallel to the electrical grid as thetalmad power output is driven by

heat as opposed to electrical demand. The efficiency of tiiésigreater than a unit designed
solely for heating. This is because the generation of thetrgdéy using the same fuel at a
centralised generation plant usually will not utilise itaste heat but will dump it into the air
or into rivers or the sea. Despite the low electrical efficieof smaller CHP units, the thermal
output is equivalent to the thermal boilers they replacé wie benefit of the electricity doing

other useful work before resulting in heat energy.

The development of such devices, particularly micro-CHRsuthésigned for homes, is tied
to the de-regulation of the electricity market and the deweient of codes of practice for

parallel operation of such devices with the electricitywak.

CO, reduction

The reduction of CQoutput by human activity is considered desirable and eveargsl.

In the UK government targets exist for G@missions. Incentives and penalties exist for the
electricity industry as a means by which the goal of reduced @il be achieved. Under
the Renewables Obligations (Scotland) [7], Electricityylers are motivated to source a
proportion of electricity supplied from renewable sourCBisese sources are considered low
or zero CQ emission sources. Renewable plant is often relatively samallmay be located
far from the transmission network. For this reason it is mdreaply connected at lower

voltages.
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Diversification and security of supply

World economic and political pressures and ultimately ttiaigability of a particular fuel
source has implications for its unit price and for any indusequiring that source. It is
desirable that the electricity supply is diverse enoughet@a®independent as possible to the

price fluctuations or increases of a particular fuel.

The fuel source for UK electricity generation is split mgibketween nuclear, coal, gas and oil
[13]. Increasing the generation portfolio to include s@sroot reliant on these fuels, reduces
the risk to the electricity industry and of price increasesdonsumers. One large hydro
project is under way in Glendoe, Inverness-shire with ottygfons for alternative energy
sources including wind, wave, tidal, small-scale hydro biminass. Many of these options

are well suited to small installations located away fromtta@smission network as above.

With growing demand in the UK combined with the position ofnpdarge generating plant
nearing the end of their lifetimes, much more generatingceypis required to be built.

System security

With appropriate controls and restraints, a distributetegator can contribute to local system
security similar to how larger generators deliver systeppsut for a larger network. DG
provides flexibility for reactive power support and voltaaysd power flow services [11, 14,
15]. Security of supply contributions of DG in the United ligotom may be limited to firmer
types of DG such as biomass or land fill-gas plant, combined &ed power plant and to

some extent solar-photovoltaic installations [15].

For real power balancing, DG may be limited in the avail&pitif its energy source, in the
sophistication of its control strategy and its coordinatwith other generation in the local
and higher voltage networks. By appropriate diversificabbidG energy sources such as
wind, wave and biomass plants, DG can however improve systiei@ diversity of supply
[16].

As these problems are current research interests and amyossl not implemented in the

networks, DNOs and the electricity industry have in the passidered distributed generation
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a detriment to system security [17].

Ease of finding sites

Planning guidelines, population location, historical andture reserves and a strong
community awareness of local developments means thayg ddnge generating plant can
mean a lengthy and expensive application process and euse paoblems at the highest
political level. Siting smaller plant could cause less peafs leading to cost reductions
in total project development costs [18]. Smaller plant is@maged in new developments

reducing planning and construction costs.

Low capital cost

Similarly to easier siting, a small plant requires lessiahiinvestment than a large one and
hence less financial risk. Small plant can be added incrathgiais required whereas large
plant such as nuclear requires extensive planning andgebduiries. New large plant also
requires major infrastructure investment, both in netwegkipment, in terms of supply of
the energy source and in terms of staffing and training.

As discussed above, the cost of connection for DG tends tovioer than for plant connecting
at the transmission level. In particular very small scaleggation connected below 1 kV
would have low connection costs. This type of generationccgeontribute up to 10% of

average load in Europe by 2020 [9].

It is cheaper for smaller generators to connect at loweagel as protection and switching
equipment for lower voltage connection is cheaper than fgh koltage connection [14].
Similarly generators restricted in their location by therergy source, such as a wind farm
located in an area of high average wind speed, will tend toectto the distribution network.
In rural areas, lower voltage networks will usually be claban higher voltage networks and

thus the cost of lines to connect will be lower.
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2.1.3 Types of plant

Types of generating plant can be distinguished by theiceta the distribution network and

any benefits they bring the DNO.

Dispatchable

The power output of dispatchable plant can be controlledp&tichable DG is limited to small
thermal plant and hydro schemes. The energy source for thee pnover of the generator
must itself be available on demand. Examples of dispatehd are small biomass plant,
small hydro with reservoir and electricity storage plardttetores electrical energy during
times of excess generation. The speed at which plant cahtoeaontrol commands varies
with the technology.

Voltage control

Some plant may be available for voltage regulation. Autanatdltage regulation is usually
only achieved with plant using synchronous generators. R#egun is achieved by adjusting
the excitation of the synchronous generator. It is alsoiptesso achieve the same effect
with power electronic converters. Plant using such powereders such as asynchronous
wind turbines, photo-voltaic installations and power atg could be employed to assist with

voltage control [5].

Power factor control

Plant not available for voltage control will usually be r@gd to operate at a strict power
factor or within a small range. Indeed this is currently tlasec for all smaller plant [11]
which are required to operate at unity power factor [17].H@ tase of smaller synchronous
generators, voltage control can lead to undesirable dpgrabints in the machine [19].
The machine may become over-excited such that the field mgndverheats or become

under-excited such that the machine loses synchronisaitbrthe network.

11
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2.1.4 Technical impacts of increased Distributed Generation

There are several network impacts that are seen as a reshé obnnection of DG and can

limit the capacity that can be accepted:

Reverse power flows

Reverse power flow describes the situation where a sectidreafétwork which previously
experienced power flow in one direction, from high voltagetisas to low voltage ones, sees
power flow in the opposite direction. This is due to generagitant connected at low voltage
where the amount of generation exceeds local demand. Revewss flow is greatest at

times of low local demand and high generating output.

Reverse power flow can be a problem for the Distribution Nekv@perator (DNO):

e The existing protection equipment may not allow reversegrdiow or may not offer
protection while it occurs.

e Existing transformers, in particular those with ULTCs, aikely to have assumed
uni-directional power flow. They may not have the correagbsapr range of tap settings
available for selections and reverse power flow may only lmeved at a lower value

than the transformer rating [11].

Voltages

The connection of distributed generation can cause signifizoltage rise in the local
network substation unless it absorbs reactive power [120d4 This approach has
implications for charging for reactive power and may causkange in voltage profile of the
feeder requiring a review of voltage control on the feedéf.[2

Connection of generation at the distribution level can algsose step voltages. When a
generator starts, stops or is removed from the network guiticauses a step in the voltage

profile of the local network. The size of the step is relatetthéotransfer of active and reactive
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power between the network and generator. Unless the genéatt unity power factor the
size of the step is linked to the size of the generator.

The maximum step voltage a generator is allowed to cause3ts in the UK [22]. Thus
the generator size is limited by, among other things, the wtétage it can cause in the local
network [17].

Certain generating plant can degrade voltage quality [1&kt Ehanging power output can
cause corresponding changes in voltage level called flickkcker due to wind turbines,
for example, occurs as a result of changing wind speeds aodaal a result of the tower
shadow effect, the effect of wind turbine blades passing theporting tower [23]. Plant
connecting via an electronic inverter which uses switchimgroduce the AC output, can

introduce undesirable harmonics in the voltage [24].

Fault level

The connection of synchronous generators contributesetdathit level in the network near
the connection [10]. A majority of renewable generatingrses, however, use induction
generators or electronic convertors which have a relgtiesVer fault contribution [11]. The
induction generator power output will drop to zero as thédtfeauses the induction generator

to lose excitation [24].

In addition, distributed generation can change the behbawd Under-Load Tap-Changing
transformers (ULTCs). The impedance of a ULTC is related paoiasition [25] and thus the
fault level of the network near the ULTC. If reverse power flowe to generation exceeding
demand, raises the voltage below the ULTC then the impedainite ULTC will be lower
than if the generation was not there and thus can unaccgptaise the fault level. The
variation of tap position accounts for a variation in tramsfer impedance af 10 — 15% of

the nominal impedance [26].
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Current limit

The current carrying capacity of lines and transformers leméed by their resistance.
Resistance causes electrical losses in the form of heataederThe limit to the current
a line can carry is dependent on the line and also on the amt@mperature of the air
surrounding and cooling the line, leading to different Inaéings depending on the season.
Similarly, transformers differ in construction and willsdipate heat due to losses better with
cooler exterior air temperatures. Ultimately the limit be tcapacity is determined by a limit
on the ability of the lines or transformers to dissipate rerat their maximum acceptable
operating temperatures.

The introduction of generation in a radial rural distrilmutinetwork for example, may lead to
higher power export to the transmission network or highéiage substation, than the power
previously imported from it. The generation is limited tHgnthe rating of the transformers
and lines connecting to the higher voltage network minusihemum local demand.

Protection

Other than potentially causing reverse power flow, DG mayitnédd by the protection

equipment installed on the local network [27]:

e Island operation

Connection of generation to the network is not allowed if tbheal network is
disconnected from the entire network, for example whenatisected by breakers
because of a fault. Thus loss of mains protection must baliedtif not already
present [10]. This will disallow the export of power from tlyenerator during

disconnection.

e Frequency

Under or over frequency protection will disconnect feederasdividual generators if
there is a mismatch or deviation in AC frequency. This lintis ability for generation
to support the network in times of heavy demand which canaedie frequency of

the local network.
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Location of connection Maximum capacity (MW)
out on 11 kV network 1-2

11 kV substation busbar 8-10

out on 33 kV network 12-15

33 kV GSP substation busbar25-30

on 132 kV network 30-60

Table 2.1: Typical connection capacities at distribution voltage8][2

e \Oltage

Under or over voltage protection can disconnect feedersndividual generators
connected at distribution level if there the bus voltageusnvith 3% [4] of nominal.
This limit is part of Engineering Recommendation P28 and isenrestrictive than
the £6% limit required by the Electricity Safety, Quality and Ciowiity Regulations
2002. It limits the ability of distribution generation togwide voltage support to the
network.

The DNO ensures suitable equipment and protection is ediliand maintained in the
distribution network and by connected generating plantwd?aatings of equipment must
not be exceeded to minimise equipment failure and thus dissdion of the consumer.
Protection should be sufficient to isolate faults locallynimising the impact on the larger

network and thus minimising consumer outages [28].

Table 2.1 shows possible capacities of DG that can be commhadttdifferent voltage levels

[29] taking into account thermal limits and voltage riselgems.

Limits to system security contribution

DG is presently limited in its ability to provide energy andoyide system security in

particular it has limited ability for balancing the real pemoutput of system generation with
system demand. Most larger plant, some of which the DG migiplate, is connected at the
transmission level and can deliver a wide range of poweruistas required. Such plant is

dispatchable, it can vary the real power output by the maatiba of the energy input into the
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generator such as water flow or the rate of fossil fuel burnidi@ varies in its dispatchability
depending on its energy source and size.

Dispatchability of the plant is dependent on:

e Security of energy source: The control of energy input irtte generator to be
converted to electrical energy must be controllable. Fangde the flow of gas into
a gas turbine can be controlled given a sufficient supply,redethe wind for a wind
turbine is not controlled. Hydro plant is dispatchable biit e subject to limits such
as the total water in the reservoir.

e Output range of the electrical generator: A generator dutpuld be from zero to its
rated power. In practice, the efficiency of conversion tateieal power may limit how

little it can produce economically.

e Control strategy: The design of some plant may not suit dispatcording to required
power output. For example, although a combined heat and ket is capable of
operating to order, the efficiencies gained from using thste&vheat are lost if the heat
is not required and thus the plant is usually operated acupitd heat demand [24].
Nuclear plant is usually operated with a steady electricalgy output as the process
that provides the heat energy in older plants is not suitéktpuent and rapid changes
in output. Many coal plants are capable of rapid changeswepoutput as the steam
used to rotate the turbine is buffered and the rate at whishhréleased can be changed
very quickly. The rate of burning of the feedstock is themtigely rapidly adjusted to
maintain the steam buffer.

e Capacity: The DNO or the Transmission System Operator (TQ&}®varying levels
of control to plant real power output. A small plant may beaap of the above
services but larger plants tend to be used for real powembalg and frequency
response as they can be more easily dispatched centrally to the required state
of readiness or operation as required by the Transmissiste®yOperator (TSO) [15].
With present techniques it is simplest to control a small benof larger plant for this
purpose as this is easier than to control a large number of smes [15]. For this

reason a large number of small DG may not be dispatched dgntra
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2.2 Traditional voltage management of the distribution

network

The direction of power flow is historically from the transsign network down into the
distribution network. Frequency and voltage are kept witstatutory limits by the central

control and dispatch of large generating plant by Nationad .G

The DNO has the responsibility to connect the consumers deimg for electricity to its
supply. Traditionally this has involved providing conneatto the transmission network. All
but the largest industrial consumers are connected at lgaltages than the transmission
network. The DNO is obliged to maintain the voltage at all L@oltage buses over 400V
within 6% and within+10%/ — 6% for 400V buses [28].

Power is fed to the distribution network at the Grid Supply®@GSP) which is a transformer
or a number of parallel transformers feeding (usually) a\@®usbar. The high voltage side
of the GSP transformer is kept within voltage limits by thé@ts of plant connected to the

transmission network.

The voltage on the distribution side of the the GSP is regdlay the transformers which are
ULTCs. These are described further in the next section. §eltontrol in the distribution
network, below each GSP, is largely automatic with pretietdocal control achieved by
good planning; some automatic devices, such as ULTCs on theagy transformers and

infrequent remote or on-site manual switching and adjustme

The DNO may have contracts to connect generators to thebdistm network. This

generation may be used to maintain voltages in the networkn&zied generation may also
be used for frequency support, providing local demand fal pewer. The supply of these
services is usually only possible from firmer generatiorhvéitcontrollable energy source

such as a hydro scheme.

The most common automatic devices used for voltage comirthhe distribution network
in Scotland are ULTCs [30]. The following sections describe tole and operation of the
ULTC with a view to the simulation of its operation and alyilto operate effectively and
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economically with increased DG.

2.2.1 The voltage regulating transformer

The voltage regulating transformer or Under Load Tap ChafidierC) performs the role of
stepping up or down the voltage between Medium Voltage (33 <132 kV) circuits
and High Voltage (HW132 kV) circuits or between MV and Low Voltage (K33 kV)
circuits or directly between LV and HV circuits. In additi@a this it is able to vary the
exact transformer ratio by small steps as detailed furthdhis section. The actions are
determined by the Automatic Voltage Control relay (AVC). Iistivay it is able to manipulate
the voltage of buses connected either directly or indiyetctkhe ULTC. In a similar way, the
autotransformer can be used for voltage control betweeasboksimilar nominal voltage
[31].

Location

There are two roles the ULTC can perform. The first is to steprdthe voltage at the grid
supply points (GSPs). Here the AVC acts to control the veltaiigthe lower voltage bus. The
second is to step up the voltage from generating plant. THe #én acts to keep the voltage

of the higher voltage bus within limits.

In general then, the AVC seeks to control the voltage of the dou the side closer to the
consumer. None of the examples in this study will containgfarmers connecting buses of

similar nominal voltage.

Operation

The tap-changing ability of the ULTC is provided by a meckanthat connects more or less
of either the low voltage (LV) or high voltage (HV) windingZ333]. The voltage on the LV

winding is defined as:
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132kV ‘

33kV 900

T T

Figure 2.2: Example placement of transformers in the distribution nekwo

Parallel AXA
operation MY

(2.1)

where N is the number of turns on each windidgyy /N1y defines the turns ratio.

The transformers in the network examined are of the typectietiges the number of turns of
the high voltage winding that are connected. In this casenecting less of the high voltage
winding, lowers the tap ratio and thus raises the voltagéeridw voltage side. Connecting

more will raise the tap ratio and thus lower the voltage orldiaevoltage side.

As a product of the construction of a two winding transformneducing the number of turns
connected on the high voltage side is termed tapping up. Aipagises the LV voltage and

a tap down lowers the LV voltage. Figure 2.3.

In this study, the lowest number of connected turns is tertaedposition 1, the highest
number is termed tap position n where n is the number of tagsa Bonsequence of that

definition, the term “tap up” refers to increasing the tapifiams and consequently increasing
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the number of turns on the HV winding. The term “tap down” refo decreasing the tap
position and consequently decreasing the number of turtiseoHV winding.

HV LV
132 kv

33 kV

N

Figure 2.3: Transformer windings with taps numbered as used in this stlidg.diagram is
an edited copy from Harker [33]

Note, however, that this is contrary to the practice of nunmgethe taps according to their
physical arrangement in relation to the ground. Harker nspthat the taps should be
numbered 1 for the most turns connected and N for the leasbeuwf turns connected
[33].

A single tap-changing operation, either up or down, takegralrer of seconds to complete.
A tapping operation involves mechanically making the catioa to the next tap before
breaking the connection the existing tap.divertor resistor or inductor is placed in series
with the short-circuited turns to prevent large shortircurrents during this process [34].
On older devices the operation took in the order of 10 sec{@®ls Newer devices take
between 1 and 5 seconds [36—38].

The time taken for a complete tap change is significant thoughsmaller than the delay
implemented by most existing and proposed AVCs as descnibseldtion 2.3.4.
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Cost of ULTC Operation

More significant than the time taken for a tap change is theesggtion that a tap change has
a cost associated to it as a result of the wear and tear on ttigamiem [38, 39]. Maintenance

of the LTCs can account for 40-50% of transformer maintenaosés [40].

A single transformer maintenance operation is approxith&iebe£18,000 by Handley in
2001 [41]. Such maintenance typically occurs either at@®tap change operations and

two to seven years [40—42] of operation, whichever is thiezar

Not taking into consideration the results of condition monng techniques, Redfern and
Handley, however, suggest a maintenance interval of on)§0@0tap operations [43]. This
figure arises as the result of a trade-off between the costawgitenance and the probability

of failure multiplied by the cost of a failure.

The cost per tap operation is calculated as 50% of transfom@ntenace costs. The
transformer maintenance cost per tap operation is caéallay dividing the maintenance
cost of a transformer by the expected number of tap opesabeitween maintenance. This

gives the following equation:

TMC — 50 MaintenanceCost ~ 1 18000
~ 100 OperationsBetweenMaintenance 2 40000

resulting in a 22.5 penckap Maintenance Cogter tap operation.

(2.2)

To evaluate the system cost of ULTC tap operations, the nuofldepping operations made
by each ULTC over the period of the scenario is determinea total tapping cost for that
scenario is thus the number of tapping operations multphg the estimated cost of each
individual operation. Note that when evaluating the costht® system of a period of tap
operation, the evaluation also includes the loss of geimgraipportunity costs associated

with shutting down a ULTC for maintenance as described iti@e8.6.1.

The capital cost of existing ULTCs are not included in the qost tap change in this
study. Connection costs attributable to transformers améadle from Scottish Power and
Scottish and Southern for Grid transformers. SP and SSKelE&00,000 anc1,250,000

respectively for a new 132/33 kV 30MVA transformer requidetk to connections as of April

2007 [44, 45], with the former quoting ongoing yearly chargé£56,000.
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Transformer parameters

Apart from the power and voltage ratings of the transformeiesign decision has to be made

as to the number and spacing of the winding taps needed talprsufficient voltage control.
The step size determines how fine the adjustments to theotoatitage are made by the
transformer. A balance has to be struck between the foligwin

e The total number of taps.

e The range of required control.

e The allowed voltage limit on the control bus.

e The variability of the real and imaginary power flows througa transformer.
The exact relationship between the step width, number of ¢equl the total possible ratio

adjustment is defined later in section 2.3.4. The steps ar@lydinear steps of between 1%
and 5% [36, 39, 46-48].

Network evolution

The network changes over time. There are seasonal changesrage load, generation and
line and equipment properties. In addition load patterrengle, generation requirements
change and new plant and equipment is installed. Such charagerequire an adjustment
of the control parameters of the AVC. Many of these change®ffgeted manually at the
location of the ULTC.

2.3 ULTC Development

There are many types of AVC installed today. The controlleage become increasingly
sophisticated as problems in their operation have beemadasan the field, and predicted by

research.
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2.3.1 Digital control

Programmable logic circuits and microprocessors have hesed to improve the ease
of adjustment of ULTC AVCs as compared to previous analogusgde [49-51]. In
addition, most of the subsequent control strategies reltherdigital controllers for ease of

implementation. Quoting Harlow [50]:

It is recognized that being able to mathematically definedtred operation is
tantamount to its implementation when considering digitaitrol.

2.3.2 Communication

Control units can be linked to each other or to central corstiations for remote adjustment
such as with the GenAVC ULTC AVC [52] as shown in Figure 2.4. ofng [52],
“GenAVC™ operates by making an estimation of the voltages on the mktgamtrolled by
a primary substation transformer, using information alibatstate of the network collected
from remote measurement units.” Communication also allowrsckrtain strategies to
improve ULTC behaviour such as serial and parallel opanatikhis is discussed in section
2.3.5.

The benefits obtained from control strategies involving samication must be balanced
against capital and installation costs of communicatiapspmnent. Typical costs to modify
an AVC relay and install a remote voltage sensorf2@00 for the relay an1000 for each

remote voltage sensor [31]. In addition, such units are ld@paf communicating alarm

signals and other operating data to the control station.

2.3.3 Periodic change

The pattern of electricity use and supply changes over tithere exist ULTC control units
that have been manufactured to change the way in which thesatgpaccording to the time

of day and day of the week.

Figure 2.5 demonstrates the seasonal variability of reakpaemand in the Scottish Power
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Figure 2.4: The GenAVC uses remote measurements to make tapping dscisio

area.

The difference in variation of real power translates intfiedent requirements on voltage

regulating equipment to maintain acceptable voltage seetonsumer busbars.

2.3.4 Control strategies
Control strategies started with simple voltage regulatibrome of the connected buses.
Increased sophistication has allowed the AVC to take intmant a number of other factors:
e The actual or estimated voltage at remote points in the n&two
e The operation of parallel ULTCs.
e The power flow through the ULTC.

e The operation of other voltage regulating devices.
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Figure 2.5: Real power demand depends on the time of year.

The next section starts with the most basic AVC strategy. folewing sections describe

further developments that have been implemented or siedilat

Basic voltage regulator

This section describes the operation of the basic voltag@aigng strategy for tap-changers
such as those used in the Scottish Power area [53]. The mi#soelvolved to work well in
networks where power is supplied at high voltage and conduahéow voltages. Its goal is

to minimise voltage error from a set-point. Its actions ar&ap-up, tap-down or stay put.

A common mode for the tap changer is to control the voltageneridwer voltage busbar to
which it is connected. Some of the rules that have evolveaterthine the stepping actions
are described [31].

e The most basic rule by which a tap-changer operates is thiat i€ontrolled voltage

is lower than the set-point, the turns ratio is reduced and versa. The tap changer
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Figure 2.6: Tapping operations due to the control voltage being outwitfits for a period
of time.

changes the transformer turns ratio in fixed steps. Therdimiato how much the

turns ratio can be adjusted.

e The next most important rule is that the tapping action shaully occur when the
voltage violation, measured per-unit, is at least ugity00625. This is half that of the
step-size per-unit of a typical ULTC. This avoids the sitoiatcalled hunting, where
the tap-changer continually switches between two settasglsoth result in a voltage

violation.

e To avoid frequent operation, the tap-changer will only dttravoltage exceeds the
dead-band for a given delay, typically 45 to 60 seconds [B8reased sophistication
has been achieved by reducing or cancelling the delay iatsis where more than
one tap change is required to correct the voltage [54]. Aaratiethod is to change the
delay as a function of voltage as described in section 2.3.4.

e To allow rapid adjustment due to large voltage violationsjrder-tap delay which is

26



Distributed Generation in Future Distribution Networks

lower than the normal delay, is allowed if the tap operat@mitsfto bring the voltage
error within the dead-band.

Refinements of the basic voltage controller.
Direct control of tap-changer.

The operation of more than one transformer in parallel megua method to avoid them
working against each other. Both of the following methodsoneantinuous communication

between the transformers in parallel.

Parallel operation can be achieved where communicatiavsisiple between the transformers
and they can be operated in master-follower mode. The aggamgd this method is that the
tap position for each transformer should always be idehtiBarule of thumb suggested is
that the transformer impedances must be matched to witB¥ 8f each other and have the

same tapping ratios [51].

Parallel transformers can be biased to tend towards eqtiadgsewith a difference in tap
setting no more than one step. This can be achieved by megsamy circulating current
between the transformers as a result of their relative tagitipn [55,56]. This method
requires a signal between the parallel transformers reftgthe circulating current sensed

by a *balancer™ circuit [57].

Input voltage manipulation.

Improved accuracy of control under varying power flow can bleieved by adjusting the
measured voltage at the terminals of the secondary windicgrding to the product of
current and reactance of the line between the transfornitren point for which voltage
is controlled [58]. This is Line Drop Compensation.

This method relies on accurate adjustment of the measuttaheao reflect the properties
of the line. An incorrect adjustment can cause correct diperavith the load at one power

factor but incorrect operation due to a change of power fesuich as by the connection of
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distributed generation below the AVC. It does not necessamprove the voltage profile of
points other than that point, the load centre, used to catiedhe compensation parameters.

There is an alternative to the two methods described in@e&i3.4 for operating ULTCs
in parallel. The method, negative reactance compoundiisgs @& form of line drop
compensation with negative reactance [55, 56, 59]. Thidhwatehas been unpopular due to
the resultant inaccuracy in control voltage estimation nvkiee load power factor differs
from that for which the settings were designed, reportsd¥afb7]. It is now recommended
for consideration as a useful method for paralleling betwgansformers where it is not
convenient to connect them with a signal wire or if their id@eces or tapping ratios differ.
Harlow cites improvements in modern sensor accuracy ahtetigonstraints on load power
factor as reason for re-consideration of this techniqueonigon on the other hand argues
that the limitation on power factor is a limitation on disited generation which may be

operating to correct for voltage drop along overhead lines.

Other more complex strategies involve manipulating theéags input to achieve a change
in the basic controller behaviour, for example, coordmrativith a static condenser (section
2.3.5).

Delay timer manipulation - delay inversely proportional to error

The algorithm described in section 2.3.4 does not allow fier tnagnitude of the voltage
error outside the dead-band. The inter-tap delay redutiédss correct a large voltage error
quickly. It does not avoid spurious operation due to low &g errors occurring for periods
only slightly longer than the tap operation delay. A systehere the tap operation delay
is inversely proportional to the voltage error outside teadtband serves to tap quickly for
large errors and slowly for small errors [35, 36]. Examplerapion of a Calovic controller is

shownin 2.7.
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Figure 2.7: Control voltage and tapping actions due to Calovic’s congoll

2.3.5 More advanced control strategies

In addition to easier adjustment, digital controllers allthe possibility of implementing
more complex control strategies and protection rules asine)

Strategies that can be implemented are limited by:

The cost of the controller.

The cost and accuracy of input signals.

Accuracy of system parameters in all operating environment

The time taken to calculate a decision.

Accuracy and speed of communication responses required &ther devices or

operators.
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Coordination of generator AVR with a ULTC

Modelling of a system has been conducted by Cartwrgglatl. in which the ULTC operates
according to the ability of nearby generation to providectea power support [60]. When
control voltage is low and the generator AVC cannot providg more reactive power, the
ULTC will tap up and vice versa. The assumption is that a tamacan occur within 5

seconds of the AVC reaching a limit and that there is only haigeceived by the ULTC by a
generator AVC. It seems evident that a fast acting generat@ will reduce ULTC tapping

actions due to transients not caught by the timer delay ifj#rerator AVC is kept away from

its control limits.

Present operating practice does not accommodate suchdtitar. It is historically believed
that the operation of the ULTC and the generator Automatitage Controller will result in
some kind of conflict or control overlapping with each othgrd1, 61, 62]. Another area for
concern is that with DG in constant voltage mode that subm®gloss of the DG causes
significant operational difficulties [63]. For example if altage control strategy uses a
generator to lift voltage at the end of a long feeder, and gjeaterator is then subject to

disconnection, the voltage at the end of the feeder may dnapaeptably low.

Coordination of FACTS devices with a ULTC

A static synchronous compensator (STATCOM) on its own is blpaf voltage control by
absorbing or generating reactive power as well as real pfddr The STATCOM is a

Flexible Alternating Current Transmission System (FACTS)ice

STATCONMSs provide fast acting support though require storesigy to operate in real power
support mode. It is desirable that ULTCs perform slow actioljage control to leave the
STATCOM in such a state as to be able to provide maximum fastgastipport. Coordination
between a STATCOM and a ULTC has been simulated by Paserban@b]two basic
strategies. A trade-off between improving voltage timgeseand reducing tap changes of
the ULTC was demonstrated. Coordination was achieved by #repulation of the gain of
the voltage error measuring circuit to shift the respofigjbior a voltage change from the
STATCOM to the slower acting ULTC. In this way, the adjustmentt $hort-term voltage
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changes is bourne by the STATCOM and long-term ones by the ULTC.

A similar method is proposed by Kwang Son that coordinatesaséicSVar Compensator
(SVC) with a ULTC in order to maintain the compensation magfithe SVC [66]. The
SVC can react to rapid changes in voltage but its compemgatinrent is limited. The
compensation margin is maintained by manipulating theydeaing circuit of the ULTC

such that the delay is minimised when there is little opagathargin left for the SVC and is
maximised when there is a large operating margin. As withSR&rCOM, the SVC alters

the ULTC measured voltage, in this according to how closestlimits the SVC is operating.

Coordination of multiple ULTCs operating in parallel.

Itis very common for all but the smallest feeders to have iplelULTCs working in parallel.

There are multiple benefits of having more than one ULTC imjbelr

e The most important is the increased capacity of the combiH&Cs.

e The combined rating can be modified as part of ongoing netwtakning activities

with individual ULTCs being swapped and upgraded as required

e Maintenance can be scheduled for a ULTC at low load perioldsvelg the other
ULTCs to take the out of service ULTCs share.

The ULTCs may be of the same rating and in the same geograpbazdion. In this case
the ULTCs may operate in master-follower mode with one mad#€ determining the tap

operations the master with the others replicating the djpera

Parallel ULTCs may be of different ratings or be geographicedmote. In this case
master-follower may not be appropriate and various schaxiesto adequately share duty
by examining circulating current between the ULTCs [55, 56].

Parallel ULTCs in the network analysed in this study were ahnittal rating and tap
arrangements. The ULTCs were modelled such that the caettkapt the same tap position
for each in the set.
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Coordination of multiple ULTCs operating in series.

It is recognised that it is beneficial for each delay settiogtivo or more transformers
operating in series to be different [39, 46, 67-69]. Theeddhce ensures that two or more
transformers do not react at the same time to a single voltesigrbance. Two transformers
acting at the same time in series could cause a voltage ertbeiopposite direction to that
being corrected. This would lead to one or more transforperfrming another corrective
tap operation with a result of three operations instead sff gme to adjust for a change in

power flow.

The delay is normally shortest for higher voltage transtensnfor example, 45 seconds in the
Scottish Power network. Delays of up to 180 seconds are oséalder voltage transformers.
The exception to this is when the ULTC is being used to congentration to the network

when a shorter delay is used.

A more sophisticated approach to series ULTC coordinat®raghieved by blocking.
Blocking denotes cancelling tap operations of a ULTC if a kigéoltage ULTC in series is
about to perform the same operation. The normal rules thmatdd tap changes according to
the voltage error have been combined using fuzzy logic witesrthat block tap operations
according to the intentions of other ULTCs [70]. The methaguirees the communication of
tap operation intentions between transformers but doese®xd centralised communication

or control.

Figure 2.8 shows that when the 132/33 kV transformer sermsesdntrolled side voltage
dipping below its lower limit, it sends a blocking messagettte 33/11 kV transformers
below it. The 132/33 kV transformer then makes a correciie dperation after a delay
to prevent spurious operation. The block is then lifted.sTriocess reduces the number of
33/11 kV tap operations that result from correcting a vatagor that the 132/33 kV is about
to correct itself.
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Figure 2.8: A blocking signal prevents spurious operation of 33/11 lvisformer.

Coordination of multiple ULTCs in more complex configurations

The paralleling methods suggested in the previous sectk ivthe transformers connect
to shared buses both upstream and downstream. ®irathdescribe a situation in which the

simple blocking rules do not enable optimal behaviour [39].

Consider Figure 2.9. If a disturbance occurs at L2 then allCd dbserve a voltage change
however the duty of responsibility is only on ULT€and ULTC2. Smith proposes a Duty
of Responsibility algorithm that takes into account the gsaim the load experienced by
each transformer [39, 67]. A measured load change redueetintke delay imposed on the
transformer AVC to operate. The load change at a transformgies that this transformer
has a duty of responsibility to correct any voltage deviatiesultant from the load change.
Care would need to be taken that given an equal load change ®68'3land ULTC'? that
the decrease in time delay does not cause conflict with JLTC
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Figure 2.9: Smith’s example network.

Using voltage prediction.

The imposition of a time delay on voltage tapping actionsioed spurious operation due to
transients. The delay corresponds to an implicit assumpptiat if there is a voltage error for
T, seconds then it will continue to be outwith voltage limitdlvaut a correcting action. In

other words, the assumption is that the predicted voltagewntinue to be outwith limits.

An alternative method to the basic ULTC AVC algorithm delsed in section 2.3.4 would
be to perform a tap operation according to an improved ptiediof future voltages. Suzuki
et al. built auto-regressive moving-average (ARMA) models of reiture reactive power
and voltage [71]. They made tap changing decisions acaprirtheir automatic voltage
and reactive power control (AVQC) algorithm. The AVQC alglom is based on a set of
fuzzy logic rules which combine the outputs of the ARMA modeptovide a tap operation

decision.

At worst, the performance should be as good as the simplemggguin made above. If the
model was well constructed, the increased amount of infoomat used to create a voltage
prediction should increase the accuracy of the voltageigied. The assumption here is that
as the error of the voltage prediction tends to zero, theop@idnce of the decision algorithm
increases monotonically. An example of tap operation atingrto projected voltages is

shown in Figure 2.10.
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For network and conditions given in [71], the AVQC algoritisrsuccessful when compared
to the basic ULTC AVC. The algorithm avoids the hunting denti@aisd at the start of the
paper. Itis not clear however if the same results might haealachieved by simply widening
the voltage limits. Qiang demonstrated in [36] that theeesatuations in which oscillations
cannot be avoided by adjusting the control deadband so thekSsolution is of use if it was

demonstrated to work on more taxing examples.
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Tap offset from neutral
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Figure 2.10: Simple example showing how projected voltage determinesot@ctions to
keep voltage close to target voltage.

Fuzzy Logic

Fuzzy logic is not a control strategy in itself. Fuzzy logscai method of combining several

control rules which may have conflicting goals, and arriveh@ decision or measurement.

A simple application of fuzzy logic to ULTC control was sinatéd by Kastztenngt al. [37].

The controller combines rules determining the directiontagf operation according to
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measured voltage error with rules determining the time ydelgain according to the
measured voltage error. The performance of the contrdleimilar to that of the inverse

time delay controller described in section 2.3.4. Advaesagf the fuzzy logic method are:

1. Rules can be described in natural language and easilyatadsnto fuzzy logic.

2. Many rules can be combined to produce complex behaviour.

In the case of tap-changer control decisions, the fuzzyclegstem must ultimately provide
a decision at all times as to whether the ULTC is left as it isvbiether an up or down
tapping operation is required. There is no way to fuzzify¢batrol actions available to the
ULTC. The fuzzy logic system can be constructed so as thetresalreflect the degree of
certainty of a decision. This certainty however can only fterpreted as one of the three
control decisionsstay, up or down that are available. One way of using the certainty of a
decision is to introduce a probability that the actiopsr downdo not occur that is inversely

proportional to the certainty.

2.4 Summary

In future there will be many applications to the DNO to cortrgameration at the distribution
level. Such quantities of generation have a number of effentthe network which may
be solved by appropriate installation of protection or reekwpgrades. This chapter has
explored existing ULTC AVC methods and shown that there issaterable potential to
mitigate the voltage impact new DG can have on the networkis fay be achieved by

increased understanding of the operation of ULTCs and apiptegontrol of the DG.

The next chapter shows the implementation of a method of lating the operation and
interaction of DG with ULTCs. The method takes time series ehayation and load
magnitude and creates time series of network voltages, pfowes and ULTC operation.
The algorithms used for ULTC control and for control of the & detailed. A method for
evaluating the fitness of the network and the DG capacitgasslin terms of voltage control

is defined.
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Chapter 3
Model Implementation and Evaluation
Methods

This chapter presents a method for exercising a network hakobserving power flows
and voltages in response to the variation of input load ameigdion over time. Time series
define the changing loads and generation for whole days aatipe. The network model is
generated from a definition file which could define any netwditke method can incorporate
models of actively controlled network equipment such as O&T This method thus allows
the observation of the operation and response of networipeent to time varying load and

generation.

Different scenarios can be created by the variation of injdaes, equipment models,
equipment control parameters. The method allows many sosn® be examined in a
single run by the repeated construction and testing of smEnaarying by predetermined

parameters.

The observation time series produced by the method aredstoeenumber of files such that

various analyses can be conducted on the observations such a

e Equipment loading over time.

Bus voltages over time.

ULTC tap position over time.

Total number of tap operations for each ULTC.

Total energy generated,

These output time series enable a more complex evaluatispstém control fithess based

on equipment maintenance costs.
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3.1 Network simulation

A network model is defined by data such as: busbars, linessfoamers, generators and
loads. The simulation in this study, is defined as the endafisn of the network model
inside scripts that can automate the repeated solving eigtveork model with varying inputs
and parameters. The simulation manages the inputs to teretodel and stores any

required observations from the solved network model.

3.1.1 Time series power flow analysis.

The controllers for ULTCs tested in this study operate oretsnales of the order of seconds,
as discussed in section 2.2.1. ULTCs controllers determiserete control actions with
artificial delays imposed between the observation of anwadever voltage condition and
action. The controllers are designed to have a wide deadipatiir response to voltage

measurement such that frequent or opposing action is avoide

There exist software tools for studying the response ofrotlats to network conditions
such as the dynamic study tool of Power System Simulator fagirieering (PSSE) and
SimPowerSystems toolbox for Simulink. These tools incloaelels of closed loop control
systems controlling generator AVRs and ULTC controllersn&ator and load models can be
provided to determine their response through the simurafithey produce results showing
the operation of network equipment and network measuresnemhillisecond detail. Such
software tools produce dynamic network analyses.

A standard power flow calculation produces a network sahutar a single point in time.
The network is defined with all line parameters, transformaios, complex power loads
and generation set at the start. The solution is the compm@epflow through the defined
network with generator voltage angles and bus voltagesilzdéd. The solution includes
calculation of reactive power production for constant ag#é generators to keep their
respective controlled buses at their target voltages sulbgegenerator excitation limits.
Extra calculations can be made between iterations in theepflaw solution to determine
optimal transformer ratios for ULTCs.
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The simulation in this study required the implementatiors@feral methods of control for

ULTCs and generators to determine their response to theection of an increased amount
of distributed generation. The control methods may incladent type methods where
communication between agents is required. The control odstimust not be limited by

the descriptive power of the dynamic simulation tool. Iniédd, the generation and load
experienced by the network needed to be modified over timerdic to time series. For

this reason, the dynamic network analysis tools availaleeewonsidered unsuitable for this
study.

Consider then a standard power flow calculation. The solusarbtained for a given set
of starting conditions. If a load or loads were modified dlighn the solved case and
then the network was solved again, the comparison of the thdisns would provide a
good indication as to how the network responds to such a ehamgere is, however, no
information available to the solver that the two input natxcases are related, they are solved
independently. For this reason, such a method is unsuitetthéogpurpose of examining the

reaction of a closed loop control system as a result of a lbadge.

The ULTC control algorithm, however, has an artificially agtd feedback mechanism.
Short term oscillations from generator AVRs as a result of @ Icontrol action will have
dissipated before another action is permitted. The caloulaf these oscillations then are

not required to model the response of ULTCs to load and géoerrame series.

The simulation of ULTC operation requires that its contrtgasithm is presented with
network observations at a frequency sufficient that the wgrkf the algorithm is equivalent
to that of a real-time model or experiment. The ULTCs opeafiter time delays of the order
10 seconds and complete a tap change in the order of 1 seconadofparison, dynamic

studies generate results using time-steps in the order wislO

A semi-steady-state method is proposed here that calsidgiewer flow solution at discrete
time-steps based on the network solution at the previous-$itep and the adjustment of load
and generation according to the input time series. In amditadjustments can be made to
the network model according to the actions of devices sudhld€s. The actions of such

devices are determined according to their observationsehetwork taken from previous
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time-steps.

A number of input data files determine the load and generatompéex powers over time.

The simulation uses these files to initialise the networkthed consequently to modify the
network each time-step according to the pre-defined loadgameération. The end result
of the simulation is a number of data files containing measerds for each time-step as
required. Figure 3.1 shows an overview of the simulatiorermis of data flow. The Iterative

Network Model is examined in more detail in section 3.2.

Network Definition

Input Line and equipment Results
data

Generation time series
k [
_ _ h Iterative
Load time series . .
: Network Network observation time series
T
Model C
ULTC & DG
Parameters
ULTC and DG

control algorithms

Control Definition

Figure 3.1: Overview of simulation data flow.

3.1.2 Discrete step simulation assumptions.

A number of assumptions were made in treating the repeatedicso of a network as
simulating a continuous system.

The most obvious assumption is that the interaction of teedating generator AVRs with
the changing power flows in the network are largely ignoredRRé adjust the excitation of a
machine in seconds to match generator terminal voltagethétharget voltage. Their action

is a function of a number of time and gain constants.
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If properly adjusted the AVR will settle, for example, beda maximum of 4 seconds for a
digital control or below 10 seconds for an analogue one [3R, The excitation level will
have brought the voltage close to the set point within abalftthe settling time. For this
reason the simulation allows an AVR to adjust its excitafimm minimal to maximal in 5

seconds.

It was assumed that the action of AVRs is such that they do nietfere with each other

leading to cyclical or overshoot effects.

3.1.3 Network components

The simulation must model relevant network components. mbeel is generated from
a definition file of these components. The key components asbdrs, lines, generating
plant, transformers, generators and loads. The netwonkitiefi file contains their individual

electrical properties and limits as well as how each corsecthe other.

Data was readily available as a definition file for the SchtBewer area that is used in this
study. These components were modelled sufficiently for tmrol methods to be presented
with realistic parameters by which they must infer contri@ns, and for the consequences
of such actions to be reflected in subsequent load flow solksitiéd run of a simulation is
entirely repeatable.

3.1.4 User defined controllers
ULTC AVC

The required input parameter for conventional voltage rabrity ULTCs is simply the
control bus voltage. Refinements include observation of aedl reactive power through
the transformer. These parameters are available as a oésufiower flow solution. In the
simulation, a power flow solution is repeatedly obtainedrfr network model. Before each
solution is made, control actions from previous iteratiansl load and generation changes

are reflected in the network model as described in sectian 3.2
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The following list defines the requirements of the simulatd the automatic voltage control
of ULTCs and other controllable network plant.

e The user defined controller is provided with the defined nétwmeasurements
obtained from the network model at each iteration.

e Available measurements are restricted according to thentioins of the current

simulation run.

e The controller produces an action at each time-step. Therastone of the following:
“Tap up”, “Tap down” or “No change”. The network model is thepdated as required.

e The controller is not limited in computational complexityresource requirements.

¢ Inter-controller interaction termed “agent communicatiis restricted according to the

intentions of the current simulation run.
e The required input parameter for conventional voltagerobrd the control bus voltage.

e Refinements to the controller may also require observatioeaifand reactive power

through the transformer.

Generator controllers

The model supports user models for the control of DG opearati@ontrol modes modelled
include:

PQ Generator in constant power factor mode.

PV Generator in constant voltage mode.

Generation shedding Over-voltage tripping and subsequent reconnection of é#meiator.

Generation constraint Putting a limit on the maximum real power output of the getwra
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3.1.5 Data input and output

The custom simulation software accepts data files that ddimenetwork by for example
line and network equipment parameters. More detail on tpetifile format, theraw file,

which is used for network definitions in the power flow simatas found in section A.1.

The simulation accepts load and generation time seriesfioedie load and generation at
each time-step. The time series are stored as files corgaamnow for each value in the
series. Two values separated by a tab are used for definihgrmeaeactive components of

load or generation.

The simulation software enables the transfer of data betwes power flow simulator and
the controller models.

The simulation software also stores network parameteracht #me-step as a record of the
successful run of the simulation. The inptaw format is sufficient to record all network
data but is not used for the following reasons:

The state of custom modules would need to be stored separatel

It is relatively large.

e The format contains many values that do not change duringithelation run.

The resultant saved data would be difficult to extract datanfrusing standard

spreadsheet or graphing software.

The records are separated into files in a form suitable faseyleent analysis. The simulation
software only stores required measurements and discadssh This is detailed further in
section A.2.4.

3.1.6 Network solution

The simulation software ensures that the network is soltesheh time-step. This means

the solution must converge within reasonable limits in a imaxn number of iterations. A
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section of code ensures that this happens as describedtianséc2.3. Should that code
indicate a failed solution, the run exits gracefully, savimetwork measurements up to the
point of failure and allowing the simulation to start a new kith the next set of parameters

if specified.

In this way, a large number of scenarios can be simulated aeession, the simulation
software starting new runs as defined by the initialisationmps Should a scenario cause
the solver not to converge, that run will not be completeddthér runs may complete. The

results of each run are kept separately.

The next section defines in more detail how the simulatiotwsok works and how a

simulation run is defined and executed.

3.2 Power System Simulator for Engineering

Power System Simulatb¥ for Engineering (PSSE) is a commercial power flow package.
PSSE is capable of maintaining a network case with line angipetent properties,

transformer ratios and load and generation as required.

PSSE provides an Application Programming Interface (ARi)cl enables the user to load,
observe and modify a network model maintained in PSSE usiag evritten in Python.
The API also allows the code to initiate power flow solutiotigs this API that allows the
simulation model built for this study to encapsulate themoek model in such a way as to
allow the PSSE load flow solvers to operate on network capestedly modified by outside
code according to the scenario. Note the distinction batwieesimulationand PSSE; PSSE
is always referred to as PSSE; thienulationis the combination of PSSE and the external
code thatdrivesPSSE according to the input data and any custom device modeisore
detailed discussion of the use of the PSSE API is providedopeidix A.

Load and generation scenarios for a day or days are creasstyamce and along with fixed
network parameters. The data is then batch processed byrbktr. User created scripts
perform the following functions that are necessary for thsevve-update-solve cycle as

summarised by the white boxes in Figure 3.2. The pseudocmda 1 day simulation at
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5 second intervals for a single scenario is as follows:

1. Load network data such as branch impedances, loads aachgien into the simulator.
2. Solve the network in its present form and ensure convesgen
3. Fortime =11to 17280

e Observe the solved network.
e Update network data:

— According to load and generation time series.

— According to controller actions.

e Solve the network using iterative solver and ensure comverg,

4. Exit simulator.

PSSE is capable of providing a solution to the network datahiith ULTC winding ratios
are set to minimise deviation of bus voltages from theirgtggThis solution, however, omits
the real-time characteristic of all automatic tap-chasag&he most important characteristics
are the delay between observing a condition that it shoultbachange and actually acting.
This includes any artificial delays used by real transforowartrollers. It also ignores that
adjustment of tap-position is sequential and usually oefiects local measurements. A real

network does not suddenly alter the tap-position of allgfarmers in an instant.

3.2.1 Custom simulation code using Python

The ULTC delay is implemented in the custom ULTC model, désd further in section A.2,
in order that the ULTC does not operate too frequently asudsed in Chapter 2. Solution
of the network is achieved with the tap ratios fixed accordmthe network model at each
time-step. Operation of the taps is simulated during the @bAigorithms part of the cycle
in Figure 3.2 according to algorithms implemented in Pythdine algorithm is supplied

relevant network details on which to base its operation. dlgerithm determines what ratio
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-~ Control
Lol ekl Algorithms
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Observe network Update networ]
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Solve network

Figure 3.2: The flow of control in the observe-modify-solve cycle witlipserctivities.

the tap-changer is set to for the next time-step. The rasetigluring the update part of the

cycle. The network is then solved with these ratios fixed arnéw values.

The interface to PSSE allows any algorithm to be implemeta@dntrol tap-changer action.

There are physical constraints such as finite tap ratios anezaro time for a tap change.

The operation of the tap-changer according to these pHycatraints on the device is the

responsibility of the algorithm or script interfacing wi#SSE.

Automation scripts are written in Python, an object-omehprogramming language. PSSE

can be set to run these scripts, providing an ApplicatiogRrmming Interface (API) with

which to modify the network case and run load flow solutionsezgiired. These scripts

are responsible for performing a simulation run accordmtheé many possible initialisation

parameters such as:

o Network definition file.
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Load profile.

Generator schedule.

Generator controller parameters and methods.

Individual ULTC controller parameters and methods.

Data to be stored at each time-step for later analysis.

The scripts must also execute the additional tasks evesrst@p as in Figure 3.2. The tasks
shown in the shaded boxes are saving data at each time-stipefioanalysis and executing
the control algorithms. For simplicity of interaction, albde external to PSSE, including

implementation of the control algorithms, was written irthyn for this project.

The custom code written for this project is split into twotdfist types, theCustom APland
the rest of the simulation code. These are the shaded bokagure 3.3. TheCustom APIs
the only code that calls the PSSE API and features an impragtthique of error checking
which causes the simulation to terminate with notices touber should the power-flow
solution fail to converge. It also simplifies PSSE functi@isand provides key data to the
rest of the code about the network elements loaded into PB&Erest of the code reads in
scenario data and then performs the observe-update-sotiesaribed above, using functions
supplied by theCustom APlonly.

A more detailed breakdown of the custom code written for tineukator is provided in

Appendix A. Figure A.4 in A expands on Figure 3.3 shown here.

3.2.2 Network solution parameters

There are a set of parameters that determine the perfornedmice load flow methods. The

crucial parameters are acceleration factors and the maximumber of solver iterations.

In general, a larger network requires more solver iteratimn the solver to converge on a
satisfactory solution. A large network, in particular ifliages differ greatly from nominal,

requires slow acceleration factors to converge at all.
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Input files Results
Load & Gen Time series . . .
& run parameters ﬂ Observation time series ﬂ
[ T

\ Simulation code

N
N
W
Network Definition PSSE API
PSSE power flow software k
Line and equipment Siemens PTI
data ] PSSE

Figure 3.3: Diagram showing interactions within and between custom Pytoole (shaded)
and PSSE.

To avoid always using small acceleration factors and a latgeber of solver iterations, the
solveFixed method first tries near default acceleration fact& SCP, ACCQandACCM)
and the number of solver iteration3 ¢X) is limited to 300. Should the solver have failed to

converge two further attempts are made with different patams as shown by table 3.1.

Attempt | ACCP | ACCQ | ACCM | ITMX
1 1.0 1.0 1.0 | 300
2 0.06 | 0.06 0.06 | 2000
3 0.01 | 0.01 0.01 | 3000

Table 3.1: Gauss-Seidel solution method parameters

Should the solver fail at attempt 3 the simulation proce#s ex
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3.3 Load and generation data.

3.3.1 Load data

Typical load data is taken from an Electricity Associatipnesadsheet with data at hourly or

half-hourly bases. The data is split into eight types of load

e Domestic unrestricted and Economy 7
e Non-Domestic unrestricted and Economy 7

e Non-Domestic load factors 0-20%, 20-30%, 30-40% =zdd%

Each type of load is saved as a file containing 48 lines, eaehdonsisting of two values
separated by whitespace denoting a complex power valueh \Edige is the average power
for a half-hour period. The complex power values are load&mthe simulation and then are

interpolated linearly to produce a value for each time-gtgpe simulation.

Linear interpolation assumes that the power changes linbatween two half-hour values
For example, the daily average load curve for winter is gifendomestic and small

commercial customers in Figure 3.4.

The proportion of different types of load present must therglven. An aggregated load
curve is created by summing all thgpe curves, weighted by their respective proportions
defined by the vectak/ix.

Lt = Z (Lt,type . Mixtype) (31)

types

wherel is the load is the time-step
This curve is then normalised by dividing each value by th@e&sa maximum value.

L™ = Ly/maz(real(L)) (3.2)

where real(L) is the real values &f

For example, a load with proportions 3,3,1,1 for: domestigmestic economy-7;

non-domestic and non-domestic economy-7 respectivelyaa/s in Figure 3.5.
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Figure 3.5: The aggregated load variation due to a mix of load types.

This normalised curve can then be scaled by multiplying leyttle maximum load required
on a bus during a day of a simulation run. The result is a timeséhat is the actual load set

for that bus for each time-step in the simulation run.

3.3.2 Generation data

The study has tested the reaction of the distribution nétw@medium voltage connected
variable generation. Although the simulation method idiapple to various types of variable

or non-firm distributed generation, wind-powered generais one of the most common
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types with suitable data available.

The study uses data from the Wardlaw community wind farm iotl&nd. The wind farm
comprises six 3MW turbines, not all of which are necessangrational at any one time.
Figure 3.6 shows the real power output of the wind farm duthmy period sampled, just

under 3 days, with the vertical lines denoting 12 midnight.
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Figure 3.6: Wind farm real power output for a period just over 2 days in ®et02006. The
sample period is 5 seconds.

The wind farm data is split into two 24 hour periods startimgl &nding at midnight. The
data is then normalised like the load data. The normalisedesican be multiplied by the
capacity of generation to be connected to a bus to producedhpower output time series of
the generation for each time-step. Henceforth these twe ofayata are called@/ardlaw-dayl

andWardlaw-day2

The data has been recorded with a sample period of 5 secormise Sure that ULTC
operation due to high frequency variation in DG is propedflected, the sample period

was chosen to be much lower than the delay imposed on ULTGatper A longer sample
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period gives different results. This effect is shown brigflyaAppendix B on page 197.

The study typically uses connected generation of maximutpud@.5 to 30 MW depending
on the location. The generation curve used for each gemdratbe simulation is one of
the 24 hour normalised curves multiplied by the maximum gaien desired for that bus.
Note that the wind farm generation is of the order of magmtatithe generation capacities

connected in this study.

The reaction of the network is tested with different feedessng different normalised
generation curves as a basis for connected generation énes sTo achieve this, the study

may use a different generation curve on different feeders.

An alternative is to use curves taken with different timesefs from midnight. This simulates
geographical dispersion of generation experiencing idahnatural resource power, i.e.
similar wind speeds, but at different times. An example trmesion of one curve is that
the data may be taken from midnight to midnight in the origMé&rdlawtime series, the

other from midnight + 120 seconds to the next midnight + 12@8ds. In this case the latter
will be calledWardlaw-dayN-plus120

3.3.3 Generators

DG is connected in this study as either a negative load for Rfgengeneration or as
a synchronous machine for PV mode generation. The study boesclude dynamic

simulations or fault current analysis, only load flow ca#tidns. For this reason it is not
important how many machines make up the generator connéeéldtedyenerator is connected
with a given real and reactive power output in the PQ casehdrPV case the real power,

target voltage and reactive power limits are specified.

It is assumed that all new connected generation will havabildy to control power factor
as a Doubly-Fed Induction Generator (DFIG). A DFIG is capatfi continuous operation
at power factors from 0.95 leading to 0.95 lagging. The WaxdDG imports a very small
amount of real power during periods of very low wind-spedds hssumed that if the DG

is absorbing real power it does so at unity power factor, ihé@tdoes not export or import

52



Model Implementation and Evaluation Methods

reactive power. These assumptions are illustrated in Eiguf.
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Figure 3.7: Machine capability diagram of PV mode DG implementation.

3.4 \oltage controllers.

The following sections detail the operation of differenhtrol strategies for ULTCs and DG

compared in the subsequent chapters.

This work treats identical parallel transformers as wagkim master/follower mode where

the follower acts in the same time step of the simulation asrhster.

3.4.1 Basic voltage regulator

The basic voltage regulator operation outlined in secti@»ds the basis for the ULTC AVR
used in this project. The code deciding on whether to isteatapping action is contained in
theact function of theVoltageRegulator class. The following pseudo-code is called
each time-step where the period of the time-stepngPassed

If Uoltage < VlowerLimit

Setwaziting to True
Setoperation to tapDown

Decreaséimer by timePassed

Else Ifvoltage > V upperLimit
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Setwaiting to T'rue
Setoperation to tapUp
Decreaseimer by timePassed
Else (voltage within limits)
Resettimer to Original Delay
Setwaiting to False
End If
If waiting is True andtimer < 0
Execute tapping operation defined dperation

Reset timer tariginal Delay
TheVoltageRegulator must keep track of themer value between time-steps.

It can be seen that a tapping operation only occurs if thertin@s counted down from
OriginalDelay down to zero. The timer only counts down each time-step thege is
outwith limits. The timer is always left at its maximum valueriginal Delay, if the voltage
is within limits.

The tapping operatiomperation, is executed even if the tap-position is at its limit. The
code thabperation causes to run will do nothing if asked to tap outside the tapdi. PSSE
requires the exact ratio rather than the tap-position at éaee-step. To achieve this, each
Transformer  object keeps track of which tap position it is currently drorily updates the
turns ratio in PSSE if it has been requested to tap-up or ¢t&prdIt looks up the associated
turns ratio for the new tap position to pass to PSSE from afisatios calculated when the

object is initialised. The calculation of the list is defineadcequation 3.4 in the next section.

Controller parameters
Table 3.2 shows example parameters for ULTC voltage regpslat

From Uncontrolled bus, usually the higher voltage bus.

To Controlled bus, usually the lower voltage bus.
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From | To | Base Voltage (kV) Num taps| Rmax| Rmin | V. V_

35011 | 35030 132/33 19 1.1 0.8 | 1.0125| 0.9875
35012 35030 132/33 19 1.1 0.8 | 1.0125| 0.9875
35030 67250 33/11 17 1.1 0.9 | 1.0125| 0.9875
66331 | 66350 33/11 17 1.1 0.9 | 1.0125| 0.9875
66831 | 66850 33/11 17 11 0.9 | 1.0125| 0.9875
66832 | 66850 33/11 17 11 0.9 | 1.0125| 0.9875

Table 3.2: Voltage regulator parameters in area A.

Base Voltage The Higher/Lower nominal voltage of the connected buses.
Num taps The number of discrete taps on the controlled transfornrenafito adjustment.

V. The upper limit to the controlled bus voltage above which prdperation may be
initiated.

V_ The lower limit to the controlled bus voltage below which g@-tgperation may be
initiated.

Rmax The maximum ratio as a product of a fixed ratio.

Rmin The minimum ratio as a product of a fixed ratio.

An important additional parameter, the time delByis not readily available for specific

transformers. In the Scottish Power network, from which réguthe experimentation in
Chapter 4 is based, the delay is between 45 and 60 seconds [53].

The transformer ratio%' R for each tap positionp = 1 : NumberofTaps, are defined by

the minimum and maximum ratios of each transformer and tingoau of taps:
StepWidth = (Rmax — Rmin)/(NumTaps — 1) (3.3)

TR, = Rmin + (n — 1) - StepWidth (3.4)

The data is retrieved during initialisation of the simubati It is taken from the network case
in PSSE via the API. The network case is loaded from a netwefikition file created from

Scottish Power data.
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3.5 Generation controllers.

PQ mode generation is implemented by the addition of negdtiads to PSSE. PV mode
generation is built in to PSSE as a network component. Thesernodes are implemented

as described in section A.2.6.

It is assumed that the DG that is under power factor or voltagdrol operates as a single
machine. Control of individual machines that make up the Dfisto the DG operator.
Thus DG added at any bus that is not present in the original fdatm Scottish Power will
be added to the PSSE model in PV or PQ mode as required. Atirexigeneration is in PV

mode with constant real power output.

The assumption of the constant power factor generationaisttie power factor control of
the DG is perfect. A similar assumption is made about thetamtsoltage DG. It must be
noted that PSSE determines reactive power output of eactartrvoltage DG iteratively by

examining power flows and bus voltages of the entire network.

In reality the DG AVR will only react to the voltage at the poof connection. The model
used then may be unsuitable for simulations of multiple tams/oltage machines connected
electrically close to each other, for example on the samefBarsanalysis of multiple machine
AVR interaction a dynamic study is required. The model isale for examining interaction
between a single constant voltage machine and its nearby &@ DG and ULTCs, as the

ULTC time constants are of an order higher.

The above modes can be supplemented by one of the followinggemeration control
algorithms designed to avoid voltage excursions at theected bus.

3.5.1 Generation shedding algorithm.

This algorithm defines how a generator is shed to avoid thagelat the point of connection
from exceeding limits. The algorithm also defines how theegator may attempt to

reconnect.

The algorithm defines the generator to be in one of threesstat€®©ut or Ramping Ramping
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itself has a number of states defined by the time requirednp g from zero to full capacity.
The controller changes state according to the rules in ti@fimg pseudocode.

Capacity is the generators capacity in M\amptime is the time to ramp from zero to full
capacity power output andimeout is the time the controller keeps the generator at zero
output before attempting to ramp back up to capacity.

Constants Capacity, Ramptime, Timeout

Variables V, State, rampTimer, outTimer

At each time-stepy, first update theState by examiningV the voltage at the point

of connection, and with reference to timers kept betweere-stepsrampTimer and

outTimer.

If alreadyOut then attempt to change #amp state. This can be done if thatTimer has
timed-out and if the voltage is within limits.
If State = Out

If V isinside limits

Increment outTimer.
If outTimer > Timeout
Set State to Ramp

Set rampTimer to 0
If in the Ramp state then change t if V' inside limits and-ampTimer has timed out.

If State = Ramp

If V isinside limits

Increment rampTimer.
If rampTimer now equal to RampTime
Set State to In.

Always set state t@)ut if the voltage is outwith limits.
If V' is outwith limits
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Set State to Out

Set outTimer to0

Having updated th&tate, the current controller state, the output power is deteechias a
function of P;, the available power, and tii&ate:
If State = Out
Output power is 0.
If State = In
Output power isP,.
If State = Ramp

Output power is the minimum df, and 2&22Limer. Cypacity.

Ramptime

Note that the power output at a time-step cannot be greaertttat defined by, which is

fetched from the applicable input time series.

3.5.2 Generation constraint algorithm

The generation constraint algorithm works alongside thegdimg algorithm. The state of
the shedding algorithm is maintained as above. The real poutput of the generatof)G,

is the minimum of that defined by the shedding algorithm arad ttefined by the present
generation cap’“?.

The constraint algorithm is intended to avoid the necessigntering the tripped stateut
due to an over-voltage condition. TheLim? supplied to the constraint algorithm is thus
betweenl/*79¢t andV Lim ™.

In the event of the terminal voltage exceediin@.im?, the real power output of the
generation is constrained or capped. There is no lower g@ltanit for the constraint

algorithm.

The cap is relative to the generation at the time-step theagelwent above limits. In this

way the cap will have a similar level of control during pesoof low generation and high
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generation. Importantly the cap is not raised unless thiéad@ powerP, is at least equal to
the cap. In this way the cap is not raised to capacity durimgtgieriods of low generation.

Similarly to the shedding algorithm the controller must ntain a number of variables:

Constants Capacity, CapTimeout, €

Variables Cap, capTimer, capF actor

€ IS a hysteresis constant preventing a cap raise when thageois close to the limit. The
capFactor is the fraction of the existing cap removed from it if the agjé is over the
limit. E.g. for acapFactor of 0.1 and an original cap oi4.0 the new cap would be
(1-0.1)-14.0 = 12.6 if V exceeded’ Lim®*?.

At each time-step, first update th&'ap. The cap is only raised if the available pow@ris
at the cap.

If V' is equal to or belowV Lim

If CapislessthanCapacity See ifCap can be raised:

If V' is belowV Lim®? — €
If P, is atleast equal toCap
Increment capT'imer
If capTimer now at leastCapTimeout

Set cap to cap + capFactor

If the voltage is above the maximum defined for the constralgbrithm then reduce the
maximum power allowed by the cap.

If V' is aboveV Lim®

Set Cap to maximum of((1 — capFactor) - Cap) and zero

The actual power output each time-step is the minimum ofleelding algorithm power and

the capped power. The capped power is minimur®,cdnd(Cap - Capacity).
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3.6 Performance evaluation.

To evaluate the fitness of the network and device control austha metric is needed that
reflects the extent to which the voltage is kept within limitéis metric is balanced against

the number of operationg/r¢, required to achieve voltage control in a given time period.

There are two limits that could be used at the voltage lewmlad on the controlled buses of
transformers in this study. The statutory limiti$% as required by The Electricity Safety,
Quality and Continuity Regulations 2002. The DNOs in Scotlaodever set themselves a
stricter limit for planning purposes af3%.

An evaluation function has been created for this study whaha voltage history component
called theTotal voltage cost penaltgnd a component based on the number of tap changes
called theTap change cosiThe sum of th@otal voltage cost penalignd theTap change cost

is called theCombined cost penalty

CombinedCostPenalty =
TapChangeCost- TotalVoltageCostPenalty (3.5)

Itis useful to compare théombined cost penaltyith the revenue from generation connected
to the distribution network. In this way it can be seen if @@mbined cost penalighanges

in proportion to the generation connected.

To calculate the marginal cost to the system of the effecias@mktased DG, th€ombined
cost penaltywith no DG is subtracted from th@ombined cost penaltyith DG. Note that it
is possible to have a marginal cost less than zero if the aoealgost penalty with the DG is

less than without any DG.

The following sections detail the components of @@mbined cost penaltyThe formulae
were implemented in Matlab routines and are run on the rddek from the PSSE
simulations. Key parameters such as ULTC voltage limitsstoeed in the results filenames.
Some of the routines rely on simple lookup tables that arétewrifor the network being

analysed. These could have been automatically generatedhei results, but for speed of
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implementation they were manually coded for the evaluatautines. The tables required
are:

o feeders with their constituent buses.
e buses that have DG connected.

e ULTC bus numbers and the bus numbers of any ULTCs in the feddos/ them in
the network.

3.6.1 Tap change cost

The TapChangeCoss the total number of tap operations in the network beingrerad

in a particular period, multiplied by the cost per tap chandde cost per tap change is
based on a transformer overhaul cost and expected life a&tios 2.2.1. The cost per tap
change is complicated by the cost to generators and conswhiansformer down time. It
was assumed that if two or more transformers connect a busltiae transmission network,
then the maintenance penaltyiR) will be zero. If only a single transformer provides the
connection to higher voltages, it was assumed that all géinerwill be required to be
disconnected during maintenance. The penalty reflects thénmum revenue that could be
lost by the generator during this time. It was assumed tleatthintenance will be performed
at a season of low demand, which will be supplied by backifeedr closing up normally

open inter-connectors between radial feeders.

1 TP, #TP,_
TapOperations = Z 17 The (3.6)
t 0 Tpt == Tpt_]_

whereT P is tap position.

TapChangeCost = (M P +TMC) - Z TapOperations (3.7)
ULTC's

whereT M C'is £0.225, the cost of a single tapping operation based on nmant® costs
as discussed in section 2.2I;;P is the maintenance penalty based on loss of revenue from
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disconnected generation during maintenance.

MP = 0 if the ULTC is part of a group of two or more parallel transf@rs, otherwise the

cost is calculated as follows:
MP = (days - 24 - £(MWh)~")/Li fetimeT apOperations (3.8)

wheredays is the number of days required to perform ULTC maintenanssymed to be 3;
L£(MWh)~'is £31.72 [74]; andLi fetimeT apOperations is assumed to b&)0000.

3.6.2 Total voltage cost penalty

The TotalVoltageCostPenaligims to penalise network operation where the voltage onsbuse
exceeds planned limits. TH®talVoltageCostPenalig calculated over a period of operation
of a network. The metric should reflect the duration of vadtaxcursions and the relative

importance of the bus on which any excursion occurs duriag#riod of operation.

The TotalVoltageCostPenalshould be comparable with th&@&apChangeCost This is
achieved by weighting a voltage excursion with the genematonnected below that
bus at that time-step multiplied by the average wholesaleepof electricity. The
TotalVoltageCostPenaltyien can be considered the cost of the lost opportunity fer th

generators during periods where the voltage exceeds lanésy point in the feeder.

e Costs due to tap operations.

— Repair and maintenance.

x Labour and part§22.5 per change in 2003 (see section 2.2.1).

x Transformer disconnection for maintenance penalty.

— Voltage quality affected by large or frequent voltage steps
e Costs due to voltage excursions.

— Revenue lost to tripped distributed generation.

— Penalties to DNO for exceeding6% (or +10 — 6% for < 1kV)
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As mentioned earlier, there are costs that are difficult tantgjfy such as the impact of
more frequent maintenance, the impact of more frequenthapges on nearby connected

machines and equipment and the cost of operating at voltdges to legal limits.

The penalty due to voltage excursions is derived as a fumaifothe bus voltage where
the function will be called thdarrier function The function for the base penalty of the
VoltageCostPenalty/Penalty is shown in Figure 3.8 and is defined as follows:

o
(o]
T
I

Penalty

0.94 0.96 0.98 1 1.02 1.04 1.06
Bus voltage / pu

Figure 3.8: TheVPenaltyfunction.

The barrier function gives a zero base-penalty withis?o. Outwith +6%, the base-penalty
increases to 1. This reflects that generators that causéerfeeexceed voltage limits would
normally be disconnected. ThltageCostPenaltfor that feeder is equal to the lost revenue
during the time it would have been disconnected. Note thap#mnalty does not assume a
fixed time for disconnection but penalises every time-dtepthe voltage exceeds limits with
no penalty as soon as the voltage returns within limits.

0
V Penalty, = (3.9)
1
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Total voltage cost penalty definition

The method of calculatingiotalVoltageCostPenalig defined as follows where vector

operations are piecewise such that the binary operaierdefined by:
A+B=[A;+By,...,A;+B;,... A, +B,] (3.10)

the unary operatdt by:

and the summation function; by:

STA=Y Apnyn X Ay 2o A (3.12)

reX zeX zeX zeX

For each feeder:

1. Create vectorBusVoltage,Load andDG which are the voltage, load and generation
at each bus in the feeder over time.

2. Apply barrier function 3.9 t®usVoltage.

BusPenalty = V Penalty(BusVoltage) (3.13)

3. Take the maximum value at each time-step oveBaléPenalty vectors:

max

FeederPenalty = (BusPenalty) (3.14)

Feeder Buses

TheFeederPenalty is a time-series of voltage base-penalties which are eitiogerl.

4. Calculate th&eeder Weighting:

FeederWeighting = »  |Load|+ |DG] (3.15)

Feeder Buses

The FeederWeighting reflects the value of the feeder in terms of DG and Load

revenue at each time-step.
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5. Calculate the dot product dkeederPenalty andFeeder Weighting:
WeightedFeeder Penalty = FeederPenalty - Feeder Weighting (3.16)

The WeightedFeeder Penalty is a single scalar value that is the generated electricity

and load supplied whilst outside voltage limits.

6. Adjust the weighting ofV eighted Feeder Penalty by the wholesale electricity price:

Total FeederCost Penalty = (3.17)
pence MW ~ts=1 . SamplePeriod - W eightedFeeder Penalty

The Total FeederCost Penalty now reflects the value of electricity generated and

supplied on the feeder whilst exceeding voltage limits.

Finally theT otalV oltageCost Penalty is defined by summing thBotal FeederCost Penalty

over all feeders:

TotalVoltageCost Penalty = Z Total FeederCost Penalty, (3.18)
f€Feeders

3.7 A more sophisticated penalty

The barrier function shown in Figure 3.8 does not penalisefieration of the network when
the feeder voltages are close to statutory limits. Such alpeoould not distinguish between
two strategies that both kept voltages within limits thowgle might keep voltages closer to
unity. An alternative is to create a penalty function thagnsatest outwith limits but reduces
continuously to zero within limits such as those shown iruFeg3.9. The penalty is greater

than zero when the voltage is outsiti8% , the DNO planned voltage limits.

The value of this penalty is defined by Equation 3.19 for gt outwith+3% but within
+6%.

a(v) = L. (In(v — 0.94) 4+ In(1.06 — v)) — (In(0.97 — 0.94) 4 In(1.06 — 1.03)) (3.19)

T

T is atemperaturecoefficient that adjusts the steepness of the curve as shokigure 3.9
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08 | =5 | T

0.6

Penalty

0.2

| | | 1

0.98 1 1.02 1.04 1.06
Bus voltage / pu

Figure 3.9: Barrier functions with non-zero penalties close to statyteoltage limits.

This continuous penalty would be useful in a simulation itestitively or otherwise, modifies
the control strategy in an attempt to arrive at an optimaltsgyy. This penalty function has
not been used in this project however, as the assumptiond #i®financial cost basis of the

straight-sided function cannot be extended to penalispegation within+6%.

3.8 Summary

A method of simulating a network with load and generationngfiag over time has been
presented. The method entails repeated load-flow solufitimeanetwork with adjustments
for load, generation and tap-changing transformer pastiorhe simulation uses a power
flow solving program in conjunction with Python code to maudte the load and generation,

implement tap-changing transformer ratios and to recaydired observations.

The voltage control algorithm for the tap-changing transiers has been detailed, as well
as two algorithms for the control of generator active poweminimise voltage excursions.

Finally, a method of evaluating the fithess of the controbatyms was presented.

The next chapter exercises the simulation method to confsmarrectness. The network
studied is introduced and examples are used to demonst@igason of network voltage

control performance.

66



Chapter 4
System Validation and ULTC Study

This chapter describes the emulation of distribution nétwieehaviour in response to
time-varying loads and later varying generation. The nétwiehaved in simulation as
expected in terms of reacting to time varying loads andidisted generation. The effects of
various ULTC AVC operating parameters were explored withittiention of understanding

their role as opposed to prescribing optimal settings femétwork examined.

Results were produced by repeated power flow solution to sit@uaime series variation as
described in Chapter 3.

4.1 The Network.

The network that was simulated typifies a rural network witkeptial for further generation
in the area [75]. There are a number of grid supply points @3®ich are the basis for
splitting up the network into six distinct groups of busesed here A, B, C, D, D2 and E.
This chapter uses a subsection of this network as shown hyd-§1 which comprises of
groups A and B.
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37110
KEOO1

34910
GLLE1-

35011

GSP

Transformers

Primary
Transformers

66731
CREE3R

Figure 4.1: A two GSP area of the Scottish Power Network.
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Above the GSPs are number of hydro plants and a nuclear piaumected to the 132 kV
network. The nuclear plant is no longer in operation but atittme at which the network data

was collected it was still operating so it was included.

The slack bus was selected as the bus MAYTLT which is adjaoesgveral of the hydro

plants, not shown, that operate to meet local demand ing®Iitantrol mode.

The GSPs are regulated by ULTCs from the 132 kV network. The\ $ubstations, the
primary substations, are at the ends of long radial feeddrs.primary ULTCs regulate the
voltage on their LV, 11 kV bus, by adjustment of the turnsaath the 33 kV side of the
transformer. Loads were varied according to simple dailpaed profiles as described in

section 3.3. No additional generation was connected.

4.2 Operation of under-load tap-changing transformers.

In order to demonstrate the normal operation of under-lagechanging transformers, the
network was simulated for one day using the load curve gimdfigure 4.2 to modulate the

loads shown in Figure 4.1. The resulting bus voltages and@Jaferations are discussed.

Mix of load types

Proportion of day maximum

0.4 | I
0 5 10 15 20 25

Time of day/hours

Figure 4.2: The load variation curve.

Note that the load curve is normalised. The maximum valudéefréal and reactive power
load at each bus was the maximum winter load as defined byiSc&wer network data.

The loads applied at each time-step are these values nedtipy the normalised load curve
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as discussed in section 3.3. The tdoad busapplies to the bus on which a load is placed in
the PSSEcase even though this may be a 11 kV bus.

4.2.1 Power flow solutions with simple load variation and fixed

tap-changers.

The network case was initialised with tap-positions adjd$or the loads at the first time-step
of the 1 day simulation, so as the control bus of each ULTCaselo its target voltage. The
simulation was then executed with all ULTCs fixed. Figure ©8ves the load bus voltages

in areaA.

Bus 66350

u
[y
o
N
T
!

Voltage/p.u.
o
O
[e0]

Bus 67250

Voltage/p.u
©
[(e]
(o]

Bus 68850

Voltage/p.u.
o
©
[e0]

0 4 8 12 16 20 24
Time / hours

Figure 4.3: Voltage at the load buses with no ULTC regulation.

The bus voltages of each bus in the network were observedhtteae step and appended
to their respective result files. These files were then loaaledVIATLAB and are plotted for
analysis. At a fixed power factor, as expected, it is showhtti&increasing load causes the
voltage to drop. The buses shown almost stay withindti&; statutory limits without any

ULTC control though this is not a sufficiently tight limit ihe load is in reality comprised
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of many loads connected at varying distances from the 11 k4 ls. The further the load
from the primary ULTC, the greater is the impedance betweenahd and the transformer.
A greater impedance implies a greater voltage drop betweemptimary transformer and
load. If at full load there is a 4% voltage drop between thestatibn and load then the ULTC
AVC will need to keep the LV bus voltage above nominal - 2% tegk¢he load bus within

statutory limits. As there is usually no active voltage cohibelow the primary transformer, it
must control voltage to within tight limits to allow for loadt varying distances and varying

magnitudes from the transformer.

Bus 66350 has a small peak load of 0.96 MW. There is a relatiaedye impedance between
it and the GSP. There is a 17.9km and a 19.6km 33 kV line comggittto the LV side of the

GSP transformer. This results in a wider variation of obsdnoltage than bus 67250.

Bus 67250 shows relatively little voltage variation. It is@kically closer to the GSP than bus
66350 having only a primary distribution transformer cactirgy it to the GSP transformer by
a negligibly short cable. It has a low peak load of 1.6 MW analxshrelatively little voltage

variation.

Bus 68850 is also close to the GSP but shows a large variatiolbs@rved bus voltage. This
is because the peak load at 68850 is relatively large at 18V rgbkulting in a wide load
variation through the day.

4.2.2 Tap changer operation with simple load variation.

To keep the voltage closer to 1.0 pu the ULTCs must be allowenptrate. The above
simulation was repeated with the automatic voltage comaigwrithm enabled for all ULTCs.
The dead-band was as supplied with the network data. Theditag for each ULTC was 60
seconds.

Figure 4.4 shows the voltage at the load buses. This timedhage was kept closer to 1.0
pu as expected. Note the sharp changes in voltage. Thegedtarges correspond to the
tap operations shown in Figure 4.5. At each 5 second timz-8te ULTC AVC checks the

control bus voltage and makes adjustments to the turnsaatappropriate. This results in

71



System Validation and ULTC Study

different voltages and power flow time series than the pres/gection.

Bus 66350
1.04 T T T T T T T T
=
s 1.02F b
R NN N
E 0.98} b
0.96 Il Il Il Il Il Il Il Il
Bus 67250
1.04 T \
=1
& 1.02 b
o —
E 0.98} b
0.96
Bus 68850
1.04

> 1.02f §

0.98} b
0.96

Voltage/p.u
-
o é

4 8 12 16 20 24
Time / hours

Figure 4.4: \oltage at the load buses regulated by ULTCs. The dotted 8hesn are at
0.97 and 1.03 p.u..

The tap operations reflect the modulation of the load thrdabglday. As the load increases,
the ULTC controllers lower the turns ratid; : Ny, by reducing the number of turns on
the HV side of the transformer to raise the voltage on the Idé siThe peak load occurs just
after 16:00 which corresponds with the lowest tap positmfithe primary ULTCs as shown

in Figures 4.5.

As expected, the primary ULTC A3 (ULT£), the transformer connecting buses 35030 and
67250, shows less activity than the other two ULTCs shown.alk ebserved earlier that the
load bus 67250 shows less voltage variation as a result dfhoadulation. Consequently
less voltage adjustment by tap operation is required to Keepoltage within required AVC

voltage limits.

The tap positions of ULTE® are not shown in Figure 4.5 as they are identical to UET.C
The transformers have identical properties and share the santrolled bus in this case.
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Figure 4.5: Operation of the primary substation 33 kV/11 kV with load aton.

ULTCZAL, and ULTGY, have slightly different properties to each other and the lin
reactances from the 132 kV bus to their HV sides are differei$ a result they show

different behaviour as shown in Figure 4.6.

1 .
ULTCL;, Steps:2

11 | —
2
E lo :—H .
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2 .
ULTCY:, Steps:0
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9
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105 l l l l l
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Figure 4.6: Operation of the GSP transformers 132 kV/33 kV with load venma

ULTCAL, has slightly tighter voltage limits and consequently a@foke ULTGY%,, when
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there is a slow voltage change on the control bus.

The voltage and ULTC tap position time series shown in thitige do not end at the same
voltage or position as they start, despite the load bein@legfuthe end as the start. The
reason for this is that the starting positions for the ULTGs @me of a number of possible
configurations that leave the control bus voltages withimti. As the loads change, the
ULTCs change tap position according to the algorithm spetifi€his may leave the tap
positions in different positions than the start of the day diill with the controlled buses
within limits. Continuing on the simulation further with thead time series repeating each
day results in cyclic behaviour with ULTCs in the same posigach day at any time of the
day.

4.2.3 Adjusting the voltage dead-band.

The voltage dead-band, as described in section 2.3.4, vpadied by the DNO with the rest
of the network data for the GSP ULTCThe voltage dead-band for the primary ULTRas
been inferred from the step in ratio per tap change as 1.5tiheevoltage adjustment due to
a single tap operation. The 1 day simulation was repeatddthé dead-band increased by
a factor of1.0, 1.5 and2.0. Figures 4.7 and 4.8 compare the resulting load voltage amd t

operations for a single transformer ULEEwith these different factors.

As expected, fewer tap changes are required with a relaxéayedlimit. It could be argued
that the original dead-band setting was too strict. As dlesdrin section 4.3, the voltage at
the primary substation must be kept within strict limits tsere that each bus that is further

away from the GSP stays within statutory limits.

To illustrate the problem of having too small a dead-bandsiheulation was run with all
ULTC dead-bands halved. Figure 4.9 shows that a tap oper&ticorrect the voltage
exceeding one limit usually causes the control bus voltage/¢rshoot the other limit. The
repeated overshooting whereby an adjustment is too lardgedp the voltage within the
dead-band is called hunting. This is observed around hau@9@nd 18:00.
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ULTC';“: Standard V limits
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Figure 4.7: Voltage at bus 66350 for increasing dead-band factors.
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Figure 4.8: Tap position of ULT@* for increasing dead-band factors.
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Figure 4.9: Voltage at bus 66350 and tap positions of ULF@vith voltage dead-band too
small.

4.2.4 Adjusting the time delay.

Figures 4.10 and 4.11 show the load bus voltage of bus 66350 aration of ULTG* with
time delays of 30, 60 and 120 seconds.

Note that with few required tap operations, the time delayiaeffect on the total number
required. The delay has a small effect on how close the witgept to nominal. The delay

is more significant with a more varied power flow through tlaasformer as seen in the next

section.
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Figure 4.10: Voltage at bus 66350 as a result of different ULTC delays.
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Figure 4.11: Tap position of ULTG* as a result of different ULTC delays.
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4.2.5 Section summary

This section demonstrated that the time series power flowlation process produces results
consistent with expectations. The interaction of the extly implemented ULTC AVC
written for this study is shown to operate as intended. ThE@ARVC controller is shown to

control voltage to within the prescribed dead-band.

The voltage dead-band is shown to have a large effect on hase ¢the ULTC AVC keeps
the controlled bus to nominal. Small variations in time ged@e not shown to affect the

performance of voltage control for slowly modulated loagisrethis section.
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4.3 Network response to increased distributed generation.

The previous section illustrates the basic behaviour ofUh&C AVC and the effect of
the delay and voltage dead-band parameters. This sectimauices several new elements
and considerations to the simulation in order to apprecreesffect of connecting variable
generation at 11 kV:

e Non-zero impedance between load and primary distributiemsformer.

\oltage excursions on the high voltage bus of ULTCs.

Variable generation in PQ mode connected at the primarytstdas and at the new

load buses.

Unequal time delays at different voltage level ULTCs.

Alternative ULTC AVC algorithms.

Variable power factor control of generation.

4.3.1 \Voltage at the load.

The previous section showed the successful control of th&k\lIside of the primary
distribution transformer using the basic ULTC AVC algonthThe model, however, fails to
reflect that the load is distributed geographically and & sull be connected electrically
by varying impedance to the distribution transformers. Tarenfully appreciate this, the
network model was adjusted by the addition of lines and astoamer between the primary
substation and the load.

The lines were assumed to be of hard drawn copper type, conmmader rural networks.
A single 0.15inch? circuit 2km long was used to connect each load bus, with ticeegton
of the largest load at bus 68850 which is assumed to be sitSinvith a0.15inch? circuit
to each. A transformer was included at the load end of thaiitiof reactance 1.0 p.u. at a
fixed ratio. The transformer tap was assumed to be manuglhgtad at the planning stage

or seasonally as required. The loads, previously on bus atsmdif the form XXX50 are
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labelled XXX59 with the intermediate bus before the fixed{@oster transformers labelled
XXX51.

Initialisation of the network case

The secondary substation transformer ratios must be séegblanning stage. The load
connected is the mean value of the one day load time seriehwias described in section

3.3, multiplied by the peak winter value at each bus.

A trial and error process of manual adjustments and load floWtisn without tap
adjustments was used to arrive at a solution leaving the Uljui€delow a ratio of 1.0 and
the load bus voltages at 1.0 p.u. The low ULTC ratio was regitio ensure there is room for
summer operation when there is less load. The load bus esitsigould be close to 1.0 p.u.
as the load applied in the tap setting process was the medinef@ne day load time series.
This allowed for the voltage rise seen at the lower demangeiand the drop seen at the

higher demand periods.

The automatic tap assignment feature of the PSSE load floversobuld not be used. The
power flow solution failed to converge even at extreme sqteeameter settings. At no point
in this study was the automatic adjustment of transformbiosvad by the PSSE software.
Adjustment only occured automatically as a result of the OlAlgorithms in the external

simulation code.

The secondary distribution transformers were set as lockbd network definition file, the
raw file, had the original ULTCs flagged as in auto-adjust mode. diite-adjust feature of
PSSE was not used but the flag in treavfile allows the external simulation code to recognise
which transformers should be controlled by the externakecotihe secondary distribution

transformers have been removed in the final chapters ofttinily.s

Results

Figure 4.12 shows voltage profiles of the three feeders ia Arigom the 132 kV bus above

the GSP to the load buses with the days minimum, mean and maxload connected. Note

80



System Validation and ULTC Study

that the three feeders consist of different number of adiuaés from the GSP to the load
inclusive. For feeder 67259, positions 4,5 and 6 are the $aineFor feeder 68859, positions
5 and 6 are the same bus. With the ULTCs at the same positioadbrlead flow solution, it

can be seen that the voltage profile for each feeder varieslgiteetween the minimum load

scenario and the maximum load scenario.

3 1.05 T T T T
= \ \ \
8 \ \
= \ !
£ \ \
> I I
3 4
S
g - — — 67259
= 66359
s {0 >~ _._ =z 7 A--- 68859
E
>

V(max load)/pu

osition on feeder

Figure 4.12: Voltage profile in area A without tap adjustment. Loads areust®with ULTCs
at buses 3-4 and 6-7.

The reality is better as the ULTC AVCs are able to act to keegtimtrol buses at position 7
within stricter limits. The voltage profiles for the threeearA feeders are shown as a result

of the ULTCs being allowed to regulate voltage are shown iufagt.13.

The buses at positions 4 and 9 are the LV side of the ULTCs onetb@ef. The voltage is

close to 1 pu as the ULTC AVC action is able to react to the tiitferent load scenarios.

The scatter plots in Figure 4.14 show the voltages at positiand 9 from Figure 4.12, this
time for areas A and B combined. The plots are the voltages@t bus for each feeder.

The circles are used to plot the voltage as a result of minimummer load, the crosses for
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Figure 4.13: Voltage profile in area A with tap adjustment.

osition on feeder

maximum winter load. There are seven feeders in areas A amhioed thus there are

seven circles and seven crosses in each plot.

The first plot is as before, with no AVC control at bus 7. Onlg thinimum and maximum
load scenarios are shown. There is a voltage rise in the ramitoad case due to the fixed-tap
booster transformer inserted before the load bus in thearktease used in this chapter. As
the ratio was adjusted for the mean of summer minimum andewmbximum, the voltage

is expected and shown to be higher for the minimum load andrdar the maximum load.

The second plot is after a period long enough to allow ULTC Astihtrol actions. Load
bus voltages from different feeders overlap each others ®hbecause the controlled bus
voltage of each feeder’s primary ULTC may be anywhere withenULTCs limits. The load
bus voltage can be higher for a higher load if the ULTC tap tomsihappens to be near its
upper limit. The bus 9 voltages however are much closer t@1i0than in the uncontrolled

scenario.
Both plots show an increase in per-unit voltage variationveen bus 7 and 9 with slightly
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more variation in the uncontrolled case. The load model WWedacterises the load as
constant power with varying voltage when the voltage is @&V per-unit. This assumption
will slightly exacerbate the voltage drop or rise seen fromprimary transformer to load bus

as the voltage tends away from nominal.

The strict limits used in the ULTC control algorithm implentation keep the load bus within

a planned voltage limit of-3%.
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Figure 4.14: Scatter plot showing spread of voltage variations due to mith @max loading.
The control buses of the primary transformers are at posificand the load
buses are at position 9. The ando signs are from maximum and minimum
load conditions respectively.
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4.3.2 Additional distributed generation.

Generation added at 11 kV could be connected directly to timapy substation or at the
load bus as illustrated in Figure 4.15. The figure shows agmrransformer stepping down
from 33kV to 11kV with a fixed boost transformer and 2km linévizeen the LV side of the

ULTC and the load as discussed in section 4.3.1.

35030 35030
L ____——— | L ____——— |
AXA AXRA
A3 A3
67250 67250
T L |
67251 67251
L _____——— | L _____——— |
AXA AXA
Wyv WV
67259 67259
(@) DG connected to primary (b) DG connected out on load bus.
substation.

Figure 4.15: The possible points of DG connection at 11 kV with feeder 6@2%Mh example.
To show the difference in bus voltages between deep corheatd load bus connected
generation, the simulation was run with varying parame#®smulation run was conducted

for each combination of:

e Minimum or maximum load connected.
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e Deep or load bus connected DG.

e DG under each primary substation being a factor of 0.0,@5¢t 2.0 times the

maximum daily load under that substation.

The load and generation was constant through each run vatgeheration power factor at
unity. The simulation was run for a number of time-steps tovathe ULTC AVC to adjust
so that their respective control buses where within limiteve possible. In this way the run

resulted in a steady-state power-flow and tap-positiontisolu

Figure 4.16 collates the results of the above simulatiors moncentrating on the effect on
bus voltage at the load and control bus under each primastatidn. DG factor defines the
real power output of the DG as a multiple of maximum daily Iéadthat feeder. Thus each
feeder had a different daily load and DG capacity.

Connecting increasing amounts of generation at the primargtation has little effect on the
load bus voltage. So long as the ULTC tap position does nohrtee limits of its adjustment

range, it can control the LV bus within tight limits leadirglittle load bus voltage variation.

Connecting increasing amounts of generation to the loaddsusts in voltage rise on the load
bus. Although this can be altered by changing the settindherfixed tap transformer, this

does not mitigate the increased range of voltages obseswetesult of increasing generation.

As expected, more generation can be connected at the ULTQ&WHan at a bus connected
to the ULTC LV side by a non-zero impedance as in the secoral ddee variation of voltage
rises in each scenarios is due to the different loads on esattef. The extra impedances
connecting each load to the primary transformer were alkipiab of a single 2km line as

described above, unlike the loads which were determinetddgase data.
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(a) Voltage with DG connected to primary substation.
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(b) Voltage with DG connected out on load bus.

Figure 4.16: Voltages at primary substation (7) and load bus (9). DGFadenotes DG
real power connected as a multiple of the load. Fh@nd o signs are from
maximum and minimum load conditions respectively.
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4.3.3 Voltage on the transformer buses.

In terms of steady state network behaviour, it appears ttwtraore DG could be connected
directly to the 11 kV primary substation than in the previsuatter plots. Figure 4.17 is the
same as Figure 4.16 but with the ULTC upstream bus voltageeglo

With a DG factor of 2.0 the upstream bus exceeds or is veryedioshe statutory limits of
+6% whether the generation is connected deep or on the load beswdrst instances occur

when the minimum load is connected.

These figures show that voltage rise at the point of connedsimot the only place where
voltage rise due to distributed generation is a concern.eVakiation function in section 3.6
takes into account the voltage of all the buses on a feedest®yrdine the suitability of the

network and generation setup.
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(b) Voltage with DG connected out on load bus.

Figure 4.17: Voltages at primary substation (6 & 7) and load bus (9). Thando signs are
from maximum and minimum load conditions respectively.
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4.3.4 Tap changer operation with variable DG.

The previous results, shown with added DG, were steady igtatdts. The following results

were generated from time series of generation real pow@ubut

Constant power factor mode generation was added to the firddiTC2° as seen in Figure
4.15(a). The added generation is referred to as the DG whashcannected to the controlled

bus of ULTCA® to examine its tapping behaviour.

The peak output of the DG is defined in terms of the maximum @apassigned to bus
68850 at unity power factor as defined in an optimal power flgaliation of this section
of the network by Harrison and Wallace [4]. The output at et&wle step is defined by the
normalised power output curW¥ardlaw-dayImultiplied by the DG peak output as described
in section 3.3.2

The resulting ULTC behaviour is shown by its tap positionsrdime. Figure 4.18 shows the
control bus voltage without and then with DG, and below, #dpegosition of the transformer

with and without DG. The limits represented as horizontad on the voltage plots are the
VLimsused by ULTG?.

Without DG the voltage steps due to tap operations are glgaible as before. The voltage
steps are less clear in the DG case as the voltage is alreadggaapidly with DG power

output. It can be seen that voltage excursions occur thabtesult in a tap operation. This
is a result of the time delay parameter, designed to avoid@mitap operation. The voltage

may exceed the operating limit, but only for a few secondscstap operation occurs.

It is clear that the frequency of tap change operations asae with the addition of the DG.
Some of this increase is due to the highly variable power flowugh the transformer. This

effect is seen in particular at 14:00.

The addition of time varying DG increases the range of povesvslthrough the transformer.
Figure 4.19 shows this for the DG and no DG cases. The negatwer flow through
the transformer indicates power being exported from thédeea situation known as reverse

power flow.
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Figure 4.18: Voltage and ULT@? tap position with generation added deep on the feeder at

bus 68850.
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Figure 4.19: Power flow through ULTE®.
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The no DG case shows a positive power flow indicating poweowsifig from the HV to the
LV side of the primary transformer. The curve is smooth asvér&ation of load is smooth
according to the load time series. The DG case varies betpesgitive and negative. The
power flow is positive when the load exceeds generation agdtive when the generation
exceeds the load. The curve varies rapidly as the aggreggiatof several wind turbines in
theWardlaw-dayltime series is similarly variable.

The increase in range of power flow variation results in angiase in the difference between
the minimum and maximum tap position in the day. This rangaapf movements is

considered unavoidable with respect to improvement of Ulcb@trol parameters. The
frequency of tap movements such as the ones around 12:00ewagced by adjustment of

control parameters as evaluated in the following sections.

Adjusting the delay.

The previous example exhibited a behaviour in which a fewdpgrations were reversed
within minutes of the first operation. These was due to thetsieom variability of the

generation connected.

To test this, the simulation of the previous section was agggewith increased ULTC AVC

time delays. Resulting variation in ULTC tap positions areveh in Figure 4.20.

Note the highlighted areas of the plots. The highlightedsshow areas where an increase in
ULTC delay has a significant effect on the operation of the AX@ shown that an increase
in the AVC delay parameter can reduce the number of tappiegadipns required for voltage
control. Doubling the delay reduced the number of tap opmratby 18% and tripling the
delay reduced the number of tap operationsi. The delay causes the AVC to effectively
ignore short term voltage variations by only acting whenubkage is outwith limits for a
period of time equal to the delay parameter. The longer thaydéhe longer the voltage
must stay outwith limits before being corrected. The lorthervoltage is outwith limits, the
stronger is the indication that a tap operation and thustagelcorrection must be made.

The increase in delay has a consequence in the amount ofitedLiT C control bus voltage
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Figure 4.20: Voltage and ULTE? tap position due to different ULTC delays with generation
added deep on the feeder at bus 68850.

remains outside the ULTC VIims. This in turn has an effectlmnlbad bus voltage. There is
a compromise between delay and voltage control performénates explored more fully in

the next section.

Different delays for different transformers.

To determine the best value for the ULTC AVC delay paramétersimulation can be run a
number of times, each run with a different delay time. Asassed in section 2.3.5 chapter
2, it is desirable to have different delays for transformerseries. To test this, an array of
delay values was constructed for the 132/33 kV ULTCs and arapane for the 33/11 kV
ULTCs namedDelays'®*** and Delays®*/!*.

The simulation was then run with the delay for each voltagellselected from the relevant

array. The first simulation shown has no DG connected. It wasfor each possible
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combination of delays where the arrays are both in the rgf@gel95) with a step ofl5
seconds.

The results can be visualised by plotting a value obtainexh fihe entire network onto the

two dimensions ofDelays'*?/** and Delays®*/'! giving a three dimensional surface. The
value plotted can be any single number reflecting a propéyeoentire simulation run for

that delay combination.

The numbers plotted in Figure 4.21 are fapChangeCosind theTotal\VoltageCostPenalty
for each run. ThelapChangeCoss a function of the number of tap operations for each
ULTC and the associated estimated cost per operation. TotedVoltageCostPenaltg

a penalty incurred when any bus on a feeder exceeds the plahsi@ voltage limits.
The penalty increases up to the maximum penalty which isyffaeder bus exceeds the
statutory+6%limit. The TapChangeCosind TotalVoltageCostPenalig described in detalil

in sections 3.6.1 and 3.6.2.

The two penalties indicate the fithess of the controller agtd/ark in terms of their combined
ability to keep bus voltages within limits. A high penaltyinates a poor ability to maintain
voltage. The two penalties are required as there is a tegdenthe reduction of one to be
linked to an increase in the other. The goal of maintainimegvtitage within limits contradicts

the goal of minimising the operation of the ULTC AVC.

Figure 4.21(a) shows that a low delay at the 132/33 kV transfos and a high delay at the
33/11 kV transformers gives the low&stpChangeCosfThe TapChangeCoss constant for
a given DG capacity as exists in this set of results. Thusawes$tTapChangeCostmounts

to the lowest number of tap operations.

Figure 4.21(b) shows that a low delay at either transformell winimise the
TotalVoltageCostPenaltyT his indicates that all voltages on all feeders in the satioh run

are being kept within planned voltage limits.

The best combination of delays is a trade-off between TapChangeCosind the
TotalVoltageCostPenaligs shown in Figures 4.21(a) and 4.21(b) respectively. Tduaetoff

is made by weighting the two metrics according to the finalt doaction as described
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Figure 4.21: Cost components of a 1 day simulation with no DG. Both delay aresth 15s
intervals from 30s to 195s inclusive.

in section 3.6 of chapter 3. The cost function for all combres of Delays'*?/?* and

33/11

Delays is shown in Figure 4.22.

There is an easily discernible ridge along the line of eqeddyk. This confirms the rule
discussed in section 2.3.5 that suggests that the time glsteguld be different from each
other for two ULTCs in series. The GSP ULTC delay dominatestist function. For GSP
delays of 30 seconds, there is little to differentiate betwie primary ULTC delay settings.

Subsequent simulations have used a 45 and 60 second del@smmand primary ULTCs
respectively. These values are consistent with ScottisheP® settings and with studies
finding that unequal delays give the best performance [93, 69

A similarly constructed plot is shown in Figure 4.23. Theadest from a set of simulations
described in chapter 5. A large amount of DG, terni&d,,,., is connected at unity power
factor to the network as detailed in that chapter. The figeres as an indication that
optimal delay settings are dependent on the amount of DGexted. The graph shows
an optimal area for delay settings where the evaluationtimmés minimised. Unlike the

previous scenario, the optimal settings are for equal datapoth GSP and primary ULTCs.

The optimal setting exists in a shallow optimal area with990, The method of varying
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Figure 4.22: TotalVoltageCostPenalty TapChangeCosgif a 1 day simulation with no DG.

all GSP ULTC time delays and all primary ULTC time delays tibge ignores the likelihood
that different feeders are best suited to different delaging all the same delays, 90 seconds
appears to be the best compromise for both GSP and primarZElLThe fact that they are
the same for both and the lack of a ridge or trough indicatatsttie high variation of the DG

may mask the problems caused by equal delay settings.

4.4 Chapter summary

An area of the Scottish Power network was introduced as tlses bar the simulations
in this project. The network comprises two GSPs and a numbeural radial feeders.
The simulation method has been used in a number of scenarigsrify the semi-steady
state method and introduce the different time series that baen examined in subsequent
chapters. The implementation of ULTC control behaves as&xypl.
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Figure 4.23: TotalVoltageCostPenalty TapChangeCosif a 1 day simulation witlhG ... -

The controller parameters have been explored to furthefiroothe implementation. It is
shown that the dead-band in the voltage measurement pdme &fltTC must be sufficiently

large to avoid hunting and sufficiently small to keep volagese to the target voltage.

The TapChangeCosind TotalVoltageCostPenaltyere used to show the voltage control
fithess of a scenario. These metrics are used extensiveljpgeguent chapters. The metrics
were used to explore the time-delay parameter of the ULTGrolber. The scenarios tested
did not demonstrate a clear rule to determine the best titag dettings. Subsequent chapters
will thus use 45 and 60 second delays for GSP and primary ULé§}sectively. These delays

are as used by Scottish Power and are not contradicted biyrtibed findings in this chapter.

The next chapter outlines the connection options for dhigted generation and demonstrates

the fitness of a number of combinations of connection choices
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Chapter 4 demonstrated the simulation of ULTCs over a 24 hauogheSimulation results

were obtained by repeated load flow solution as described apteh 3.

This chapter reports the use of the above techniques to d#matmthe impact of various DG
scenarios on the Dumfries and Galloway (D&G) network. The®#&etwork information
is accurate for the 132 kV and 33 kV part of the network. The 8BRLk kV transformer
parameters and 11 kV line parameters have been assignecteitance to typical equipment
parameters as discussed in section 4.1. Note that some cabidifis have been made to the
network in the next chapter. In this chapter, the targetagatfor all load buses was 1.0pu.
This was achieved in the no DG case by the manual setting éowihter and summer cases,
of a fixed transformer below the primary transformer. Thagfarmer was then fixed for all

scenarios.

Keeping the target voltage for all load buses the same allogvapplication of the evaluation
function to the network with a narrow voltage target. Chaptdrowever, uses an evaluation

method using only statutory limits.

In this chapter, all connected generation was required to ls#rict power factor control
mode or PQ mode. Most of the assumptions made are discus€édpter 3 with additional

assumptions noted as necessary.

The scenarios tested are among the permutations of thefoligpparameters.
e Feeder to which DG is connected.
e Connection voltage.

e Maximum power output of DG.
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Power output time series.

Power factor.

Generation events such as ramping up or rapid loss of DGadeyh the power output

time series.

ULTC operating parametefi; andVj;,,,.

The scenarios tested are not exhaustive, even given thedemngters above. The scenarios
do highlight the key concerns and impacts of DG.

5.1 Construction of the scenario

5.1.1 Feeder selection

The network shown in section 4.1 on page 67 has feeders @relift properties. Some
feeders have a low impedance between the load bus and theugdy point (GSP) and are
termedstrongfeeders. Other, usually smaller loads, have higher impsstabetween them

and the GSP. These anemakfeeders.

This study initially examines the placement of DG in threiéetlent feeders, atrongfeeder,

amediumfeeder and aveakfeeder as shown in Figure 5.1.

Finally the study reports generation placed on all feedemaportion to the maximum DG

that can be connected according to an optimal load flow swluti

5.1.2 Connection voltage

The network used in the simulation has three nominal voltlyels: 132 kV, the

sub-transmission voltage in Scotland; 33 kV and 11 kV.
The connection of generation at 132 kV is not consideredigstudy.
DG was connected at 33 kV at the high voltage (HV) side of pryntieansformers (ULTG).
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Figure 5.1: Network diagram with three key feeders highlighted.

DG was connected at 11 kV at the low voltage (LV) side of thenary transformers and on

the load bus distant from the primary transformers as shovgedtion 4.3.2 in Figure 4.15

5.1.3 Power output time series

Several one day power output time series will be used to sitadhe connection of DG as

described in section 3.3.2 page 50.

The time series contain steady outputs, linearly rampiriguds and rapidly varying outputs.
The linearly ramping time series allows clear observatiérthe network adjusting to
generation changing smoothly over time. The rapidly varytime series allows evaluation

of the network as a result of realistic outputs of generatidéay scenarios were also tested
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with a Generation events described in section 5.1.6 to simulate connection odrapi
disconnection of a DG source.

5.1.4 Maximum power output of DG

The power output time series are a vedtoin the rangg0, 1) with the maxz(F) = 1. The
actual power output vector for a day’s simulation is obtdibg multiplying the time series
with the maximum power output by the DG, the DG’s capacity. tdst the ability of the
network to absorb new DG the maximum power output for eachilsition was the capacity
of the new DG.

The study identified the optimal placement of DG, maximisio@l connected DG whilst

meeting thermal and voltage constraints. This was achibya@peated optimal load flow
solutions and increasing generation by representing iegative load shedding. The load
curve used in this study is for winter load so the 100% load amty power factor results

were used folD G,z -

The connected capacity will be a function bi~,,,, found in the Harrison study [4]. The
function is given by:
DGCapacityy = DG pae r - DG Factor (5.1)

whereF' is the feeder an@ G Factor is the multiplier used for the scenario.

In many circumstances the maximum connected DG is rougkliottal load plus the primary

transformer rating. This is an intuitive steady state rteasithe exported power would be the
power rating of the transformer. The study identified, hasveliuses that are constrained by
the connection of DG nearby and cannot support the capasitiggested by such a simple

approximation and thus some resulting capacities do nlmwadhat approximation.

The optimal power flow method demonstrated the worst casesrims of equipment loading
and voltage rise. This study demonstrates a time seriegsasahethod which shows that
greater capacities can be connected subject to dynamicageneonstraints and shows the

associated loss of revenue of such a scheme.
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5.1.5 Power factor

DG,,... was calculated by taking the maximum of three scenarios egtthall generation
connected at different power factors. The power factorseevied5 lagging {.957), unity

(1) and 0.95 leading((95"). These correspond to the approximate operating range of
Doubly-Fed Induction Generators (DFIGs) [30]. It is recisgul that generation operating
at a slightly leading power factor is likely to be most favabile for the connection of larger
amounts of DG [30].

Scenarios were created for five different power fact@ox95—, 0.9875-, 1.0, 0.9875" and
0.95%. In terms of reactive power outpud, 9875~ is half way betweer).95~ and unity.

Likewise generation operating @9875" absorbs half as much reactive power a8.8%".

5.1.6 Generation events

The power output time series combined with the maximum pa@wgput for the DG combine
to create the actual power output for the connected DG dihiegimulation period. These
power output vectors define normal operation of the DG. Iesidble to examine the effect

of less frequent events such as the following:

1. Full loss of DG. No fault condition.

2. Temporary loss of DG followed by re-start and re-conmercti

These events are created by multiplying the normal powgrubwector element-wise with

the vectors described by Figure 5.2.

5.1.7 ULTC operating parameters

The ULTC has two adjustable parameters according to the Isiraptomatic voltage

regulation algorithm described in section 3.4.1. The patans are delay and deadband.

Section 4.3.4 demonstrated a method to search for optintey dettings. The ULTCs were
simply split into those with HV side at 132 kV and those with H\de at 33 kV. In the
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Figure 5.2: The three events imposed on normal generation vectors.

network examined this is equivalent to splitting into GSR4 the primary transformers. As
identified in section 2.3.5 the delay settings of two or mot Cs in series are ideally set

differently.

Due to the limited data available to optimise the ULTC segtinn section 4.3.4, the
approximate values used by Scottish Power [53] were usekisrstudy. The HV ULTCs

have the shorter delay of 45s and the LV transformers 60s.

Deadband parameters are available for the GSP ULTCs in the b&®ork. The deadband
parameters for the LV ULTCs were approximated from typicatrafing parameters as

discussed in section 4.2.3.

5.1.8 Scenario parameter summary

Table 5.1 summarises the features of a scenario. The stubdgotibe exhaustive of these

combinations as there are 720 combinations of them jushgdgineration to one bus.

5.2 Investigation of DG connected in PQ mode.

This section reports the effect of DG in an area with previpos DG. The network used was
as described in section 4.1 differing only in the amount aositpn of connection of DG.

The generation was kept connected according to the scedaspite any voltage violations
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Feeder Vionnection Max Time series | Power Events | ULTC
Pyen factor Parameters
strong 33 kv varies| Wardlaw-day1| 0.95" none | FixedTy
medium| 11 kV(deep) Wardlaw-day2| 0.9875" | lossFull | andVj;,,
weak | 11 kV(shallow) flatMax 1.0 lossTemp
all ramp 0.9875~
0.95~

Table 5.1: Summary of scenario parameters.

that may occur. The evaluation methods described in se8tbhave been used to assess the

connection of extra DG.

Each subsection primarily investigates one variable ofsitenario but may vary others in
order to explore the impact of the variable.

5.2.1 The effect of feeder selection.

Different feeders can support differing amounts of genenatccording to line and equipment
thermal limits and consumer voltage rise. The capacity négation that will be connected at
each of the three feeders selected for examination is apteutit DG,,,... The power factor

of the DG will be at unity as was used in the calculationdf, ...

Firstly, the simulation is run with the DG connected on the s of the selected feeder
ULTCs with a steady generation profile. This profile provides maximum power output
throughout the period of the simulation. The simulation destrates the ability of the
network to adequately control bus voltages for any of thd lm#sbars for the given connected

power. The load varies according to the time series usedlflaraals in this study.

The three feeders selected differ in the impedance between\ side of the primary
transformer and the 132 kV network. The impedances give ditation as to the effect
on voltage rise the DG will have. The impedances were caiedlaith the tie between the

two 33 kV busbars directly under the two GSPs open. Despigestmplification they give
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an indication as to the relative “strength” of connectioreath feeder.

The first group of simulations shown had the same amount of B@hected to all three
feeders equal to thBG,,,.. for the weakest of the three feeders. This simulation deiraes
the differing ability of different feeders tabsorb DG. To emphasise this point, for this

simulation only, the ULTCs are fixed throughout the simulatio

Figure 5.3 shows the feeders’ load bus voltage levels wighvtiitage without DG shown as

reference.
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Figure 5.3: 11 kV bus voltage of the three selected feeders with and witheuixed DG
connected and ULTCs stationary.

It is clear that the voltage is unacceptable, but it demaiesrthe rise due to the DG is least
in the most strongly connected feeder, more in the mediunaade little more in the weak

feeder.

Next, the feeders had DG connected equal to their respdédiie,...) values. A different run
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of the simulation was made for each feeder with the othereieeldaving no DG connected.

With the tap positions suited to no DG connected, the immediannection of DG,,...)

results in a rapid sequence of tapping actions to restorediteege. All other generation time
series start with less than maximum DG. These time seriagre2qnly a few adjustments
of the ULTC position. The evaluation method ignores the cbshe adjustments in the first

minutes of the simulation.

Figure 5.4 shows the operation of each feeders’ ULTC in nespdo the changing load with
DG, connected at fixed output with the no DG response as referdfigare 5.5 shows

load bus voltage for the same scenario.
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Figure 5.4: Response of the ULT(S to the changing load withG,,,,...

Figure 5.4 shows few tapping operations at the primary ULTG=ach feeder. As expected
with steady generator real and reactive power output, theckeanging behaviour of the
primary ULTCs is similar with and without the DG. The main difénce observed in both

the weakand mediumfeeder is the average tap position. The ULTCs operate at dineadt
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Figure 5.5: Load bus voltage as a result of changing load and ULTC voltagalation with
DG, for three different feeders.

the day according to whether there is DG or not and then opévatontrol voltage changes

due to the load throughout the day.

Figure 5.5 shows small voltage steps up and down frequeatiyhe LOW and MEDIUM
impedance feeders. This is as a result tapping actions @8R ULTC transformer for area
B. Note that the network is capable of maintaining the 11 k\dlbas voltage well within the

prescribed plannet3% as expected.

Figure 5.6 shows the percentage primary ULTC loading ovee tior the feeders with DG

connected.

Each feeder has a thermal limit dictated by the line and toameer thermal limit. The thermal
limits are seasonally dependent and also have a steadyaiagpand a cyclic rating. The 33
kV/ 11kV primary transformer has been added to each feediweimodel derived from the

Scottish Power network data according to typical transérparameters. For this reason the
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Figure 5.6: Line loading withDG,,,,.,. for the three feeders.

imported/exported power along the feeder is compared tac¢heal line rating of the feeder
as supplied by Scottish Power.

The percentage transformer loadings are lowest forsttang feeder, the one with lowest
impedance. These feeders are good candidates for even r@oime terms of thermal rating

but may be limited by the ability of the area as a whole to namvoltages within limits.

5.2.2 The effect of connection level.

Similarly to the connection of DG to different feeders, teedl at which DG is connected
affects its impact on the feeder. The three connection dedgntified, on the HV side of
ULTCs, on the LV side of ULTGs and “out on” the 11 kV load bus all have differing
impedances between the DG and the transmission networkeaweén the DG and the load.

Three simulations were run with DG on the high impedancedeedG,, ., was connected
in the three different places identifie@ut on the load bus, the LV side of ULT(S and the
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HV side of ULTC,s. The generation time series used Wésdlaw-day1

The feeder’s grid transformer (ULTGp) and primary transformer (ULTL) operations

hardly vary between the different positions as seen in Ei§ur.

GSP ULTC tap position Primary ULTC tap position
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Q10 4

00:00 06:00 12:00 18:00 00:00 06:00 12:00 18:00 24:00
Time of day / hours Time of day / hours

Figure 5.7: GSP and primary ULTC tap position witWardlaw-day1DG,, ., connected at
different voltage levels.

The patterns of operation are identical between connetdi scenarios. There are slight
variations in exact timing of each operation. The resultaatl bus voltage time series in
Figure 5.8 differ between connection points as expected.ld@dd bus voltage is higher when
it has DG connected to it. The amount of voltage rise changealeaDG output changes.

This makes it harder for the ULTC to regulate voltage suchttiload bus is within limits.

The line loading for the line feeding the primary substatisrvery similar for all three

connection points and is shown in Figure 5.9.

The line loading over time only shows a peak of 50% of the stesgte rating of the line.
Note the low line loading between 12:00 and 18:00. During g@riod the generation nearly

108



Connecting Fixed Power Factor DG

DG ULTC HV
load voltage / pu

DG ULTC LV
load voltage / pu

0.98 : : :
Voltage higher when DG out on load bus
T 2 T A T T
c
o= 1.02 1
59
ss ! ]
O
02 098 : : :
00:00 06:00 12:00 18:00 24:00

Time of day / hours

Figure 5.8: Load bus voltage witiVardlaw-dayl1lDG,,.. connected at different voltage

levels.
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Figure 5.9: Line loading withDG,,,,,, connected on the HV side of ULTC

matches the load. The smoother line loading between 18:@@4x00 occurs during a period
mainly of no generation. This results in a smoother voltage series during this period as

shown in Figure 5.8.

The transformer reached a higher loading as a percentads @ting than the line but is

discussed further with respect to the next simulation.

The next result shows a marked difference between conmdetiels. This time DG with the
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Wardlaw-dayltime series was connected at each of the three voltage levblgee simulation
runs. This time DGs. .4 1S cONnected each time.

The first two figures, 5.10 and 5.11 show that with connectiod\&LV ULTC , results in

adequate control of the load bus voltage.

Figure 5.10 shows that with the DG all connected at the loag] buvoltage rise occurs
bringing the voltage up to the plannee3% limits. There is little difference in load bus

voltage between the scenarios connecting on the HV side YLAr@ on the LV side.

Figure 5.11 shows that connection on the HV side of ULT@sults in a slightly more
extreme voltage profile for the HV side of the transformerisTid not translated into a load

bus voltage rise due to transformer tap operation.
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Load voltage / pu
-

0.95 ‘ 5
Time / hours

1.05f b

0.95 i

DG on LV
Load voltage / pu
=

1.05f b

0.95 ]

00:00 06:00 12:00 18:00 24:00
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DG Out on load
Load voltage / pu
-

Figure 5.10: Load bus voltage for high Z feeder amtt7,.,,,,, Wardlaw-day1l
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Figure 5.12 shows ULTE,, tap operations as a result of the connectioDgf,.,,,,, at the
three positions.
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Figure 5.12: Tap position of ULTE, for high Z feeder andDG,.,,., connected with
Wardlaw-dayltime series.

As expected there is little change between the cases. Téxplained by Figure 5.14 later on

page 114. The power flow seen by ULIG, differs only slightly between the three positions.

The operation of ULTG shows a marked difference depending on the voltage levehiahw
the DG is connected, as shown in Figure 5.13. The scenariasailavith two timesDG,,,..
(DG2.maz)- The ULTC, exhibits a greater number of tap changes when the DG is ctethec
on the LV side of the ULTC than out on the load. The ULT@sponds with even greater
activity when the DG is connected to the HV side of the ULTC.sTisi explained by the
effect described above that the connection of DG on the H¥ sidults in a greater range
of voltages on the HV side than if the DG is connected belowdh€&C. A greater range of
voltages on the HV side translates into a greater range tdg®$ on the LV side resulting in

more tap operations to correct it.
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Figure 5.13: Tap position of ULTG for high Z feeder andG5.,,,.. Wardlaw-day1

Figure 5.14 shows the difference in line loading betweentlinee cases. Line loading is
measured in MVA and thus includes the real and reactive coenus of power flow. ULTC

operation affects the reactive power flow in the feeder. &slinee scenarios exhibit different
ULTC behaviour, in particular different extremes of tapigos, the line loading above the

ULTC is similarly affected by the reactive power term.

Figure 5.15 shows the difference in transformer loadingvben two of the connection cases.
Naturally with much greater DG capacity than load, the tfamser loading is greater if the
DG is connected on its low voltage side. Connection on the ledresults in slightly less
ULTC loading when the feeder is exporting power. This is dugl kV line losses.

Nameplate ratings of transformers can be exceeded forda@ations. The extent to which it
can be exceeded is largely determined by the temperatermtise transformer. Transformer
temperature is a function of: ambient temperature; transfo rating and construction; and

the power flow over time through the transformer.
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Figure 5.14: Line load due taDGs.,,., connected to HV side of ULT,C Also shown are the
difference to this curve from DG connected at LV and off onlloa
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Figure 5.15: ULTC,, loading in HV and LV connected DG cases.
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In normal cyclic duty the British Standard Institution’s CoofePractice 1010 recommends
that transformer current should not exceed 150% of namepdéing [76].

Cyclic ratings can be determined for a transformer even afigallation by transformer
modelling. An EA Technology case study demonstrated up t@% 4greater cyclic rating
than nameplate rating [77] for a GSP transformer. This gasnindicated on the figure for

reference.

A study by Mott MacDonald for The Carbon Trust and the Depantinoé Trade and Industry
[30] illustrates typical amounts of DG that can be connectedending on the connection
point in the feeder. Where 1.8MW can be connected out on 11 MWan be connected
to the LV side of the primary ULTC and greater than 10MW candenected to the HV side
of the primary ULTC. This approximation is taken as a ratio & for DG capacity remote
from the LV side of the ULTC to the DG capacity connected digeto the LV bus of the
ULTC for a given amount of DG connected to a feeder. The 1i8 retadopted in this study
to determine the placing of DG on a feeder where the capaoitpected to the feeder as a
whole is of interest.

5.2.3 Power factor and voltage rise.

The power factor of DG has a large effect on local bus voltagd¥®osing a leading power
factor is a method to reduce voltage rise by absorbing VAcsthns improve the ability of
the network to accept DG. This section shows that this camialsease ULTC operation
in cases where the generation output varies over short teriegs such as cases with wind
powered generation.

Two load scenarios were simulated, one a steady minimum suroad, the other a steady
maximum winter load. Each load scenario was simulated wihddt on the load, modulated
according to the ramping output profile at one of five differpower factors: 0.95lag,
0.9875lag, unity, 0.9875lead and 0.95lag. The time of day thas not strictly important
but a semi-steady state simulation allowed for operatiommpfchangers and was otherwise

useful in showing the progression of bus voltage with DG ¢gean
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The load bus voltage is shown in Figures 5.16 and 5.17.
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Figure 5.16: Load bus voltage as a result of minimum summer load &44,,,, connected
at the same bus with 5 different power factors.

The voltage time series observed is similar for both winted aummer scenarios. With
a lagging power factor, the primary ULTC makes many voltageections. The load bus
moves from absorbing VArs to exporting VArs as the genenainzreases in the first part
of the simulation up to 12:00. This raises the load bus veltagd thus the LV side of the

primary transformer. The transformer AVC then repeatedlyects this voltage rise.

The number of tapping operations reduces as the amount af tH#&rDG exports is reduced.

The two scenarios with DG at a leading power factor requinedseame amount of correction.

Note that in the 0.95 leading case, the correction was formaemvoltage. The increasing

real power output of the DG tends to raise the load bus vobagéhe proportionate increase
in VAr absorption lowers the voltage. Small voltage stegs\asible. These are as a result of
automatic GSP ULTC adjustment.

Increased reactive power generation on top of real poweergdon also causes greater

voltage rise on the HV side of the primary transformer as sedfigures 5.18 and 5.19.
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Figure 5.17: Load bus voltage as a result of maximum winter load &r,,,, connected at
the same bus with 5 different power factors.

These observations support the strategy of operating DGatlang power factor as opposed
to unity or a lagging power factor. In the extreme lagging pdse, the voltage is caused to
exceed the statutory upper limit 6f6% pu. The increased load in winter is not sole cause of
the large difference in the voltage on the HV side of the ULEBA®en the two figures. The
ULTC4p is at a different tap setting and voltage on the LV side of th& Tl is lower in

the winter case, hence the voltage on the HV side of the YLiBJower.

One reservation about operating DG at a leading power féetthastrated in Figure 5.20. It
is shown that when the DG is operating at a leading power ifattte extra imported reactive
power causes slightly increased line loading. Only the twestrextreme power factors tested
are shown as the difference is slight. In addition to inceddme loading, the leading power
factor also adds to the reactive power requirements of endcfie If it is the policy for all DG
to be operated with a leading power factor then the reactweep requirement would have
to be met by larger plant.

The difference in tap position that connecting DG makes aregbto having no DG is very
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Figure 5.18: ULTCIV bus voltage, minimum summer load abd,,..,, connected out on the

load bus.
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Figure 5.19: ULTCEY bus voltage, maximum winter load af7,,,, connected out on the
load bus.
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Figure 5.20: Feeder line loading at two different power factors.

important when it comes to assessing loss of generatiortseasrexplored in section 5.1.6.
If the tap position differs greatly between having DG cortad@nd not, then the unplanned
disconnection of the generation will cause an undesiraldgelvoltage step and then a number
of subsequent tapping operations.
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5.2.4 Varying output with different generation profiles.
Sample frequency

As shown in previous sections, DG varying on a short timeescah affect the amount of
tap operations performed by the ULTCs. The extent to whictetstale of power output

fluctuation affects tap operation was explored.

DGy.mae Was connected to just the low and medium impedance feedées pdwer output
time series used for the DG was different for each graph it égare. The first graph in
each figure usetlVardlaw-daylfor the DG output profile. The second graph had a power
output time series generated by creating a half hour mowegage ofWardlaw-dayland
then under-sampling it with a sample period of half an holrisBecond time series is the
equivalent time series that would be generated by a mongatevice producing only a half
hourly measurement. Such devices sample voltage at a modiesperiod than half an hour

and then average the results to give half-hourly data.

The resulting time series of tap positions is shown in Fig&r21 and 5.22 for feeder B1.

; 1 .
5s sample period ULTCESP NTC. 59

2 O T T T

15
10 1

5 | | |

Tap position

; 1 .
Half hour moving average ULTCZSP NTC. 55

20 T T T

0 | | |
00:00 06:00 12:00 18:00 24:00
Time of day / hours

Tap position

Figure 5.21: The effect on ULTE, tap operations of DG output data sample period.

The time series of tap positions for the GSP and primary ULTiCeeder B1 differ between
the two sampling frequencies. The difference is not as nihdeemight be expected, but
clearly the primary transformer shows reduced operatidh thie smoothed curve. ULTG

shows similar operation as the range of the two curves isahees Much of the ULTEp
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Figure 5.22: The effect on ULTE tap operations of DG output data sample period.

operation handles the slower change in load and hence eolEge time series simulations
in this study needed to use the higher frequency input timesa order to fully model the
operation of ULTCs in response to the higher frequency powetdations seen at DG such

as wind farms.

Geographical dispersion

In this study so far, all DG in the network has been varied leyslime time series. In reality,
even if all the DG was from the same resource such as wind,divempoutputs from these
geographically dispersed wind farms would not be synclsexhi The aggregation of such
sources will lead to a smoother total power export time serihis section, however, tests
the hypothesis that if each generator follows differentetiseries then the changing power
flows to and from each feeder could cause increased ULTCrigpgperation to maintain

voltages within limits.

The following Figures 5.23 and 5.24 both used the Wardlava;dadwever in the second
and third plot of each of these, the medium impedance feedsrgiwven an output profile
offset from the originaWardlaw-daylby 300 s or 1200 s. These offsets correspond to
the propagation of a change in wind speed between the medidnoe impedance feeder

occurring at 10 nmis! over distances of 3 km and 12 km respectively.
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Figure 5.23: Tap operation due to offset generation time series for ULJ,C
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Figure 5.24: Tap operation due to offset generation time series for ULTC
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Differences between the scenarios are circled. There igbemno significant difference in
the number of ULTG¢, or ULTC,, tapping operations.

5.2.5 Testing for maximum capacity.

The previous section demonstrated how different factdestthe impact of DG on voltage
and ULTC operation. After selecting the most desirableaysj the capacity of the DG is
varied to demonstrate cost and benefits of different amaimgsneration. As a starting point,
DG was connected to each feeder in the network with capasitieéined by the peak load,
optimal power factor scenario. Two power factors were usedhfe DG, unity and 0.9875
leading which seemed most favourable in previous sectidhg power output time series

used wasNardlaw-dayl

As a result of examining the thermal branch loading, twohertsimulation runs were
conducted withDG,,,., multiplied by 120% and 140%. Note that the area of the network
simulated has two GSP transformers. These transformerstr@ndespective feeders

connected below them are named areas A and B.

Figure 5.25 plots the evaluation of the three scenariosimiiteasing DG at unity and leading

power factors respectively.

The first column: Absolute Penalties

The first column shows thiotal\VoltageCostPenalgndTapChangeCodbr areas A and B as
described in section 3.6 on page 60 for one day of simulaifiap.costdenotes the cost of the
total number of tap changdapChangeCosfThe cost per tap change assumes disconnection
of DG when overhauling a feeder connected by a single ULTQlfiteon to the basic cost

of maintenance.

The absolute penalties increase with the amount of DG caeded he area A plot shows
that increasing DG connected at unity power factor abogg,,.,. results in a significant rise
in TotalVoltageCostPenaltyith TapChangeCosising only slowly. The cost of the effect

on bus voltages with increasing DG outweighs the cost of tienge in the number of tap
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Figure 5.25: Cost penalties for 3 amounts @¥ardlaw-day1DG in areas A and B.
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operations required. This is largely due to the over-vasagxperienced on the HV side of
primary ULTCs as a result of exporting power from feeders.

The result for area A with DG connected at a leading powenfastmarkedly better. The
import of reactive power keeps voltage rise down thus redyttieTotalVoltageCostPenalty

In addition theTapChangeCoss reduced. Any fluctuations of real power output correspond
to a proportionate fluctuation in reactive power import, ugdg the fluctuation of bus
voltages as shown in section 5.2.3. Less fluctuation in bltages means a reduction in

the number of tapping operations.

The TapChangeCoss of the order of the DNO interim charge. The charge is supgds
cover operation and maintenance of the whole distributemvark, not just that of ULTCs.
The TapChangeCoswas calculated for 2003, whereas the interim charge is fob2thich
would suggest th&apChangeCostould be even greater relative to the interim charge
using 2005 figures if available. ThEapChangeCoss exaggerated in these graphs as it
includes the cost of tapping operations with no DG. TapChangeCoshcludes the cost
of compensating DG for disconnection during ULTC maintex@awhich the DNO interim

charge does not.

The first column: Differences in penalties by area

In both areas the increase in DG resulted in increasing pesalnd the connection of DG at
a slightly reactive power factor reduced these penaltibs. areas differ in that in area A the
greatest penalty arises from DG causing voltages to extegalanned voltage limit of:3%

. In area B, the cost of tap operations dominates any voltageaigroblems.

The ULTC,¢p in area B has a relatively fine degree of control for a tap cbaagd as such
reacts frequently to changing power flows and their conseigeféects on voltage. In the
DG pnq. SCeNario, the HV winding ratios of ULT&L , and ULTG!%, vary from 0.9667 to
1.0167 in 3, 1.66% steps with a total of 13 tapping actionss ®hin contrast to ULT&.
which varies from 0.9500 to 1.0063 in 9, 0.625% steps witha tuf 107 tapping operations.
TheTapChangeCoss thus high in area B due to the GSP tapping actions. The figeedef

control and lower connected capacities do however resaltower number of tap operations
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for the primary transformers.

In addition the area B has a highEapChangeCosts its GSP ULTC consists of only a single
transformer which is more heavily penalised according éoTdpChangeCostefinition. To
be precise, for thé G, scenario, th@apChangeCoddefinition assigns a cost 60.23 to
each tapping operation of a GSP transformer in A b1 83 to a tapping operation in the
GSP for B.

TheTotalVoltageCostPenaliyoes not increase significantly in area B with increased G, n
does it decrease significantly with connection at a leadowep factor. The total connected
capacity of DG in area B is much lower, limited by the therniaits of ULTCZY .. Thus for

similar line and transformer characteristics in area B éegdhere is less voltage drop or rise

caused by the import or export of power in the feeders.

The second column: Penalties compared to revenue

The second column has plotted the potential revenue frord@é each area. The revenue
is the electricity generated for the day multiplied by theamavholesale electricity price
for 2003. In addition, the revenue with tietal\VoltageCostPenalgubtracted is shown. The
TotalVoltageCostPenalig a penalty whose value is based on lost revenue. The ad eige
represents the revenue from generation that did not cautsgeaexcursions from statutory
limits.

For comparison theTapChangeCost plotted with the two revenue values. The
TapChangeCoss very small compared even to the adjusted revenue. Thie DNO were
able to apportion the cost of extra tapping operations dumimected DG the costs could
be passed to the DG. The significancefapChangeCoss shown more clearly by plotting
the penalty as a proportion of revenue.

Penalties as proportion of revenue

Figure 5.26 shows the combined penalties of areas A and B ascargage of revenue
over the 3 scenarios. The penalties used in the calculatim® subtracted the
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TotalVoltageCostPenaltyalculated with no DG. In this scenario £35.33 per day for
the combined cost penalty. The values are for areas A and Bioeoch The tap cost
component is given for the combined cost penalty and alsE8a83 subtracted from the
TapChangeCosts the only cost associated with the no DG case iST#pChangeCostin
this way they are marginal penalties due to DG connection.
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(b) DG connected at 0.9875 leading.
Figure 5.26: Marginal penalties as a percentage of revenue\iardlaw-day1

The two plots differ in the fixed power factor at which the D&@nected. At both power

factors the percentage combined cost penalties incredisenereased DG.

The TapChangeCoss defined such that a proportion of transformer maintenaosés are
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proportionate to the frequency of tap operation. The tap cosiponent is thus of use for
assessing the increased maintenance cost of ULTCs as agkthdtconnection of DG.

The TotalVoltageCostPenaligfomponent denotes a measure of the reduction of generation
that would ideally be imposed given adequate abilities of & to estimate the state of the
feeder beyond its connection point and constrain real powgrut accordingly. The amount
of reduction used in the calculation is the total output & BG in the feeder during times

where feeder voltages are outside limits.

The combination of th&otalVoltageCostPenaltgnd theTapChangeCosh the combined
cost penalty are a measure of cost to the system for the coomexd DG. The system in
this case is the DNO and the generators. The combined costiépendent of how such
costs are or should be apportioned between the partiesmithisystem. When given as a
proportion of revenue, the combined cost indicates thegtam of potential revenue lost to
the penalties due to over-voltages in a feeder and to theased cost of ULTC maintenance.
The combined cost not only increases in absolute terms witfeased DG capacity, but it
also increases as a percentage of the revenue when the D@sated at unity power factor.
The combined cost as a percentage of revenue is lower wh&Ghg connected at a slightly
leading power factor though similarly to the unity powerttacase, the percentage combined
cost doubles from the 100%G,,,,. case to the 140G, Case.

Reactive power import

The combined cost of DG operating at a leading power facttower than when operating
at unity. The lower costs are a result of variable reactiveggamported by the DG. The
reactive power flow through the primary ULTC without DG isrfrdhe HV to LV side. With
the addition of DG operation at a leading power factor, thiseases the reactive power flow
and thus increases transformer loading. This is of concetraasformer loading is a limiting
factor, even though it is not reflected in the cost penaltye Dk-,,,...140% case with DG at a
leading power factor results in one ULTC exceeding the cyotit, 150% of the nameplate

rating, discussed in section 5.2.2.
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Wardlaw-day?2 results
The set of simulations has been repeated¥ardlaw-day2oower output data.

First the absolute penalties are compared between thé\avdlawgeneration time series.
The difference between scenarios and areas is similar fomD@ity and leading power

factors. The same observations for the two power factocsagiply toWardlaw-day?2

In area A theTotalVoltageCostPenalig much higher due tdVardlaw-dayzhough the
TapChangeCoss lower. Voltage control is at its limits in area A féWardlaw-dayland
with Wardlaw-day2he generation output varies near its capacity for muchdosg the HV
sides of primary transformers stay out of voltage limitslésrger and some load buses reach
their upper voltage limits.

The transformer loading time series reveals the differdreteveen the two days in power
exported from the feeder and thus voltage rise down the feetiee power export time

series and corresponding HV and LV voltages for UKf@re shown in Figure 5.28 for DG
connected at unity power factor.

The peak in export power iWardlaw-daylis much more short-lived than Wardlaw-day2
Correspondingly the voltage rise on the HV side of the prim#ryCs stays higher for longer
for the Wardlaw-dayZcenario and consequently thetal\VoltageCostPenalig higher for
Wardlaw-day2

The TapChangeCoss lower as there are fewer larger power swings in\Werdlaw-day?2
scenario. Although high frequency power swings are moreeable in théVardlaw-day?2
scenario causing many tapping operations this is not agfismmt as the less frequent but

larger power swings.

The TapChangeCoss slightly lower in area B in th&Vardlaw-dayZcenario. The main
difference is the fewer operations of the GSP transformechvhs already mentioned is
penalised quite heavily. Although thiapChangeCosh area B is lower, as a percentage
of revenue it increases more noticeably in tvardlaw-dayzcenario as shown in 5.29.
The smaller power swings due Wardlaw-dayzecome larger as the capacity of the DG

increases. As they exceed 100%l/of7,, ... the swings in power flow become larger and the
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(b) DG connected at 0.9875 leading.

Figure 5.27: Cost penalties for 3 amounts W¥ardlaw-day2DG in areas A and B.
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Figure 5.28: Top, voltage on the HV side of the primary transformer on éeeg6350 for
each day at unity power factor; Bottom, primary transfornmmading on feeder
66350.

GSP ULTC must compensate for the resulting voltage changes.

As noted there is a greater absolute combined cost penallydas A and B inWardlaw-day?2
than in Wardlaw-day1 There is also an increase in energy exported and thus revainu
approximately 10%. The increase in combined cost is gremter thus the percentage
contribution of the DG to the combined cost is greateMi@rdlaw-day2

5.2.6 Unplanned outages

Having determined an upper bound to the amount of DG that earobnected according to
the scenarios above, it is important to the operation of isildution network what happens
in the event of a failure of the generation plant. As discdseesection 5.2.3, such a failure

could cause a large voltage step.

A large voltage step is undesirable. Quoting the G59/G7%ingrgroup of the Distribution
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Figure 5.29: Marginal penalties as a percentage of revenue\Wardlaw-day?2

Code of Licensed Distribution Operators of Great Britain [22]

Typical limits for Step Voltage Changes caused by the commecand
disconnection of Generating Plants from the Distributigrst®m, should be
+3% step for infrequent planned switching events or outagesa€cordance
with Engineering Recommendation P28) ahd%for unplanned outages such
as faults. These limits are applicable to Step Voltage Chaagealefined in this
Recommendation and should not be exceeded unless agreetti@viiiNO first,
who will consider the impact of possible variations on erigtcustomers.

The two Wardlaw time series have been modified according to the full-loss and
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temporary-loss filters shown in section 5.1.6. The resgltime series are shown in Figure
5.30.

WardlawDay1 WardlawDay2

0.8
0.6
0.4
0.2

DG Factor - full loss

1
0.8
0.6
0.4
0.2

0

00:00 06:00 12:00 18:00 24:00 00:00 06:00 12:00 18:00 24:00
Time of day / hours Time of day / hours

DG Factor — temp loss

Figure 5.30: Wardlaw-dayl and Wardlaw-day2time series infullLoss and tempLoss
scenarios.

These time series are input to the simulation with DG sebt®,,,,.. Firstly, the impact
of Wardlaw-day1-fullLosandWardlaw-dayl-tempLosm the operation and bus voltages of

ULTC#? is shown in Figures 5.31 and 5.32.

The loss of generation results in a large voltage change. chhage is outside the6%
allowed by the G75/1 recommendations. The ULTCs operateibg lthe control voltage

within limits.

Once this is done, the ULTCs operate as the no DG scenario folthesscase and as in the

Wardlawscenario in théempLosase.

The simulations are repeated with the DG operating at a péaetor of 0.9875 leading.
Figures 5.33 and 5.34 show the resulting voltage and prirtransformer time series for
feeder 68850.
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Figure 5.31: ULTC#® HV and LV voltage and tap position due to full loss scenarid drety
power factor.
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Figure 5.32: ULTC;® HV and LV voltage and tap position due to temporary loss sgeria
at unity power factor.

With generation operating at a leading power factor theagatstep is much smaller. The
import of reactive power being proportional to active powesults in less of a voltage rise
when the DG is at its capacity than when operating at unityggdactor. When the DG is
suddenly lost as in this case, as the voltage rise alreadgated for by the primary ULTC is
less, the voltage step is less and also the ULTC require®fesstions to restore the correct
voltage.

The 4% step is outside the “infrequent planned switchinghesver outages” limit of-3%
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Figure 5.33: ULTCA® HV and LV voltage and tap position due to full loss scenariot1 a
leading power factor.
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Figure 5.34: ULTC;® HV and LV voltage and tap position due to temporary loss sgeria
at leading power factor.

guoted on page 132. The loss of generation scenario herbv@svthe loss of generation
across the distribution network. Investigation into theslof generation in chapter 6 uses the

loss of the largest generator on the network as the worst case
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5.2.7 Summary

The simulation method and evaluation function has beercesest on a number of scenarios.
Some scenarios tested were designed to show the simulatidelperformed according to
expectations and achieved this. Other scenarios pushetistinéution network to its limits

showing how the ULTC react to such a situation. The simutati@thod has been shown to

be able to include the effects of multiple generation timéeseon the network.

A number of factors are demonstrated that increase the nuofibep operations required to
control voltage within limits in the distribution networkhe number of operations increases
with capacity of DG, impedance between DG and 132 kV netwiotkrmittency and outage
events. The connection of DG further from the transmissetwaork is dominated by thermal
limits with a slight increase in reactive power requiremintunity or leading power factor

connected generation.

The TapChangeCosind TotalVoltageCostPenalipndicate the cost of tap operations and a
crude measure of generation curtailment. The combinatidheotwo metrics aombined
cost penaltyhas been used to compare scenarios in terms of the fithes® afetivork
to maintain voltage levels. This metric has indicated tihat TapChangeCoss a small

percentage of the revenue from the generation.

Of concern, however, is the ability of the distribution netw equipment to maintain
acceptable voltages. The operation of DG at a slightly legagiower factor results in less
voltage variation due to variation of active power generatiThe leading power factor also
reduces step voltages that arise due to sudden loss of DGdiShdvantage of such as
strategy is increased transformer loading and increasexdive power requirements of the

lower voltage end of feeders with DG connected.

The next chapter shows how the three methods of control oahar DG described in
Chapter 3 can reduce the combinepChangeCosindTotalVoltageCostPenaltipr a given
power factor and thus minimise the costs and negative irs@esociated with such non-firm

generation connecting to the distribution network.
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Chapter 6
Connection of DG with Active Control.

Chapter 5 used a penalty evaluation functitotalVoltageCostPenaltyo explore the effects
of different DG connection strategies and scenarios. Tha fiwo sections showed the
fitness of the network of connecting thieG,, .., scenario in hormal operation and with an
outage event. This chapter demonstrates three methods @obt®ol described in section
3.5 that are implemented and tested with the scenarios fr@apter 5. The methods show
a reduction inTotal\VoltageCostPenaltyompared to leaving the DG in power factor control

with unconstrained real power output.
Two key changes are made to the network simulation from pus/chapters.

It was ascertained that the ULTC dead-band parameters ysddrison in the study of the
network used in this project were different to those usetiépirevious chapter. A simulation
was run with the results in Appendix C on page 199 that indithat the parameters used
in the Harrison study have a marginally lower associdftethl\VoltageCostPenaltyin the
interests of continuity and because the values performimelhg better, they will be used for

this chapter.

Secondly, a modification has been made to the network beleyriimary transformer. The
load was previously connected via a 2km line and boost toamsfr. The boost transformer
has been removed. Generation connected at 11 kV away fromnathgformer can now be

connected either on the load bus or on a separate 2 km line.

The four locations for DG are now as shown as loads on Figure ®he actual load is

indicated by the non-zero load.

In section 5.2.2 it was stated that DG is added to a feeder pgrépning it in a 1:3 ratio
between the capacity of DG connected to the remote point frenhV side of the ULTC and

the LV bus of the ULTC itself. With the two remote points of c&ction, the 1:3 ratio was
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Figure 6.1: The four possible connection points of DG around a primatyssation.

maintained and the two remote points were split 3:2 betwkerdédicated DG line and the

line feeding the load bus.

The key tests from chapter 5 were repeated with the new nktwadel and ULTC
parameters. Again 100%, 120% and 140%!/,,.. is connected. DG at unity power

factor results are shown in Figures 6.2 to 6.5.
There are differences between these results and those erlpdg

The results shown here for both téardlaw-daylandWardlaw-dayZcenarios show a lower
TotalVoltageCostPenalfipr area A and a loweTapChangeCodbr area B. The impact of
that on the penalties expressed as percentages are asstdlomnday one, the combined cost
penalties increase from 3 to 6.5% for the three DG amounts ap@h 5. In this chapter
they increase from 2 to 5.5%. For day two the Chapter 5 comhinstipenalties increased
from 2.5% to 12%. In this chapter they increase from 2 to 9%sdite the differences in
resulting combined cost penalties, it is possible to complae three DG control methods in

this chapter to the PQ case by comparing to the results sheven h
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Figure 6.2: Penalty for 3 DG scenarios in areas A and B. DGNardlaw-daylat unity p.f..
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Figure 6.3: Penalty for 3 DG scenarios in areas A and B. DGNgardlaw-dayZ2at unity p.f..
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6.1 PQ mode DG connected with voltage limit.

In the previous chapter, section 5.2 showed that the colmmeof DG can cause voltage
violations. These violations may be violations of statytiimits or violations of operating
limits imposed by the DNO to ensure supply quality and ensorapliance to the statutory
limits. In this section, the DG will be shed if it exceeds timait imposed for the bus it is

connected to.

The threeDG,,,., scenarios were repeated with the shedding algorithm ddtail section
3.5.1 on page 56. The three scenarios were repeatedVaittllaw-daylandWardlaw-day2
power production time series. The DG was connected at the pi@rred, unity power

factor, for comparison with the PQ mode results in the previgection.

As a reminder, the algorithm states that any bus violatindjreés will have its DG, but not
load, reduced to zero. The limits used &®&%. Following a disconnection, the DG will try
to reconnect after a delay of 10 minutes. It will ramp up teittput according to the scenario

over time.

The evaluations of the simulations are given in Figures®@9. The marginal penalties give
an indication as to the contribution of DG to the cost of tagpoperations during the period
simulated. The combined cost represents the system cdsé @ionnection strategy, that is
the loss of potential revenue due to voltage violations aedbst of tapping operations. The
tap cost as a percentage of adjusted revenue is a measure GLTIC maintenance costs
if passed on to the generator, as a percentage of the genadjisted revenue where the

adjusted revenue is the potential revenue less the penadtyjodvoltage violations.

There is little difference in any of the penalty measuresvben the generation shedding

algorithm and the standard fixed power factor mode.
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Figure 6.6: Penalty for 3 DG scenarios in areas A and B with sheddifgrdlaw-day1
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Figure 6.7: Penalty for 3 DG scenarios in areas A and B with sheddinvgrdlaw-day?2
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There is however a difference in operation. The power outpudG on feeder 68850 is
shown forWardlaw-day2wvith an increase oG, of 40% in Figure 6.10.
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Figure 6.10: The three connected generators on feeder 68850. Even thenDiBedJLTC
LV bus activates generation shedding.

The action of the shedding algorithm is evident. The impddhe generation shedding

affects the voltage level up the feeder. The act of a full @section of generation at

times of near maximum generation unsurprisingly causeg haoltage fluctuations as seen in
Figure 6.11, though these are slightly masked by the vaniatue to the Wardlaw generation
time-series. The operation of the primary transformer aasden correcting the voltage for
the no-generation state.

A shortfall of the algorithm is that it only looks at the comtiag bus voltage to determine
whether the generation should be shed. As discussed in éveops section, the HV side
of the primary transformers spend a long period over theutstat voltage limits. The
generation however is all on the LV side, connected direatlgl at the end of 2 km lines.
Thus the generation is causing over-voltages further ufettder as the power is exported up
towards the transmission network but the local voltage twegessarily over itself and thus
the generation does not respond.
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Figure 6.11

The very slight improvement in cost penalty is accompanied blight decrease in revenue

as some of the generation is shed.
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6.2 PQ mode DG connected with curtailment algorithm.

The previous sections (5.2 and 6.1) showed that change ieritaws brought about by the
connection of DG can cause voltage violations. To avoid tiesDG can be shed. As a
consequence this can have a drastic effect on the networkrdtaws and require a number
of corrections by ULTCs to restore voltages. Another cordtgbrithm has been developed
for this study, working with the shedding algorithm as a hagck is able to reduce the impact

of mismatched generation and load.

The power limiter imposes a dynamic cap on the maximum owjportved by the DG. The
cap is tightened as the connecting bus voltage gets clo$etogper voltage limit for that
bus. Following a return of the connected bus voltage, thescimgrementally released should
the DG already be generating up to the cap. The DG curtailalgatithm is defined in detail
in section 3.5.2.

The threeDG,,,.. Scenarios are repeated with the curtailment algorithm.O@és connected
at the DNO preferred, unity power factor, for comparisonhvilie PQ mode results in the

previous section.

Figures 6.12 and 6.13 show a reduction in combined cost cardpa the original unlimited
DG results of Figures 6.2 to 6.3. The improved reduction imlsmed cost comes with less

lost generation than the voltage shedding case.

The total energy exported to the network by the DG in the mxtseme DG, + 40% case
was 1302.6 MWh for day 1 and day 2 combined. The shedding @tgocaused the loss of
3.9% of that energy with no noticeable improvement in coraicost. The curtailment
algorithm caused a limitation of production of 2.2% with atioeable improvement in
combined cost. This is reflected in the graphs showing thebamed cost due to the DG
as a percentage of revenue in Figures 6.14 to 6.15.
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Figure 6.12: Penalty for 3Wardlaw-dayIlDG scenarios with DG curtailment.
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Figure 6.13: Penalty for 3Wardlaw-day2DG scenarios with DG curtailment.
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6.3 DG connected in PV mode.

The final method of DG control simulated is the standard PV eramhtrol with assumptions
as described in section 3.5. As discussed, the simulaties dot dynamically model the
operation of the generator AVR. For this reason the simuladimes not model any generator
interactions that may occur if they are electrically clodghey have similar time constants
it is possible that without communication the generatordaavork against each other, one

producing VArs with the other absorbing.

A maximum of one generator in PV mode is added per feeder sigbction. Although
caution is observed here when adding PV generation, it isyoamto see load flow solutions
with multiple PV generators. Indeed above the GSPs in thisilgition are a number of hydro
plant in PV mode maintaining 132 kV voltage with the help gi thanging transformers.
When multiple generators are on the same busbar, they arpegtaas aPlant in PSSE,
which has an associated scheduled voltage. The case exharilyeincludes multiple units
that are identical. PSSE adjusts each generator on thersshizat they share the load and
thus have identical outputs.

The runs in this section were all conducted with thé&',,,... scenarios with DG controlled
by the shedding algorithm operating at the statut&ftlimits. The amount of voltage
control available for PV mode DG is limited by power factordescribed by Figure 3.7 on
page 53. The power factor range in these results is eith&78.8&ading/lagging or 0.95
leading/lagging.

The bus that the PV mode generation is connected to also idated by the primary
transformer. The transformer voltage limits are set egtadit from 1.0pu so the voltage
set-point of the transformers is 1.0pu. The set-point ofgleeration is the same as the
ULTC.

Again Wardlaw-dayland Wardlaw-day2avas used as the basis of generation time series for
all DG. All PQ DG is disconnected should the connecting butage exceed the statutory
+6%limits and re-connected when the voltage is within limitstbg strategy demonstrated

in section 6.1.
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6.3.1 PQ mode DG with PV support

The first simulation shown has all DG operating in PQ mode peixtiee largest generating
buses in each of the areas A and B which are buses 68850 an@ é8gaectively. The
generators connected to these buses operated betweerra [288ing and a 0.9875 lagging

power factor. The results of thel3G,,.... scenarios are shown in Figures 6.16 to 6.18.
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Figure 6.16: Penalty for 3 scenarios in areas A, B each with PV contvgardlaw-day1

The combined costs are clearly lower with this control mdtHgoth theTapChangeCosind
TotalVoltageCostPenaligre lower compared to any of the previous control method2%1.
of the generation is shed in days 1 and 2 combined which isrltdvea both other generation
control methods. These observations are confirmed by FigL& showing the combined
cost as percentage of revenue for days 1 and 2.

A closer look at area A

Feeder voltages and transformer operations are showngaihderstand how the PV mode

generation improves voltage quality and reduces tap clsarige most marked improvement
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Figure 6.17: Penalty for 3 scenarios in areas A, B each with PV contvéghrdlaw-day?2
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Figure 6.18: Marginal penalties as a percentage of revenue each with P¥alon

is observed in théG,,., + 40% case. The operation of the three primary transformers in
area A are shown in Figure 6.19. The figure compares openattbrD G fixed at unity power
factor and with the PV mode setup.

The tap position time series of the primary has improved io ways. Firstly, time series
is smoother in the PV case, that is, there is a reduction imtimeber of tap operations that

are reversed shortly after being made. Secondly, the raintgg positions during the day is
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Figure 6.19: Tap position of primary ULTCs for feeders 68850, 66350, 67@=rea A for
Wardlaw-dayl

reduced in PV mode. The two characteristics combine to calmserTapChangeCosind

less step voltages caused by tap operations.

Note how the middle plot, the tap position time series for GiT, is improved. The PV
DG is not directly connected to the feeder but as a resultsodigtions, it keeps bus 68832
at a more constant voltage. The 66350 feeder shares bus @883f2eder 68850 and thus

benefits from voltage control in that latter.

It is shown in Figure 6.20 that in PV mode the voltage of thenary transformer LV side
is kept much closer to the target voltage of 1.0 pu. This in tauses less variation in the

voltage at the load as shown in Figure 6.21.

An obvious consequence of the voltage being kept close todhghe LV side of a ULTC is
that the ULTC does not need to change tap position. Thustwhédd?V DG is within reactive
power limits it completely stops the operation of the ULTGatoich it is closely connected.
This could lead to a reliance on the DG for voltage controt ttuld cause large voltage

excursions in the event of a loss of that DG. This is teste@atien 6.3.4.
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Figure 6.20: HV and LV voltage of primary on feeder 68850. Statutory brafte shown on
HV plots and ULTC dead-band on LV plots.
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Figure 6.21: Load bus voltage in PQ and PV scenarios with lower planned geltanit of
—3% shown.
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The number of tap operations made by the GSP transformerg@n/faare not reduced by
the PV scenario foWardlaw-daylas shown in Figure 6.22. Some short term operation is
smoothed out but additional operations occur in the middlthe day. These operations

coincide with peak real power output of the DG.
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Figure 6.22: Tap position of GSP transformers for area A.

The PV mode does not prevent all tapping operations in ULTCsaA& A6 as the DG
repeatedly reaches its lower reactive power limit, or ireothords its maximum Q import.
In PV mode the generator on bus 68850 is absorbing VArs whepeak power output.
This is shown in Figure 6.23. The reactive power lintils;, and@,,... at a time-step are

proportional to the real power output at that time-step.

10
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Reactive power output
of PV generation / MVar
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Figure 6.23: Reactive power import/export by generator at bus 68850.

The generator at 68850 has 58% capacity of all DG in area Ararglinpacts on bus voltages
in A. The import of so much reactive power during peak gemangperiods, as shown in
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Figure 6.23, causes the voltage on the GSP LV side to dropirneg correction as shown by
Figure 6.24.

DG in PQ mode DG in PV mode
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Figure 6.24: HV and LV voltage of GSP on feeder 68850. Statutory limitssamvn on HV
plots and ULTC dead-band on LV plots.

The power spike in th&v/ardlaw-dayltime series is short lived and thus the GSP must reverse
its tap operations. This spike in the GSP tap position tinmesedds little to the combined
cost though. The GSP consists of two parallel ULTCs resulitireglow per-operation cost as
maintenance should be possible without interfering witimrad operation of the network in

low power flow periods.

A closer look at area B

The feeder with the largest DG in B was selected to have DGexdion in PV mode with all
other DG in PQ mode. That feeder is also the lowest impedareser and already required
only a few tapping operations even in PQ mode. The PV modecestinese slightly, with a

knock-on effect of greatly reducing the GSP ULTC operatimmd operations of neighbouring
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feeders. This is shown as a table of tap operation¥ndlaw-daylandWardlaw-day2with
DG at unity power factor except for two in each area being innfRde with the).9875~ to

0.9875" power factor range.

Scenario Tap operations by ULTC code
Bl | B2 | B3 | B4/B5 | B6/B7
All PQ 105| 9 | 12 7 35
Day 1 PV Strong | 63 | 9 | 10 5 29
PV Medium| 73 | 11 | 10 7 17
All PQ 711 9 |10 5 25
Day 2 PV Strong | 55 | 9 | 10 7 21
PV Medium| 69 | 9 | 12 7 17

Table 6.1: 140% case DG area B tap operations where PV Strong and Mediarscanarios
with area B PV connected to 68450 and 68650 respectively.

The third and sixth row have DG at busbar 68650, the mediunedapce feeder in area B
in PV mode instead of 68450 the least impedance feeder.nButte DG at 68450 reduced
the feeders primary tap operations as intended. The sosmaduced the overall combined
cost penalty in both days by approximately 0.2%. This imprognt was modest due to the
scenario not reducing GSP tap operations.

Aside from allowing multiple DG in each area being in PV modbere are many
combinations of which DG to give voltage control, howevestiwon’t be explored further

as the immediate benefit of employing PV mode DG is thus farahestnated.

DG operates in both leading and lagging power factor when in F mode

As shown in the previous sub-section, the PV mode DG in aregpAatedly reaches its lower
reactive power limit and can no longer keep the LV side of thimary transformer down.
The PV mode does not cause DG to operate solely in a leadingrpgaestor. Figure 6.25
shows the PV mode DG in areas A and B Wardlaw-daylandWardlaw-dayZime series.

The area A PV generation operates at a leading power factorgiis peak power output in

an attempt to compensate for the large amount of DG in that are
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Figure 6.25: Reactive power output of PV mode DG in areas A and BNardlaw-dayland
Wardlaw-day?2

The results for area B show the PV mode DG operates mainly ajgiflg power factor
within its reactive power limits. For this reason the voldg kept steady during the period
of rapid power output change in the afternoonNdrdlaw-dayZeducing primary ULTC tap
operations.

6.3.2 A combination of PV and PQ leading generation

Operating the two larger DG in PV mode, the PV support scen&ian improvement on
them all being in PQ mode at unity. Tl@ombinedCostPenaltyhhowever, is greater in the
PV support scenario than in the scenario where all DG is in BQenwith a slightly leading
power factor. The 140%DG,,... case in the PV support sceanrio of the previous section
results in 2.2% and 4.2% for the combined cost as percenfaggenue for the PV mode in
days 1 and 2 respectively. This was shown in Figure 6.18. Hueds for operation of all DG

in a slightly leading power factor mode are a much lower 1.58 59% for days 1 and 2
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respectively as previously shown in Figures 6.4 to 6.5. Bae€lihg fixed power factor mode
is better than the limited PV mode in both the number of tajmgka seen over the two days
and in terms of the number of voltage excursions. The sldatding power factor PQ mode
has already been shown to be superior in terms of voltageataarid number of required
tapping operations to the unity PQ mode.

The largest two DGs are again operated in PV mode with allrd@in PQ mode at 0.9875
reactive power factor. The simulation is run ffardlaw-dayland Wardlaw-dayZand the
results combined to give a cost penalty as a percentage tivthdays revenue combined.
This is shown in Figure 6.26.

— — — PQ combined cost -
— — — PV combined cost ~ -
PQ tap cost (adjusted revenue) - -

15
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Figure 6.26: The tap cost as a percentage of adjusted revenue is shownefét@mode at
0.9875 leading p.f. and for the PV mode as described. Thétseme for days
1 and 2 combined. Also shown are the combined costs.

With all PQ generation at a leading power factor the PV mod®vshmprovement on the
all leading PQ mode in the tap cost as a proportion of adjugeehue as well as combined
cost. Operating the PQ DG such that it absorbs reactive piovggoportion to its real power
output reduces the voltage rise problem, as shown in eadigtions, with the PV mode DG

providing extra control and a positive reactive power ottplien required.
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6.3.3 Increased reactive power capability

The last set of results with only one PV mode generator in eaeh has the power factor
limits of the PV mode DG expanded to the 0.95 leading/laggifbese limits are typical
of the latest DFIG wind turbines. The results are plottechgdide the previous results for
comparison in Figure 6.27.

PQ tap cost
PV tap cost
1.5r PV095 tap cost
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Figure 6.27: Combined cost as a percentage of revenue is shown for: the P@ at@d9875
leading p.f.; PV mode with p.f. limits.9875* (PV) and PV mode with p.f.
limits 0.95% (PV095). Also shown are the respective tap costs as a praporti
of adjusted revenue.

This setup leads to a better relative tap cost than the PQ setd the previous PV setup.
The increased range of reactive power output of the PV modenor@ases their ability to
moderate voltage changes due to real power output fluctuatio

6.3.4 Loss of generation in PV mode

The most favourable PV scenario with reactive poweé5* is selected for comparison
with the PQ mode scenario with power factor 0.9875 leadinggeAerator is disconnected
should its connecting bus exceed the statuthfiys per-unit voltage. Both scenarios use
Wardlaw-dayltime series filtered byrullLoss for bus 68850 and th&/ardlaw-daylime

series for all other generation. The capacity of generasi@efined byDG,,,q..140%-

Figures 6.28 and 6.29 show the voltage at the bus in quesSowedl as the primary
transformer ULT@? tap position. The LV side of ULTE is bus 68850, the bus from which

159



Connection of DG with Active Control.

the DG disconnects at its peak output.
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Figure 6.28: Bus voltage and primary transformer tap position as a restiPQ DG loss at
68850.

The PQ scenario results in a 2% upward voltage spike. A nurob&p operations are
required however, to restore the voltage as the tap possidour stops away from the
position at which it would operate without the DG. A numbernab operations are forced

on neighbouring feeders which are shortly corrected a=fe@8850 settles.

At the time of disconnection the PV scenario shows a sigmfi€& upward voltage spike.
This is as a result of the loss of the reactive power absormtfdhe generator at that point.
The spike is greater than in the PQ scenario as the PV mode Dyg&rating at its maximum
reactive power absorption at a 0.95 leading power factoe. g@rimary transformer reacts but

the action is reversed as the GSP transformer compensates.

The reactive power absorption was at its limit with the gatmreffectively operating at 0.95
leading. Thus the PV mode DG was absorbing twice the reaptiveer as the PQ mode
transformer at the point of power loss.
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Figure 6.29: Bus voltage and primary transformer tap position as a restiPV DG loss at
68850.

In both cases the large amount of generation lost leads yosumilar corrective action by the

GSP transformer. The GSP transformer ultimately leadsd@dinrection of the voltage.

The 6% voltage spike is undesirable and would lead to pesatt the DG operator that
would have been avoided if the generation was absorbingdessive power such as in the
slightly leading PQ mode. It remains to be answered whettelikelihood of such a rapid
loss of generation, and consequently reactive power stippatweighs the benefits gained
by operating in voltage control mode. The 6% spike would restehoccured if the voltage
control mode was constrained @875+ so the likelihood of such a loss of DG occuring at
peak output must be balanced with the reduction in tap ojperdue to the greater range of
control of the PV af.95*.
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6.3.5 Increased prevalence of PV mode generators

Each feeder has three points of connection for generati@me@tion connected to the LV
side of primary transformers by a negligible impedance Imaglaious target voltage that is
the target voltage of the transformer AVR. Two scenarios westd where the DG connected
to the LV side of the primary ULTC in each feeder was in PV modee reactive power limits
were defined by a power factor 6f0.9875 for one and+0.95 for the other. The PQ mode

DG was all at a 0.9875 leading power factor.

Figure 6.30 shows the resulting tap cost penalties as anage of adjusted revenue, that
is theTotalVoltageCostPenalgubtracted from the potential revenue. Five curves arggalot
to link the results to the previous sections. The top dasinedd the percentage tap cost for
the scenario with all DG at a slightly leading, fixed powertéaqPQ). The light and dark
dot-dash lines are results from simulations in which only ldrgest generator in each area
is in voltage control mode whilst the rest in the area are endlightly leading PQ mode.
The reactive power limits of the PV mode generators are dgfigeninimum and maximum
power factor$).9875* and0.95* for the light and dark dot-dash lines respectively. Thetligh
and dark solid lines are results from this section in whichrRdle generation is connected
in each feeder again with power factor ranges 75+ and0.95* for the light and dark lines

respectively.

For each power factor range, the scenarios with PV mode geoeconnected on each feeder
result in a lower tap cost than their respective per areaasen The PV generator on each
feeder reduces the number of tapping operations on theatdspéeeder primary ULTCs.
In the case of only one PV mode generator per area, the mairigaireduction of tapping
operations of the primary ULTC on which the PV generator isn@xted as well as smaller
reductions in neighbouring feeders due to the smoothingp@ivbltage on the HV side of
their primary ULTCs.

The main contributor to the high tap cost penalty is the GS&&a B as it is penalised for
being a single ULTC. The area B GSP (ULZL;.) accounts for 62% rising to 70% of the
area A and B tap costs combined, from thé/,,,., scenario to theDG,,,,..140%. AS the PV

strategies mainly reduce primary ULTC operation, the rédadn the cost of tap operations
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Figure 6.30: Contribution to penalty as a percentage of revenue for dfierPV control
scenarios.

is less for area B than in area A due to the high cost of GSP Ulde&2ations in area B. The
reduction is up to 52% in A for th®G,,,,..140% Case and 38% in B.

The tight reactive power limits on the PV mode generatori wiwer facto0.9875* mean
that they can never absorb more reactive power than in thece@aso with fixed power
factor of 0.9875 leading. This scenario then will fare hedtge a result of the loss of a single
generator than when that generator had a greater reactier pange for voltage control but
was the sole generator in PV mode. The strategy of a PV geménagach feeder with power
factor 0.9875* exhibits the same 6% voltage spike on loss of generation twiprevious
section.

The 6% voltage spike is only seen when the large added genenasrea A is suddenly
disconnected. The generator comprises 58% of generatame@A. The final strategy shown
is to take advantage of the larger reactive power limits bB@l added to the network except
for the large generator in A which is constrained to a powetoig).9875. The result is a
marginal percentage tap cost comparable to the feeder aistnaegies with PV generation
at0.95* power factor as shown in Figure 6.31.

The voltage spike on disconnection of the largest DG in A$s llnan 1% which is similar
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Figure 6.31: Tap cost percentage of PV mode DG on each feeder with mixed pgawter
limits is similar to limits of0.95* for all DG.

to the PQ mode with the benefit of greatly reduced tap operatidghe primary ULTCs and
the resultant reduced percentage tap costs as previouastaiad. The voltage spikes of the
other, smaller, DG in A and B result in small voltage spikesrethough they have larger

reactive power ranges.

6.4 Summary and discussion.

This chapter demonstrated the effect on ULTC operation ofdd@ected at a fixed power
factor with the real power output controlled by one of twoalthms intended to avoid
voltage violations in the feeder. The algorithms make a kimmgdrovement to the combined
cost penalty incurred but as a result of a lower amount ofggnexported, the combined cost

penalty as a percentage of revenue is slightly higher.

The introduction of key PV mode generation with the tightaative power limits results in
a 20% reduction in DGs margindbpChangeCostver the best PQ mode operation for the
DG qa2120% SCeNario. PV mode generation with the larger reactive pdwetr results in a
35% reduction in the DGs margindhpChangeCositver the best PQ mode operation. The
PV mode generation resulted in a larger voltage step whelR\end PQ modes of operation
are compared with a generator outage event occurring atqeplit. The PV mode scenario
resulted in less overall network and ULTC disturbance othan the short-lived spike and
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similarly to the PQ mode did not violate statutory limits.

A more distributed approach to voltage control with more ggideactive power limits results
in up to a 25% reduction in margingpChangeCogiver the PQ mode. This approach excels
in the loss of generator scenario as the reactive power ingoaxport is not so great that
the loss of one generator results in a large voltage stepdiBtrbuted approach with larger
reactive power limits suffers from the same problem of thitage step due to the loss of the
largest generator. A compromise was demonstrated settetatger generator to a tighter
reactive power limit resulting in a small voltage step orcdimection but an improvement
on DG marginalfapChangeCosif 35%.

The PQ mode and the mixed limit PV mode tap penalties are shoigure 6.32 along with
operation and maintenance component of the Distributiod @<System charges applied to
generators connecting in the UK after April 2005. The chargere split into three parts, the
first and second parts based on the cost of system reinfontethe third to cover operation
and maintenance of the distribution network seilaper kW installed capacity. It is the third
part which is shown here.
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Figure 6.32: Tap cost of mixed PV mode, PQ mode and the DNO capacity basatbmance
charge.

The DNO maintenance charge was calculated at a time when DX ovmected at a fixed
power factor. Given the assumption that by examination efgtaph, that 50% of the DNO
maintenance charge is for transformer maintenance, it eadelduced from the marginal
tap cost reduction of 35% that mixed PV mode would save 17.68e0DNO maintenance
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costs. If this saving was passed on directly to the genetthisrwould mean a yearly charge
of 82.5 pence per kW installed capacity insteaddf In addition, the system reinforcement
requirements may be less depending on the case. The PV kcowtiood will reduce the
need for reinforcement for reasons of voltage control arithge rise due to connected DG.
The method will not reduce the need for reinforcement whieeeMVA rating of connecting
transformers and lines are the limiting factor nor the neeehisure all protection is suited to

the bi-directional power flow associated with the connectiblarge amounts of DG.
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Chapter 7
Discussion of Results and Conclusions

This study was motivated by the desire to increase the ecenanad technical feasibility
of the connection of DG in the distribution network. Two reterojects conducted at
the University of Edinburgh provided direction to the studyne first project used optimal
power flow techniques to study the maximum connection of gima in an example rural
network, the second designed and modelled a novel reacwernzontroller for a distributed
generator to maximise the capacity that could be connectexkisting networks without
detriment to voltage quality. The first project examinedadiestate network power flow
whilst the second used dynamic network and generator modéiss study demonstrated
a technique using multiple steady-state power flow calmriatto simulate a time-varying
network model with custom scripts to control time-dependertwork components, in this
case under-load tap-changing transformers (ULTCs). Thraolog simulation of a number of
network scenarios which were based on the first study, a nuofilgenerator control methods
inspired by the second study were evaluated with attentidhe effect on network voltages
and to the change in frequency of ULTC operations. Evaluadtimctions were developed
and used to evaluate network-wide control strategies, ligamg bus voltage excursion and
ULTC operation. The result showed that a reduction in systests can be achieved using a

strategy that requires some generators to be in voltageatonbde.

7.1 Chapter summary

Chapter 1 stated the motivation behind the project: the asgéd demand for connection of
DG and the desirability of minimising the cost of connectidhe project objective was thus
to maximise connection of DG using existing network equiptrend lines. The increased
operation and hence maintenance costs of the ULTC was statede factor that limits the

acceptability of connection of generation at the distitnutevel. The thesis of this work
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was that simple methods exist to reduce the maintenance ab#te ULTC resulting from
increased DG.

Chapter 2 described in more detail the operation of the Higion network and the
requirements of Distribution Network Operators. It wagestathat increased connection
of DG is possible with expensive network upgrades but thheromethods also allow
satisfactory connection of DG without upgrades. The ULT@ as control methods were

described in more detail so that its operation could be nbedi@nd evaluated.

A description of the simulation of ULTC operation over tinrea rural network was given
in Chapter 3. The method applied a power-flow solver repeatadla network case with
external code updating the network model between solutiditss resulted in time series
of ULTC tap position and network flows and voltages. The ULT@htecol algorithm was

defined as well as an evaluation formula that was appliedegodhults after completion of

each simulation.

The ULTC control method was verified in Chapter 4 by its appiacato a rural network. The
response of the network and the ULTCs was observed in respoiisee-varying load and
later also time-varying generation. Control parametere@tiLTC were varied to illuminate
the working of the control algorithm and to show that exigtsettings are reasonable. The
evaluation function described in Chapter 3 was demonstest@dvay of obtaining improved

parameters for the ULTC control algorithm.

Chapter 5 listed the various connection topologies for g and demonstrated network
operation for a number of them. High penetration of DG wasutated and the connection
points and operating parameters demonstrated further. c@heection of DG in a fixed
power factor (PQ) mode was evaluated including the observaft the network, in particular

voltage step changes, in response to the sudden loss ofbgjener

Chapter 6 applied two real power curtailment algorithms togbenarios of chapter 5 in an
attempt to improve the cost penalties used to evaluate #tersycost of increased generation.
Finally, DG was connected in voltage control (PV) mode. Bsiee simulations were carried
out comparing the system cost of PV mode generation with &s¢ BQ setup. PV control

was shown to be an improvement on the PQ mode when distritiotedgh the distribution
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network.

This chapter describes the content of the thesis; the eitewhich it answers the thesis

statement; the contribution to knowledge and further sthdyis required.

7.2 The strengths and limitations of the approach

This study simulated a typical distribution network overirag-scale much longer than a
typical dynamic study but with the sufficient modelling ah#-dependent components such
as load, generation and ULTC operation. PSSE, an industnglatd power flow solver, was
chosen for speed of implementation and for confidence ingbelts. The main limitation of
this approach is the lack of detail in the generator AVR madel thus the inability of the
approach to show the operation of the AVRs over suitable soses. Although the approach
cannot demonstrate dynamic adjustment of the system t@ea &ep in power output from
a generator, it will indicate the best state the system caim lggven the change in power
flow and current tap positions of the ULTCs. The delay usedenthTC control algorithm
is an order of magnitude larger than the time taken for a geoeAVR to settle following
a large step in output power. The time-step chosen is lahger the AVR settling time but
smaller than the ULTC delay used in the ULTC control alganthrhus the generator AVRs
are assumed to have settled between time-steps . For tlessmsethe method is sufficient

for the analysis of the ULTC interactions with generator A\dRsl with each other.

The simulation approach allows custom code to be written @adehany component of the
network. Code was written to model ULTC operation as well agitate generator and load
data according to input data files. The method also allowedrtanipulation of parameters,
such as generator reactive power limits, at run-time as sggbdo requiring adjustment of
the original input network data file. The changes made aredsasg part of the simulation

management script on completion of the simulation.

The custom code maintained a copy of relevant network paeasesing an object-oriented
style of programming with an instance of a network comporenéach component loaded

into PSSE that is either manipulated or controlled by extiecnde or needs to be monitored
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by the external code. This means that there is much regitafinetwork data in that it exists
in PSSE itself and in the custom code. This did not cause ctenptemory problems with
the number of buses in the order of tens or hundreds but ceuiddisadvantage with larger
networks and more complex custom models. The replicatidnaes the number of calls to
the PSSE API, speeding up the simulation process. The slagstten to define network
components can be included in and extended by other clalés&sg more complex control

rules and interactions as required for future work.

The ULTC model used throughout this study is sufficientlyailetl to indicate the effect
of power fluctuations on tap operation frequency. Howeuee, use of the time-step of
five seconds masks the inaccuracy of the analogue timingitsrased in most existing
transformer AVCs. The situation that the simulation may tailmodel is when two nearby
ULTCs operate at the same time-step. In reality one may apédirat and the resulting
reactive power flow changes would then affect the contr@ aflithe other. As a tap change
takes a number of seconds however, the effect of the tap eh@ngeality might not be
observable for a number of seconds after the AVC has madechtayge decision by which
time the hypothetical nearby ULTC AVC has also made its decisin this sense then, the
five second period is sufficient to indicate the frequencypsration of ULTCs.

The construction of the evaluation function used to indicaicreased system costs of
additional DG relies on a number of assumptions. The baseafas tapping operation
is calculated as a function of expected operations betwesntemance intervals and from
an estimate of maintenance costs. Both of these values wjlld@pending on operational
practices and the size and model of transformer installé@ ULTCs in this study were on
transformers whose capacity was between 5SMVA and 60MVA awarig#d number of total
tap positions from 17 to 49. The other component of a tap cpstation is the assumed
loss of revenue during transformer maintenance. DG is asdumbe ordered to disconnect
during transformer maintenance of the feeder which cosnetd the transmission network
where only a single transformer provides the connectiom [dks of revenue included in the
tap costis based on the generator operating at capacitydaiuration of the maintenance but
in reality this may be much lower with a typical capacity fador wind of 30% for example.

The final figures for system cost savings are thus only indinatbut the evaluation function
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is still useful for comparison between different strategieastly, the mean tap cost assumes
that the rate of degradation of the transformer and contadtglependent of the frequency

of operation and of the transformer loading at the momenpefation.

It was decided to obtain real data of a frequency suited tgeshe sensitivity of ULTCs
to realistically rapid power fluctuations. The source wasimdvwarm of capacity 18 MW
which experienced a maximum power output of 15 MW over theopgesampled. The
power output is the sum of the output of up to six wind turbin€ke output power of the
generators in the study varied from 0.2 MW to 40 MW in the cdsthe largest generator
in area A as shown in Figure 7.1 The smaller generators woultb# more rapid power

Number of generators

! ! ! i |
0 5 10 15 20 25 30 35 40 45
Capacity / MW

Figure 7.1: Histogram of DG maximum output in theG,,,... scenario.

fluctuations than the source as they would be comprisedrestn@maller machines with a
lower angular momentum that smooths out rapid wind fluctuntior of a farm with fewer
machines. The larger generator would be made up of more mexhvhich would have
the effect of smoothing the short-term fluctuations of thevgrooutput. With regard to the
smaller generators, the simulation thus under-estimékesnicrease in tapping operations
due to short-term fluctuations. On the other hand, as the D@utsiare synchronised instead
of varying geographically, this over-exaggerates tap a@n. The single larger generator
than the source data would be expected to exhibit slighttg Ehort-term output power

fluctuations, which again would over-exaggerate tappireyajons.
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7.3 Addressing the thesis

This study has demonstrated that the operating costs afbdisbn network equipment

in terms of transformer maintenance increases with the edion of DG. It was shown,

however, that this increase is a small percentage of thevevigom exported energy, before
taking into account incentives for renewable generatidre fEar of high costs resulting from
ULTC interaction and competition was seen to be unfoundedi of the cases shown. Given
the capital cost and maintenance cost of transformers diogpio the Scottish DNOs SP and
SSE, it would be economically efficient to use existing equept wherever possible, even if

it means much shorter maintenance intervals for automgtichanging equipment.

The operation of selected DG in voltage control mode was showe preferable to constant
power factor mode. The voltage control mode did not causdlicomvith transformer

tap-changer operation. Operation of a large generatorawtide reactive power capability
in PV mode did result in some dependency on the DG for voltagerol. The loss of such

large plant could result in a voltage step or spike at thetlwhiG75/1 recommendations.
The probability of such a loss of generation may be small ghauch that the benefits of
increased voltage control outweighs the negative impaet lafrge voltage step to voltage

regulation.

A strategy of assigning only limited reactive power rangeshe larger generator removed
the problem of the voltage step. With the PV mode plant distad throughout the network,
this strategy also improved on the increased cost assdasate connecting the generation

in constant power factor mode by 35% in terms of marginal Uldi&@ntenance costs.

A novel method of simulating the operation of ULTCs over tinas tbeen demonstrated. It
benefits from the ability to apply alternative control aligfoms for ULTCs and generators.
The algorithms are independent of proprietary scriptinggleages but were implemented
in Python, an open source, object-oriented and completgrgmaming language. The
complexity of such algorithms are limited only by the congiignal power of the machine on
which the simulation is run. For example a module was writtext allows the simulation of
the communication of short messages between ULTC and gerecantrollers. The module

allowed for the variation in reliability and speed of the gommication medium. Another
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module allows the creation of control rules in fuzzy logihigtechnique has the advantage
that a number of potentially conflicting goals and data sesirsuch as the requirement to
control local voltage and to respond to a communication, lmarcombined to provide a

decision.

7.4 Impacts of the study

The study has demonstrated that the increased transforenetanance costs associated with
additional generation connected in the distribution nekveme small compared to the revenue
generated and the cost of network upgrades often associatiechew generation. The
increased cost in terms of transformer maintenance in theasms shown are in Table 7.1
to be of the order o£100 a day for the distributed PV method. This amount£36,500
increased maintenance per year for the connection of 10Q@oMW capacity of wind
generation. It is a small amount when compared to the costsfigle grid transformer
(£0.5 to 1.0 million with£56,000 yearly charges to the former [44,45]) and the cost and
planning difficulties associated with longer lines. Notewkver, that th&apChangeCoss
based on 2003 estimates whereas the SP and SSE chargesiare 200

DGz | DGiae - 120% | DGoae - 140%
£ £ £
PQ unity 401 518 643
PQ 0.9875 leading 251 330 482
PV mixed 188 251 328

Table 7.1: TapChangeCodor different DG capacity and connection strategies over two
days.

The totalTapChangeCogiver the two different days of operation can be compared dostw
the PV strategy and the PQ strategy. TlapChangeCodor the PV strategy withDG,,,.. -
120% is the same as theapChangeCodbr DG, connected in PQ mode with a slightly
leading power factor. In other words, for the same mainteea@osts, 20% more DG can be
connected in the PV mode than the PQ mode. Compared to compéxti,,... in PQ mode
at unity power factor, the PV strategy results in a lowepChangeCodbr an additional 40%
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of capacity. No more than 40% was evaluated as this resultdteiGSP ULTCs exceeding
150% of their MVA rating.

Increased transformer maintenance can be a barrier to theection of more DG. With

greater knowledge of the effect of DG on ULTC operation, thditonal maintenance costs
can be estimated and apportioned appropriately. Transiarthat are liable to suffer greatly
increased ULTC operation as a result of DG can be identifibée. rdle of such transformers
can then be supported by upgrading the transformer, reguimcreased voltage control from

DG or limiting the connection of highly variable DG as appiafe.

Greater capacity for the connection of plant using existragsformers was demonstrated
allowing higher levels of renewable generation and gedycafly dependent plant such
as combined heat and power plant. Increased ULTC maintenaaic be minimised by
enabling DG to operate in voltage control mode with striavpofactor limits. The narrow
power factor range required for beneficial voltage controif DG minimises the cost for
asynchronous generators such as Doubly-Fed Inductionr&engas it minimises the rating
of the power electronic converters used. The narrow povatofaange recommended in this
study for PV DG and the slightly leading power factor PQ molde émits the voltage step
experienced on the feeder should the DG be suddenly disctathgor example due to a
fault. This allows a greater capacity of DG to be connectedfgiven maximum acceptable
voltage step if these recommendations are followed as @gjtosconnection at a fixed unity

power factor.

The study considers a small part of a paradigm of active mamagt of the distribution
network. The paradigm sees greater control of componentiseoflistribution network to
bring about more flexible voltage and frequency control tthbaccommodate new load
and generation and to maximise the use of existing equipm@iite paradigm is often
associated with large amounts of communication betweendh#olling components. This
thesis demonstrates a method that at its simplest doesaquiteeadditional communication

equipment.
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7.5 Suggestions for further work

A disadvantage of using a wide power factor range for geaesah PV mode was shown to
be the risk of voltage steps due to loss of generation. Great@ortionate reactive power
limits for generators whilst operating below nominal capacould be allowed. These would
maximise the voltage regulating ability of the generatdoater real power outputs, without

the associated risk of large voltage steps present wheatpggeneration close to capacity.

The risk of voltage steps due to sudden loss of DG could als@dhgced by coordination
of voltage control between the PV mode generator and the Utdr@roller as discussed in
section 2.3.5. Such coordination would allow the ULTC tdpen larger voltage adjustments
with the DG AVR performing smaller ones. In this way the DG danoperated within
tighter reactive power limits such that a sudden changeariable power and hence reactive
power control does not lead to excessive voltage steps. Hatey reactive capability could
be limited to certain circumstances such as large changasaitable power or according
to instructions from some form of hierarchical control gystof the distribution network.
This method is an ideal step towards more flexible distrdsuthetwork management as
communication is only required between the generatingtglad the transformer substation.
The communication requirements themselves are likelyo@duire continual data to central
controllers and need no dedicated data connections. Messaight be sent by a generator
AVR agent to the ULTC control agent for example, indicatingen a generator AVR changes
from being well within reactive power limits to being close @ reactive power limit. As
shown in Figure 6.25, this occurs only a few times daily reqgionly a few simple messages

to a single pre-determined recipient.

A curtailment algorithm was demonstrated that sensed thiageat the point of connection
and limited reactive power accordingly. The simulationmoetused could be easily extended
to model remote bus voltage measurement and the creatioesponding algorithms for

generation curtailment and target voltage where apprgpria

A major limitation to the export of power from variable geagon is a function of the
thermal rating of the lines and transformer connecting th® higher voltage network, and
the local load. An extension of the ULTC and DG coordinatitmategy is for the ULTC
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to communicate according to its loading and operating teatpee. In this way, larger
capacities of DG can be connected with the condition that taa be curtailed according
to network conditions, local load and neighbouring geriegaplant. The efficacy of such
a method can be evaluated by the addition of a time-deperldemhal model of lines and

transformers.

7.6 Thesis Conclusion

A novel method has been demonstrated to model the operatibhTCs subject to time
varying network power flows. An evaluation function has beenstructed that can be used
to compare different distribution network operating stigi¢es and DG penetration levels in
terms of ULTC maintenance costs. The strategy of allowirtgraatic voltage control by the
larger generators in the distribution network results wsdomaintenance costs than requiring

DG to be in constant power factor mode.
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Appendix A
Detall of the implementation of the
simulation model using PSSE and Python.

Power System SimulatBffor Engineering (PSSE) is a commercial power flow package.
PSSE is capable of maintaining a network case with line angipetent properties,

transformer ratios and load and generation as required.

The network case is created by PSSE from a network definitien ft has a number of
formats for saving and loading network models. The one usé#us study is one of the three
raw formats discussed further in section A.1. Thew format uses whitespace, integer and
decimal numbers and a few keywords to define a network modekugh the file i uman
readableand can be modified in a text editor as required. Some useredetiode uses the
data in therawfile to build up the parts of the simulation external to PSS# #re described

below.

A.0.1 Power flow automation

As described above, a power flow solution is repeatedly nethfrom a network model.
Before each solution is made, control actions from previaoge-steps and load and

generation values for the current time-step are reflectédaimetwork model.

To simulate tap-changer operation over a period of one dgyines 17280 completions of the
observe-update-solve cycle. It would thus be infeasiblpeidorm these cycles by manual

operation of the load flow software.

The package provides an Application Programming Inter{éd¢d) which enables the user
to load, observe and modify the model maintained in PSSEyusidle written in Python.
The API also allows the code to initiate power flow solutiottss this API that allows the

simulation to encapsulate the network model in such a wagp aidw the PSSE load flow
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solvers to operate on network cases repeatedly modified tsydeucode according to the
scenario. Note the distinction between gieulationand PSSE; PSSE is always referred to
as PSSE; theimulationis the combination of PSSE and the external codedhaesPSSE

according to the input data and any custom device models.

Load and generation scenarios for a day or days are creasetyamce and along with fixed
network parameters. The data is then batch processed byrbktr. User created scripts
perform the following functions that are necessary for thsevve-update-solve cycle as
summarised in Figure A.1. The pseudocode for a 1 day sinoulatt 5 second intervals

for a single scenario is as follows:

1. Load network data such as branch impedances, loads aachgien into the simulator.
2. Solve the network in its present form and ensure convesgen
3. Fortime =11to0 17280

e Observe the solved network.

e Update network data:
— According to load and generation time series.
— According to controller actions.

e Solve the network using iterative solver and ensure comverg,

4. Exit simulator.

PSSE is capable of providing a solution to the network datahiith ULTC winding ratios
are set to minimise deviation of bus voltages from theirgtggThis solution, however, omits
the real-time characteristic of all automatic tap-chasag&he most important characteristics
are the delay between observing a condition that it shoultbachange and actually acting.
This includes any artificial delays used by real transforowarttrollers. It also ignores that
adjustment of tap-position is sequential and usually oefiects local measurements. A real

network does not suddenly alter the tap-position of allgfarmers in an instant.
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1 | Interface 2 | Interface
_>
Observe network Update network
3 | PSSE

Solve network

Figure A.1: Flow of control in the observe-modify-solve cycle.

The delay is implemented in the custom ULTC model, describether in section A.2, in

order that the ULTC does not operate too frequently as dssclig chapter 2. Solution of
the network is achieved with the tap ratios fixed accordinght network model at each
time-step. Operation of the taps is simulated during theendgsupdate part of the cycle
according to algorithms implemented in Python. The al@ariis supplied relevant network
details on which to base its operation. The algorithm deteeswhat ratio the tap-changer is
set to for the next time-step. The ratio is set during the teodart of the cycle. The network

is then solved with these ratios fixed at the new values.

The interface to PSSE thus allows any algorithm to be impfgetketo control tap-changer
action. There are physical constraints such as finite tapsrand non-zero time for a tap
change. The operation of the tap-changer according to thlegsical constraints on the
device is the responsibility of the algorithm or script nfiéeing with PSSE.

Automation scripts are written in Python, an object-oehprogramming language. PSSE
can be set to run these scripts, providing an ApplicatiorgRrmming Interface (API) with
which to modify the network case and run load flow solutionsezgiired. These scripts
are responsible for performing a simulation run accordmthé many possible initialisation

parameters such as:
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Network definition file.

Load profile.

Generator schedule.

Generator controller parameters and methods.

Individual ULTC controller parameters and methods.

Data to be stored at each time-step for later analysis.

The scripts must also execute the additional tasks everyg-siep as in Figure A.2. The
tasks shown are saving data at each time-step for later asapd executing the control
algorithms. For simplicity of interaction, all code extatto PSSE, including implementation

of the control algorithms, was written in Python for this je.

The object-orientated nature of Python allows the implet@ns of controllers to be
extensible; for distinct controllers to have access to tkohiinput data and to allow a

simulation setup to be copied and re-used with minor modifina as required.

A.1 Python and the PSSE API

The API is made available by PSSE to the programmer as antobfesoftware object
is a collection of functions and variables which may theweselbe objects. The API is

implemented in Python, an object-oriented programminguage.

The PSSE API is organised as a collection of functions [78kr€ are a number of types of
function used in this study. Most functions either modifyedwork value or PSSE parameter,
or return a network value or PSSE parameter value. Othettitmscrequest that PSSE

performs a calculation such as the load flow solution.

The functions all belong to the API object called “psspy”.cacding to Python programming

syntax, calling a function contained in an object is perfednas follows:
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2 | Script 3 | Script
-~ Control
Lol ekl Algorithms

" i

I v

1 | Interface 4 | Interface
Observe network Update networ]
5 | PSSE

Solve network

Figure A.2: The flow of control in the observe-modify-solve cycle witlpserctivities.

returnValue = psspy.functionName(parameters)

wherereturnValue  stores the value or values returned from the call Amtttion
Name (...) isthe name of the desired function with the required zero @renparameters

supplied inparameters

The current network data loaded into PSSE is called the éoticase”. The current case is
divided into different network component types. Each congua type is divided into rows,
one for each component. This structure maps to the strucfuRSSE network definition
files. Each row of the definition file is a separate network congmt except transformers
which use 3 or 4 rows for their definition. The rows are groujpethe file according to the

component type.

An extract from araw file, the network definition file format used in this study, ©wn in
Figure A.3.
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Note that each component definition starts with a referemomé or more bus numbers that

define(s) its position. The file is edited with removed rovgngied by “...".

0, 100.00 / PSS/E-30.0 THU, MAY 17 2007 17:30
SCOTTISH POWER WINTER 2001/02 ; 100% SMD ; 1800 MW EXPORT
BORDERS-GALLOWAY TRANSMISSION NETWORK WITH 33KV DISTRIBUTION

Bus number

e e el mmm o
- < ==
' 31050, CAFA5- w 11.000}),2, 0.000, 0.000, 7, 2,0.98715, -24.5634, 2 .

S R e Nominal voltage
35030,'GLLU3-  ’, 33.0000,1, 0.000, 0.000, 7, 2,1.01176,-32.1937, 2

66350, BARR5- ', 11.0000,1, 0.000, 0.000, 7, 2,0.99120, -35.6376, 2
0/END OF BUS DATA, BEGIN LOAD DATA
___________________ Complex power

0/END OF LOAD DATA, BEGIN GENERATOR DATA

31050,1", 5.000, 4.500, 4.500, -4.400,1.00000, O, 7.500, 0.00000, 0.28000, 0.00000, 0.00000,1.00000,1, 100.0, 6.000,
31050,2", 5.000, 4.500, 4.500, -4.400,1.00000, O, 7.500, 0.00000, 0.28000, 0.00000, 0.00000,1.00000,1, 100.0, 6.000,

0/ END OF GENERATOR DATA, BEGIN BRANCH DATA

35030, 68831,1’, 0.33980, 0.45350, 0.00000, 19.20, 17.80, 15.40, 0.00000, 0.00000, 0.00000, 0.00000,1, 13.70, 2,1.0000
35030, 68832,'1’, 0.25840, 0.45300, 0.00000, 27.20, 25.30, 20.70, 0.00000, 0.00000, 0.00000, 0.00000,1, 15.20, 2,1.0000

0/END OF BRANCH DATA, BEGIN TRANSFORMER DATA
Y Bus numbers
731011, 310505 0,1",1,1,1, 0.00042, 0.00000,2/CAFAHYD 1, 2,1.0000
0.0%462, 70.75133, 100.00 e m o m =
1.10000, 0.000, 30.000, 15.00, 15.00, 15.00,1, 3011, 1.10000, GBO00O, 1.004720.99528, 49, 0, 0.00000, 0.00000
1.00000, 0.000 TSRS T T
~ ~ ~ ~
0/ END OF TRANSFORMER DATA, BEGIN AREA DATA ~ ~ P
0/END OF AREA DATA, BEGIN TWO-TERMINAL DC DATA N - ~ Voltage limits
0/ END OF TWO-TERMINAL DC DATA, BEGIN VSC DC LINE DATA ~ i i
0/END OF VSC DC LINE DATA, BEGIN SWITCHED SHUNT DATA ~ Transformer ratio limits
0/ END OF SWITCHED SHUNT DATA, BEGIN IMPEDANCE CORRECTION DATA
0/ END OF IMPEDANCE CORRECTION DATA, BEGIN MULTI-TERMINAL DC DATA
0/END OF MULTI-TERMINAL DC DATA, BEGIN MULTI-SECTION LINE DATA
0/END OF MULTI-SECTION LINE DATA, BEGIN ZONE DATA
0/ END OF ZONE DATA, BEGIN INTER-AREA TRANSFER DATA
0/ END OF INTER-AREA TRANSFER DATA, BEGIN OWNER DATA
2,SP
0/END OF OWNER DATA, BEGIN FACTS DEVICE DATA
0/END OF FACTS DEVICE DATA

Figure A.3: Raw file.

0.00C
0.00C

In addition to groups of values mapping to network composiémere are groups of values

that describe collections of other network components. hEaw or item in the “Plants”

collection object defines the properties of all generatérsazh bus. For example each

generator is be given the same voltage set point by spegifyim the “Plants” collection.

The “Plants” collection is accessed using ffsspy methodplant_data
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A.1.1 Setfunctions

The set functions refer either to network values or caltugbarameters. A distinct function
is provided for each network component type suchbas_data(...) for setting the
parameters of existing buses dodd_data(...) for setting the parameters of any loads
connected to the buses.

When modifying or setting a value of an existing network comgid in PSSE, all the
parameters for the component must be supplied to the rel&waction in one go. To make
this a little easier the APl accepts a value called the defallie signifying that the existing
value be used. The supplied default value must match thediyfiee argument it is being
substituted for. PSSE supplies two default valuesfor integers and f for floating point

numbers. The PSSE documentation clearly states which eéeesrare of each type.

For example to set the bus type code2tdor bus 35030 the programmer would use the

following syntax:

error = psspy.bus_data(35030,
[2,_i,_i,_1],

[f,_f,_f,_f_fl,
")

where:error is an integral error code returned by the API which is equakto if no error

occurred;_i is the default value for integersf is the default value for floating point values.

A.1.2 Get functions

There are get functions to retrieve the values of networl tistded into PSSE or to retrieve
PSSE parameters. Similarly to the set functions, a disfunattion is provided for each
network component type. For examplajsdat is the function that gets a parameter of
existing buses.

Unlike set functions, the get functions only return one egber call. To retrieve a particular

value, the name of that value is passed as a function arguienexample, to retrieve the
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base or nominal voltage of a bus the following function calinade:
error , nominalVoltage = psspy.busdat(busNumber, 'BASE’)

Functions in Python may return more than one value. The getifuns return a collection of
values called a tuple. Python syntax allows the assignnfeait ceturn values to a variable
when it becomes a tuple type. Alternatively, as in the exanajplove, the return values are
assigned to two variables, each one being of the type of ealde veturned assuming there
are the same number of return values as assignment variablédss way botherror and

nominalVoltage  are modified or instantiated by the “busdat” function call.

A.1.3 Error values

Note that both the get and set type functions return an ealiewvhich is an integer. The
onus is on the programmer to include code to check its valte.cbnvention for the PSSE
API is for a value of zero to mean that the function call wascessful. Non-zero values
mean different things according to the function. The megwirthe values is provided in the
documentation accompanying PSSE [79]. For example, a canemmor is a “Bus not found”

error meaning that the bus number supplied in the functitidoas not exist in the current

case.

The simulation code written for this project ensures alume¢d error values are always

checked and turned into Exceptions as required accordiggdiion A.2.7.

A.1.4 Executing user-defined code in PSSE

The simplest method of executing user-defined code is to dperPSSE graphical user
interface (GUI) and select “Run Auto” in the command line ifdee labelled “CLI"[80].
In effect this imports the selected file/module with the ABjeztpsspy in the scope of the
imported module. The module is thus able to assume the egistaf an object callepsspy
when called from PSSE. It can then execute the API functitored in thepsspy object.
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A.2 Organisation of Python simulation and controller code

A simulation of a network over time using the method desctileFigures A.1 and 3.2 is
termed a simulation run. A simulation run involves repeaatime five main stages in addition
to any initialisation required at the start and clean-upecejuired at the end. It is desirable

that simulation runs be made with parameters as follows:

Demand time series.

Generation time series.

Network definition files.

Control algorithm implementation selection and parameters

Subset of network data to be recorded at each time-step.

For this reason the simulation code was separated intoiaatistain experiment initialisation
file containing the specific parameters for the desired md aher files that are included by

the main file containing code usable by any setup file.

Taking advantage of the object-oriented paradigm adopgdeython, most of the reusable
code created for the simulation is packaged into classeslags ¢s simply a collection of
code that defines objects that are created at runtime lik§p8spy” object that contains the
PSSE API functions. The object can then be used to performethered tasks. The property
of class inheritance has been used to advantage where appeof his allowed the re-use

of code common to all classes.

The classes fall into areas of responsibility with lass names of those classes as listed
below. Nesting of class names indicates inheritance whiolwsa the child class to inherit

code written for the parent class.

e Providing a simple method of maintaining network componaftes.

— PSSE_Bus
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— PSSE_Branch

— PSSE_Files
e Performing and initialising current run.

— Simulation_Run
— Simulation_Iteration

— PSSE_LoadFlow
e Storing run data at each time-step.
— Files
e Implementing ULTC control algorithms.

— Agents

x VoltageRegulator
x CalovicVoltageRegulator
x CommAgent

- FuzzyAgent
— Fuzzy
— Communicator

— Multicaster

In addition the following classes provide functionalityedsby the simulation classes:

e Exceptions provides improved error handling

e Useful implements essential mathematical functions such agoi@ion

The data flow between key classes, PSSE and the input antsriéiesl are shown in Figure
A4,
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Simulation code written to drive PSSE for this project

ULTC and DG control classes

Input files Results

|
|
|
1
. . |
—l w Load & Gen Time serlesﬂ } Observation time series ﬂ
! !

& run parameters
[

v

Agents

i

Simulation_lteratior{ Simulation_run Files (object) ‘

All data flow with PSSE through PSSE_* objects

/
\4
PSSE_Files PSSE_Branch PSSE_Bus PSSE_LoadFloM

Network Definition PSSE API

PSSE power flow software by
Line and equipment Siemens PTI
data 7 PSSE

Figure A.4: Diagram showing interactions within and between custom Pytigacts and
PSSE.
A.2.1 Providing a simple method of maintaining network component
values
During a single time-step of the simulation, it is possibitatta parameter of a network
component is used several times. To minimise API functidis ¢ais desirable to store

the result of a single call for repeated use. In addition piteitive error reporting method
used in the API requires a call to check the error messageesith API call.

To simplify algorithm implementation it was appropriate take advantage of the

object-oriented paradigm of Python and the associated bendling using “Exceptions”.
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For every network element in the study that is to be monitoredodified at each time-step,
an object is created. At each time-step the object ensureflatts the same values as the
PSSE element. It also modifies PSSE elements according t iimpe series and agent
decisions. The error value returned by each API functioh isathecked and handled

appropriately as discussed in section A.2.7

The Bus andBranch objects are used to illustrate the above points. Bhbs object is
required to update its voltage at each time-step. All nétwalements are referenced by
either one or two bus numbers. TBeanch elements are referenced by the start and end
bus numbers of the each line.Bxanch object contains a reference to the relevant Bus
objects. The voltage at the busbars at each end of the lioamglfby following the reference

to eachBus object in theBranch object and looking up the stored value found there.

In addition to objects containing references to other dbjethe use of hierarchy further
justifies the object paradigm. For example Transformer class extends thBranch
class. Thus when @&ransformer object is created, the same method is used to fetch
its terminal voltages as for thBranch . The Transformer class in addition provides

functionality to get and set the transformer tap ratio as@mmate.

All elements referenced by one bus number such@ad and Machine contain an
instance of theBus class. This is illustrated in Figure A.5. To check the vo#tag a
Load object, thegetVoltage  method of theBus object is called. For example =

myLoad.bus.getVoltage()

All elements referenced by two bus numbers sucfiir@msformer  extend theBranch
class. This is illustrated in Figure A.6. An example usagewth inheritance is that to
examine the voltage of a bus infaansformer  object, the following syntax is used: =
myTransformer.busl.getVoltage() . A Transformer  object inheritdousl and

bus2 from theBranch class definition.
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Load ‘
K biect / bus
ey objec )
attributes Bus P.Q)
\ number refreshPQ()
T voltage
Get methods g setPQ() N
| getVoltage() modifyOriginalPQ()
getKey()
Set methods
/—, setTargetVoltage()
Machine ‘
N bus
(P.Q
refreshPQ()
setPQ()
modifyOriginalPQ()

Figure A.5: Class structure and important access methods of “single lmlg&cts.

Branch

(bus1,bus2)

getKey()

Child inherits

Transformer

tapPosition
tapDictionary

getControlVoltage()

stepUp()
stepDown()

Figure A.6: Class hierarchy and important access methods of “two bus” ctisje

A.2.2 Performing and initialising current run
The module SimulationRun contains the class definittimulationRun . It takes
amongst others the following initialisation arguments:

e Thepsspy object supplied by PSSE.

e The bus numbers of various network elements observed ardotted during each
time-step.
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e The type of controllers used for different network elements

e The objects used to store results.

On initialisation the object builds all the required obg@tr the simulation. EacRSSE
object is supplied a pointer to thEsspy object so that PSSE API function calls can be
performed as required. A loop is then executed that replyapetiforms a time-step cycle
using the object created by t#mulationlteration class definition.

Care was taken to handle exceptions as discussed in secti@ry. A. Multiple
SimulationRun  objects may be created, one following the other on compleifa cycle

for each time-step. If one run fails the simulation contmuéth the next one.

The nextlteration method of the Simulationlteration object is
repeatedly called with the time passed since the previome-step as its argument.
Simulationlteration ensures the following:

1. Load demand and generator real power are set from the thpeatseries for this
time-step.

2. The resulting network is solved using the required PSSHEesovia the
PSSE_LoadFlow module.

3. PSSE solver output to the command window is suppresséuhdusrmal operation.

The modulePSSE_LoadFlow contains methods requesting that PSSE solves the current
case.

The Transformer  objects are initialised irBimulationRun  so that they reflect the
starting positions of the ULTCs.

After initialisation, tap-position changes are only iated by the ULTC controller for each
transformer as described in the second observe-modif)e sytle illustrated by Figure 3.2 in
section A.0.1. The load flow solution is thus obtained withtdyp positions fixed so that PSSE

does not itself adjust any transformer ratios during theldfdew solution of the network.
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The method written to achieve thissslveFixed  which sets PSSE solver parameters as
descibed in section A.2.3.

A.2.3 Network solution parameters

There are other parameters than the tap-fixing option, gi&rchine the performance of the
load flow methods. The crucial parameters are accelera@iorks and the maximum number

of solver iterations.

In general, a larger network requires more solver iteratifam the solver to converge on a
satisfactory solution. A large network, in particular ifltages differ greatly from nominal,

requires slow acceleration factors to converge at all.

To avoid always using small acceleration factors and a latgeber of solver iterations, the
solveFixed method first tries near default acceleration fact&GCP, ACCQandACCM)
and the number of solver iteration3 ¢X) is limited to 300. Should the solver have failed to

converge two further attempts are made with different patans as shown by table A.1.

Attempt | ACCP | ACCQ [ ACCM | ITMX
1 1.0 | 1.0 1.0 | 300
2 0.06 | 0.06 | 0.06 | 2000
3 0.01 | 0.01 | 0.01 | 3000

Table A.1: Gauss-Seidel solution method parameters

Should the solver fail at attempt 3 the simulation process ex

A.2.4 Storing run data at each time-step

The most important class definition in tkdes module is theDirectoryStore class.
The DirectoryStore object ensures a directory exists for saving data to nunsefit@s.
It is initialised with an indicator of each object it is reqeil to save data from in a particular

directory. In addition, it is initialised with the requiredriable names of each object that
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should be stored. The variable names are supplied as a $isiregs matching the variable in
the object.

Files for each object-value pair are created separatelypaveadirectory. The filename is
derived from the object methday() defined for this type of purpose. The functicgy()

returns a string containing the defining bus number or nusmagmvell as other information
as appropriate.

For example @irectoryStore object could be created for a number of lines needing
real and reactive power flows recorded. The object wouldteraalirectoryLines in the
results folder and inside that a number of files. The list ofalde names supplied to the

object would bd'P’, 'Q’] . The directory structure created would look like this:

e ResultsFolder

— Lines
x P_BusA_BusB_1l.dat
x P_BusA_BusC_1.dat
x P_BusA_BusC_2.dat
x Q_BusA BusB_1l.dat
x Q_BusA BusC_1.dat
x Q_BusA BusC 2.dat

The required values are stored at each time-step by callegppendMembers() method
which does not itself require arguments. Each value is aggxto its respective file as a new
line. Multiple columns are created where the value appemsladomplex number. Floating
point numbers are stored to 5 decimal places.

For a simulation run with 17280 time-steps, eatdt file would contain 17280 lines. These

files can then be imported easily into graphing package$isrstudy MATLAB was used.

A simulation may result in millions of disk writes. This is o feasible by the sufficient

cacheing of the disk-write operations performed by thetbhniPythonwrite()  function
found in theos module.
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A.2.5 Implementing ULTC control algorithms

A general clasg\gent in moduleAgents is tasked with holding the reference to the object
the agent is to control, called the device. TAgent object also ensures that that device
reflects the current case in the metlaad() . Theact() method is intended to be called

at each time-step and includes any code thatAlgaint should execute each time-step.

The algorithms for two different types of ULTC controllereadescribed in section 3.4. The
class definitiond/oltageRegulator andCalovicVoltageRegulator both extend
theAgent class. Both classes define the methot() which first calls theAgent method
act() andthen follows class specific code. Both classes maintaicamd of the time passed
since the last tap operation and use this with the contraagel of the associated device to
make the next tap decision. The tap decision is acted upondall 4o thetapUp() or
tapDown() methods of the associat@dansformer object as required.

A.2.6 Implementing generator control modes

The generator control modeBQ andPV are implemented by the creation of an object for
each generator of the clasd@é®Machine andMachine respectively. Both objects allow
the modification of real power output.

PQMachine references 8us object and creates a ndwad object for the bus. A constant
power factor mode machine is not available in PSSE. F@dMachine acts by controlling

the load on the referenced bus except that the complex palee ¥or the load supplied to
PSSE is negative that of the required generation. The paaatorf of the machine can be

specified at initialisation or be supplied each time the pealer output is specified.

Machine references 8us object and manipulates any machines connected to the metere
bus in PSSE. The machine reactive power output is deternbgeitie PSSE power flow
solver according to the target voltage and reactive powdtdi TheMachine object can be

used to alter the target voltage, reactive power limits & ckial power output.
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A.2.7 Additional module: Exceptions

Exceptions are an important part of many modern programmainguages. Exceptions are
“raised” when certain errors occur. Rather than explicittyes the error or success message

from a function call, it can be caught by an “except” clause.

The function call must have been in the body of a correspantiny” clause. Once the
exception is caught in the “except” clause, the programmay mequire the program to
perform any task including exiting the program or raisingHer exceptions. If the function
call was not inside a “try” clause, or if a further exceptieraised in the “except” clause,
more distant enclosing “try” clauses are sought. Shoul@tiception occur with no enclosing
“try” clause then the exception terminates the program wittetailed message of where the
exception occurred.

Python provides a class for the exception object caledeption . It also provides other
classes that extenxception that signify particular errors. For examplekayError
exception is thrown when there is an attempt to access a edlddata-structure with a
non-existent key.

The following code illustrates the use of “try” and “except”

try:

try:
#attempt to create a new directory
0s.mkdir(resultsDir)
except OSError,(code,message):
#if OSError code is not 17 then raise the OSError again
if code = 17:
raise OSError(code,message)

#if OSError code is 17 then directory exists so do nothing
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except Exception,message:
#if an Exception occurs execute required code,
#then re-raise Exception

print 'This is a message.’

raise Exception

The programmer may implement further exception classendkigException  or other
exceptions as appropriate. Custom exception classes hameckeated for this simulation in

the “Exceptions.py” file which is thus the module “Excepgbn

In the simulation, calls to PSSE API functions are perforrhgabjects with the definition
in files startingPSSE Every time an API function call is made, the error value me¢dl is
checked. Should the error value be greater than zero a custoeption is thrown. Most of
the custom exceptions are of typ&SEException or PSSEWarning . If an error occurs
as a result of a call to a load flow solver another excepR&SESolverException IS
raised. In addition to the exception type, a message is deduwvhich has been derived
from the PSSE API user manual. In this way the simulation catiehccertain types of
exceptions and perhaps continue simulation after certaie ¢s performed. If the situation
is not retrievable the exception “bubbles-up” the execusitack until the program is forced
to quit. This is invaluable for providing information as tdhether the error occurs in the
PSSE program, perhaps as a result of exceptional netwauksjabr whether the error is in

the control implementation.

A.2.8 Additional module: Useful

The “Useful.py” file contains some mathematical functiomsttwere unable to be imported
when running the Python scripts via PSSE due to errors duxegution. Importantly an

interpolation function and some improved collection typase been implemented.

The interpolation function allows the user to specify tmedibetween each time-step. If the
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load and generation time series have a different frequdreary & new series is inferred using
linear interpolation. For example, a steady generatioe Series can be defined using a two

line file, each line having the required steady value.

A dictionary class is implemented that can be constructead widefault value. Normally
a dictionary “value” is associated with a “key” which actsasindex. If the “key” is not

present, the dictionary returns the default “value”. Thiaseful for example when a minority
of transformers have a specified controller type and thewistres all other transformers to

have a default type.

196



Appendix B
Supplementary results for Chapter 3

Figure B.1 shows three results of simulating the connectidd® to two points on a 11kV
feeder. The DG output is varied according to three diffedatt sets. The graphs show the
tap operations made by the feeder’s primary transformeespanse to the connected load
and DG. The output of the DG each time-step is determined bffexeht method for each

graph.
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: 6331 .
printTap ULTC,26350 Steps:32

TP/17

(a) Original windfarm real power output, day 1.

; 6331 .
printTap ULTC26350 Steps:34

TP/17

(b) Day 1 data undersampled. 120s sample period. Conventéss tsample period by linear
interpolation between data points.

: 6331 .
printTap ULTCZ6350 Steps:30

TP/17

(c) Day 1 data averaged over 120s intervals. 120s samplecbaCionverted to 5s sample period by
linear interpolation between data points.

Figure B.1: Three plots showing ULTC tap position over a 1 day period whesgmted with
different versions of the same data set.
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Appendix C
Supplementary results for Chapter 6
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Figure C.1: Cost penalty as a result of varying voltage dead-bands.
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