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CHAPTER 1

INTRODUCTTION

1.1 ADVANCED ANALOGUE SIGNAL PROCESSING

Low bit rate speech communiéation systems (vocoders)
have been aVéilable for many vyears now, but their
application areas have always remained extremely
specialised. One' of the main reasons for this trend has
been the 1large size and expense associated with such
equipments, especially when the synthetic speech quality_.
achieved 1is rather poor. Withiﬁ the 1last few vyears,
however, vocoder interest has been rekindled and stimulated
by the demand for digital communications. Effiéient data
compression techniques are necessary since the increased
bandwidth inherent in digital coding is contrary to the
overriding philosophy that bandwith conservation is

requisite [1].

At present, the two established systems for 1low bit .
rate (2400bps) speech compression are the channel vocoder
[2] and the 1linear predictive vocoder [3]. The 1linear
predictive vocoder is becoming increasinély popular because
of. its more elegant digital implementation. However, recent
.advances in analogue signal processing ﬁay yet produce a
channel vocoder which is even more attractive in terms of

engineering premiums.
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One technology which offers high density analogue
signal processing ‘is the Charge Coupled Device (CCD) [4].
The CCD is a snift regiéter which stores' samples of analogue
information directly as charge packets. These charge
packets can be transferred along the register wunder the
control of an external clock to form a variable delay line
structure. Further, by adding a non-destructive tapping
technigue, CCD ' permits fabrication of very compact
Transversal Filters (TFs) [5] which form the basic building

blocks for many powerful signal processing modules [6].

Since the conception of CCD at the turn of the last
decade, industry's acceptance of  CCD for analogue signal'
processing has been laboured. This has been due to several
factors which include (a) the increased competition from
digital componentry. (b) the limited CCD operating
characteristics and (ch _the slow development of CCD
peripheral integration. However, the CCD 1is now being
manufactured as a fully modular °'black box® which frees the
consumer from many of the ‘setting-up®' problems, and
advanced components such as Fourier Transform Processors
(FTPs) (6], adaptive filters [7] and correlators [8] are

finding extensive real-time application.

The intention of this thesis is to examine and
demonstrate the potential of analogue CCD in the realisation
of complex signal processing systems. In particular, the

application of CCD FTPs in a low bit rate channel vocoder is
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investigated, since the market for a low power, small size

and low cost vocoder is potentially vast.

1.2 LAYOUT OF THESIS

Chapter 2 gives an introduction to the subject of
speech and vocoderg, highlighting the particular areas in
which CCD méy have application. The channel vocoder |is
described in detéil since this algorithm is examined in
later chapters. Some of the basic CCD principles are
explained in chapter 3, along with a summary of the most
important operational characteristics. The tranéversal
filter, one of the most powerful analogue signal processing

blocks, is introduced in this chapter.

Chapter 4 investigates several of the many algorithms
which have been proposed for real-time Fourier
transformation and, in parﬁicular, compares the advantages
and disadvantages of the CCD Chirp-Z Transform (CZT) and the
CCD Prime Transform (PT). The detailed design and
construction of a CCD C2T processor together with the
performance limitations are presented in chapter 5.

Practical aspects of CCD system design are emphasised.

In chapter 6, an extensive computer simulation of a
novel channel vocoder 1is reported. Both the analyser and

the synthesiser are based upon discrete Fourier transform
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processors. The simulation involved the design and
construction of ‘a' specialised ‘intelligent® computer
terminal and this ~is  described *briefly. Practical
experience in CCD processors and the results of the above
simulation are meﬂéed in chapter 7 to suggest an optimal

hardware configuration for a CCD channel vocoder.

Finally, the most important achievements of this work
are summarised in chapter 8, and the conclusions suggest

suitable areas for research continuation.



CHAPTER 2

SPEECH AND VOCODERS

The advantages of digital communication are well known.
For example, binary waveforms may be regenerated at stages
along the transmission path without cumulative addition of
noise and distortion. Also, the user is free to "scramble®
the message in' complex ways for secure or private
transmission. The price paid for these important advantages
is additional transmission bandwidth. 1In order to transmit
a speech signal with 3kHz bandwidth and 40dB signal to noise
ratio using direct Pulse Code Modulation (PCM), a data rate
‘of approximately 64000 bits per second (bps) is required. A
normal 3kHz analogue communication channel will handle only

2400 bps without equalisation.

The solution is therefore to find an efficient coding
algorithm for speech, which permits more economical use of
the spectrum. If one examines the information content of
speech, assuming a vocabulary of 2'“ words and a speaking
rate of 10 words per second, only |40 bps are required. of
course, this figure does not include other information such
as emotional content and speaker characteristic.
Nevertheless, it 1is clear that the analogue speech signal
contains considerable redundancy because the human vocal
mechanism generates sounds by relatively siow articulatory
movements. A system which attempts to exploit this

redundancy 1is called a vocoder (short for voice coder). 1In
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general, a vocode; operates by analysing speech in the
transmitter, generé;ing a set of control parameters at a
much lower bit rate and'synthesising the original speech in
the receiver. The amount of information which can be thrown
away depends on the application: military systems might
require only intelligibility whereas telephone systems

demand high gquality.

Section 2.1 reviews briefly the most important
characteristics of the human speech mechanism. This is
necessary since any vocoder .algorithm must capitalise on
various aspects of speech production; the optimum vocoder
will model the human mechanism -exactly. Section 2.2
examines pitch detection algorithms which are vital for good
quality vocoding, and sections 2.3 through 2.5 summarise
some of the most important, established low-bit rate vocoder
techniques. Other speech coding algorithms such as adaptive
delta modulation [9] and time encoded digital speech [10]},
which are génerally considered to have application in higher
bit-rate communication channels (i.e. 4800 - 16000bps), are

not considered here.

2.1 HUMAN SPEECH PRODUCTION [11,12]
/

—_—

A cross-section through the human vocal mechanism is
shown schematically in Fig.2.1l. The main vocal tract is a
non-uniform acoustical tube which starts at the pharynx and

terminates at the 1lips. It can be deformed by four
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articulators, namély the lips, the tongue, the jaw and the
velum, to provide the resonances and anti-resonances (poles
and zeroes) which modify the energy/frequency distribution
of the excitation source. The resonances of the vocal tract
are normally known as the "formants" of speech. An
ancillary path for sound transmission is formed by the nasal
tract, extending'from the velum to the nostrils, and has

essentially fixed characteristics.

The excitation for the vocal tract is a controlled flow
of air from the lungs which first passes through the larynx
or voice-box. The larynx has a cartilage frame and houses

two lips of ligament and muscle called the vocal cords.

When "voiced"” speech is produced, the vocal cords are
held tensioned by cartilages and the Bernoulli effect makes
the slit between the cords (the glottis) open and close at a
rate determined by both. the sub-glottal pressure and the
cord tension. The quasi-periodic pulses of air have a
triangular shape and the repetition rate, which is closely
related to the perceived "pitch" of the speech, lies between
50 and 400 times/ per second. Because of the triangular
shape, the vocal cord excitation source has a line spectrum
which falls off at approximately -12dB/octave (Fig.2.2a).
Voiced speech includes the vowels and - several consonants
such as /1l,r,m,n/ and a typical speech segment is shown in

Fig.2.2c.
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The second main excitation source is random noise and
is wused in the production of "unvoiced” speech. In this
case the vocal cords are held wide apart and the air passes
uninterrﬁpted through the larynx. A subsequent stricture in
the tract causes turbulent air flow creating acoustic random
noise. An example of unvoiced speech 1is the fricative
consonant /f/ which is produced by a labio-dental stricture
(upper teeth on lower lip). Another group of speeéh sounds,
call "voiced fricatives" (e.qg. /z,v/), uses both the

turbulent and the vocal cord sources simultaneously.

The final type of excitation results from the build- up
of pressure that occurs when the vocal tract is completely
closed at some point. A sudden release of this pressure
causes a transient excitation of the vocal tract. If the
vocal cords were vibrating immediately before the closure,
the sound is called a "voiced stop consonant” (e.g. /b,d/)
and if the closure is pkeceded by silence, an "unvoiced stop

consonant®” is produced (e.g. /p,t/)-.

Speech production represents only half of the human
communication systed; the acoustic signal has to be received
by the ear and decoded into the appropriate neural stimuli.
Several aspects of the receiving process give an insight
into speech waveform redundancy. The acoustic pressure wave
received by the ear is converted into a mechanical vibration

by the tympanic membrane (eardrum) in the middle ear. This
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vibration is amplified and transmitted to the cochlea in the
inner ear by a sysﬁem of levers. The fluid filled cochlea
is partitioned by the Sasilar membrane which tapers in width
from base to apex. Because the cochlea is a rigid
structure, the input vibrations pump the cochlea fluid back
and forward and the basilar membrane vibrates at a position
dependent on the frequency. The organ of Corti, which rests
along the length ;f the basilar membrane and contains some
30,000 sensory cells, detects and converts the vibration
into electrical pulses to be fed in parallel élong the
auditory nerve to the brain. How the brain decodes these
pulses is still unknown. However, it is clear that the ear.
effectively performs a spectrum analysis and passes spectral
amplitude information to the brain. Both the frequency and
amplitude are logarithmically resolved. In addition, it has
been shown that the relative phase of the input signal does

not affect human hearingl!l].

2.2 PITCH DETECTION

In almost all Speech synthesisers, use is made of the
fact that, to a first approximation, the excitation source
and the vocal tract may be treated independently; electrical
models of speech production consist of a set of waveform
geﬂerators feeding a filter bank which represents the vocal
tract (Fig.2.3). The excitation source in Fig.2.3 does not

cater for voiced fricatives and stops, because 1in general,
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the extra complexity does not provide a significant speech
quality improvement. Recognition of these sounds is left to

human perception.

Two control parameters are required for the synthesiser
excitation source: (a) a voiced/unvoiced (V/UV) inpﬁt to
select the appropriate waveform generator and (b) a number
representing the pitch period for the voiced generator. 1In
a vocoder, the analyser has to estimate automatically these
parameters. The V/UV decision can either be computed
separately or can be a by-product of the pitch detection.
Thé most common V/UV detector compares the speech energy in
two frequency bands. For example, a typical system might

compare the energy in the band 200-600Hdz With that in the.
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range 5000-700032‘[13]° A high ratio of 1low frequency to
high frequency indicates voiced sound and a low ratio (<<1)

indicates unvoiced sound.

At first glance, it would appear that the accurate and
reliable measurement of pitch period is relatively
straightforward. However, this is not the case for several
reasons and, in. fact, turns out to be one of the most
difficult vocoder operations. 1In principle, the fundamental
fregquency may be extracted by a 1low-pass filter. In
practice, the fundamental frequency varies over 3 or 4
octaves so that a fixed low-pass filter often extracts more
than the fundamental. Also, in many practical situations,
the fundamental frequency is not present or is greatly
attenuated (e.g. 300-3000Hz telephone channel). Another
reason for pitch detector inaccuracy is that the glottal
excitation waveform is not a perfect train of periodic
pulses. This results in a speech waveform varying both in

period and in the detailedAstructure within a period.

/
i

Over the years, considerable effort has been invested
in the search for a reliable pitch detector. The reason for
this Juest is that the intonation and intelligibility of
synthetic speech depends to a large extent on the correct
pitch. Pitch detector errors cause very objectionable
effectso If, for example, the pitch detector selects the
second harmonic instead of the fundamental, the resultant

"squeak™ not only sounds unnatural but causes the listener
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to lose concentration temporarily, thereby masking a longer

section of the speech.

Pitch extraction technigues may be-classed in two main
categories: (a) time domain and (b) frequency domain. The
most common time domain pitch detector in an analogue
implementation is a tracking band-pass filter, This
attempts to follow the fundamental frequency by assuming
that the fundamental component has the largest amplitude.
If the input speech is high quality (wide-band) with a good
signal to noise ratio, then reasonable performance can be
maintained over a limited frequency range. However, because
of the filter response time, fast pitch inflexions may'

temporarily unlock the filter.

Another pitch detector makes use of parallel processing
in the time domain [15] and relies on the philosophy that
one simple measurement is unlikely to be satisfactory but,
by combining the results of several measurements performed
in parallel and taking a majority vote, a reliable answer is
obtained. The pitch detector in Ref.[15] low-pass filters
the input speech to 900Hz and makes six parallel estimates

of the pitch, based on peak and valley measurements.

In recent years, autocorrelation pitch detectors have
become popular in digital systems. There are many
variations on this basic theme, but pérhaps the most
successful is autocorrelation of centre clipped speech [16].

The centre clipping tends to remove the formant structure of
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the speech and effectively flattens the spectrum. It is
then much easier to'qesolve the autocorrelation peak due to
pitch (i.e. autocorrelétion peaks due to the formants are
suppressed) . The pitch period is measured as the time 1lag
from a reference to the largest autocorrelation peak and,
normally, logic circuits after the correlator <check the

validity of the measurement (Fig.2.4).

Abs . peak
& clip
level Magni tude
LPF centre Auto Value and Decision > Pitch
speech position of
. Correlation |
900Hz clipper Auto Corr Logic
\ peak > W
\ /
\ Position
‘7C¥ BVAN-WA D~
WY YA \ 4

Fig.2.4 Centre Clipped Auto-correlation Pitch Detector

A hardware implementation of thé above approach has been
reported [17] which uses both centre clipping and infinite
clipping to ease computational problems. Another approach
computes the average magnitude difference function [18]
instead of the autocorrelation funciion SO that

multiplications are replaced by additions.,
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The final ti@e domain technique of significance makes
use of adaptive filtgting° In one example, the coefficients
of a digital filter aré updated to minimise the mean square
error function and {he resulting residue approximates to the
glottal pulse train [19]. One advantage of this technigue
is that in a 1linear predictive vocoder (section 2.4) the
filter structure already exists and the pitch period is
therefore a by-incoducto A slightly different technique
based on adaptive principles employs a recursive comb filte;
which homes in on the speech line spectrum by minimising the
mean square output of the filter [20]. Since this method
involves only addition, it is faster than the inverse

filtering method,

A freguency domain pitch extractor has been described
by Noll [21] and is based on the cepstrum of speech, which
is definea as the Fourier transform of the logarithm of the
power spectrum. The non-linear operation on the spectrum
equalises the line harmonic amplitudes and effectively
de-emphasises the formant structure. Mathematically, the
log operation deconvolves the effect of the vocal tract and
the excitation source. The second transform measures
periodicity in the frequency domain. Fig.2.5 1illustrates
the operations 1involved 1in the cepstral computation. The
time domain signal in Fig.2.5a is transformed to give the
line spectrum in Fig.2.5b which 1is subsequently logged
(Fig.2.5c) and Fouriér transformed a second time to provide

the cepstrum (Fig.2.5d). (The cepstrum variable is called



S?EEC& AND VOCODERS . Page 17
Pitch Detection

(a)

e If\\]nf\\/ﬂuﬂvﬂvﬂv%%ﬂvf\m

T
pitch period

(b)
A
1st formant envelope of
JPRe I R AN 2nd formant vocal tract
] B e \ 3rd formant transfer function
Power Spectrum I ' ° . )
;’_q 5 kHz
(c) /
A T
AT Uy T - Y~ S
=u P
g (Power Spectrum)
> f
(d) 4
due to forma .
rmants || due to pitch
'‘Cepstrum J//
| >t

Fig.2.5 Illustration of the Cepstrum




SPEECH AND VOCODERS ) Page 18
Pitch Detection :

“Juefrency” and has'qnits of time). The cepstrum has a main
peak due to the speecﬁ periodicity and a series of smaller
peaks at high quefrencies due to the compressed formants.,
When the cepstrum is computed for unvoiced speech, there is
no line spectrum and therefore no cepstral pitch peak, so
that an automatic V/UV decision can be made. As in the
autocorrelation éechniqueg logic circuits are usually
necessary to decide if the pitch measurement is feasible.
It is generally considered that the cepstrum is an extremely
powerful technique because the input signal does not require

to be high guality.

A comparative performance study of several of the above
pitch detectors was carried out by Rabiner et. al.[22]. The
conclusion was that each detector has its own strengths and
weaknesses and no single detector was top ranked for all
cases of input signal. For example, the cepstrum was poor
on high pitch speakers whereas time domain technigues were
poor on low pitch speakers. Overall, the cepstrum technique
proéed to be the best all-round performer but was probably

the most inefficient in terms of hardware implementation.

2.3 THE CHANNEL VOCODER
. /

Historically, the channel vocoder was invented in 1939
by Homer Dudley [23] of Bell Telephone Laboratories. During

the 19240°s and 1950°'s it was realised that vocoders might
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have a useful role in communication systems and by the late
1950°s, practical systems were being developed. The Dbasic
principles described Ey Dudley in 1939 remain today as an

established speech compression technique.

A block diagram of the channel vocoder ié shown in
Fig.2.6. In the analyser, the main processing block is a
bank of contiguous band-pass filters arranged to cover
continuously the speech bandwidth of interest. The outputs
from these filters are rectified and low-pass filtered so
that an approximation to the short-time spectral envelope
[11] of the speech is available. Normally, the amplitude
components of the smoothed spectral envelope are sampled,
quantised logarithmically, multiplexed with pitch and
voicing information (section 2,2) into frames and
transmitted serially to the synthesiser. Data reduction 1is

achieved because:
1. phase information is not transmitted

2. only the smoothed envelope of the voiced speech
line spectrum is transmitted (in addition to the

line spectrum fundamental)

3. both amplitude and frequency are logarithmically

guantised.,

In the synthesiser, the received data are inversly

decoded and fed 1in parallel to the appropriate circuit

4
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elements., Speech-is synthesised by summing the outputs from
a contiguous filte; bank, similar to that in the analyser,
which has been input with weighted versions of an excitation
source. The particular source is selected by the voicing
control and the period of the periodic source 1is given by
the received pitch information. Finally, the synthetic
speech is filtered to remove the analyser pre-equalisation

and to compensate for the non-triangular excitation source.

It is generally accepted that the minimum data rate
which can be achieved by a channel vocoder (without special
coding techniques ([24]) is in the order of 2400 bps. At
this data rate, the speech has a mechanical quality but

still maintains good intelligibility [2].

The channel vocoder fidelity depends on the design of
the contiguous filter banks [2]. Ideally, these should
consist of steep-sided filters narrow enough for no more
than a single harmonic to enter any one filter during
voicing. The spectrum envelope generated would thus be a
correct measure of the speech spectral energy at that time
ané synthetic speech could be constructed exactly from this
data. The disadvantage of this filter bank, disregarding
practical consideratipnsa would be that relatively 1little
bandwidth compression would result. For example, if the
lower limit of the pitch freguency is 50Hz then 80 parallel

filters are reguired to analyse a 4kHz bandwidth. As the
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filter bandwidthsuare increased so that the total number . of
filters can be ré@ucedg a spectral distortion becomes
evident. This is becauﬁe more than one ‘harmonic appears in
some of the filters at low pitch frequencies. It is
exceptionally difficult to guantify this distortion in terms
of synthetic speech quality and generally, the number of
filters in the bank is chosen through practical experience.
Channel vocoder ;designs typically employ between 16 and 32
logarithmically spaced filters to cover a 4kHz bandwidth.
The filter characteristics for a 19-channel vocoder are

given in Table 2.1 [25].

The individual filter characteristic is also an
important consideration. It can be deduced that sharp
cut-off filters will give a more accurate spectral
" measurement; in practice, sharp cut-off filters have long
settling times so that their use would result in a smear ing
of rapid spectral changes and subseguent reverberation
effects in the synthetic speech, Unegual filter time
delays, as might be the case if different channels employ
different bandwidths, also give rise to a temporal smearing
effect. The compromise utilised by most channel vocoders is

a 2-pole Butterworth characteristic [2].

The cut-off frequencies of the low-pass filters which
smooth or average the rectified band-pass filter outputs
have to be chosen to follow the slowly wvarying spectral

content of speech. Practical experience [26] has shown that
/
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Channel Filter Centre Analysis Filter Synthesis Filter
Number Freq. (Hz) BW (Hz) BW (Hz)
1 240 ' 120 "~ 40
2 360 120 40
3 480 120 40
4 600 120 40
5 720 120 40
6 540 120 40
7 1000 150 40
8 1150 150 40
9 1300 150 40
10 1450 150 40
11 1600 150 40
12 1800 200 60
13 2000 200 60
14 2206 200 60
15 2400 200 60
16 2700 ' 300 60
17 3000 300 60
18 3300 300 60
19 3760 500 (fo 3600)60
19a - - (fo 3750)500

Analysis Filters are second order Butterworth
Synthesis Filters are single tuned with alternate outputs summed in antipha
Note: (a) Only 19 analysis channels

(b) Synthesis filter 19 excited during voiced sounds
(c) Synthesis filter 19a excited during unvoiced sounds

Table 2.1 Parameters for a 19 Channel Vocoder
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the spectral content of speech 1is fairly constant for
periods of 20mS but has probably changed significantly after
40mS. The smoothing filter is usually chosen to have a 3dB

attenuation at 25-35Hz and an 18dB/octave roll-off [2].

As in other speech processing systems, the large

dynamic range (> 60dB) associated with speaker variations and conditions
causes practical circuit

problems in vocoder implementations. Several technigues are
used to ease the situation. Pre-egualisation in the
analyser is designed to boost the high frequencies so that
the spectral energy 1is spread more evenly between the
channel filters. This boost is typically 6dB/octave from
1kHz [25]). (The vocal cord excitation source has a general
trend of appzoximaﬁely -12dB/octave which is differentiated
when the acoustic pressure wave is launched from the human
lips [11] so that the input speech to a vocoder has a
Jgeneral trend of -6dB/octave). Automatic gain control (agc)
may be applied to save up to 20dB dynamic range [27], but
this practice is not generally desirable since agc distorts

the speech and the vocoder is a non-linear system.

More recently, fully digital implementations of the
channel vocoder have been reported. 1In one example [28],
use is made of the filtering structure in Fig.2.7a. Speech
is' simultaneously modulated by two guadrature sine waves of
the same frequency and the resultant waveforms are

separately low-pass filtered. The modulus of the quadrature
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channels gives the'spectral amplitude of the speech input
evaluated at the freqdency of the modulating sinewaves. By
sequentially filtering the same segment of speech using
different modulating fregquencies, an equivalent to the
channel vocoder filter bank is achieved. In digital
hardware, the modulating frequencies are stored in read only
memory and the lo§=pass filters are accumulate and dump

algorithms.

An alternative digital channel vocoder [29] bperates by
multiplexing a recursive band-pass filter. The filter shown

in Fig.2.7b has a 2 transfer function given by

H()_1—(2-a—b)z-1+(1-b)z72 (2.1)

which has a centre freguency and a Q-factor approximately
proportional to Jg.and a/b respectively. Using a filter of
this type it is relatively straightforward to update the
filter coefficients (stored in read only memory) and produce

a logarithmically spaced filter bank.

Both of these digital filtering techniques have
potential for Very Large Scale Integration (VLSI) and must
be considered serious contenders for the single chip
vo.codex'° However, at the present time, typical digital
vocoder implementations employ in the region of 200 discrete

integrated circuits and consume 15§ of power[lBl
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One other chgnnel vocoder implementation has recently
been reported [3010'.Here the filter bank is fabricated as a
single integrated circuit using 19 parallel finite impulse
response (FIR) CCD filters, This approach to the CCD
channel vocoder will be discussed in more detail in chapter
7 and compared to the alternative CCD channel vocoder

studied by the author.

2.4 THE LINEAR PREDICTIVE VOCODER

An inéreasingly popular technique for 1low bit rate
speech analysis and synthesis employs the properties of
linear prediction [31]. This method is suited to
sampled-data implementation and utilises either an all-pole
recursive filter [3] or a lattice filter [32] to synthesise
the speech. The filter coefficients represent a linear

prediction of the analyser input speech.

Briefly, linear prediction consists of predicting or
estimating the present value of a signal using a linear
weighted sum of delayed signals. The 1linear weights that
minimise, for example, the least mean square predictor error
are then information parameters which characterise the
properties of the signal under analysis. These linear
weights or predictor values can be transmitted directly or
can be further processed in a variety of ways for different

applications ([3]).
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A useful by-product of the prediction process is that
once the weights have converged, the error signal is an
approximation to the excitation source. * Pitch information

and a V/UV decision can therefore be derived by means of a

peak picking algorithm.,

Speech synthesis from a recursive digital filter using

linear prediction :is shown in Fig.2.8 [3].

random
noise
>
speech
periedic ‘
generator \
YIUY

amplitude

]
pitch , Tﬂ__ __-__.T

Hiz) = @kz"k @,a, Ce
ket predictor coefficients

Fig.2.8 Linear Predictive Synthesis

The excitation source is selected in exactly the same manner
as in the channel vocoder (section 2.3) and is input to the
filter via an amplitude control, The amplitude level is
deéived from the rms value of the analyser input speech and
is necessary since the predictor coefficients contain only

information concerning the spectral shape.
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Due conside;ation to the guantisation of control
parameters [33) régults in vocoders which operate down to
2400 bps with more natural sounding synthetic speech than
the equivalent channel vocoder[%ﬂ.The predictor typically
requires 10-12 coefficients and a sample rate of 10kHz for
good quality speech. Charge coupled device programmable
transversal filters (chapter 3) are suitable for use in this
application, but; because only 10-12 taps are required, it
seems likely that digital implementations will almost always

be preferred.

2.5 OTHER VOCODER PRINCIPLES

Since the introduction of the digital computer which
facilitated simulation studies of complex systems, the
interest in speech research has grown enormously and many
other vocoding techniques have been reported. 3Some of these
are still too comple} for real-time hardware implementation,

but others are now realistic.

One’ such system is the homomorphic vocoder [34] which
has the potential for real-time hardware implementation
using charge coupled devices., It relies on the
deconvolution of the speech excitation source and the vocal
tract impulse response by homomorphic filtering [35]);
homomorphic filtering is based on the computation of the
cepstrum. The vocoder’s block diagram is shown in Fig.2.9

where 1t can be seen that the analyser is identical to the
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cepstral pitch detector (section 2.2) except for a gating
operation which ek;racts the quefrencies due to the vocal
tract (Fig.2.5d). These quefrencies are then coded and
transmitted to the synthesiser where the vocal tract impulse
response is constructed by an inverse set of operations.
Synthetic speech is produced by convolving the vocal tract
impulse response with the excitation source. Computer
simulations [34]:have shown that high quality speech may be
reconstructed at 7800 bps and compression to 4000 bps may be
obtained by more complex coding [36]). Simplification in
synthesiser hardware and a bit rate reduction to 1less than
2000 bps are possible by using a log magnitude approximation

filter [37].

A vocoder tecnnijue which promises to give an almost
optimum bit rate reduction (600 bps) is the formant vocoder.
Research has been continuing for many vyears but still no
practical solution has been found. The principle is to
extract the centre frequencies and bandwidths of the main
formants (there are three in male speech below 3kHz) and to
use this information to control a resonant model of speech
production [11]. Formant extraction technigues generally
rely on formant tracking algorithms which are based on
accumulated and detailed experience of speech waveforms.
These algorithms have been designed to operate on the
short-time spectra of speech [38), autocorrelation functions
[3%9] and linear prediction spectra [40], but, 1in general,

the complex formant movements create problems. Another
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philosophy that gpplies to formant extraction is
analysis—by-synthesiso' Here an educated guess is made of
the formant parameters and a spectrum is generated which is
compared to the actual speech spectrum. The formant
parameters are then varied until the difference between the
two is minimised ‘according to some criterion [41]. The
latter technigue has some advantages because the entire
spectral shape 1is considered and not simply the spectral

peaks.



CHAPTER 3

THE CHARGE COUPLED DEVICE

The Charge Coupled Device (CCD) 1is essentially an
analogue shift register which can be fabricated as an
integrated circuit wusing Metal Oxide Silicon (MOS)
technology. Discrete samples of input signal are stored as
charge packets in;potential wells and these may be moved
along the CCD register by applying a sequence of clock
pulses. The CCD therefore provides the flexibility of a
time-guantised, clock variable system which does not require

analogue to digital conversion.

The CCD was first reported by Boyle [42] in 1970 and is
a member of the more general Charge Transfer Device (CTD)
family which includes the earlier Bucket Brigade Device
(BBD) (43]. In recent years the CCD has become important

because:

1. the technology (MOS) is standard and hence 1is low

cost

2. the silicon area required per stage is very small

3. the CCD can be used to process either analogue or

digital electrical signals, or optical signals

4. the range of applications is very wide,
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Section 3.1 gxplains the basic principles of CCD charge
storage and charge E;ansfer whilst section 3.2 discusses the
merits of several methoés of charge input and output. The
third section summarises the main defects and causes of
degradation in CCDs and, finally, section 3.4 describes one
of the most powerful analogue signal processing blocks, the

transversal filter.

3.1 BASIC PRINCIPLES/

The fundamental concepts of CCD operation [4,44] have
been developed directly from the established theory of MOS
transistors [45] and, as shown in Fig.3.1, the basic CCD
delay line structure resembles a rather large multi-gate MOS
transistor. The input diffusion converts a sample of the
input signal 1into a charge packet of minority carriers,
which is subsequently transferred along the register at a
rate controlled by the clock waveforms. After some delay,

this charge packet can be sensed at the output diffusion.

To understand the CCD operation it is best to start by
examining the basic CCD storage element ([45], the MOS
capacitor shown in Fig.3.2. With zero potential on the gate
there 1is a uniform distribution of majority carriers (holes
in- this case) in the "p type” semiconductor. When the gate
terminal is pulsed more positive than ‘the substrate,
majority carriers from the silicon/silicon dioxide (Si/S5i02)

interface immediately below the gate are repelled, thereby
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creating a deplefiqn region (Fig.3.2b). If the pulse
amplitude exceeds thé threshold voltage, Vth, minority
carriers (electrons) can be attracted towards the interface
to form an extremely thin "inversion layer®™ (Fig.3.2c). As
tne amount of charge stored is increased, the extent of the
depletion region must decrease to preserve charge neutrality
in the systenm. The creation of this layer corresponds to
the formation of a channel 1in a MOS transistor. These
minority carriers can be stored in the inversion layer for
typically hundreds of milli-seconds before thermally
generated minority carriers from within the depletion region

significantly distort the charge packet.

An extremely useful model for visualising the operation
of CCD structures results from the "potential well® concept
[46]. 1If a potential well is formed by applying a gate
pulse greater than the threshold voltage, then the
introduction of minority carriers is analogous to 1liquid
being poured into a well. The maximum gquantity of charge
wnich can be stored in the structure (typically 1pC) depends
on the wvolume of the potential well; the depth of the well
is related to both the magnitude of the gate pulse and the
oxide thickness, and the area of the well is defined by the

electrode area.

The next operation is to transfer the stored packet of

charge to an adjacent CCD element. Consider the structure
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illustrated in Fig°3ﬁ3a where there 1is a charge packet
stored under the @1 ’electrodeg If * each electrode is
physically very close to its neighbour (<3pm separation),
then when ¢2 turns on, the depletion regions under ¢l and ¢2
will merge aﬁd the charge will redistribute itself
(Fig.3.3b). By slowly reducing the potential on $1, the
charge remaining &nder ¢l will spill over into the ¢2 well
to make tne transfer complete at time t4. It is therefore
possible to transfer charge packets along an entire register
by applying the appropriate time sequence of pulses. 1In the
simple structure shown in Fig.3.3, a three phase clocking
system is necessary to propagate the charge unambiguously in
one direction, This structure has, however, certain
practical limitations (some of which are discussed in
section 3.3) and mahy other more sophisticated electrode

arrangements have been developed [43].

3.2 CHARGE INPUT AND OUTPUT

When the CCD is used in an analogue mode, the linearity
of charge input and output is extremely important. In the
following section, four serial input schemes of varying
complexity and performance will be compared and three output

technigues, one serial and two parallel, will be discussed.
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3.2.1 Input Techniques

Dynamic current injection [47], which uses the input
structure in Fig.3.4a, 1is one of Ehe simplest input
techniques. The input signal 1is applied to the input
diffusion and the input gate is held at a relatively low
d.c. potential. When the 1 potential well 1is created,
charge flows from the diffusion across the gate into the
well. The size of the injected charge packet is dJdetermined
by the input diode potential, the channel conductance and
the available injection time ( governed by the CCD clock).
This process 1is inherently non-linear and the resulting
distortion is guite severe. For a sinusoidal input

giving full well capacity, the 2nd
narmonic 1S typlcally at =-16dB and the third harmonic at

-=304B [48].

In a diode cut-off scheme (49] (Fig.3.4b), the signal
is normally capacitively coupled to a reverse biassed input
diode. During ¢lp the input gate 1is pulsed on to allow
minority carriers from the diffusion to flow into the P1
potential well., The surface potential 1is therefore set
directly by the diode potential and the sample is trapped
when the input gate is turned off. The trailing edge of the
gate pulse has to be designed carefully because: (a) if the
channel is cut-off too quickly, sdme charge from within the
chénnel will be emptied into the signal packet (partition
noise) and (b} if the channel is cut-off too slowly, the

exact sampling 1instant will depend on the signal level.
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However, even with ép ideal gate cut-off, this method still
has an inherent nbn-linearity due to the depletion
capacitance changigg with the diode potential. These
effects give rise to second harmonics in the order of -26d4B

[48] o

A significant improvement in linearity may be obtained
by wusing a fill and spill method [50] of charge input. In
the variation shown in Fig.3.4c, the input signal is applied
to the control gate and the input diode is pulsed to a low
potential to fill the well created under @l. When this
pulse is returned to a high potential, the excess charge
drains back into the diffusion, 1leaving a charge packet
proportional to the gate potential. Two second order
distortions are present: (a) spurious noise on the ¢l
driving waveform enters the signal packet directly and (b)
the signal dependent fringe field from the input gate alters
the effective area of the ¢l potential well. However, both
of these problems may be eliminated by a more complex “pump
priming" method of £ill and spill [51]. Second harmonic
distortion components of less than -40dB have been reported

[50].

The technique described above helps to 1linearise the
CCD input structure; feedback linearisation [52], however,
attempts to linearise the complete CCD input to output

transfer function. An essential feature of the input
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structure in Fig°3°4d is the inclusion of an extra
non-destructive ouﬁpgt tap to monitor the input charge. The
output 1is compared with the original signal to generate an
error which subsequently corrects the stored charge. If the
monitoring tap is electrically identical to all the other
output taps, the CCD transfer function will tend to be
linearised and the total harmonic distortion will
theoretically be }educed by the open loop gain of the system
(in practice to less than -40dB [53]). The disadvantage of
this technigue 1is the need for a high quality differential

amplifier which may be difficult to integrate with the CCD.

3.2.2 Output Techniques

When the CCD is used as a serial delay line, an output
diffusion [46] (Fig.3.5a) senses the magnitude of the charge
packet. The pn junction is normally held reverse biassed
and is positioned so that its depletion region couples with
that of the last storage element. An extra gate held at a
constant bias 1is generally included to help minimise
capacitive pick-up from the last transfer electrode. When
¢3 is turned off, any charge in the ¢3 potential well will
be collected by the output diode to appear as a current
change in the output circuitry. A voltage output can be
pgoduced simply b; incorporating a resistor. However,

output changes are very small because of the minute charge

packets and, except in wideband application, it is desirable
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to perform on-chi’p'amplification° This is best accomplished
by a MOS transistor with its gate connected directly to the
sense diffusion. Since in this case the sense diffusion is
floating, an extra diffusion and control gate are reguired
to reset the sense diffusion after the detection of each

charge packet (Fig.3.5b).

Split electrode tapping [54] is an extremely elegant
method for the implementationAof fixed weight transversal
filters (section 3.4) . The basic split electrode
arrangement for wuse in a 3 phase CCD is shown in Fig.3.5c,
Here the third electrode in each cell is divided into two
sections and each is connected to either the @3+ or the ¢3—
clock lines. As charge transfers into the region under a
gate, an opposite charge is induced onto the electrode from
the clock line. Assuming that the oxide capacitance is very
much greater than the depletion capacitance and that the
latter may be considered constant, the induced current in a
¢3 clock 1line due to one section of a split electrode is
proportional to the amount of charge in that potential well
times the area of the section. The transversal filter is
obtained by differencing the total current change in each
clock 1line. ThJsp a split in the middle of an electrode
corresponds to a weighting factor of zero. This techniqgue

does not interfere with the signal charge packet in any way

and is therefore non-destructive.
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A very powerful and flexible mode of CCD operation -is
made possible by'.the floating gate tapping technigue
[55,56]}): serial cﬁaxge packets - may be sensed
non-destructively and their magnitudes output in parallel.
The applications of this configuration include programmable
transversal filtering [57), correlation [8) and adaptive

filtering ([8].

Fig.3.5d shows the floating gate tap schematic for a
three phase CCD with pseudo two phase clocking. The CCD tap
electrode is directly connected to the gate of a sense
transistor and also/fo a reset diffusion. Assuming that the
reset transistor is off and that the tapped CCD electrode is
floating at a potential of Vgg, the transfer of minority
carriers into the potential well below this electrode
induces a <charge redistribution which causes a related
change in electrode potential. This wvoltage change is
buffered by a MOS source follower to provide an output
signal at a low impedance. After transfer of this charge
packet to the next potential well (under ¢1)” the reset
transistor is pulsed on to reset the tap electrode potential

in preparation for the next cycle.

3.3 DEVICE LIMITATIONS AND DEFECTS
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3.3.1 Transfer Efﬁiciency

The charge transfer efficiency is an important measure
of device performance in analogue signai processing. When a
charge packet is transferred from under one electrode to the
next, some of the charge 1is 1left behind and some lost
completely. Two main effects are responsible for this
inefficiency, the first of which is due to "interface
states"™ at the Si/Si02 boundary [58}. As each charge packet
is passed along the device, interface states are filled
almost instantaneously by minority carriers and then, when
the charge packet moves on, the states are emptied much more
slowly. Some of the emitted charges return to the correct
packet but others empty into trailing packets. The primary
effect of these states can be reduced considerably by
passing a background charge or "fat zero” continuously along
tne device. The second source of inefficiency is caused by
the transfer mechanism itself [59]. When the transfer
process begins, minority cérriers move across quickly under
the influence of a drift field. As the charge in the new
well builds up, the drift field is reduced and the
predominant transfer process becomes thermal diffusion,
which is a relatively slow process characterised by a time
constant defined by the electrode length and the carrier
mobility. This time constant therefore gives a trade-off
between clock frequency and transfer efficiency. The
efficiency can be maximised by careful design of the driving

waveforms and by making the interelectrode spacing as small
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as possible.

The effect of charge transfer ~efficiency can be
visualised by impulsing a CCD delay line. The delayed
output will consist of an attenuated version of the original
pulse, followed by a time series of smaller residual pulses.
In pracéical CCD delay lines only the first residual is
normally significant. This smearing gives rise to a low
pass filter characteristic in the frequency domain reducing
the device bandwidth. A simple analytical expression
relating the transfer efficiency to the frequency response
has been developed by Vanstone et. al. [60])] using

Z-transforms. The amplitude response at the nth output

stage is
2 n/?2
An(W) = 2 0( 000 (351)
1+¢ = 2¢ cos(wl)
and the phase response is given by
¢ (w) = tan”! | Dosin(vD) coo (3.2)

€ - cos(wT)

where & is the transfer efficiency per stage, © 1is the
transfer inefficiency (€=1-«), T is the sampling period and
w is the angular frequency of the input. Fig.3.6 shows a
plot of <the normalised amplitude transfer Ffunction for

various values of the transfer inefficiency product n€.

In current CCDs, charge transfer inefficiency is in the
order of 0.0001 which restricts the number of serial stages

to 1000. However, this depends to a great extent on the
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application and the amount of permissible signal
degradation. Several techniques have been developed to
compensate for charge transfer inefficiency [61,62,63], but
in general these result in considerable circuit complexity

or redundancy.

3.3.2 Noise [64]

Noise sources can be classified into four different
categories; input, storage, transfer and output. The

combined effect of all noise sources is to limit the dynamic
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range.

The input and output noise sources depend largely on
the particular technigues used. For example, dynamic
current injection ;uffers from random fluctuations in
voltage 1levels and pulse jitter in the clocking waveforms
whereas dynamic cut-off has associated partition noise and
sampling jitter.: In the split electrode tapping technique,
the summing amplifier noise tends to dominate all other

sources,

Of the inherent noise groups, storage and transfer, the
most significant sources are due to the shot noise in dark
current (storagel and the fluctuating trapping of fast
interface states (transfer)., In typical signal processing
applications, this last source causes most concern and may
be minimised by careful design. Signal to noise ratios in

the order of 70-80dB have been achieved in current devices.

3.3.3 Dark Current [44]

Dark current is the equivalent of "leakage current® in
MOS transistors and is caused by the thermal generation of
minority carriers both in the bulk semiconductor and at the
$1/5i02 1interface. This extra charge accumulates in the
poéential wells, thereby degrading the stored information.
At normal temperatures, dark current limits the maximum

storage time to several hundred milli-seconds. In
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continuously clocked delay 1lines, the dark current effect
simply reduces the dypamic range, whereas 1in transversal
filters (SIPO) there ‘is a non-uniform noise distribution.
The level of dark current approximately doubles for every
ten degrees centigrade increase in substrate temperature,
necessitating careful consideration of the total on-chip

power dissipation.

3.3.4 Peripheral On-chip Circuitry

To make the CCD appear as a "black box” which may be
readily configured for any system, it is hignly desirable to
integrate along with the CCD many of the necessary
peripherals. For example, the operation of a CCD requires
clock drivers, timing logic, input and output amplifiers,
anti-aliasing filteés and sample and hold gates. All of
these functions have, of course, to be realisable in a

compatible technology.

The integration of the‘clock drivers and timing 1logic
is relatively easy, but their inclusion normally limits the
maximum operating frequency to about 1MHz. This 1limit 1is
due to the power dissipated when driving capacitive clock
lines. MOS amplifiers have been improved considerably in
recent years and suitable amplifier designs have been
reported [65] which operate at over 1MHz bandwidth with very
low d.c. drift. The anti-aliasing filters and sample and

hold circuits should be clock variable; switched capacitor



THE CHARGE COUPLED DEVICE Page 51
Device Limitations and Defects

techniques [66]) provide suitable characteristics at audio

fregquencies.

3.4 THE TRANSVERSAL FILTER

The transversal filter structure shown in Fig.3.7 is an
extremely powerful and flexible building block in analogue

(and digital) signél processing [5}.

INPUT 1 Vo v

Kk fr————c> QUTPUT

™13

Fig.3.7 Transversal Filter Schematic

It consists of an N-stage shift register with
non-destructive taps after each delay, T. Each tap output
is .multiplied by a weighting coefficient, h (k=1,2,...m)

and the results are summed. The filter output is given by

RN

.

m /o
v (nT) = Z V. (o - kT + T) by (3,,3\');“_
k=1 '

S

-,

it
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which is the discrete convolution of the input with an
impulse response Function (correlation may be obtained by
time reversing the ihpulse response)-. The freguency
response of this filter 1is given by the discrete Fourier
transform of the weighting coefficients. Therefore, by
modifying the weights appropriately, any linear Finite

Impulse Response (FIR) filter [67] can be constructed.

Split electrode weighting (see section 2.2.2) is an
extremely efficient technigue for the implementation of
fixed weight transversal filters in CCD, and one powerful
application of these filters is in the CCD Chirp-2% transform
processor (chapters 4 and 5). If, however, the weights are
made electrically programmable, then a vast range of
sophisticated analogue signal processing applications is
possible e.g. time variant adaptive filtering ([7] and

programmable correlation [8,68].



CHAPTER 4

CCD FOURTI ER TRANSFORM PROCESSORS

When analysing electrical signals, it is most common to
display the waveform in the time domain. This gives the
necessary amplitude and timing information. However, in
certain cases, it can be more illuminating to picture the
same information: from an entirely different viewpoint,
i.e. from in the frequency domain. In much the same way, it
is sometimes much more powerful to perform signal processing

in the frequency domain.

This chapter di%cusses the advantages and disadvantages
of several technigues for time to frequency domain
conversion (and the inverse) when applied to signal
processing. Section 4.1 reviews the conventional filtering
spectrum analysers, one of which nas recently been
implemented in CCD. The fundamental mathematical tools
relating the two domains, both theoretically and
practically, are summarised in section 4.2 along with an
efficient discrete transform algorithm suited to
microprocessor implementation. Sections 4.3, 4.4 and 4.5
investigate three algorithms which can be realised
efficiently wusing CCD transversal filters to give real-time
operation up to several megahertz. The final section

compares their performance.
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4.1 CONVENTIONAL SPECTRUM ANALYSERS

One of the first systems used to resolve the frequency
components of time domain signals emplofed a variable centre
freqguency filter to scan the temporal signal. This type of
analyser, known as a Tuned Radio Freguency (TRF) analyser,
is simple and inexpensive but suffers from several
disadvantages. Firstly, because the TRF analyser has a
swept filter, 1its sweep width is 1limited (usually one
decade); secondly, since the swept filter bandwidth is not
normally constant with frequency, the resolution is

dependent on frequency.

A significant development 1in spectrum analysis was
initiated by the invention of the heterodyne principle. 1In
contrast to the TRF analyser, the heterodyne spectrum
analyser uses a bandpass filter with fixed characteristics.
The input signal is mixed with a swept local oscillator
before being filtered. An output from the filter will be
présent only when the difference frequency (or the sum
freguency) falls within the passband. The advantages of
this technigue are considerable. It obtains high
sensitivity through the use of IF amplifiers and many
decades in freguency can be covered. Also, the resolution
can be varied by changing the bandwidth of the IF filter and

the sweep rate of the local oscillator.

Both the TRF and heterodyne analysers discussed so far

are swept tuned and hence the frequency components of a
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spectrum are sampled seguentially in time. This is
sufficient for “9ff=line” spectrum analysis, but to
transform signals contiﬁuously "on-line®, the output rate of
the processor has to be the same as or greater than the
input rate. Bquivalently, the processor's bandwidth must be
at least that of the input signal. Such processors are

normally termed real-time.

One way of achieving this real-time performance is to
use a bank of staggered band-pass filters, each with equal
bandwidth, and to process the input signal in parallel. The
freguency range and resolution of this analyser is normally
restricted by the amount of hardware reqguired and typical
applications (e.g. the channel vocoder) nave fewer than 30
resolution bins across the bandwidth. The contiguous filter
bank arrangement obviously lacks flexibility and is always
uéed with fixed parameters. More recently, many of the
engineering disadvantages of this approach have been
relieved. For example,.anvintegrated circuit has recently
been reported [30) which houses 19 parallel CCD FIR filters.
Alternatively, switched capaéitor filters [66] may be used

in audio frequency applications.

Another technique, similar to the analogue filter bank
but rather more flexible, is the multiplexed digital filter.
Thé filter coefficients are stored in Read Only Memory (ROM}
and accessed when required. For a single integrated circuit

realisation, the serial digital processing restricts the
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real-time operation, at present, to several kilohertz.
Hardwired versions may be constructed to operate
considerably faster (huhdreds of kilohertz in real-time) but

the power consumption and physical size increase

accordingly.

4.2 THE FOURIER TRANSFORM

The principle mathematical tool for time to frequency
domain conversion is the Fourier Transform (FT). The
definition given in equation 4.1 transforms the time domain
signal, f(t), into 1its frequency domain counterpart F(w).
The inverse process, from the freguency to the time .domainp
is given by the Inverse Fourier Transform (IFT) in equation
4.2. These eguations are used widely 1in communication

theory and are fundamental to spectrum analysis.

o0

F(u) = S_i;(t) oIVt gy ven (4.1)
£(1) = —— SF(W) eIt ay oo (4.2)
2 -9

In general, F(w) and f(t) are complex quantities. The
amplitude and phase components may be extracted by taking
the modulus and argument in the wusuval way, 1i.e. for a

complex number x=a+jb

and |x| = /a2 + b2 oo (43)

0(x) = tan™ ! (v / a) coo (4o4)
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The FT pair are well defined for most signals
encountered in préc;ical systems. One sufficient but not
necessary condition for‘the existence of the FT is that the
time signal, f(td, should have finite energy. Periodic
signals, commonly represented by the Fourier series, have
infinite energy and are therefore excluded by this
condition., However, by the introduction of the Dirac
impulse function; $(t0 , which has an infinite amplitude, an
infinitesimal width and unit area, it can be shown [69] that
the FT of both periodic and singular functions can be

defined,

If the time signal, £(t), 1is =zero for all negative
time, then the FT 1is equivalent to the evaluation of the
Laplace transform on the imaginary axis in the "s® plane
(complex frequency). The FT is therefore a special case of

the more general Laplace transform.

One reason for the popularity of the FT pair 1is 1its
wide range of useful properties [70]. Possibly the most
important of these is given by the convolution theorenm. If
h(t) is the 1linear, time-invariant impulse response of a
system, and this system is excited by the input signal,
x(t), then the output, vy(t), is given by the convolution

integral

y(t) = Sx(fr’) h(t =7) aT coo (405)

- ed

The convolution theorem states that the FT of the output,
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Y(w), 1is egual to the product of the system transfer

function, H(w), and'phe transformed input signal, X(w), viz.
Y(W) = X(W) H(W) oo0o (406)

Therefore, convolution in the time domain is the same as
multiplication in the freguency domain. In addition, it can
be shown that convolution in the frequency domain is

egquivalent to multiplication in the time domain.

4,2.1 The Discrete Fourier Transform

When there is a need to calculate the FT by computer,
the definition given 1in eguation 4.1 must be modified
because it requires an infinite amount of processing.
Firstly, the 1input function has to be band-limited and
sampled at discrete time instants, and secondly, this
seguence has to be time truncated to say N points. The
resulting definition is an approximation to the FT and |is
called the Discrete Fourier Transform (DFT). The DFT pair

corresponding to equations 4.1 and 4.2 is given by

%

N-1 .
S % omI2ME/N 64N Leu(40T)
n=0

' N-1 :
x = z xk eJ2ﬁnk/N k=0g1ooN-1 000(408)
n=0

where Xyis the kth Fourier coefficient, x, is the nth sample

of the input data and N 1is the number of points in the
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transform.

In discrete sampled data analysis, the Z-transform
plays the same role as does the ﬁaplace transform in
continuous analysis. The s plane 1is related to the ~z"
plane through the expression z=exp(st) and the imaginary
axis in the s plane maps to the unit circle in the z plane.
The equivalence: of the FT and the Laplace transform
evaluated on the imaginary axis is therefore analogous with
that of the N-point DFT and the Z-transform evaluated at N

equidistant points round the unit circle.

To find out how closely the DFT approximates to the.
continuous FT it is necessary to examine each stage in the
development of the DFT. Pirstly, consider the effect of
sampling 1in the time domain. If the sampling period is Ts,
then the output spectrum will contain not only the correct
result, but also an infinite number of aliased replicas each
separated in frequency by fs, where fs=1/Ts. As long as the
input function 1is band-limited to f£s/2 (Nyguist), the
aliased spectra will not overlap and there will be no
distortion. 1In the practical case, the band-limiting filter
cannot have an infinitely sharp cut-off and so it is wusual
to sample several times faster than the Nyguist limit. For
a fixed filter, the only way to reduce aliasing errors is to

increase the sample rate.

Secondly, the input data are truncated to N points.

This 1is egquivalent to multiplying the time signal by a
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rectangular window of length N.Ts and its effect is to
convolve the true FT'with a (sin x)/x response (which is the
FT of a rectangular winéow»o Fig.4.1 compares the true FT
of a sinewave (impulse function) with that of the windowed
version, It can be seen that the (sin x)/x main lobe width
limits the frequency resolution i.e. the transform’s
ability to distinguish between adjacent frequencies., The
main lobe width ié inversely proportional to the time domain
window length and to increase the inherent frequency
resolution therefore reguires an increase in window length.
(Note that if the window is increased to infinity then the
ideal impulse function results). In addition, the (sin x)/x,
sidelobes create a "leakage” effect and this limits the
amplitude resolution. The most significant sidelobes are
the first pair, their amplitudes being -13dB with respect to
the main lobe peako However, weighting functions (section
4.2,3) can be employed to increase the amplitude resoclution

at the expense of frequency resolution,

The £inal modification necessary to obtain the DFT is
sampling in the fregquency domain. This 1is achieved by
assuming that N samples of the input function are one period
of a periodic waveform. The output spectrum will then
consist of N dgscrete samples, each ' spaced by
1/{8.Ts) = £s/N. No information 1is lost by this sampling
but great care has to be exercised in the interpretation of

such spectra. For example, consider the DFT of a sinewave.

If the sinewave is a basis vector (i.e. it has an integral
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number of periods within the truncation window) then the
resulting fregquency domain (sin x)/x will fall exactly on
the sampling grid (Fig.4.2a) and the output seqguence will be
all zeroes except for a "1® at the appropriate freguency
sample. If, however, the sinewave is not a basis vector,
the (sin x)/x will be offset from the sampling grid to give

an output similar to that shown in Fig.4.2b.

4.2.2 The Fast Fourier Transform

It can be seen from equation 4.7 that N complex
multiplications and associated additions are reguired to
compute an N-point DFT. Since the processing time and hence
the cost are usually proportional to the number of
multiplications, the DFT calculation for large N (>64)
becomes prohibitive. A Fast Fourier Transform (FFT) is an
algorithm which significantly reduces the number of

multiplications needed to calculate the exact DFT.

The first FFT algorithm to achieve widespread acclaim
was developed by Cooley and Tukey [71}] in 1965 and remains
today as the foundation for most other FFT algorithms. The
mechanics of the /Cooley—Tukey FFT algorithm are well
documented [72] and it is sufficient to note that the key to
its efficiency results from the periodicity of the function

W in N, where

_ e—jZTT/N

W ooo (4.9)
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Using the properties

W¥ _ 1 for all nk = pN, p=0,1..N
wnk-é-N/Z _ ik ‘
Wk _ ok modulo(N)

and

where nk modulo(N) is the remainder upon division of nk by
N, it 1is possible to structure the DFT to minimise the
number of multiplicationso Fig.4.3a shows the flow diagram
for a decimation in time radix-2 FFT algorithm with N=8.
The fundamental operation in this algorithm is the
"butterfly” represented by a circle in the flow diagram.
Each butterfly takes two complex inputs A and B, and

combines them to give P and Q through the operations

P=A+ W3 voo (4210)
. oo (4:11
Q=A-W B (4.11)

where W: are the so called “twiddle factors®. To evaluate
the complex P and Q using real arithmetic involves four
multiplications, three additions and three subtractions

(Fig.4.3b) .

The complex input seguence {x,}, n=0,1...N-1, is
initially reordered and the first set of butterflies
performs what is essentially a 2-point DFf on pairs of input
data. The second set of butterflies combines the 2-point
DFTs using twiddle factors to give two 4=point DFTs of the
even and odd numbered input data. Finally, these are

combined to achieve the B-point DFT.
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Fig.4.3a 8-point, Radix-2, Decimation in Time FFT
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From this description, it is clear that N must be
restricted to an integral power of 2 for efficient
implementation i.e. N=2V, where ¥ is an integer. There are
therefore ¥ or log, N stages each with N/2 complex
butterflies so that a total of (N/2)1log, N complex
butterflies are -‘required to provide the N-point DFT. In
terms of real arithmetic, this is a total of 2Nlog,N
multiplications, which compares with 4N for the direct
calculation of the DFT. For N=1024, 2Nlog,N=20,480 and
4N2=40194”304 5 in this case, a saving of approximately

200:1 in processing time has been achieved.

Tne FFT accuracy is limited by the finite word lengths
used in digital machines [73]. The error sources can be
divided into three categories; (1) the analogue input
quantisation, (2) the finite word lengths used to represent
the twiddle factors and (3) the truncation and round-off
within the butterflies. The last error source is the most
important because its effects are cumulative and depend on
the transform length., Each Fourier coefficient is processed
through log, N buttegfly operations, which indicates that

higher accuracy is necessary for longer transforms.

Many other FFT algorithms have since been developed
either to capitalise on particular properties of the input
data or to optimise the speed-storage trade-off., For

example, if a larger memory is tolerable, a faster transform
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may be obtained by increasing the FFT radix [67].

An FFT algorithm can be implemented in one of two ways:
(a) in software on a general purpose mini~- or
micro-computer, or (b) as a specialised hardware structure.
The software implementations tend to be wused for
non-real-time applications as the transform rate is limited
(typically 600mS. for 1024 complex points on microprocessor
based systems [74])). Hardware structures commonly employ a
single multiplexed high-speed butterfly [75] or make use of
pipelining to achieve a transform rate of up to 0.65mS for
1024 complex points [76]. However, the cost, power
consumption and size of these array processors greatly

restrict the range of possible applications.

4.2.3 On The Use Of Weighting Functions

As dicussed in sectiocn 4,2.1, the result of
transforming a finite sample of the input data (i.e. a
rectangular window) 1is to convolve the output with a
(sin x0/x response. This reduces the frequency resolution
and limits the amplitude resolution. The purpose of a
weighting function is to reduce the sidelobes without

significantly broadening the main lobe.

A weighting function is normally multiplied into the
input data before transformation and, in general, brings the

data smoothly to zero at the window edges. Many different
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weighting schemes are available for this and Ref.[77] gives
an excellent summary of the most important of these.
Alternative figures of merit are given to facilitate the

most appropriate choice.

One of the most popular functions is the Hamming window

defined by

W = 0.54 - 0.46 cos(2n/N) ooo (4.12)

Theoretically, this window gives sidelobes which are
approximately -43dB down on the main peak, and broadens the
3dB main lobe width by 1.3 (when compared to a (sin x)/x),
which 1is accepted as a good compromise. Fig.4.4 compares-

the rectangular window with that of the Hamming window.

Unfortunately, the use of weighting functions
inevitably 1leads to loss of data at the window edges. For
on-line signal processing applications, it becomes necessary
to overlap successive windows. For instance, if the
transform is being used to detect short duration signals,
the non-overlapped analysis could miss the event if it
occurred near the boundaries. The amount of overlap depends
on the weighting function used but is almost always between

50 and 75 percent.
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4.3 THE CHIRP Z-TRANSFORM

The Chirp Z-Transform (CZT) (78], as suggested by its
name, 1is a restricted version of the Z-transform. It is
however considerably more general than the DFT. The main
additional freedoms offered by the CZT are: (a) the number
of time samples does not have to equal the number of samples
of the Z-transform, and (b) the summation contour in the %
plane need not be a circle, but can spiral in or out with
respect to the origin. Historically, the CZT was not
considered as useful as the DPT since the special symmetries
which are exploited in an FFT derivation are absent. -
However, Dbecause the CIZIT can be structured to allow
.efficient real-time implementation of the DFT using analogue
CTD transversal filters, the CZT has recently become an

extremely important algorithm [79,80,81].

4.,3.1 Derivation

The finite Z-transform, {X,}, of a seguence, {x,},

n=0,1,2,..N=-1, 1s defined as

N-1
-n
K= > %, 7 oo (4013)
n=0

The CZT can be derived from equation 4.13 by substituting

the restricted contour

2, = A WE k0,1, .01 oo (4.14)
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where M is an arbitrary integer and both A and W are

arbitrary complex numbers of the form

A

A exﬁ(jzﬂqso) : 0oo(4.14a)

W

W exp(j219 ) o0o(4014D)

This general Z plane contour, Fig.4.5, begins at the
point 2=A and, depending on the value of W, spirals in or

out with respect to the origin.

Z-PLANE

unit circle
T~

Fig.4.5 The General z-plane Contour of the CaT

If W =1 then the contour is an arc of a circle. The angular
spacing of the samples is 2%@,. The special case of A=1l,

M=N and W=exp(-j2w/N) corresponds to the DFT,

The key to the usefulness of the CZT 1is an equality

given by Bluestein [82]

2nk = n2 + kz = (k - n)2 ooo (4015)
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The substitution of this equation 1into the restricted

Z-transform
N-1
R N ae (4.16)

results in an apparently more complicated expression
2/p ¥ n \n2/2 ~(k-n)2/2
xk W z x, A7 WSy coo (4:17)

On close inspection, equation 4.17 can be decomposed

into a three step process:

1. pre-multiplication of the input sequence, {x,}, by
a weighting function to give an intermediate

seguence, {pa}.

2
p, = x AT y°/2 oo (4.18)

n

2. convolution of the {p,} with a sequence, ({h,},

where

2
n = yn /2 voe (4.19)

n

to form the sequence {g,},

N-1

qk = Z pn h](—n o000 (4020)

n=0

3. post-multiplication of {q,} by W% o give {X\}

2
X.kzqkwk/z ooo (4.21)
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This three stage operation is illustrated in Fig.4.6.

X o N L
n
n=09]°°oN"] ~
Fig.4.6 The Chirp Z-Transform
The symbol * is wused to represent convolution. The

advantage of the C2ZT in a practical implementation is now
clear, since a fixed kernal convolution can be performed by
a transversal filter in real-time i.e. data can be output as
fast as they can be ‘input because the filter multiplies N

/
samples in parallel.

Before proceding to translate the mathematical CZT into
a realisable hardware éonfiguration, the application of the
CZT’s generality 1is examined. Firstly, 1is there any
advantage ih transforming on contours other than the unit
circle (DFT)? 1In linear systems analysis, there is often a
need to determine the poles and zeroes. By making the C2T
contour pass close to these, the pole and zero positions
will be enhanced [83]. This particular advantage is an
exception. Most systems are characterised by their response

on the unit circle (i.e. the freguency response) and any
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deviation from this standard would lead to confusion. In
signal processing; no advantage would be gained unless there
was a requirement to-“home in” on features of interest by
adaptively shifting the contour. From the practical point
of view, major computational inaccuracies can arise when the
contour is moved significantly from the unit circle. This
is because the function Wot"yz is reguired in the C2ZT
evaluation., (W, controls the rate of contour spiral). For
large N (e.g. 1000), if W, differs by very much from 1.0,
Woz"72 can become very large or small when n becomes large
[83]. The second CZT freedom 1is that M, the number of
output samples, can be chosen independently from N, the
number of input samples. Also, the starting fregquency of‘
the contour can be selected. This makes the CZT ideal for
high resolution, narrow-band analyses [83]. When using the
DFT for such analyses, many of the output points are of no
interest and theref&re represent wasted processing.

It can be concluded from the above discussion that the
CZ2T's generality 1is hot particularly useful 1in signal
processing, as most applications either require or prefer
the now sténdardised DFT. 1In the following sections, the

CZT will therefore be restricted to the special case

corresponding to the DFT.
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4,3.2 Implementation

The CZT algorithm for the DFT reduces to

N-1

2 Lo 2 . 2
X - oA S I el A (4.22)

n=0

The pre-multiplying sequence is a constant amplitude complex
®chirp” or linear FM function (hence the name Chirp
Z-Transform) and the filter needed to perform the
convolution has an impulse response which 1is the time
reverse of the pre-multiplying signal. To perform the
arithmetic 1in equation 4.22 using real components demands a
parallel or interleaved structure with separate real and
imaginary channels. For example, the multiplication of the
two complex numbers x,=a,+jb, and y,=c,+jd, (a, etc. all

real) gives

x Vp=(acp =1 d)+j(a a +b c) oo (4.23)

Thus the complex CZT processor reguires four convolution
filters, four separaté multipliers for pre-multiplication
and four multipliers for post-multiplication. Figure 4.7
shows the | expanded block diagram. The pre- and
post-multiplying complex chirp functions are now represented
by their real and imaginary parts [viz. cos(rn®/N) and

sin(wvn® /N)].

A circular convolution 1is necessary in Equ.4.22

i.e, those wvalues that are shifted from one end of the
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summation intervai -are circulated into the other ([84].
Transversal filters. can only perform linear convolution.
However, a linear convolution c¢an appear as a circular
convolution by doubling the length of the filter and padding
the input sequence with zeroes [84]. The transversal
filters shown in Fig.4.7 therefore need 2N-1 stages and have

impulse responses C, and S, given by

cos [Tr(m - n)2 / N] m=1,2,,2N-1

Q
]

soo (4024)

w
i

sin[ﬂ'(m - n)2 / N} m=1,2,,2N-1

where m=k-n+N and m is the mth filter stage. (This can be
confirmed by noting that the range of the index k-n is

ZN—l) °

The operation .of the processor 1is as follows. N
sequential samples of the input data are shifted into the
processor, pre-multiplied and loaded into the transversal
filters., At this point in time these contain N-1 leading
zeroes and N data points and after post-multiplication the
first output.is available. The data are then shifted by one
stage and a zero is input to each filter. The second output
sample 1is now available. This operation is repeated until
all N output samples have been calculated, at which point
the transversal filters contain N leading data points and
N-1 trailing zeroes. When a new frame of N data samples is

shifted into the processor, the old data are shifted out.
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Several undesirable features of this implementation are
now apparent. Thé output must be blanked during the loading
of the data and the input must be set to zero during the
calculation of the coefficients. This means that the
processor has a duty cycle of approximately only 50%
(100N/(2N-1)%). In addition, inefficient use is made of the
filters since only half of each contains useful information

at any point in time,

The use of weighting functions (section 4.2.3) to
reduce (sin x)/x sidelobes can be readily incorporated into
the pre-multiplying chirps without the addition of extra

hardware,

4.3.3 Hardware Reduction

The implementaéion described in the previous section is
configured to process a complex input (real and imaginary
parts) and produce a complex output. In many applications,
this complexity 1is notvrequired and savings in hardware are

possible,

Table 4.1 summarises several properties of the FT which
may be used to reduce the CZT hardware. If the input data
are either real or imaginary only (properties 1,2,5,6,7,8 in
Table 4.1), then two of the pre-multipliers and both of the
input summers are redundant. The reduced pre-multiplication

structure is shown 1in Fig.4.8. For the restricted inputs
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Time Domain h(t)

Frequency Domain H(f)

1 Real Real part even
Imaginary part odd
2 Imaginary Real part odd
Imaginary part even
3 Real even Real
Imaginary odd
4 Real odd Imaginary
Imaginary even
5 Real and even Real and even
6 Real and odd Imaginary and odd
7 Imaginary and even Imaginary and even
8 Imaginary and odd Real and odd
9 Complex and even Complex and even
10 Complex and odd Complex and odd
Table 4.1 Properties of the FT
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cos(nnZ/N)

To
Real
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Re(xn

To
Imaginary
Convolver

-sin(nnZ/N)

Fig.4.8 Reduced Pre-multiplier for Real Data Only
cos (nk2/n)
From
Convolver
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Re(F, )
From
Imaginary
Convolver
-sin(nkz/N)
Fig.4.9 Hardware Savings in Post-multiplier
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From *
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Fig.4.10 Modulus Circuit for Power Spectra
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described by cases 3 to 8 in Table 4,1, there is a similac
situation in the post-multiplication ciccuitey and the

hardware savings ace shown in Fig.4.9.

When only the power spectrum is wanted 1i.e. whem the
phase spectgum is igcelevant, the complex
post-multiplication may be replaced by a modulus citcuit
consisting of two sguacers and one summet (Fig.4.10). It
can be seen from equation 4,22 that the complex
post-multiplication function, exp(=jﬂk2/ND, contreibutes only

to the phase of {Xp}.

Finally, a technigue exists to process simultaneously
the DFT of two independeﬁt N-point real seguences in a
single N-point transformer ([69]. A slight increease in
pecipheral ciccuitry 1is ceguiced, but by doubling the
throughput a substantial incrcease in hacrdwace efficiency is
achieved. If the sequences {h,} and {gy¢, n=0,1,2...N-1 are
purely teal, then the complex sequence {x,} can be formed by

taking one of the seguences to be imaginacy, i.e.

xn = hn + J gn coo0 (4025)

The DFT of this sequence, {Xy}, is

X, =R +JI k=0,%,.N-1 e (4.26)

where éwgand Iy are the teal and imaginaty pacts of xkg
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tespectively. By making use of the even and odd ptopecrties

of the FT, in pacticd;ar 1 and 2 in Table 4.1, it <can be

shown that

2 B, (Rk + RN_k) +J (1k - Tyy) ooo (4.27)

and

2 G

(G + Iy ) -3 (B - Ry ) oo (4028)

whece {Hy} and ({Gy} are the DFTs of {h_ } and {g,}

respectively.

The extra hardware reguired to sogt out the results, as

desccibed by eguations 4.27 and 4.28, is shown in Fig.4.1l,

\
> Re(Hk)
‘/ FILO Analogue
Store (N/2 stgs Im(Hk)
h real i/p 3 -
n N-Point CZT R
3
(Fig.4.7)
imag. i/p
8, ——— \
Iy —> Re(§,)
FILO Analogue \
Store (N/2 stgs Im(Gk)

Fig.4.11 Doubling CZT Throughput for Real Inputs

The main components acte two N/2 stage first-in last-out



CCD FOURIER TRANSFORM PROCESSORS Page 82
The Chirp Z-Transform

analogue delay 1lines. The first N/2 CZT output points are
read into the stoées and then read out in reverse order in
parallel with the éecond N/2 CZT output points. After the
appropriate summations, the intended data are available.
Note that in this implementation, the output data are in
reverse order and only the unigue N/2 points in each
seguence are output. If all N output points are called for
the real outputs can be reflected and the imaginary outputs
reflected and inverted (property 1 in Table 4.3.1). Thus a
doubling in throughput may be obtained by adding N stages of

delay and four summers to the complex CZT structure.

4,3.4 Inaccuracies and Limitations

In a CCD implementation of the C2T, the main exror
sources [85] are ‘due to (l) transversal filter weight
accuracy (2) pre- and post-multiplier gquantisation (assuming
that the sequences are stored in digital ROM) (3) thermal
noise and (4) charge transfer efficiency. fhese errors will
be discussed in terms of an r.m.S. noise to signal ratio
(N/S) (86] - for the purposes of comparison with other
transform technigues, In section 5.2, a more practical
error definition, the peak error to peak signal ratio, 1is

used in a computer simulation of the CiIT.

The weighting coefficient accuracy depends on the
particular technigue employed. If the tap wéights are

formed by floating gates (section 3.2.2) and external
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resistors then a percentage error is appropriate. This is
dealt with in ééction 5.2, The most common tapping
technigue for fixed Qeight transversal filters is the split
gate (section 3.2.2) where the error depends on the
photolithographic resolution. It has been shown [6] that
errors for a 500 point C2Z2T are 1in the order of 0.08%
(-62dB) . The N/S ratio is approximately independent of N,

the number of transform points.

Pre- and post-multiplier sequences are stored typically
as 8 bits (including sign) and this guantisation gives a

dominant random error in the CZT of about 0.3% (-504dB) ({6].

The thermal noise in CCDs gives rise to a signal
independent error source analogous to input guantisation in
the FFT. N/S ratios of less than -70dB are possible in

CCDs, making this error source relatively insignificant.

The final CCD error source is charge transfer
efficiency. Since this is a coherent error, its effects can
be expressed both as degradation in CZT frequency resolution
and as a N/S ratio. The study of a 64 point CZT [86] has
shown that fét a charge transfer inefficiency,& , of 0.0001
the N/S ratio 1is =-40dB. In terms of frequency resolution
degradation, the sensitivity is found to be three times
worse for high frequency than for low frequency inputs.
Since longer transforms call for longer transversal filters,
the N/S ratio increases with N. For a given€&, the N/S

/
ratio increases by about 5dB for each doubling of N.
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Technigues are available for charge transfer compensation

(section 3.3) but'these tend to be impractical.

The performance limitations of the CCD CZT are set by
various aspects of the analogue circuitry. The realistic
real-time bandwidth of the processor is limited to 5MHz by
peripheral electronics (10MHz clock rate) and significantly
less (1MHz) for fully integrated implementations. Charge
transfer efficiency and also physical chip size limit the
number of transform points to a maximum of 500 (1000 stage
convolvers) and thermally generated dark current in the CCDs
restricts the total storage time to several hundred
milliseconds. This sets the maximum resolution. Due to the:
processing gain in matched chirp filters (which is defined
as the square root of the time-bandwidth product), the CzZT's
linear dynamic range is limited not by the CCDs but by the
output analogue muitiplierso In a processor configured for
power spectrum output the linear dynamic range is limited to
404B by the squaring multipliers [87]. The overall accuracy
of a 500 point CZT can be likened to an equivalent 13-bit
FFT ([6].

4.4 THE SLIDING CHIRP Z-TRANSFORM

The sliding variation of the direct CZT permits a
reduction in transform hardware but does not give the true
DF? for a general input [6]. The Sliding C2T (3CZT) can be
defined as

24 kel /N 2
R E i A
n=k
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The difference between the direct CZT and eguation 4,29
is the summatioﬂ -index which is incremented for each new
spectral component sd that the current N-point transform
depends on data from the immediately following N input
points. The only class of input signal for which the SCzT
gives the exact DFT 1is a periodic waveform 1in N,
i.e. X ,=Xnen ¢ this 1is an extremely restricted input.
However, if only the power spectral density is required, the
range of inputs can be expanded to cover any stationary
signal because the indexing only results in a modified
phase. (A stationary signal has a constant amplitude

spectrum even though each N point time record is different).

Examination of eguation 4.29 reveals the main advantage
of the SCiT: for an N point transform, the convolution
process demands the filters to have only N stages. The

filter impulse responses are defined by

¢S = cos(TT(m-N)°/N) m=1,2..N voe (4.30)
C:l = sin(TT(meN)z/N) m=1,2,.N coo (4031)

where m=k—n+N and m is the mth filter stage. Apart from the
obvious hardware savings, the reduced filter lengths mean
that the transform degradation due to imperfect charge
transfer efficiency 1is less in the SCZT than in the direct
CZT. In addition, since one new data point is input for
each spectral coefficient output, the processor has a 100%

duty cycle and blanking is not necessary.
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4.5 THE PRIME TRANSFORM

The Prime Trangform (PT) is an alternative algorithm
for computing the DFT. It is suited éo CCD implementation
because the bulk of the computation 1is performed in
transversal filters. Using a concept from number theory,
Rader [88] has demonstrated that the DFT can be calculated
from the correlation of two seguences if the number of data

samples is prime.

4.5.1 Derivation

The derivation begins by writing the DFT in a more

convenient form

N-1
X = X o000 (4032)
n
1;1;)

N-1
Xk xo + Z xn ‘ﬂflk ooo (4033)
n=0

where W=exp(-j2w/N). If N is chosen to be prime, there
exists at least one integer R, called a primitive root,
which will produce a one to one mapping of the integers n°®

to the integers n according to the relationship

n =g modulo(N) nen’=1,2,,N-1 ooo (434)
A [
Slmllarlyo
k0

k = RS modulo(N)  k,k%=1,2,.N-1 oo (4:35)

Taking advantage of the cyclic properties of W, it can be
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shown [88] that equation 4.33 can be rewritten as

Xk L L (@UEm)y)
(@) =% * Z1 (@'Y ¥ 000 (436)

where ((.)) represents modulo(N). Equations 4.32 and 4.36

together form the PT, The term X, has to be calculated

separately because ((R* ))=0.

Equation 4.36 thus represents a circular correlation of
the permuted (reordered) input seguence {x ( x~ , } with the
permuted values of the complex sinusoid (@ ‘R ¥}. The
resulting seguence {X CR® ) } is a permuted sequence of the

DFT coefficients {X.}.

Sample at n=0

|

Sampie & Hold

1
|
l

i
|
' 0
n=0 ’
T L+ L
T e - Y 5 X, pk!
+ >, L > X))
n#0 fnel - >
e !
1 ;+
i
i
i
) — |
|  Permutation ! Correlation E
’ . 4 n' i
n=R" modulo(N) Wl

Fig.4.12 The Prime Transform

Fig.4.12 gives the hardware configuration for the complex

PT.
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4.5.2 Implementation
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The PT architecture has to be configured for complex

arithmetic using real components (Fig.4.13) in much the same

way as the CzT.

f .
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[2%0].

The circular cbrrelations are performed in transversal
filters. Since these filters inheméntly perform linear
convolution, one of the two sequences has to be time
reversed. Examination of equation 4.36 reveals that a total
of 2N-3 stages are required 1in each filter. The filter

impulse responses are given by

c® - cos e ((B™") /¥] mt2..2w3 L (4037)
sﬁ = sin [2Tf((nm“)) /N] m=1,2..2N-3 voo (4.38)

where m=k'+n’'-1 and m is the mth filter stage. The
operation of this convolution is similar to that in the CZT

and a duty cycle of approximately 50% results.

The inverse permutations at the output are included to
reorder the PT coefficients, thereby giving the conventional
DFT. However, if subsequent processing involves inverse

Prime transforming, these may be omitted.

4.5.3 Hardware Reduction

In contrast to the CZT, special cases of input signal
result in significant hardware savings. For the case of
real data only, two permuters, two convolvers and two
summers become redundant (Fig.4.14). A further reduction is

possible if the data are purely real and also even. 1In this
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Correlation Inverse
. o Re(xk)
oS Permute
L — Permute
Correlation Inverse

Permute > Im(Xk)

SIN

Fig.4.14 PT Hardware Reduction for Real I/P Data Only

case there 1is no imaginary output and the PT is reduced to
the Discrete Cosine Transform (DCT), reguiring only one

correlator (Fig.4.15).

/

Correlation
x. —3 Permute — > Fl)n\'/;rste —>Re(X, )
n i €0s Lermute |

Fig.4.15 PT for Real and Even Input Data (DCT)

4.5.4 Errors and Limitations

The error sources in the PT are similar to those in the
CZT with the exception of the multiplier gquantisation, which

has been replaced by a permuter error.
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It has been found [86] that the effect of tap weight
error in the PT £s~the same as that in the CZT. The effect
of charge transfer' efficiency on the PT |is not as
staightforward as in the CZT case because the correlation
for a particular DFT coefficient depends on the permutation
code and not on the linear position in the filter. It is
tnerefore not possible to treat charge transfer efficiency
as a simple degradation in frequency resolution. For a 67
point PT with a charge transfer inefficiency of 0.0001, the
N/S ratio 1is approximately -41dB [86], which is marginally

better than the equivalent C2T.

The Achilles®’ heel in the PT is the analogue permuter.
State-of-the-art permuters wusing ARAM have an accuracy of
between 5% and 10% [89%]. An accuracy of 5% gives a N/S
ratio of -3048 [86]. The alternative is to perform the
permutation digitally i.e. A to D convert, store in digital
RAM and finally D to A convert the reordered words. While
this approach may achieve superior performance, many of the
engineering advantagés associated with a CCD PT

implementation are lost.

4.6 COMPARISON OF REAL-TIME SPECTRUM ANALYSERS

Table 4.2 summarises the main operating characteristics
for real-time spectrum analysers operating below 5MHz.
There are three distinct approaches illustrated here: the

digital FFT, the analogue CCD DFT processor and the parallel



PROCESSOR % FPFT T FFT FFT czT CZT SCZT PT Filter Bank Filter Bank Filter Bank
Microcomputer 121. Bit Slice | Specialised Integrated Discrete Discrete Discrete CCDh IC Switch. Cap. Digital
RAMETER Stand-Alone Custon Hardvare ( 1977) IC Discrete
X, Number of
1024 512 1024 64 512 1024 512 32 32 32
angform Points
ansform Speed for Parallel Parallel
275ms 9ms 0.65ms —— 0.1us 0.1ma 0.ims Processing Processing ———
2 Complex Points
al-time Process- . .
2 kHz 55 kHz 780 kHz i1 MHz 5 MHz 5 MHz 5 MHz 200 kHz 20 kHz 5 kHz
z Bandwidth .
suracy 0.1% 0.1 % 0.1 9 1% 1% 1% 1% 1% 0.3 9% 0.1 9%
namic Range 12 bits 12 bits 12 bita 40 4B 50 4B 50 dB 60 4B 70 dB 70 dB 13 bitas
, of CCD Stages
----- ———- ——- 8N 8N 4N 8N 100N —— —
> N pt caplx trans
1t TT £4500 £3000 = £75000 £200 @ £2000 £2000 £2000 # £200 #¢ £200 ## £5000 #
1 Board 1 Board 1 Board
rsical Size 5"x19"x20" 9 chips 43"x19"x28" IC 4"x9" 4"x9" 49" IC IC 19" x12"x5%
Flexibility Accuracy Small Size 100% Duty Hardvare Small Size Small Size
antages Flexibility Accuracy and Low Power High Speed Cycle Reduction for Low Power Semi- Programmable
Low Power Speed Lovw Cost Special Inputs Programmable
Limited Limited Power 50% Duty 50% Duty Pover Spectra 50% Duty Pixed Audio
advantages Real Time Speed Consumption Cycle Cycle Only Cycle Characteristic Bandwidth Large Size
Application Size and Cost Annalogne Multipliers Analog Permute Only
1
+ Plessey Micproc # - Estimate #* - Estimate for large guantities

t+ hardware costs only ) . ) o
Table 4.2 Comparison of Real Time DFT Processors

SY0SSIAIO0Hd WYOJISNVYI HITYNOI dDD

s29sA1euy wnildadg swijl-{eay Jo uostiedwo)

26 obeg



CCD FOURIER TRANSFORM PROCESSORS Page 93
Comparison of Real-time Spectrum Analysers

filter bank. Each of these is complementary in that their

application areas are well defined and tend not to overlap.

The FFT 1is wused 1in cases demanding high accuracy
coupled with high resolution and, at present, there is no
alternative approach. Major problems arise when the
real-time bandwidth is much greater than 50kHz and the only

solution involves an exponential increase in power, cost and

size,

In applications requiring fewer than 32 freguency
points the “brute force” parallel filter bank will often
give the optimum engineering result. This is especially.
true for the analogue filter bank because there is no need

for A to D and D to A conversion.

The CCD transférm processor fits into application areas
requiring low power, low cost and only modest accuracy. For
a fully complex processor, there is little to choose between
the CZT and the PTO. However, in cases where the input
signal can be restricted sufficiently, the PT offers
distinct hakdware advantages. The SCZT provides the best
solution when the input signal is stationary and only power

spectra are required.



CHAPTER 5
THE DESIGN AND CONSTRUCTTION
OF A

CCD CHIRP Z~-TRANSFORM PROCESSOR

This chapter describes the practical considerations
taken into account during the design and construction of a
CCD CZT processor. The main design objectives are
summarised in section 5.1. Section 5.2 discusses CZT
computer simulation results wnich allow component tolerances
to be specified for the implementation in section 5.3.
Finally, the hardware performance 1is examined in section

5040

5.1 DESIGN OBJECTIVES

The main objective was the design and construction of a
CZT processor suitable for.speech processing. For research
purposes, maximum flexibility was desirable together with
minimal hardwake overcomplication. In addition, the
operating speed had to be maximised without the need for
special high-bandwidth <circuit tecnnigues. The restricted
availability of suitable CCD transversal filters (Jan.1977)

necessitated consideration of hardware efficiency.

The preliminary design specifications resulting from

the apbove were as follows:
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1. CONFIGURATION:- a structure permitting either a

32-point direct.CZT or a 64-point sliding CZT

2. INPUT3: complex (real and 1imaginary), wused in
conjunction with a 90-degree phase difference
network (section 5.3.5) to maximise convolver

efficiency

3. OUTPUTS: power spectra only

4., WEIGHTING: optional (rectangular or Hamming
windows)
5. MAX. PROCESSING BANDWIDTH >100kHz real-time

bandwidth (>200kHz clock freguency)
6. LINEAR DYNAMIC RANGE: >40dB

7. POWER DISSIPATION: <10W

5.2 COMPUTER SIMULATION

The need for computer simulation arises because the
matnematical analysis of the CZT wusing real signal
representation is a very laborious task (see Appendix B).
Moreover, it is often difficult to obtain a closed

mathematical solution.

The computer simulation strategy centres around the

tecnnijue employed to calculate the chirp filter
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convolutions. These” can be computed either directly
(i.e. 4N* multiplicatioﬁsb' or by means of the convolution
theorem and an FFT routine. The direct method is by far the
simplest because the hardware structure can be simulated
exactly without FFT errors interfering with the results.
However, for large N, the direct method is inefficient.
Since in this simulation the transform length is less than
or egual to 04, the direct convolution method has been
adopted and the CCD transversal filters are modelled in the
time domain. The simulation flow diagram is the same as the
olock diagram in Fig.4.7 with the post-multiplication

replaced by the modulus circuit (Fig.4.10).

As already discussed 1in section 4.3.4, the most
significant errors in/ the CZT are due to pre-multiplier
seguence guantisation (when the pre-multiplier is a
Multiplying D to A Converter (MDAC)), analogue post-
multiplier accuracy, transversal filter weight accuracy and
cnarge transfer 1inefficiency. One additional error source
nas been considered heres: phase shifter accuracy when
Jenerating pseudb complex data (section 5.3.5). In sections
5.2.2 through 5.2.7, these errors are quantified in terms of
a peak error to peak signal ratio. This is a more practical
error classification than the r.m.s. eguivalent because in
many CzT applications, spurious peak errors may
significantly alter the outcome of automatic decision

algorithms.
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To help in the understanding of the hardware operation,
tne simulation has been used to obtain a graphical analysis
of the CZT i.e. the computer has been used as a software

oscilloscope. This analysis is presented in section 5.2.1,

The simulation was written in the Edinburgh IMP
language [91] and run on a large time-shared twin ICL 4-75

computer configuration,

5.2.1 Graphical Analysis of the C2ZT

The graphical analysis is based on a 64-point direct

CZTr. Reference is made to the block diagram in Fig.4.7,

The pre-multiplying chirps are plotted in Fig.5.1 and
appear as "V" chirps because of aliasing at N/2. 1If the
sample fregjuency is f., then tne waveforms chirp from dc
through f./2 to dc. When the input signal is a complex
basis vector (Figs.5.2a and 5.2b), the pre-multiplication
produces the real and imaginary waveforms shown in Figs.5.2c
and 5.2d. These waveforms may be considered in terms of sum
and difference freguency sidebands. (Note that because the
system is at baseband, these sidebands cannot be separated).
Tne upper sideband chirps from f,, (where f; is the tone
input freguency) =-> f./2 -=> dc -> f. and the lower sidepand

chirps from £, -> dc =-> £./2 =-> £, (Fig.5.3).

For circular convolution, the convolver filter impulse

responses are double "V" chirps lasting for 2N-1 samples.
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Fig.5.3 Sideband Representation of Pre-multiplication

The complex convolution 1is 1illustrated graphically in
Fig.5.4. After the pre-mulfiplied signal has been loaded
into the convolver (t=0) , the process of shifting and
multiplying begins. At time t=f5N/f2 , the frequencies in
the upper sidepand of the pre-multiplied input signal match
exactly with those in the convolver, and a convolution peak
is output. Similarly, at t=N(l—fS/fco/fc; the lower
sideband matches. The timing of a convolution peak is thus
proportional to input frequency. When the compiex convolver
is split into four real channels, the individual outputs are

shown in Fig.5.5. A mathematical analysis for these outputs
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Fig.5.4 Graphical C2ZT Convolution
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v

is given in Appendix B. Note that because.the input signal
is complex, the even and odd properties of COS and SIN
combine to cancel one of the convolution peaks. The real
and imaginary convolution outputs (after sunming the
individual filter outputs) are plotted in Figs.5.6a and 5.6b

respectively.

The modulus operation at the CZT's output removes the
dependence on input phase giving the power spectrum ‘'in

Fig.5.6¢c.

5.2.2 Pre-multiplier Quantisation Errors

In hardware, the pre-multiplying seguences are normally
stored in ROM to an accuracy of b bits including sign and
the input signal is pre-multiplied in an MDAC. If it is
assumed that the MDAC 1is accurate to within 3 LSB of the
pre-multiplying sequence, the pre-multiplication error is

due to the level of guantisation.

The computer simulation was set to calculate a 64-point
direct C2T and the input chosen as a complex basis vector.
The pre-multiplier guantisation was varied from 11 to 6 bits
and all otner error sources set to zero. A typical output
from this simulation is given in Fig.5.7. Here the

guantisation 1is 7 bits and the peak error to signal ratio
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(PE/S) is -51.7dB. Fig.5.8 shows a graph .of quantisation
accuracy against the PE/S ratio and, as expected, the PE/S
is increased by apbout 6dB for ééch guantisation step. Note
that for real inputs only, the peak signal is reduced by 6dB
(because of the spe@tral image) and, consequently, the PE/S
ratio is degraded similarly. It can be seen that a
quantisation accuracy of at least 8 bits (including sign) is

reguired for PE/S ratios of less than -50dB.

5.2.3 CCD Tap Weight Tolerance

The CCDs available for experimental use were floating
Jate tapped delay lines. This implied the use of external
discrete resistors for tap weighting. A percentage
tolerance 1is therefore an appropriate error classification
i.e. '

Tap Weight = R (1 + ﬁ) oo (5.1)
100

where R is the exact tap weight , ¥ is a random number
(Gaussian distribution) in the range -1 to +1 and T is the
percentage tolerance. The tolerance T includes both the CCD
tap amplifier gain mismatch and the resistor accuracy.
Fig.5.9 shows the simulation results for a 64-point direct
CZT with basis vector inputs. Once again, when the input

data are real only, there is a 6d4B 1loss in peak signal.
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Fig.5.9 CCD Tap Weight Accuracy

Tnese results indicate that tap accuracy should be at least

1% for peak errors of less than -50483.

5.2.4 Charge Transfer Efficiency

In practical CCD registers, an amount « of the signal
packet is transferred, and a fraction © is left behind. The
CZT computer simulation models this mechanism directly 1in
the time domain. Three results are of interest: (a) the
variation of output PE/S ratio with € , (b) the PE/S
dependence on input freguency for a fixed € and (c) the

variation of PE/S with N, the number of transform points,

for a fixed€& .



FREQUENCY (=Fg&n/N)

10 1=5 28 3=2 4}0 48 56 §4n
0 r=)
g {a) €=0.000%
g -20
>
b=
: -30
a
=
(a8 -40
%)
o
— .50 'l‘
-60 —r
FREQUENCY (=Fxn/N)
10 16 3¢ 2 40 49 56 6
0-
104 (b) £=0.001

'
~
[

LOG AMPLITURE (0B}

a1
t=1

'
[+a]
2

FREQUENCY (=F #n/N)

q 48 q

10 8 16 2 R 0 4 3 8n
O>

@.

o't {c) 20,09

uJd .

& -20

>

[

-3

a

=

G:-qo.

%)

o

—4 .50

)
[e2d
o

FREQUENCY (=F @n/N)
8 1‘6 g‘l 3'2 40 48 56 €4 n

40+

LOG AMPLITUDE (DB

'
V)
S

]

-]

o
¢

{d) €=0.1

Fig.5.10 Degradation Caused by Charge Transfer Inefficiency

uotrjeTnwis 133ndwo)

SNOD (GN¥Y NOTISIa JHL

80T ©fed YOSSHADOWdA I1ZD QDD V¥ J0 NCILONWL



THE DESIGN AND CONSTRUCTION OF A CCD CZT PROCESS3OR .Page 109
Computer Simulation

Fig.5.10 shows the proéressive degradation in the CzT
output as the charge transfer inéfficiency,e., is increased
from 0.0001 to 0.1. It can be seen that the effect of £ is
to reduce tne frequency resolution. The graph in Fig.5.1l

gives the relationship between PE/S and £.

0.00001 00001 0,001 0.01 Y 01
_%{ J ) | A n/ N > E

-0+ ’

=20
= -30- ° 64 - point CZT
2

complex i/p §=16/64

V) -401
ul
o

-50- ’

-601

Fig.5.11 The Effect of Charge Transfer Inefficiency

(#hen the curve crosses the horizontal axis, 1i.e. PE/S=0dB,
the error component becomes larger than tne signal
componenty . For the particular C2T parameters in Fig.5.11,
a tcaﬁsfer inefficiency of better than 0.0001 is necessary

for a PE/S ratio of -504B.
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The amplitude spectrum shown in Fig.5.12 is the result
wnen the CZT 1is input simultaneously with seven egual

amplitude complex basis vectors.
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Pi .12 Dependence of PE/S on Input Freguenc

With increasing input frequency, the pre-multiplied input
signal moves further along the CCD register before the
appropriate convolution term 1is produced. The higher
freguencies ace-therefore affected more by £ than the lower
frequencies. In the example shown here (N=64 and € =0.001),

the PE/S ratio is 9dBs worse for the higher freguencies.

When the number of transform points is increased, the
effect of £ becomes greater Dbecause each output point
depends on more serial transfers. Fig.5.13 shows the

variation of PE/S with N for two different values ofE .,
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Fig.5.13 Relationship between £ and N

5.2.5 Analogue Multiplier Accuracy

The post—-convolver modulus circuitry is normally
implemented wusing analogue transconductance multipliers.
Simulation results for random multiplier errors of between 0
and 1lU% are 1illustrated 1in Fig.5.14. As expected, these
errors produce results similar to those obtained by the tap
weight accuracy simulation and a PE/S ratio of less than

-50dB demands 1% multiplier accuracy.

5.2.6 Phase Shifter Errors

Stictly speaking, the 90-degree phase snifter (section

5.3.5) 1s not part of the CZT processor. Nevertheless, it
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Fig.5.14 Post Sguarer Accuracy

is necessary to investigate the accuracy required by this
peripheral unit 1in order to suppress image frequencies to
any desired level. In this simulation, tne ideal CZT was

supplied with real and imaginary inputs of the form

A cos(2mkn/N) eoo (5.2)

1]

*R

X

=4 sin(2mkn/N +€ ) ooo (503)

wnere & is the phase shift error and is in the range 0 ¢to

5%,

5]
Tne output for a 2 ercor is shown 1in Fig.5.15 where
tne 1image freguency 1is clearly visible. The relationship

petween PE/S and phase shift error, € , 1is plotted 1in



THE DESIGN AND CONSTRUCTION OF A CCD CZT PROCESSOR .Page 113
Computer Simulation

FREQUENCY (=F gn/N)

1 . 40 4 56 B4
10 2 A 3 32 + 8 + —i N
o-.. fremmy
. ®
—_ Phierr = 2
Eg -101
Sl

Wl _npd
) 20
=
=
R =301
a -
=
T 404
(Ge]
o
- ~-50+

~80

Fig.5.15 Image Frequency Suppression

Fig.5.16 which snhows that the phase shifter has to be

accurate to about 1° for an image supression of -404B.

5.2.7 Summary of Simulation Results

The simulations discussed so far consider the effect of
each error source independently; in the practical situation,
all sources combine to give an increased PE/S ratio.
However, to compare the relative significance of each
source, it is worthwhile summarising these results (Table

5.1)

To predict the accuracy of a practical CZT processor,

tne estimated error tolerances for typical components (see
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Fig.5.16 90-degree Phase Difference Accuracy
Accuracy to achieve Typical Practical
=50dB PE/S ratio Component Values
(Simulation)
Pre-multiplier Quantisation 8 8
Tap Weight Tolerance 1% 2%
Charge Transfer Inefficiency 0.0001 0.0001
Post Squarer Accuracy 1% | 5%
Phase Shifter Error 3° 1°

Table 5.1 Error Analysis Summary for a 64-point direct CZT
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Table 5.1) were used in the C2ZT simulation. For a basis
vector input the PE/S ratio is =42°7dé, The amplitude
spectrum resulting from a sguare wave input. is shown in
Fig.5.17.
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Fig.5.17 Simulation Output for Square Wave Input (practical errors)

The peak spurious error is at -42dB and the largest harmonic

amplitude error is 1.3dB in the 13th harmonic.

5.3 IMPLEMENTATION

This section describes in detail the CZT hardware and
is split into four subsections dealing with

pre-multiplication, convolution, post-multiplication and
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timing. In addition, two C2T peripherals specifically
designed for speech pfocessing are discussed: (a) a
90-degree phase difference network and (b) a low-pass

filter.

5.3.1 The Pre-multiplier

Two different pre-multiplication technigues exist. The
first employs four=-quadrant analogue transconductance
multipliers, the pre-multiplying chirps being generated
either actively or by impulsing CCD chirp transversal
filters. The second uses MDACs and the pre-multiplying
seguences are stored 'in ROM. Although the difference in
speed between tnese two approaches is 1insignificant, the
second technigue has been adopted here bpecause digital
processing offers increased stapnility and flexibility over

its analogue equivalent.,

Fig.5.18 1illustrates the complex pre-multiplication
schematic, The circuit employs four low cost, monolithic
MDACs allowing up to 10 bit accuracy (only 8 bits are used).
These devices are fabricated wusing a combination of
Complementary MOS (CMOS) and thin film technologies to give
a power dissipation of only 20mW and a current settling time
of SOOhso Because the reference (signal) input has bipolar
capability, four-guadrant multiplication 1is achieved by
providing offset binary at the digital input. Linearity

measurements on both the digital and analogue inputs showed
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the non-linearity to be 0.25% of full scale' output (better
than -524B). Normally, on-chip feedback résistors are used
in conjunction with external amplifiers to define accurately
the gain of each MDAC. However, to minimise the total
number of amplifiers required in the guad configuration, the
MDAC current summers are combined, thereby necessitating

three variable gain controls to equalise the circuit.

In the direct Ci2T algorithm, the convolvers have ta be
serially 1loaded with N pre-multiplied data points followed
by N-1 zeroes. This blanking operation may be conveniently
incorporated by extending the pre-multiplying seguence to
2N-1 samples, the 1last N-1 being =zeroes. A further
simplification in hardware timing results if, instead of N-1
zeroes, N zeroes are loaded. The timing for a 32-point
direct C2ZT then becomes 1identical to that for a 64-point
sliding C2T. 1In the direct case, the extra input zero
simply means that one extra output point has to be

discarded,

The pre-multiplying sequences are stored in four 32x8
bit bipolar ROMs which are used in pairs to form two 64x8
pit offset binary chirp seguences. The ROM addresses are

supplied by a 6 bit synchronous binary counter (Fig.5.19).

Three different sets of ROMs were programmed to provide

alternative CzT configurations. The seguences are defined

by
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1. 32-Point Direct CZT (rectangular window)

c1 = cos(ﬂ'n2/32) s1 = sin(ﬂn2/32) n=0,1..31
©c oo (504)
C1 =0 81, =0 n=32,33..63
2. 32-Point Diréct CZ2T (Hamming window)
€2 = (0.54 - 0.46 cos(n/32)) c1 n=0,1,,63
oo (5.5)
s2 = (0.54 - 0,46 cos(mn/32)) s1 n=0,1,,63
3. 64-Point Sliding C2T
c3 = cos(‘lrn2/64) n=0,1..63
2 ©o0o0 (506)
83 = sin(rn“/64) n=0,1..63

The pre-multiplier operation for each of the above
cases 1is snown in Fig.5.20. Here, the real input is dc and

the imaginary input is grounded.

5.3.2 The Convolver

In-house 32-tap CCD delay lines [56] were available for
protot}pe construction. These devices were fabricated using
an "n" channel, aluminium gate process and were designed for
tnree phase operation. The CCD registers have 64 serial

stages, tapped every alternate stage [63] to make room for
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Fig.5.20 Pre-multiplier Waveforas
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the peripheral floating-Jate-reset cicuitry (Fig.3.5d).

The CZT convolver design (Fig.5.21) employs discrete
resistors and two CCDs in series to implement two 64 point
transversal filters. Since the convolvers in both the real
and imaginary channels have the same inputs, only one set of
CCDs and two sets of Eeéistor weights are required for each
of tne channels. The resistor values are calculated from
tne appropriate impulse responses and normalised to reduce
loading effects. The CCDs are operated with a diode cut-off
input technigue siamilar to that described in section 3.2.1.
In this case, the 1input gate pulse is derived from the
timing logic (section 5.3.4) and is arranged to sample the
input signal during ¢§ . The sample is then temporarily
stored under an extra floating gate before being transferred
to the ¢o potential well, In the circuit of Fig.5.21,
external diodes are paralleled with the CCD input diffusions
to protect against the accidental application of negative

voltages which could damage the devices.

For optimum charge transfer and charge nandling
capacity, clock amplitudes in the region of 30V are
required. The clocking waveforms are produced by transistor
buffers described 1in section 5.3.4. The floating gate
structures (Fig.3.5d) are reset to the Vgg potential during

¢0 (section 3.2.2).
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The currents in each transversal filter busbar are
summed into separate virtual earth amplifiers before being
differenced. Fast slew rate amplifiers are necessary here
in order to cope with the CCD clock breakthrough. The
positive and negative busbars cannot be differenced in one
operation, thereby heliminating the CCD breakthrough (and
hence tnhe slew rate problem), pecause tne parallel impedance
of each set of weignts 1is different. Sample and hold
circuits subsequently remove the CCD clock breakthrough and

provide a stable waveform for post-processing.

Finally, two circuits of Fig.5.21 are combined to
provide the full complex convolver in Fig.5.22. Offset
controls are provided on the output of each convolver
cnannel so that dc pedestals may be removed before the

modulus circuit (section 5.3.3).

The photographs in Fig.5.23 show the outputs from the
four convolvers when the processor is configuréd for a
64-point sliding C2T. These waveforms may be compared to
the computer simulation in Fig.5.5 and the mathematical

analysis in Appendix B.

5.3.3 Post Circuitry

Since only power spectra are required, the post

convolver processing 1is reduced to a modulus function
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(@) real cos

(b) real sin

(c)imag. cos

(dimag. sin

[CZT inputs -- Re=Im=dc]

Fig.5.23 64-point SCZT Convolver Outputs
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(Fig.4.10) i.e.

y=¥R2+ 12 coo (507)

where y is the CZT output, R is the real convolver output
and I 1is the imaginary convolver output, The obvious
circuit solution is to employ analogue transconductance
multipliers configured as sguarers. In the schematic shown
in Fig.5.24, two AD533 bipolar multipliers, which have a
full power bandwidth of 750kHz, and one summing amplifier
perform the sguare and add operation. A square-rooter has
oeen added as an optional extra. The main disadvantage of
this implementation is the 1limited linear dynamic range.
Typically, analogue multipliers have a 60dB output dynamic
range which implies 30dB at their inputs when the
multipliers are used as sguarers. This figure does not

allow the full potential of the CZT to pe exploited.

An alternative approach to the direct implementation of
the modulus function is to use a linear approximation. It

nas been shown [80] that the approximation

y = [B] + 1] if [8]> ||
ooo (5.8)
y =oc[R] + [1] if I_I|< IR]

gives an answer to within 0.5dB of the exact wvalue when

«(=0.409., Such an approximation 1is generally acceptable.
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Tne advantage is that this approximation does not reguire
analogjue multipliers and the dynamic range is well in excess

of 404B.

Fig.5.25 gives the circuit diagram. The inputs R and I
are full-wave rectified before peing combined in the
appropriate ratios, A comparator makes the decision as to
whether |[|R| 1is greater than |I| and the result is used to
Jenerate complementary control signals for two analogue
switches. A small amount of hysteresis is applied in the
decision algorithm to prevent random switching by noise. A
tnird analogue switch 1is included in the feedback loop of
the summing amplifier to equalise the gain defining
resistors. The speed of this circuit is limited by the

full-wave rectifier to about 200kHz.

5.3.4 Timing

The timing circuitry (Fig.5.26) is designed to accept a
master clock and generate various sub-clocks, as well as the

appropriate CCD driving waveforms.

The main timing information is deri&ed from two
ring-of-three counters connected in series. This allows
each phase of the 3-phase CCD clock to be dividéd into three
segments. The CCD clock waveforms, ¢. 0 ¢2 and ¢5 are

generated by inverting transistor drivers supplied by TTL
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open collector buffers. To improve the CCb cnarge transfer
efficiency, the drivers are designed to give the CCD clocks
a fast turn-on and a slow turn-off. A pull-up resistor is
included in each driver so that the clocks do not go more
negative than 2V which ensures that there is always a thin
depletion region at the surface of the CCD (the CCD

substrate is at 0V).

The middle segment of ¢3 (¢hD is selected to praovide a
gate pulse for the CCD diode cut-off input technigue. The
TTL signal is shaped by a circuit similar to the CCD clock
driver to give a 15V pulse with a slow trailing edge. 1In

this case, there is no pull-up resistor.

Because the CCDs are tapped every alternate stage,
sample and hold pulses are reguired only after every second
CCD transfer. A JK flip-fiop connected as a toggle is used
to divide tne ¢3 clock by two and, after appropriate gating,
the sample and hold pulse is available (see timing diagram
in Fig.5.27). The sample and hold pulse is chosen in the

middle of‘a¢3 cycle to allow the signal time to settle.

Ajain, because of the CCD's alternate tapping, the
clock. to the pre-multiplier ROM address counter is at half
tne CCD transfer rate. The d%,/z signal 1is appropriately
timed for this purpose. The CCD is therefore operated in a

Double Sample Alternate Tap (DSAT) mode as described in
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Ref.[o03].

A frame sync. output waveform is derived from the ROM
address counter (Fig.5.19) and a reset input is provided to
synchronise the C2T frame. Overall, the master clock input

rate is 18 times the effective CZT sample rate.

5.3.5 90-Degree Phase Difference Network

In most CZT applications, only real input data are
available; real data on their own make inefficient use of
the convolvers since the resulting spectrum always contains
an image. However, by generating quadrature data (i.e. real
and imaginary parts) from the real input, it is possible to
utilise the full processing bandwidtn. Quadrature inputs
may be generated by (a) filtering or (b) modulating the data
onto an IF carrier and demodulating in quadrature [92].

Only the filtering method is considered here.

The generation of an output signal with exactly 90°
phase snhift relative to the input signal is an extremely
difficult operation. It is much easier to produce two new
outputs with 90° phase shift relative to each other,

i.e. for an input signal of the form
x(t) = 4 cos(wt + @) coo (5.9)

it is relatively straightforward to generate

y,(t) = & cos(wt + & + 0) voo (5.10)

/
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and

yz(t) = A sin(wt + {ﬂ + @) coor (5.11)

where @ is an arbitrary phase. This method of - generating
complex data is wvalid in cases where only the amplitude
spectrum 1is regquired and where the absolute phase
information is unimportant. The 90° phase difference

technigue is therefore suitable for speech processing.

The synthesis and analysis of a 90° phase difference
network designed for speech processing is detailed in
Appendix C. This particular network was specified to
operate over the band of frequencie; from 50Hz to 32008z
with an absolute phase difference error of 1°., The complete
circuit, inciuding input drivers and output buffers, was

constructed on a printed circuit board measuring ll4mmx7S5mm.

Measurement of the p;actical phase difference function
was accomplished by an ana;ogﬁe phase meter and the results
are plotted in Fi3.5.28. The peak phase difference error is
1.7° which exceeds the design tolerance of 1°. This is due
to a linear phase difference error produced by phase

mismatch in the drive circuitry.

5.3.6 Low—pass Filter

For correct operation with analogue input signals, the

sampled-data CZT processor demands an input anti-aliasing
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low-pass filter. To make efficient use of the C2IT's
processing bandwidth, this filter must cut-off very close to
the Nyguist limit and roll-off very steeply (consistent with
the step response) so that aliased components are attenuated

sufficiently.

Such a filter has been designed and constructed for use
in speech processing with the following prerequisite

Characteristics:
l. cut-off freguency: 3000dz
2, attenuation: >20d4B at 3200Hz
3. in-band ripple: <1dB

4. phase characteristics unimportant

A‘gdB ripple lo-péle Tschebycheff transfer function was
selected to give the best compromise between the roll-off
and the step response and was implemented by cascading five
buffered two-pole Rauch sections [93]. Fig.5.29 shows the
circuit diagram for a single Rauch section and the component

values for each of the five sections are given in Table 5.2.

The measured freguency response is 1illustrated in
Fig.5.30a and compared witn the theoretical response in
Fig.5.31. It can be seen that the higher freguency poles

are not exactly matched giving a 2dB ripple at the
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Fig.5.29 Two Pole "Rauch® Low Pass Filter

Section C, c, RysRyuRy
1 0.47yF 160pF 6k2
2 0.1pF 345pF 10k
3 0.047uF |  620pF 13k
4 0.01pF 470pF 51k
5 4700pF | 1200pF 96k

* A1l resistors in ohms

Table 5.2 Component Values for 10-pole Tschebyscheff Low-pass Filter
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<+ 1ms/div

(a) frequency response (b) step response

Fig.5.30 Practical Tschebycheff Filter Measurements
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Fig.5.31 Tschebycheff LPF Theoretical Frequency Response
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band-edge. This problem is inherent 1in filters having a
large number of poles. The filter step response |is

reproduced in Fig.5.30b and has settled to 5% within 2.5mS.

5.3.7 Physical Construction

The CZT circuitry in sections 5.3.1 to 5.3.4 is
constructed on two printed circuit boards measuring
250x115mmn (see photograph in Fig.5.32). One of tnese boards
contains the complex convolver with the filter weighting
networks mounted on pluggable subassemblies. The other
ooard nouses the timing 1logic and CCD drivers, the
pre-multipliers and both the post-modulus circuits. The

overall processor fits into a volume of 30x250x115mm.

5.4 HARDWARE PERFORMANCE

when the processor 1is configured for a 64-point
unweighted sliding C2T, the output in response to d.c.
inputs in both the real and imaginary channels is shown in
Fig.5.33. The master clock rate 1is 57.6kHz gJiving an
effective processor clock of 3.2kHz and a resolution of
50Hz. The expanded photograph shows that the PE/S ratio is
-42dB. The magnitude output in Fig.5.34 1is the response

wnen the real input is a 2V p/p 950Hdz tone (integral number
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(a)

Fig.5.33 SCZT Output

for a DC Input

(b)
(a) response to dc

(b) expanded (x20)

i/p

Fig.5.34 Amplitude Spectrum

of 950Hz Real Tone Input

o/p




THE DESIGN AND CONSTRUCTION OF A CCD CZT PROCESSOR .Page 143
Hardware Performance

of cycles) on a 1V d.c. pedestal and the imaginary input is
zero. Because the 1input 1is real only, Fig.5.34 may be
interpreted in terms of positive and negative frequencies

witn d.c. in the middle.

The addition of é 90-degree phase difference network
cancels the image freguencies and effectively doubles the
processing bandwidth. The phase difference network outputs
(Fig.5.35a) are input to the real and imaginary CZT inputs
to give the output shown in Figs.5.35b and 5.35c. In these
oscillograms, the frame has been rotated by N/2 points to
make the d.c. response appear at the left-hand side. The
peak error 1is due to transfer inefficiency and the PE/S
ratio is approximately -40dB. It can be seen that the image
frequency, which should appear at the arrow in Fig5.35c, has
peen well suppressed by the phase difference network. As
@xplained in section 4.2.1, the peak and nulls of the output
(sin x4/x response move off the sampling grid for a
non-basis vector input. This is demonstrated in Fig.5.36
wnere the input frequency is 1175dz and the output falls

exactly between two adjacent resolution cells.

Dynamic range and linearity measurements are plotted in
Fig.5.37. Tne linearity of the output is limited to 3048 by
the output transconductance multipliers and noise restricts

tnhe overall dynamic range to 48dB. It is thought that the
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(@) phase diff.

network output
$+90°

(b) SCZT output

(c) expanded (x10)

Fig.5.35 SCZT Operation with Phase Difference Network
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Fig.5.36 Output for Non-

Bagis Vector Input
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noise level could be improved by separating the digital and
analogue sections of the circuitry on the printed circuit

board.

To test the processor's performance with regard to
charge transfer effiéiency, the input signal was swept from
10Hz to 3kHz in 5 seconds and a time exposure of the output
was developed (Fig.5.38). It can be seen that the input
low-pass filter characteristic (Fig.5.30a) is superimposed
upon a Jgeneral attenuation trend in the spectral output.
Tne high frequency components are attenuated by 3.5dB more

than the low freguency components.

The master clock rate can be varied from pbelow 10kHz to
almost 2MHz providing effective clock rates of between 550Hz
and 11UkHz. At the lower «clock rate, the resolution 1is
8.6Hz and the effect of dark current significantly distorts
the output. The upper clock freguency gives a resolution of
1718Hz and 1is 1limited by the slew rate of the transversal
filter summing amplifiers (NE531) and also by the sample and
hold amplifiers (HA2425). A major hardware defect is the
variation of transversal filter d.c. output with clock
frequency; changes in d.c. offset cause the modulus
circuitry to malfunction. This point 1is diécussed more

fully later.
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Fig.5.38 Response to Chirp
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An example of the prdcessor analysing-a square wave 1is
demonstrated in Fig.5.39a. Here the fundamental is 200Hz
and tne odd harmonics are spaced at 400Hz (the processor's
resolution is 50Hz). The photograph in Fig.5.39b displays
many segquential frames of real and imaginary convolver
outputs, neatly iliustrating the function of the modulus
circuit. Because the input signal 1is free running, the
phase of the input signal ,9, relative to the CzZT frame is
changing. The fundamental convolver outputs are modulated
by COS®© and SING, the third harmnics by COS 38 and SIN 38,

etc. The modulus function performs the operation
2
cos“( ® ) + sin’( 6 ) = 1 eeo (5.12)

on each of tne components so that the amplitude spectrum is
independent of input phase. hen there is a d.c. offset
added to either the real or imag;nary channel outputs, the
COS© ,S5INE etc. terms do not completely cancel and a frame
to frame ripple is present in the output. This is a’serious
effect Dbpecause the d.c. offsets change with both clock
freguency and CCD temperature. A practical solution 1is to
employ chopper stabilisation in a feedback' loop to the CCD

input. However, this implies major hardware modification.

The processor's power dissipation was measured and
found to pe almost 12W. This figure could be reduced

significantly be the use of CMOS circuitry and MOS
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amplifiers,

A final demonstration of the CZT's operation is in the
calculation of the cepstrum (section 2.2) for a triangle
waveform. Here the processor is a weighted 64-point sliding
C2T and the modulus circuitry is the linear approximation.
The sawtooth waveform in Fig.5.40a is processed to provide
the amplitude specfcum which 1is subsequently logged and
stored on a tape recorder. (Note tne decrease in resolution
caused by the weighting function). The log spectrum is
replayed through the C2ZT to provide the cepstrum in
Fig.5.40e. The first peak is the fundamental gquefrency at

2.5mS and the smaller peaks are the rahmonics.

In thnis section, only the 64-point SC3T configuration
has been demonstrated. It is considered that the operation
of the direct CZT has been covered sufficiently in previous

sections,
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(@ input

(b) spectrum

(c) log. spectrum

(d) Ipf log. spec.

Note : trace inverted and
delayed w.r.t. other signals

(e) cepstrum

Fig.5.40 Demonstration of Cepstral Processing




CHAPTER 6
THE ON~-LINE COMPUTER SIMULATION

OF A CCD CHANNEL VOCODEHR

Armed with both the vocoder design philosophies and the
signal processing capabilities of a new technology, it is
possible to postulate new vocoder implementations which may
provide engineering benefits. 1In the design of any system
as complex as a vocoder, it is generally a wise precaution
to simulate fully the effect of system variables before the
commitment of hardware. This is especially true in low bit
rate speech processing because there are many sources of

distortion and ignoring any of these can be dangerous.

Section 6.1 describes the basic computing facilities
which were wused by the author in this simulation. The
computer models for a novel CCD implementation of the now
established channel vocoder, together with the simulation
detail and conclusions, are summarised in sections 6.2 and

6.3 for the analyser and synthesiser respectively.
6.1 COMPUTING FACILITIES

In the computer simulation of speech processing
systems, several special requirements must be considered.
Any digital speech facility must have access to both A to D

and D to A conversion with associated buffer store or Direct
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Memory Access (DMA) and be capable of handling a large
amount of data. For example, a one second segment of speech
signal (the minimum which is useful) sampled at 10kHz and
guantised to a 12 bit accuracy requires 15,000 bytes of
storage. In addition, it 1is necessary to have suitable
output facilities for the convenient display of this large
amount of data, either in the time domain or in the
frequency domain. Although processing in real-time is not
vital, hardware additions such as a floating-point processor
or an FFT processor combine to make the overall system more
efficient and less time-consuming. In the course of the
simulations described 1in this chapter, two alternative
computing facilities were used and each will be described

briefly.

The first was based upon a PDPl1/70 mainframe with 128k
words (16 bits) in main memory. Real arithmetic was handled
by a hardwired floating point processor. Four disc units,
three cartridge and one fixed, provided the fast store where
all user programmes and an RSX-11lM operating system resided.
A floppy disc drive catered for individual user programme
backup and a magnetic tape unit for longer term and system
management backup. The multi-access system communicated
with up to four users at any one time through three VDUs and
one teletypewriter. Hardcopy output could be obtained from
either a lineprinter or a graph plotter controlled by a dual
12-bit D to A converter (x and y channels). Analogue data

were input to the computer via a 12-bit A to D converter
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under the control of an external clock (variable from dc to
100kHz) using DMA..' The software included a Fortran IV
compiler, a machine. Ianguage assembler and the usual DEC
utility programmes, as well as an extensive user written

library.

The second computing facility, more readily available
to the author, consisted of a large time-shared DEC-10
system. DMA was not permitted and the only access was via a
standard serial terminal input port. This restriction
necessitated the development of a specialised microprocessor
based buffer to control the input and output of speech data.
The design of this "intelligent terminal" is detailed in
ReEerenCEErﬂand a block diagram illustrating the main
component parts is given in Fig.6.1l. Software in the 280
microprocessor controls different modes of operation and
these may be selected by either the DEC-10 computer or the
4014 graphics terminal. These modes of operation are

designed to allow:

1. direct communication between the 4014 terminal and

the DEC-10 computer

2. speech input through an 8-bit A to D converter into
a 12k byte buffer and subsequent serial

transmission to file storage on the DEC-10

3. speech output, by first gathering data from the

DEC-10 1into a buffer, and then recirculating these
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data thrdugh an 8-bit D to A converter.

Although this system is not as flexible as the first
facility described, the processing power as applied in

speech vocoder simulation is similar.

6.2 THE CHANNEL ANALYSER

The channel vocoder architecture (Fig.2.6) is ideally
suited for CCD implementation. The parallel filter bank,
which is the main processing block, may be replaced directly
by an equivalent Fourier transform processor. Also, because
of the 1increased processing power and flexibility made
available by the use of such a processor, it is possible to
replace the conventional time domain pitch detector by a
technigue which promises superior pecformance, the cepstral

pitch detector (section 2.2).

A computer model for the analyser simulation is shown
in Fig°6°2°‘ The input signal is pre-emphasised and Fourier
transformed in frames to provide sequential short-time
representations of the speech amplitude spectrum. At this
stage, the processing divides into two paths. In the upper
path, each short-time spectrum is smoothed and compressed to
achieve the required data reduction, whereas in the lower

path the speech cepstrum 1is calculated. A decision
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DFTY Data

Cepstrum

Fig.6.2 Channel Analyser Simulation

algorithm then extracts the appropriate excitation source
information and transfers these data to the output for
transmission. The main difference between the analogue
filter bank implementa;ion and Fig.6.2 1is that the

processing is performed in serial rather than in parallel.

6.2.1 Speech Input

Speech was input to the computer via a microphone, an
anti-aliasing filter, an optional pre-equalisation filter
and a 12-bit A to D converter, under the control of a

supervisory software programme. This programme accessed an
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area set aside in main memory consisting of 12k integer
Qozds (1 integef.-wozd = 2 bytes). The extra four bits in
each word were used a$ control flags. for the A to D
converter, To conserve accuracy in later processing, the
integer values were "floated"” to real values before being
stored on disc. The speech sampling rate was set at 8kHz
from an external clock and it was arranged to input 10240
samples. This allowed 1.28 seconds of speech to be

recocrded, sufficient for a short sentence.

Three different microphones were used to take samples

of vacrying quality. These weres

1. military handset with 300-30008z band—pass‘ filter

(telephone quality)

2. cheap cassette microphone with 4000Hz low-pass

filter

3. standard condenser microphone with 4000Hz low-pass

filter.

Segmenté of time domain speech produced by these three
combinations (without pre-equalisation) are shown in
Fig.6.3. (Each segment is part of the same phrase spoken by
the same speaker). The signal in (a) clearly demonstrates
the high fregquency emphasis placed on the 'speech by the
telephone handset. The lack of bass frequencies makes time

domain pitch period detection extremely difficult. In
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(biCassette-Mic— f— —— ‘*;::;"_'—;:::.::;. : f“""‘_'——“——‘;”"— -

Fig.6.3 Comparing Microphone Characteristics

waveforms (b) and (c), the band-pass filter has been
replaced by a low-pass filter whicn allows the pitch
fundamental to pass unattenuated (in this example, f ;.

1258z) and the increased pitch period definition in these
waveforms is obvious. The condenser microphone used in this
experiment had a flat frequency response (1dB) from 20z 'to

approximately 40kHz.

In addition, three different male speakers and one
fenale provided samples with low, middle and high pitch.

The input sentences recocded were:
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l. "I know when my lawyer is due”
2. "We were away a year ago”
3. "Bvery salt breeze comes from the sea”

4, "I was stunned by the beauty of the view".

Sentenées (1) and (2) are all voiced (except for the stop
gaps) whereas (3) and (4) contain both voiced and unvoiced
speech. The above sentences were used by Rabiner
et. al. [22] to investigate several pitch detection

algorithms.

Conventionally, pre-emphasis of 6dB/octave is applied
to the speech to compensate for the general trend [25].
This can be easily implemented in one of two ways: (a) by
time domain differencing of the speech data according to the

celationship

yk=xk-px_1 o000 (601)

where {yk} is the pre-emphasised speech, {x,} is the input
speech and p=+1 for 6dB/octave lift or (b) by filtering the
speech before it is digitised. To minimise the compuéef
processing time, method (b) was selected and the filter
section shown in Fig.6.4 was added before the A to D
converter. The component values used give a 6dB/octave

boost from lkHz to 10kHz,
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Fig.6.4 Pre-emphasis Filter

Finally, each segment stored on the computer was
normalised to its peak value to ease scaling problems in

later stages of the processing.

6.2.2 Spectrum and Cepsteum Computation

The main guestions to be resolved are:
1. what resolution is required in the spectrum?
2. what resolution is reguired in the cepstrum?

3. are weighting functions necessary, and if so, what

type should be used?

4, can a sliding transform be utilised to give a

potential saving in hardware complexity?
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In the channel analyser configuration shown in Fig.6.2,
both the speechv-spectrum and cepstrum are used. For an
efficient hardware st}uéture, the DFT processors employed in
each calculation should, if at all possible, have identical
characteristics. However, it is important to examine the
needs of each calculation independently and then, if a

suitable compromise can be reached, merge the two.

It has been found in the channel vocoder (section 2.3)
that filter bandwidths of between 100 and 300Hz provide
sufficient resolution for representation of the short-time
spectral envelope of speech [2]. Some vocoders have
linearly spaced constant bandwidth fi}tecs whereas others
have 1logarithmically spaced filters (Table 2.1). 1In order
to provide a good approximation to the vocal tract transfer
function, each rectified filter output is averaged (low-pass
filtered) over a period of between 20 and 30ms. Normally,
if the a&eraging period is greater than 30ms, the spectral
output will not reflect fast changes 1in spectral content
and, if the period is iess than 20ms, too few pitch periods

will be included in the average (see chapter 2).

There arce two alternative strategies for ﬁhe
implemeqtation of a suitable approximation to the channel
vocoder filter bank using a sampled-data DFT processor. 1f
the 1input speech is sampled at 8kHz, the useful signal
bandwidth is less than 4kHz, and the application of a

40-point DFT processor transforms this real signal into a
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4kHz amplitude spectrum with linear resolution of 200HzZ.
However, this speéfrum is obtained from a 5ms segment of the
speech waveform and i£ is therefore necessary to average
four successive spectral frames to achieve a result which
represents a 20ms segment. The alternative solution 1is to
employ a 160-point processor integrating ovec 20ms of speech
and then reduce the resolution by grouping and averaging
spectral coefficients. This solution is preferred because
the higher resolution (50Hz) spectral coefficients may then
be grouped to approximate not only a linear filter bank but
also a logarithmically spaced filter bank. The obvious

disadvantage is increased transform length.

The DFT characteristics for the cepstral computation
depend on the desired pitch detector resolution and range.
In speech, the maximum range of pitch peciod likely to be
encountered 1is froh 20ms (50Hz) to 2ms (500dz) [l1]. This
is rather a wide range and most pitch detectors operate on
reduced limits e.g. 14.3ms {(70Hz2) to 2.5ms (400Hz).
Typically, a 6-bit wécd is used to tepresent the
logarithmically coded pitch data i.e. 64 resolution cells.
The zesolutién at the short period (high frequency) end . of
the range is in the region of 0.lms and, for the longest

periods (low frequencies), is about 1lms [94].

For a cepstral processor to detect pitch periods of up
to 20ms, a 40ms segment of speech must be analysed. Since

the cepstrum has linear period resolution, the maximum



COMPUTER SIMULATION OF A CCD CHANNEL VOCODER Page 163
The Channel Analyser

resolution (0.1lms) has to be provided; a logarithmic scale
may then be approkimated by grouping together the high
resolution bins. These requirements . imply the use of a

400-point DFT in the cepstral computation.

The discussion so far has ignqred the effect of
(sin x)/x "leakage" in the DFT (section 4.2.1), wnich limits
the inherent amplitude resolution to -13dB. In applications
where non-linear operations (e.g.modulus) are performed in
the frequency domain, it is common practice to employ a
weighting function (section 4.2.3) to trade frequency
resolution for amplitude resolution. Since non-lineaf
operations are involved in both of the above computations, a-

weighting function is necessary.

Practical experience 1in analogue DPT processors
(chapter 5) has shown that -40dB is a realistic Peak Error
to Signal ratio (PE/S); it would therefore be wasteful in
terms of frequency tesolution to employ a weighting function
giving a much greater amplitude resolution. In addition, a
resolution of 40dB is sufficient for the human ear. (Note
that amplitude resolution is not the same as dynamic range).
The best weighting function for this application is
therefore the Hamming window (Equ.4.12) which provides a
theoretical amplitude <¢esolution of 43dB and decreases the
3d8 frequency resolution by a factor of 1.3. ~As explained
in section 4.2.3, the use of a weighting function leads to

loss of data at the window edges and overlapping technigues
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are necessary.

Bearing in mind the decreased frequency resolution
imposed by the weighting function, .it is necessary to
compromise the DFT characteristics for both the spectrum and
cepstrum computations. Consider a 256-point DFT operating
on a 32ms segment of Hamming weighted speech (fsamﬂe
8kHz) . The nominal fregquency resolution is 31.25Hz which is
decreased to 40.6Hz by the weighting function. This 1is

(section 2.3)
certainly sufficient for spectral envelope representation.
Pitch periods in the range 0 to 16ms may be detected from
the cepstrum “with a resolution of 0.125ms. Although the
full pitch range (2 to 20ms) is not.covered, the above DFT’

characteristics permit a very useful analysis of the speech

waveform.

In the United Kingdom, a standard frame rate for
updating the synthesiser control parameters is once every
20ms [27}. To facilitate indépendent testing of the
analyser and synthesiser, this frame rate is also chosen
hereol The DFT input speech therefore consisté' of 32ms
segments each overlapped by 1l2ms, a percentage overlap of
37.5%. The frame to frame correlation for different

overlaps is given in Ref.[77]. .

Fig.6.5 illustrates an example of the spectrum and
cepstrum of a voiced segment (part of the vowel "I"(. The
unweighted speech in (a) has a pitch period of 7.2ms and the

corresponding spectrum in (b) has a line spacing of 139 Hz.



WIS VLORN oAV LALAVIN U A LLLW LhalNNDLDL VULUULKR rage

--The Channel Analyser

1o ' 7.2 os- ;
B —— Y
<
B
R ﬁm n it ﬁjll .
I f U.UUU u t#
0.5 l
S Time
1.0 1 L I Y
0 B3 téms 24ms 32ms
(3) Input Speech (voiced)
dc . TkHz 2kHz 3kH2 4kHz 3kHz 2kHz TkHz dc
0 A 2 " i r H 3
Frequency
g o
=12
|
24 J l [
g [
3
=z -6
s
&
-48.)
~504
(d) Logarithamic Amplitude Spectrum
10
p
u.s.1l
7.2,
f
0.0 8.4 | . ) 0N ) (. A A,Lﬂm
v Y Ln A v T Y M '
0 4 8 12 16 12 8 4 0

o (¢) Lincar Cepstrum

Quefrency (ms)

100

Fig.6.5 Example of Spectrum ‘and Cepstrum Computation




COMPUTER SIMULATION OF A CCD CHANNEL VOCODER Page 166
The Channel Analyser

The cepstrum in (c) has a large peak at quefrency of 7.2ms.

To demonstrate the overall performénce of the cepstral
processor, Fig.6.6 shows a 3-dimensional cepstrogram
(amplitude~-guefrency-time) of the phrase "I was stunned”.
Each plane in the time axis 1is separated by 20ms. The
fupdamental peak is clearly wvisible during the voiced
segments and, at the end of "stunned"”, the rapid pitch

inflexion is tracked.

In order to maximise the efficiency of the proposed
hardware, initial simulations were performed using the
sliding CZT (section 4.4). For the sliding transform to
operate correctly, the input data have to appear stationary
feom frame to frame. The simulation showed that the sliding
transform distorted and smeared the speech spectra. Fig.6.7
illustrates several frames of 1log power spectra obtained via
the sliding C2T. (Note that Fig.6.7 was generated by an
unweighted 128-point sliding C2T from speech sampled at
6.4kHz. This was part of an earlier simulationy. Each
spectral frame should be symmetrical about 3.2kHz but, as
can be seen, several frames are slightly skewed and
distorted. Comparison with a direct transform of the same
segment shows that there is a definite smearing effect due
to the operation of the sliding CzT. Rapid .changes 1in the
speech waveform e.g. from silence to speech, create the

worst conditions and the spectral output is reflected after
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a one frame delayo' This is because the sliding transfoem
convolvers have to be loaded with the signal before the
tcansform 1s calculated. The correct results are obtained
only during long vowels, implying that, in general, speech
cannot be considered stationary for a 20ms frame rate. It
is difficult to place any quantitative figure on the
performance of the sliding algqrithm in this application,
but it is clear that the errors will cause severe distortion
in synthetic speech. For this reason and others concecrning
hardware implementation (chapter 7) a direct transform 1is

used in the following simulation work.

(It was originally intended to incorporate CZT hardware
ercrors in the channel vocoder simulation. However, the time
domain simulation of the CZT required approximately 20
minutes to process one second of speech. To conserve
processing time and cost, an FFT algorithm k60 times as
fast) was used in piace of ﬁhe czT, The results are

identical for the ideal casel.

6.2.3 Data Reduction and Quantisation

The desired end product from this stage of the analyser
processing is a digit stream which represents a quantised

version of the speech spectral envelope. For an output data
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trate of 2400bps, each 20ms frame of spectral data has to be
compressed into about 40 bits of information (2400bps = 48
bits per 20ms frame) . - The remaining bits in each frame are

used for excitation source data.

The first step is to obtain a smoothed version of the
speech spectrum (i.e. remove the spectral lines). Initial
solutions to this problem méde use of a low-pass filter in
the frequency domain. The speech spectrum resulting from
the DFT processor is in effect a time series representing
frequency and tne filter is designed to remove the faster
varying line components. The filter used in the simulation
was a 5l-tap FIR optimal filter designed using the Remez.
algorithm [67]. The number of taps was chosen to be odd so
that the group delay was an integral number of clock periods

and the cut-off frequency was selected to be 0.1 £ A

sample  °
typical output from this filter is shown in Fig.6.8b (the
appropriate group delay has been equalised). The formant
steructure of the vocal ‘tract is now much clearer. An

equivalent filtering operation could have been implemented

using an accumulate and dump type of algorithm.

The spectral envelope in Fig.6.8b is grossly
oversampled and it was chosen to down sample each spectral
envelopé to give 16 analogue frequency sambles° These
samples are equivalent to the output from a contiguous
filter bank with 16 1linearly spaced, equal bandwidth

filters. Since the human ear is logarithmically sensitive
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to amplitude the épectrum can be further compressed. The
first 9 frequency 'points in each frame (low frequencies)
were quantised to 3 bits each at 5dB per step and the
cemaining seven points were quantised to 2 bits at 10dB per

step, allowing for a dynamic range of 40dB.

’

Subsequent synthesis from these data using technigues
similar to those described in section 6.3 proved that the
speech was of rather poor quality. Because the analyser and
synthesiser were both new implementations, it was extremely
difficult to pinpoint where the distortions originated; the
bit stream between the analyser and synthesiser could not be
compared against any standard. The poor quality appeared to
be due to several factors, the most serious of which was the
lack of frequency resolution at the low frequency end and
the 1limited dynamié range. For these reasons, it was
decided to adopt a logarithmic frequency compression method
to allow direct comparison with an established hardware

vocoder.

The channel vocoder available for experimental use,
called the 'Marvox' was dgsigned by the Joint Speech
Researcn Unit, Cheltenham. This vocoder has logarithmically
spaced énd order Butterworth filters as detailed in Table
2.I. Although the filter ‘type® is not c¢ritical, the
individual filters should be flat-topped and roll-off gently

at the band edges [25]. The incorporation of this filter
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oank into the simulation may be accomplished in two ways:

l. time domain windowing before the DFT (one for each

filter characteristic)

2, frequency domain convolution (one for each filter

characteristicy .

The first technigue makes extremely inefficient use of
processing power and 1is not a practical solution. The
second does however have some attraction because each filter
characteristic may be represented (to a first approximation)

by relatively few weighting points.

The weighting values were obtained by evaluating each
filter characteristic at frequencies corresponding to the
DFT picket fence (multiples of 31.25Hz) and then quantising
these wvalues to thé nearest dB. Only the most significant
20dB of each characterisic was considered. The equivalent
filter outputs, Fi » are produced by sumining the
appropriately weighted frequency samples according to the

relationship

Kk =
m=1i

F - i A(zR) 10 By (m-i+1)/20 voo (6.2)

where R is the DFT resolution (31.25Hz¢, A is the spectral
amglitude at the mth resolution bin and H, are the

lojarithmic weighting coefficients as defined in Table 6.1.
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The amplitude °~ transfer characteristic of the
conventional filter bank is compared in Fig.6.9 with that
produced by the above technique. It can be seen that the
approximation matches closely within the first 204B and then
each filter falls off to a sidelobe level of -364d8. An
individual filter- (f

centre = 1150H2z¢ is shown separately in

Fig.6.9c for clacity.

For the analyser computer simulation to be matched ¢to
the conventional Marvox synthesiser, the frame codiné
details (Fig.6.10) for each must be identical. The nineteen
filter outputs are logarithmically guantised and compressed
into 39 bits. The lowest frequency channel is coded as 3
bit direct PCM with 6dB/step (48dB dynamic cangel and the
temaining eighteen channels are each gepresented by two Dbit
delta modulation. The delta modulation scheme permits more
efficient coding by utilising the correlation between
spectral channels. The 39 bits of spectral data are
combined with two engineering bits for testing, 6 bits of
pitch data (in revecse order) and one Voiced/Unvoiced (V/UV)
bit to make a total of 48 bits per 20ms frame. Immediately
before transmission, the final five bits in each frame are

inverted for synchronisation in the receivec.
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6.2.4 Pitch Extraction

The pitch extractor makes use of a peak picker to scan
the cepstra and detect the peaks which are most likely to
. have been caused by the speech pitch periodicity. After a
peak has been located, its position within the frame is
converted into a digital word which is passed to the output
stages for transmission. If a peak with the correct
characteristics cannot be found, the peak picker assumes
that the speech is unvoiced and a binarty zero is’

transmitted.

One of the first cepstral peak picking algorithms was
developed by Noll [21] and, although the algorithm works
well, it is too involved for efficient hardware
implementation. Two altecnative algorithms have therefore
been developed for the peak picker. The first (refercred to
as algorithm A) is extremely simple but does not eliminate
spurious effects whereas the second (referced to as
aljocithm By 1is more sophisticated . and can conseguently

operate with a higher fidelity.

Both algorithms employ an 1identical peak detection
stage and its operation is illustrated by the flow diagram
in Fig.6.11. The result produced is the magnitude and

position of the 1largest and second largest peaks within a
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resteicted portion df.the cepstcum. The lower guefcencies
ace diszegaided because they are outside the expected range
of pitch periods and in this example the 1lower 1limit is
chosen to be 20%0.125=2.5ms (400Hz). In addition, the
second N/2 points in each frame acte c¢ejected, being a

ceflection of the fiest N/2 points.

After the two major peaks have been located, various
tests are pecformed to asceetain whether or not the largest
peak indicates a meaningful pitch period. In the simplified
algorithm (algorithm A), Fig.6.12, the magnitude difference
between the two peaks is calculated and if this exceeds
1288, the speech 1is classed as voiced and the position of
the largest peak is output. If this test 1is unsuccessful,
the position of the second peak is compared with that of the
first to deteemine whether or not the pitch peak has fallen
between two cesolution cells of the DFT processors. All

peaks which fail both of the above tests ace classed as

unvoiced.

As it stands, algorithm A cannot distinguish spurious
peaks, A decision of this type can be made only if
infocmation concecning the history of the pitch contour has
been stored. The human pitch varies slowly and smoothly and
it'is thecefocre possible to peedict the next pitch perioed
based on past expegience. Information concecning the

cepstrum which immediately follows the present frame is also
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helpful. (Note that 'looking into the future' implies a one
frame delay in the system). For example; if the cepstra on
either side of the present frame indicate unvoiced speech,

it is most unlikely that the present frame is voiced.

The following modifications to the simple algoerithm
.help to eliminate spurious pitch estimates. During voiced
speech the modified algorithm rejects pitch periods which do
not appear within 10 c¢esolution cells ( 1.25ms) of the
previous pitch measurement. If there is a large peak in the
cepstrum outside the above limits, it is assumed that the
speech 1is voiced and the previous pitch estimate is
repeated, Unfortunately, this modification 1leads to an
undesirable effect. On a change from voiced to unvoiced
speech, the peak: picker occasionally latches on to the
previous voiced estimate because of spurious peaks in the
unvoiced speech. To compensate for this, an additional V/UV
indicator is incorporated, which compares the channel 19
filter output with that from channel 2. If the tratio
exceeds 5, the speech is classed as unvoiced and if the
ratio is 1less than 0.5, the speech is classed as voiced.
Should the energy ratio fall between thése two limits, the
classification depends on measurements from the cepstrum.
The flow diagfam for this more complex algoritnm (algorithm

By is given in Fig.6.13.
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For male input speech, the pitch extractor operated
with very few gross errors. To assesé the performance of
the cepstral pitch extractor, the output data wete compared
with manually extracted pitch data from the time domain
speech waveform, "I was stunned by the beauty of the view".
Out’ of a total . of 192 frames of speech data, 13 ercors
'occurred, some of which were more serious than others. By
far the most common ercror (8) was caused by rapid pitch
inflexions, either at the beginning ot at the end of words.
When the pitch changes quickly 1in relation to the frame
period, the cepstral peak disappears and the speech is
classed as unvoiced. On two occasions, pitch inflexions
during a voiced segment tesulted in a similar
classification. Apart from pitch contour smoothing, very
little can be incorporated to prevent this effect. Beéause
of the imposed dynamic range limit of 504B in the
simulation, one frame of low-level voiced speech was classed
as unvoiced. It 1is possible that this may be improved by
agc. One other error resulted from the peak picking
process; the second rahmonic was selected in preference to
the fundamental (pitch doubling? at the end of a voiced
segment. This may have been a legitimate decision since
visual inspection of the time domain waveform showed that a
coﬁponent at half the fundamental period wés.increasing in
strength. However, synthetic speech produced from these data

sounded rather unnatural. The remaining errors were due to
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the energy comparator selecting unvoiced instead of voiced

during a voiced segment.

When the pitch extractot was input Qith female speech,
a large number of errors occurred. Most of these wece due
to the high pitch freguencies produced by this speaker. On
several occasions, the pitch contour exceeded the uppet
limit scanned by the peak picker (2.5ms) and, on others, the
'pitch peak became distorted by the formant information.
These errors highlighted a serious defect 1in the cepstral
pitch extractor; for pitch frequencies of greater than
400d8z, the excitation source and the vocal tract are not
properly deconvolved, which makes pitch extraction very
difficult. The majority of the remaining errors were caused
by the energy comparator <classifying voiced as unvoiced
because, overall, this speaker had a larger high frequency
content 1in the speech waveform. Readjustment of the V/UV

comparatoe limits is necessary to alleviate this problen.

The Marvox channel vocoder employs a 6-bit code for
representation of the logarithmically coded (lumped linear
pitch data. The 6-bit code covers four octaves of freguency
ranging from 37.58z up to 600Hz with 16 levels per octave.
Since the cepstrum gives linear cesolution, an encoder is
necessary to convert the cepstral pitch data to a
1o§arithmic scale. The encoder 1is designed to map the
cepstral resolution bins on te the néarest Marvox
quantisation level and the mapping function used 1in this

simulation is given in Table 6.2,
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©.2.5 Performance Comparison

The channel analyser computer simulétion was progcammed
to generate a serial data stream at 2400bps which could be
input to a hardwired Marvox channel synthesisecr. This
facilitated a direct comparison between the parallel filter

bank analyser and the computer simulation.

Fig.6.14 illustrates three narcowband (5082%
spectrograms comparing the pitch variations in (a) the
original speech (b¢ the Synthetic speech generated by the
computer simulation/Marvox synthesiser combination and (ch
the synthetic speech produced by the Marvox analyser and
synthesiser. (The sentence is divided into three separate
segments because of the restricted computing facilities).
It can be seen that the cepstral pitch deteétot out-peeforms
the phase-locked loop in the Marvox analyser in several
aspects. In parcticular, . the pitch tracking is extcemely
good. For example, at the beginning of “"beauty®, the
cepstrum follows the pitch which is starting tb increase
rapidly, whereas the phase-locked loop moves in the opposite
direction, At the end of "beauty”, however, the cepstrcum
classifies the "y" as unvoiced. Apart from this mistake,
the V/UV decisions appear to be accurate, which is in
coﬁt:ast to the Marvox analysis, where the.- pitch contour
almost Dbreaks up during "I" and "by". (Note ﬁhat the pitch

tracking is actually aided by the Marvox synthesiser because
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all pitch data are smoothed by a 5Hz, one-pole low-pass
filter. This filter is switched out of circuit for an

unvoiced to voiced transitions.

Wideband analyses (200Hdzy for the same speech segments
are shown in Fig.6.15. These analyses permit the formant
movements and bandwidths to be examined. As expected, both
the computer simulation and the Marvox analyser produce
similar results (apart from the stronger high frequency
emphasis in Fig.6.15by. In comparison to the original
speech, the synthetic formants are less well defined. This

is due to the coarse spectral quantisation.

Informal listening tests indicated that the synthetic
speech generated from the computer simulation was superior
to that from the Marvox analysis. The main reason for this
was the more accurate pitch extraction. Overall, the
synthetic speech from the computer analysis had a sharper,
more natural sound than the Marvox, although the
intelligibility was good for both analyses. A sufficient
quantity of data has not as yet been processed to permit
full intelligibility testing wusing phonetically balanced

word lists.
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6.2.6 Summary of Analyser Simulation Conclusions

The following conclusions were drawn from this section:

1.

a sampling frequency of 8kHz permits sufficient

analyser bandwidth

pre-equalisation should consist of +6dB/octave

boost from lkHz

the spectrum resolution should be at least 50Hz to
allow logarithmic frequency compression

(i.e. lo60-point DFT processor)

to cover the full pitch range of 2ms to 20ms, the
cepstrum tesolution should be at least 0.1lms
(i.e. 400-point DFT processor) and be averaged over

a period of 40ms

a good compromise to (3) and (4) above may be
achieved using a 256-point processor operating on a

32ms segment of speech

the sliding C2ZT is not useful for speech spectrum

or cepstrum analysis

weighting functions are essential  for both the
spectrum and cepstrum calculations (the Hamming

window is suitable)
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8. to achieve a frame rate of 20ms, overlapping

techniques are required in the DFT computation

9. standard channel vocoder data compression

technigues may be employed in this implementation

10. for stand alone performance, the analyser should be
designed to interface with conventional synthesiser

designs

11. the cepstral pitch detector enables high fidelity

channel vocoder operation.

6.3 CHANNEL SYNTHESISER SIMULATION

The synthesiser has to convert the received frames of
quantised spectral data and excitation source information
into a continuous synthetic speech waveform. Conventional
synthesisers achieve this by filtering an excitation signal,
generated from the control parameters, through a bank of
contiguous band-pass filters whose overall tcransfer
characteristic has been made to look like the vocal tract.
In the implementation simulated here, this filter bank has

been creplaced by an inverse DFT processor.

The computer simulation block diagram is shown in

Fig.6.16. The Qguantised spectral data received from the
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Fig.6.16 Synthesiser Simulation Block Diagram

demultiplexer are processed by operations, which are the
inverse of those performed in the analyser, to form an
impulse response function in each frame. These impulse
responses are an approximate reconstruction of the vocal
tract impulse response at certain discrete instants of time,
and to tegenerate the speech waveform reguices the
excitation signal for a particular period to be convolved

with the correct impulse response.

6.3.1 Impulse Response Generation

g Excitation JTd_IL unvoiced
V/UvV
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The synthesiser receives one 48-bit frame of data every
20ms which is compqsed of 39 bits for spectral data, 6 bits
for pitchp‘l bit for the V/UV contcrol -and two engineering
bits. To generate an appropriate impulse response, the 39
spectral bits have to be demodulated (using the first
channel 3-bit PCM as a reference), anti-logarithmically
converted, reformed into a smooth spectrum and finally

inverse transfocmed.

The inverse DFT (IDFT) does not demand as high a
resolution as the forward DFT in the analyser because only
the spectral envelope is to be transformed. However, to
enable both the analyser and synthesiser to make use of the
same central processor in a hardware implementation, a
256-point IDFT 1is chosen. The IDFT requires real and

imaginacy inputs, {R,} and {Iy}, of the form

R = A cos( 9, ) coo (6.3)
I, = & sin( g, ) ooo (6.4)

where the sequence {A,} is the amplitude spectrum and the
sequence {# } 1is the phase spectrunm. Since only the
amplitude spectrum is transmitted to Ehe synthesiser, the
phase spectrum is arbitrary. If it is chosen that 2. =0, for
all k, the IDFT inputs creduce to R ,=A, and 1I,=0, and the
resulting impulse response is termed zero bhasen This zero
phase impulse response is real and even and does not possess

an imaginary part.
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The 256-po;nt amplitude specteum (128 points
creflected), must = be teconstcructed from the nineteen
logarithmicélly spaced épectral components received by the
synthesiser. In order to retain the characteristics of the
conventional filter bank synthesiser, the reconstruction is
achieved by summing together weighted versions of each
filter amplitude transfer characteristic. The weighting
factors are givén by the received channel amplitudes. 1In
the Marvox synthesiser, alternate filter outputs are summed
in anti-phase to prevent coherent summation giving large
spikes. The same can be achieved in this simulation by
alternating the sign of each weighting coefficient.

Fig.6.17 demonstrates the difference between summing

in-phase and summing in alternate anti-phase.

Unfortunately, the band-paés filters 1in the Marvox
synthesiser are not identical to those in the analyser,
implying that an alternative set of filter coefficients have
to be stored. Although.thé centre frequencies are the same,
the filters are single tuned and the bandwidths are much
naccower., The narrower bandwidths give a resonant quality
to the synthetic speech. Also, during unvoiced synthesis,
an additional wide-band filter is substituted for the

channel 19 filter to provide extra high frequency energy.

The inverse transformation of a spectrum with 31.25Hz
nominal freguency resolution results in an impulse response

which lasts for 32ms. However, an impulse tesponse which
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lasts for only '.20ms is necessacy fot the speech
reconstzuction algozitﬂm desccribed in section 6.3.3. This
modification can be accomplished simply by teuncating the
32ms (256 point¢ impulse cresponse to 20ms (160 pointy. The
same effect could have been achieved by ¢educing the
freguency tesolution to 50Hz. In addition, each impulse
-.cesponse  1is rotéted by N/2 points (equivalent to a phase
shift) to make the main peak appear in the middle of a
frame, thereby rceducing discontinuities when the impulse

cesponses are convolved with the excitation soucce.

6.3.2 Excitation Soueces

The two main ekcitation sources used in the pecoduction
of human speech ate (a) periodic impulses generated by the
vocal cocrds (voiced) and (b) random noise cceated by air
tucbulence (unvoiced). The voiced excitation source in this
simulation consists of a fixed amplitude pulse train with
the pulse cate contcolled by the pitch input data. The
pulse width is equal to the time cesolution of the system
i.,e. 20ms/160 = 0.125ms. Although the spectral decay in
this signal 1is not matched to the human source, an
apéropriate compensation may be incocrporated by a

post-equalisation stage.



COMPUTER SIMULATION OF A CCD CHANNEL VOCODER Page 198
Channel Synthesiser Simulation .
The random noise source is simply a random séquence of

1's and 0's and is selected by the V/UV control input.
6.3.3 Reconstruction by Convolution

Two alternative techniques are possible for the
‘reinsection of éhe excitation source data into the speech.
The first is to multiply the smooth spectrum by the DFT of
the excitation source before the inverse transformation is
pecformed, and the second is to convolve the speéch impulse

responses with the excitation source in the time domain.

At first glance, the focmer technique appears to Dbe
simpler but, in fact, there are two major problems.
Firstly, the DFT of the excitation source has to be
generated. The obvious approach is to use an extra DFT
processor but this would not be a desirable solution. Since
the continuous transform of the voiced excitation source is
an impulse train with crepetition rate 1/T, where T is the
pitch pefiod, it seems likely that it would be telatively
easy to generate this signal without the use of a DFT
processor ., However, the vocoder opefates with finite and
not infinite transforms, which means that a (sin x)/x picket
fence would have to be multiplied into the impulse train.
This procedure would cequire complex hardw;are° The only
other way to implement this scheme would be te store the

excitation signal transforms in ROM and multiply them into
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the spectrum thtough an MDAC, To store the appropriate
siénals for 64 ditferent pitch periods would requice
approximately 8k bytes of ROM. The second problem with this
frequency domain multiplication technigue is that it would
be very difficult to remove the frame to frame

discontinuities in the resulting synthetic speech.

The alternative reconstecuction method 1is the time
domain convolution of the excitation source and the vocal
tract impulse response. The convolution of a signal with a
teain of impulses is equivalent to the addition of delayed
teplicas of that signal with the delay equalling the impulse
tepetition rate. This operation may be conveniently
implemented using a tapped CCD delay line with on-off

switches at each tap.

The first attempt using this technigque 1is shown in
Fig.6.18. Here, the convolution reference is calculated
from the pitch data and the resulting sequence of 1's and
0's loaded into the tap switches, starting at the first tap.
One 20ms frame of impulse response is then clocked through
the delay 1line before a new excitation sequence is loaded.
The synthetic speech in Fig.6.18 demonstecates the main
defect _of this fixed convolution approach. Discontinuities
in pitch arise because the delay between the last excitation
imbulse of one frame and the first of the next frame is not
an exact pitch period but is the remaining deiay afteer an

integral number of pitch periods have been subtracted from
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the fixed frame delay. A scheme is therefore required which

takes into account the pitch period from the previous frame.

The flow diagram for an improved teconsteuction
algorithm 1is given in E‘igo.6°l9o The controlling element in
this scheme is a counter which is clocked syncheonously with
the CCD delay line and is ceset at the start of each frame.
In other woeds, the counter effectively follows the leading
edge of each frame as it moves aiong the delay line
registec_° At each address, the delay. line tap switch is
interrogated and, if the switch is found to be closed, it is
opened. The counter address is then compared with the “next
pulse” address and, if there is agreement, the tap which has

been closed remains closed for a full cycle of the counter,
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thereby allowing dng complete frame of impulse data to be
output from each selected tap. After a switch has been
clesed, the new "next pulse"” address is calculated, which,
in the case of voiced speech, is the old address added to
the pitch input numbecr., For unvoiced speech, the "next
pulse® address is accessed from a random seqguence look-up
-table, At the énd of each frame, the "next pulse” addcess
will point to a location outwith the range of the delay line
and, 1in otder to ceset for the next impulse cesponse frame,
M tap locations are subtcacted from this addeess (M is the
numbect of CCD tapsit . This method ensures smooth .

ceconsteuction of the speech.

Fig.6.20 shows the ~ceconstruction of voiced speech
using the improved algocithm. Each impulse tresponse has
been smoothly connected at the pitch rate so that frame
discontinuities are avoided. The change from voiced to
unvoiced speech is demonstfated in Fig.6.21 and again there
is no intecference from the frame periodicity. The
amplitude of the wunvoiced segment of speech has been

adjusted foe optimum auvdio clacity.

6.3.4 Synthesisetr Performance

The synthesiser's pecformance was assessed by compacing

the output from a Marvox synthesiser with that from the
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simulation when the common input was a digit stceam
genecated by the énalyser computer simulation. The
spectcograms for the ortiginal speech and the Macvox

synthesiser's output ace shown in Fig.6.14 and Fig.6.15,

Fi3.6.22 shows the coccesponding naccowband and
wideband spectcograms for the computer generated synthetic
‘speecho Although these spectrograms acte of rcathee pooe
quality, it can be seen from the narcowband analysis that
the pitch contour is completely broken up and shows little
tesemblance to the original. Several explanations are
possible. Firstly, there is no pitch smoothing low-pass
filter in the computer simulation and, secondly, the pitch
period is fixed for each 20ms frame, whereas in the Marvox
synthesiser the pitch period is continuously changing.
However, both of these effects will produce only small steps
in the pitch contour and ate not responsible for the rather
large deviations in Figp6°22° The main cause of distortion
cesults from the reconstecuction by convolution. When each
20ms impulse cesponse is convolved with the periodic pulse
train (which has a period of less than 20ms), consecutive
impulse tresponses overlap, theeeby ceeating discontinuities
and generating spurious peciodicities. The amount of
distoction depends on the pitch period and on the width of
the most significant pact of the impulsé cesponse, The
wider impulse responses, genecated from spectral summation

in alternate anti-phase, have a significant width of
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typically 10ms, wheéegs those from the in-phase summation
last for 2ms. Since éhe wider impulse responses have been
employed here, the distortion 1is severe. Reconstruction
using the narcow impulse responses has been attempted, but,
although the pitch is improved, the speech has a very

mechanical sound.

The wideband analysis in Fig.6.22 shows that the
formants ace not as well defined as those obtained from the
Marvox. Also, the coarse time gquantisation (20ms) is
apparent since continuous smoothing is not possible when the
speech is reconstructed in frames. (The spectral déta are
smoothed from frame to frame by a low-pass filter in the

Marvox synthesiser).

Listening tests have shown that although the speech is
intelligible, the rough nature of the pitch detracts
considerably from the synthetic speech quality.
Unfortunately, the available time did not permit more

detailed investigation of these problems.
©.3.5 Summary of Synthesiser Simulation Conclusions

The following conclusions were drawn from the

synthesiser simulation:
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lﬂ

the inve;se DFT prtocessor should have the same
chazacterié;ics as the forward processor in the
analyser (ioe; 256-point) , but; in addition, should
be capable of providing the real part of the output
and not just the modulus (the sliding transform is

thecefore not applicabley

the freguency domain multiplication of the
excitation source is not easy to implement and may

cause frame discontinuities

time domain convolution of the excitation source
data can remove frame  discontinuities  but
intcoduces pitch discontiﬁuities if the impulse
tesponses are of longer duration than the pitch

period

to date, the synthetic speech quality obtained from
this simulation 1is not comparable with that from

the Marvox synthesiser

further simulation 1is necessary to eliminate
completely discontinuity problems in this

synthesiser.



CHAPTER 7
THE OPTIMAL DESIGN OF A CCD

CHANNEL VOCODER

This chapter is intended to merge the channel vocoder
simulation results with the experience gained from CCD
hardware. A poss;ble implementation of a novel channel
analyser is described in section 7.1 and the corresponding
synthesiser is presented in the following section. Both are
designed to interface with a conventional channel vocoder so
that each may be operated independently. Section 7.3
compares the advantages and disadvantages of this particular -
implementation with the alternative CCD parallel filter bank

vocoder .

7.1 ANALYSER CONFIGURATION

In order to maximise hacrdware efficiency, it is
necessary to multiplex a single DFT processor. Because
sliding processors cannot be multiplexed (without defeating
their main édvantagesb, the choice for central processotr is
therefore between the direct Chirp Z-tcansform (C2Z2T) [6] and
the Prime Transform (PT) [88]. Since in this particular
apglication the input data do not have an 1imaginary pact,
the PT acrchitecture (Fig.4.14) is chosen in preference to
the CzT. This choice «¢educes the overall hardware
configurations by two CCD convelvers and six analogue

multipliecs. The PT input and output pecmutations can be
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incorporated into. the addressing codes for exsisting input
and output analogue'stocage without further hardware cost.
In accordance with the computer simulation conclusions from
chaptecr 6, a 257-point transform is selected, the nearest
pcime number to 256. (It is assumed here that the accuracy
of Analogue Random Access Memory (ARAM) will be incceased

thecough development from 5% to 2%).

The complete analyser simulation is outlined in

Fig.7.1. The input speech is amplified, emphasised at
+6dB/octave from 1lkHz and low-pass filtered to pcevent
aliasing (3.8kHz) o This pre-processed speech 1is then
sampled at 8kHz and passed ¢to the first of three main

pcocessing stages.

The fig¢st stage, which 1is shown in mocte detail in
Fig.7.2, 1is designed to time-compress and permute the input
data. Time compeession 1is necessary since the analyser
computes two DFTs (each with 50% duty cycle) on 32ms
segments of data (256 points at 8kHz¢ per 20ms frame, Two
256 stage ARAMs are connected in parallel to permit
overlapping 6f data; the registers are 1loaded at a clock
rate of 8kHz and are emptied every altecnate frame at
51.2kHz (see timing diagcam, Fig.7.5). These signals ace
therefore time compressed by a factoe of 6.4, The ocdec in
which the data are read out is contcolled by a ROM
containing the petmutation code (egn.4.34) for a 257-point
PT. Two extca sample and hold «circuits are reguired to

o/
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store the first data points in each frame (x,) for the PT

algorithm (see egn.4.33).

The next processing section is the heart of the PT
(Fig.7.3) . The time-compressed data (256-points in 5ms) are
multiplied by a Hamming window (pecrmuted) to teduce
frequency domain leakage and then loaded into two 511 stage
(2N-3) CCD split gate transversal filters. Equations 4.37
and 4.38 give the transversal filter weighting coefficients.
The transversal filter outputs are added to the spectrai
offset, x,, before the two channels are combined by a
modulus circuit to produce a permuted amplitude spectcum.,
An approximation to the modulus function (section 5.3.3) is
sufficient here because of the coarse spectral gquantisation
which follows. The amp}itude spectrum 1is passed to the
output stages fot coding and 1is also fed back to the
correlator inputs via a logarithmic amplifier and a
256-stage delay line. Inverse permutation is not necessary
at the output of the modulus stage since the feedback path
also misses out the forward permutation. The nominal PT
clock rate 1is 51.2kHz, allowing the calculation of two
257-point transforms per 20ms frame (actually 256 points
because X,, the dc coefficient 1is not computed). The

processor's input/output sequence is as follows:
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TIME . PT INPUT PT OUTPUT
0-5ms Speech data Undefined
5-10ms Zeto Amp. spec.
10-15ms Log. amp. spec. Undefined
15-20ms Zero Cepstrum

The 256-point spectra and cepstra are each gated to
their respective output processing stages (Fig.7.4). The
spectra are stored in a 256-stage ARAM to facilitate the
channel compression scheme detailed in section 6.2.3. A
380x12 bit ROM stores the permuted frequency bin addresses
(8 Dbitsy)y and also the 4—bit.weighting coefficlients (Table
6.1) which are multiplied into the frequency components by a
4-bit multiplying D to A converter. An analogue accumula£e
and dump circuit sums 20 weighted samples to give an
approximation to each of the 19 Butterworth filter
characteristics. The channel 2 and channel 19 outputs are
fed to the pitch detector to assist in the V/UV decision.
Finally, the channel outputs are coded by a logarithmic
delta modulation scheme, normally implemented by a

comparator, an up-down counter and a D to A converter in the

feedback loop.

The pitch extraction process consists of detecting and
storing the largest and second largest peaks 1in the
cepstrum. These peaks are selected according to the flow
diagram in Fig.6.11 and stored in two sample and hold
circuits. Decision logic (Fig.6.13) then estimates the

pitch information, which 1is converted to the appropriate
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output coding (Table 6.2) by a decoder. The analyser frame
is completed by emptying the frame xstozage register in

serial at 2400bps.

7.2 SYNTHESISER CONFIGURATION

The input data are demultiplexed at 2.4kHz to provide
spectral, pitch and sync. information (Fig.7.6). The
sync. bit is used to control the master clock from which all
timing functions are genecated. After one frame of spectral
data has been received and stored, the 39 data bits are
anti-logarithmically D to A converted to form 19 channel
amplitudes wnich are subsequently stored in ARAM. A
256-point permuted spectrum is then reformed by weighting
and accumulating a set of contiguous filter bank
characterisics (section 6.3.1). Three samples ace
accumulated for each spectral point since, at most, three

filter characteristics overlap.

Only one 257-point inverse PT is requirted for each 20ms
frame in the synthesiser and, because the spectral data ace
real and even, the inverse PT reduces to a single Ehannelo
The transform clock rate is therefore chosen to be 25.6kHz
so ‘that the spectral data are read in during the first 1lOms
of each frame and the time-compressed impulse response data
are output into ARAM during the second 10ms period. At the

beginning of the next frame, one impulse c¢esponse is
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transferced to thé . speech reconstruction algorithm (see
timing diagram in Fig.7.8). The ordec and rate of this data
teansfer is controlled by an address ROM clocked at 8kHz
which combines four functions: (1) inverse permutation, (2)
impulse response rotation, (3) truncation to 160-points and

(4) time expansion to the original speech sampling rate.

The main component in the speech reconstruction
algogithm (Fig.7.7) 1is a l60-stage CCD transversal filter
with binary weights. The operation of this stage is well
described by the flow diagram in Fig.6.19 and its
accompanying text. Note that the gain of the transversal
filter is reduced for unvoiced reconstruction to ensure
proper balance in the synthetic speech. A sample and hold
circuit 1is included at the output of the transversal filtec
to remove CCD clock breakthrough. The synthetic speech is
output after low-pass filtering at 3.8kHz and fregquency

de-emphasis.,

A half-duplex vocoder may be consteucted by
multiplexiné the major processing blocks in the analyser
with those in the synthesiser. Alternatively, a full duplex
vocoder may be achieved by 1increasing the analyser

tgzoughput rate and combining the central processors.
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7.3 COMPARISON WITH A CCD PARALLEL FILTER BANK VOCODER

In 1978, Hewes et.al. [30] from Texas Instcuments
published details of a channel vocoder implemented using CCD
and switched capacitoe technology. This vocoder, almost an
exact copy of the Marvox algocithm, is implemented with two
custom designed CCD/NMOS integrated ciccuits and 5
microcomputers (TMS9940)., The CCD analyser chip contains 19
parallel CCD band-pass filters, 19 full-wave cectifiecs, 19
switched capacitor low-pass filters, a multiplexer and a
logacithmic A to D converter. Three of the 'miccocomputegs
ace wutilised in a pitch detector while the other two handle
data coding. The synthesiset chip houses the full ~Marvox

synthesiser.,

Table 7.1 summacises and compares the component
teguirements for the analyser with that for the cepstral
vocoder. In teems of'analogue storage, each ofithe analyseg
implementations 1is comparable; however, ARAM consumes moce
chip space.than does CCD., On the other hand, 19 CCD
transvecsal filters need 19 summing amplifiecs consuming
both powet and chip space. The othecr analogue circcuitery in
each analyser may be compaced in tegms of the total numbec
of amplifiers. The filter bank analyser uses almost double
the amplifiers employed by the cepstral channel analyser.

In addition to the analogue components, the cepsteal
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implementation zeqdi;es a considerable amount of digital
ciccuitey. By far the largest item is the 1170 bytes of
ROM, of gnich almost half is wused to cepetesent the 19
Buttecworth filter characteristics. It seems 1likely that
fuether development would peemit a moce efficient
apprcoximation to these filtecr characteristics. For example,
if only one characteristic was stored for each filter with
equal bandwidth, the filter coefficient storage could be
ceduced by approximately 80%. It should be noted that the
extra digital hardware in the cepstral analyser should be
compared with the four mictocomputees employed by the filter
bank analyser since pitch detection and frame -coding are

included in the components list.

Compar ing the synthesiser component counts, it can be
seen that the major item in the filter bank implementation
is the number of amplifiefs.whefeas, because processing is
serial in the other synthesiser, the major cost is analogue
and digital storage. Although the total chip aceas may
prove similac, the switched capacitor Ffiltec bank will
always have an advantégep since the pec¢fogmance 1is limited

only by the operational amplifiecs.

In summacy, it is considered that the CCD DFT based
analyser offers an eéuivalent pecrformance to that of the CCD
filtec bank approach [30} but will provide a more efficient

hatdware implementation. The new synthesiser, however, will
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operate with decreased fidelity (without further
development¢ due to.pitch discontinuities and is unlikely to
achieve vastly superior engineering benefits. The optimum
analogue channel vocodert implementation points to a
combination of the cepstral analyser and the filter bank
synthesiser., It appears possible that this system will

enable the construction of a two chi p vocoder.,



CHAPTER 8

CONCLUSIONS

The design of CCD -Fourier transfo;m processors and
their application in 1low bit rate speech communication
systems have been investigated 1in this thesis. In
particular, a novel implementation of the channel vocoder

nas been developed.

In the author’s experience, many people have a poor
understanding of the DFT and its derivatives; chapter 4 has
been written bearing this in mind and attempts to <clarify
some of the main areas of confusion. The mathemactical
concepts are translated into realisable hardware structures

and attention is drawn to cases where suitable restrictions

permit hardware reduction. Practical considerations are
emphasised throughout and performancé limitations are
compared. Ig¢ 1is shown that in real-time applications

demanding high accuracy coupled with high resolution, there
is at present no alternative to the digital FFT. However,
in cases where reduced'accuracy can be tolerated, analogue
CCD Fourier transform/processors such as the CZT and the PT
offer up to 512 point transforms on a single IC. Thus the
module size and power consumption are reduced considerably
when compared to current digital FFTs. This is achieved at
the expense of reduced accuracy (e.g. 1%Z) which gives a
typ;cal processor error or sidelobe level of approximately

-40dB. Considering noise only, the output exhibits 50-60dB

signal to noise ratio. A comparison between the CZT and the
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PT has shown that in terms of accuracy, there 1is 1little
difference between the CZT and the PT, but with restricted
input conditioans (e.g. a typical speech waveform which 1is

real), the PT configuration reduces the Hardware by a factor

of two.

Chapter 5 described the design and construction of a
CCD CZT processor. The computer simulation employed here
permitted the selection of component tolerances for aay
given transform accuracy. The spectrum analyser, which was
constructed in CCD hardware computed either a 32-point
direct CZT or a 64-point sliding transform, with or without
Hamming weighting. It met all of the initial design
specifications except the output linearity, which was
limited to 30dB by the output transconductance multipliers
in the modulus circuict. The alternative linear
approximation circuit (+1/2dB ripple) increased the dynamic
range to 50-60dB but limited the processor speed to 100kHz.
From this discussion,/it is clear that the practical design
of the processor output stage requires further attention if
40dB linear dynamic range is to be achieved. The author
considers that chapters 4 and 5 together form a
comprehensive guide to the design of CCD Fourier transforam

processors.

On-line computer simulations, detailed 1in <chapter 6,
permitted the design of a channel vocoder based on DFT

techniques. This clearly showed that the sliding traansform
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was not suitable for the short-time spectrum analysis of
speech. The simulati;n éurther showed that our DFT based
cepstral pitch detector technique provided superior results
on all speech except for very high pitched female voices.
This was verified by comparative listening tests with speech
synthesised from a discrete filter bank. The author
therefore believes.that CCD DFT processors offer significant
practical advantages when used for pitch detection. The
simulated channel synthesiser was not as successful as the
analyser due to discontinuities arising from the overlapping
of 1impulse responses. Further simulationm work is therefore

necessary to improve the synthetic speech quality.

Finally, the simulation results and practical
experience gained from CCD DFT processors have been combined
in chapter 7 to show how the channel vocoder might best be
implemented wusing sample-data analogue signal processing
techniques. As discussed in chapter 7, a PT configuration
was selected for the <central processing unit. From an
engineering pqint of view, the cepstral analyser compares
favourably with an integrated CCD filter bank in terms of
chip size, power consumption and hence cost. However, since
the DFT based analyser performs both the required spectrum
analysis and pitch detection without the need for exteraal
microcomputers, it is now believed to be the more attractive
implementation. In contrast, the synthesiser does aot
promise any particular performance advantage and is more

expensive in chip area than the parallel filter bank. It is
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therefore considered .that the optimum CCD channel vocoder
configuration will be baéed on a combination of the cepstral
analyser and the filter bank synthesiser. Using this
approach, a two chip vocoder implementation 1is feasible.
However, before <chip design can commence, a discrete
hardware model of the vocoder should be built to permit the
optimiéation of ;he analyser filter bank coefficients
thereby reducing storage requirements. This will also allow
thorough intelligibility testing to be undertaken with a

large sample of male and female speakers.

In summary, this thesis has shown conclusively that, at
the present time, the analogue CCD has <considerable
importance 1in speech processing systems. However this
conclusion must be treated with caution since the rate of
progress in digital signal processing (e.g. high speed bit
slice microprocessors) is such that within a few years most

speech processing may be performed digitally.
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FFECTIVE CHARGE-TRANSFER EFFICIENCY
F TAPPED C.C.D. REGISTERS

Indexing terms: Charge-coupled-device circuits, Delay lines

A design technique for multitap c.c.d. delay lines is discussed
in which the eflective charge transfer efficiency is increased
over its intrinsic process-dependent value. The technique
involves locating tap amplifiers at every alternate bit, and
operating the device at twice the normal clock rate. The
advantages of the technique are discussed with reference to a
32-t1ap. n-channel c.c.d. gelay line.

Imtroduction: Recent work has shown how an ‘improvement
in the effective transfer efficiency of c.c.d.s may be obtained
by the introduction of cell redundancy and circuit com-
plexity.’- 2 Techniques reported here employ cell redundancy,
but involve a minimum of peripheral circuit complexity:
these are especially suitable for multitap delay lines, as well as
single-output registers.

Consider a c.c.d. register operated in the conventional
mode, as shown in Fig. la. The impulse-response sequence,
allowing for transfer inefficiency, has been well studied and
an adaption of the result obtained by Vanstone® is used here.
The rth residual of the impulse response sequence at a non-
destructive tap n can be shown to be

(n+r)!

e e—e)r . ... . (1)

where ¢ is the effective transfer inefficiency per cell and r = 0
indicates the main charge packet, r = 1 the first residual etc.

The effect of ¢ is to smear a single charge packet into
following signal samples. For low ne products, this is limited
to a predominant first residual contribution to the immedi-
ately following signal sample. This letter discusses two circuit
techniques which may be used to reduce the effect of transfer
inefficiency, and results are presented for a multitap c.c.d.
delay line designed to employ these principles.

Description: The first scheme, shown in Fig. 15, employs
alternate input sampling, in which ‘fat zeros’ are interposed
between the signal packets. By sampling only the signal
packets at output taps, the contribution of the preceding
signal sample is reduced from a first to second residual effect,
the intervening ‘zero’ having absorbed the comparatively
large first residual.

The second scheme, shown in Fig. lc, provides self cancel-
lation of the first residual loss, as well as a reduction in the
contribution of preceding signal packets. Each input signal
sample is injected in two successive charge packets, and the.
second charge packet of each pair is sampled at output taps.
The reduction of the second packet by transfer inefficiency is
compensated by the addition of the (ideally) identical loss of
the leading packet during each transfer. The leading charge
packet also reduces the residual effect of preceding signal
samples.

As both schemes halve the effective data rate, it is necessary
to double the clock frequency and the number of stages to
achieve the same sampling criteria and time-bandwidth

Table 1 COMPARISON OF THREE TECHNIQUES

w2

sampled at alternate stages. For convenience, th. scheme:
are referred to as alternate zero alternate tap (a.z.a.t.) and
double sample alternate tap (d.s.a.t.), respectively.

The impulse-response sequence of the a.z.a.t. scheme may
be obtained from the conventional response (expr. 1), con-
sidering alternate terms only and allowing for 2n stages to
tap n: )

(2n+2r)!

2r12n!
where ¢, is the value of ¢ at the new clock frequency 2f;
(e, will be taken as the value of ¢ at f;). That of the d.s.a.t.
scheme is obtained by considering alternate terms of the
conventional response to two impulses delayed by one clock

period with respect to one another, again allowing for 2n
stages:

(2n+2r)!
2r12n!

e¥(l-)*» . . . . . . . @

(1 +2”Cz/(2r+ l)+51)812'(l _82)251 . (3)

A summary of these results is given in Table 1, where the
techniques are compared in terms of a quality factor R,
defined as the magnitude ratio of the first residual to the main
charge packet.

The results for the d.s.a.t. scheme are identical to those
achieved by the scheme proposed by Tozer and Hobson;! in
fact, the principle is similar. However, addition of the main
charge packet and its first residual is here accomplished
automatically during each transfer, rather than by peripheral
circuitry.

Limitations and comparisons: The benefit obtained from these
techniques is reduced at high operating frequencies where
doubling the clock frequency may degrade e, significantly.
Indeed, an upper limit on the operating frequency may be
determined by the criterion

Py 7 S Y ()

Clearly, the schemes perform best at clock frequencies where
¢ is effectively constant; it is convenient to compare the results
under these conditions.

Table 1 shows that, where &; ~ ¢,, both schemes offer
an improvement over conventional operation. For practical
ne values, the improvement in quality factor R is approxi-
mately 1/2ne. Comparison of the two proposed techniques
shows that double sampling provides a marginal performance
improvement on alternate zero operation. Reference to Fig. 1
also shows that implementation of the d.s.a.t. scheme is
slightly simpler. It is thus concluded that double sampling is
preferable to alternate zero operation.

Device considerations: The increased number of transfer cells
appears initially to be a disadvantage. For multitap-register
applications, however, the increase in available silicon area
may be advantagecous where posttap signal processing is
required on chip. The distance between tap outputs is often

Impulse response

r, : ro performance ratio

(residual r)
(tap n) General Large n ne = 0-1

. +r)!

Conventional (_"r-'ni')_ g"(1—g)) e (n+1) ney 0-100
’ 21+ 2r)!
Alternate zero (_Z'Lr'?n—')‘ 27 (1 —g,)?° e2(n+1)2n+1) 2(ne;)? 0-020
alternate tap e
2n+2r)! :

Double sample Qn+2n)! (1 +2ne,/(2r + D+ 22)e22° (1 —£)?" | &:2(n+ 1)(2n+ I)M 2(nex)*(1 —ney) | 0-018
alternate tap 2ri2n! (1+&2n+1))

Renrinted from ELECTRONICS LETTERS 6th January 1877 Vol. i3 No. 1 pp. 31-33



termined DYy transicer €inhciency and process considerations
d can be restrictive where identical signal-processing
cuits are required at every tap. The schemes described
re may be used to double the area available for peripheral
nal processing circuitry, for a given c.c.d. cell length.

f
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g.1 Three modes of c.c.d. operation

= sample frequency

= sample period

nversely, where the distance between taps is determined
- posttap circuitry, the schemes allow gate lengths to be
lved for a given circuit configuration, permitting higher-
>quency operation,

Implementation of both schemes involves little peripheral
mplexity, the only additional circuit requirement being the
neration of sample pulses at half the clock frequency. This

osttap
ircuit

S0
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ig. 2 Experimental device

Photomicrograph of c.c.d.
Schematic of cell structure

practical simpucity mdkces ine scnemes very atiracuve wnerc
a improvement in efficiency or increase in available peri-
sheral circuit area is desired without loss in device perfor-
nance. Where the increase in clock frequency and device
.ength is impractical, it is possible to implement the schemes
ind preserve the lower clock frequency by multiplexing
two parallel registers.

The principle may be extended to include higher-order
sampling and cell redundancy where greater improvements
in efficiency or available peripheral circuit area are necessary.

Experimental results: A 64-bit (32-tap) c.c.d. and its peri-
pheral f.g.r.* tapping circuitry (Fig. 2) was fabricated with
a ‘shadow-etch’ (s.e.t.) process.® The device has gate lengths
of 5 um, with 10 um tap gates and tap sense amplifiers of
35 um pitch.

The device was operated with a fill-and-spill inputtechnique.
Fig. 3a shows the sampled output at tap 13 in response to a
pulse input (shorter in duration than the clock period) which
was adjusted to give 90% of full well capacity. The quality
factor R is estimated from the photograph to be 0.04.
Fig. 3b shows the corresponding output at tap 26, employing
the d.s.a.t. technique, and quite clearly a significant improve-

Fig. 3 Impulse responses

a Normal operation (f, = f, = 10 kHz)
b Doyble sampling (d.s.a.t.) operation (/} = 20 kHz, f, = 10 kHz)

ment in the quality factor has been achieved; in fact, the
improvement is such that the effective first residual is difficult
to measure. Theoretically, the improved quality factor is
approximately 0-003. It is interesting to note that the main
response in Fig. 3b is the sum of the main response and the
first residual in Fig. 3a, as predicted by eqn. 3.

Conclusions: Two techniques have been discussed for improv-
ing the effective charge transfer efficiency of multitapped
c.c.d. delay lines. Both can be implemented with little
increase in peripheral circuitry. The apparent disadvantages
of the techniques, twice the clock frequency and device
length, should be outweighed in the majority of applications
requiring high-efficiency values. The increases in device area
may help the layout of the tap amplifiers. The d.s.a.t. tech-
nique is marginally better than the a.z.a.t. approach and the
efficacy of the former technique has been demonstrated for
a 32-bit c.c.d. delay line.
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"APPENDIX B

MATHEMATICAL ANALYSIS OF CHIRP FILTERING

In the block diagram shown in Fig.B.l an input sequence
is multiplied by.a discrete chirp and circularly convolved
in a chirp transversal filter. Using the principle of
superposition, Fig.B.f may be regarded as part of the

complex CZT processor (Fig.4.7).

P, = cos@Tnz/N + ¢p)

“ qa, h = cos@fmz/N + ¢c)

Fig.,B.,1 Chirp Filtering

Consider an input sequence {x,} of the form

x_= A cos [emen/m + ¢s] n=0,1..N-1 vee (B.1)

where f is the normalised frequency and ¢% is an arbitrary

phase factor. The multiplication of {x,} by {(p,} where

P, = cos@Tnz/N + ¢p) n=0,1..N-1 ve st 2)
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results in an intermediate sequence {qg )}

qQ, = 3¢ [M(fn+n/2)+¢ +¢]

cos [F (fn - n /2) + ¢s - ¢p] ees (B.3)

-+

[(STE- N g

The phase term is either 0 or -TI/2 depending on whether
P

COS or SIN premultiplication is intended.

The filter output sequence {yk} is given by the

discrete convolution

N-1
Yy = :E: a, coslé(k-))%/N + ¢é] k=0,1..N-1 ... (B.4)
=O

where ¢t is either 0 or -17/2. Expansion of the cosine

products gives an output consisting of four terms

=ay + b0y + k=0,1..N-1 ... (B.5)

where

" cos{?ﬁtr]i). +(f-k))+k2/2] + Pt Byt ¢B
bk% co {%TTLJ,(m)R-k/J w e gy ﬂ‘g

cos -25;—” + (£-x))\ + kz/% + ¢s - ¢p + }‘c}

o {?ﬁ"[}\z+ (240 - kz/'{f + 9, - By - P, ]j

Q

w
M zy z»z

-ao

>0
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Terms by and cp have linear cosine arguments and can be

evaluated using a result .from Ref.[95] to give

b= % cos [(_I\I_"%I.)—Tf (f+k) + ﬂ‘s - ¢P - ¢c —‘ﬂkz/bﬂ .
sinEff(f+k)] cosec[ﬂ(f+k)/N:) ees (B.6)

and
ey = % cos[g%llr—(f-k) + ¢s - ¢p + 8, +11k2/N] ‘
sin[ﬂ(f-ki] cosec[ﬁ(f-k)/ﬁ] ees (B.T)

However, both ap and dp have quadratic cosine arguments and
are therefore similar to discrete forms of the cosine
Fresnel integral. No closed solution has been found and ap

and dp can be evaluated only by numerical analysis.

The four individual terms are plotted in Fig.B.2 for
N=64, f=16 (i.e. a basis vector input) and ¢s=¢r=¢'¢:=0' Note
that although each term is defined only for integer values
of k, outputs are also shown for real values. This allows a
better understanding of the function type. As expected, bg
and cp are (sin x)/x functions centred at k=-f and k=+f,
each modulated by quadratic phase terms. For integer values

of k, only the nulls and peaks of these terms are displayed.

ag and dp produce functions which can be 1likened to
Fresnel ripples modulated by quadratic phase factors. These
terms are undesirable in matched filtering, but for 1large
time-bandwidth products the filter processing gain tends to
make this distortion insignificant. In the CZT, the complex

convolver adds and subtracts appropriate filter outputs so
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Fig.B.2 Chirp Filter Outputs
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that ap and dy disapﬁegr, and bp and cp are
When the CZT is supplied with a complex input,
odd properties of COS and SIN combine to cancel
cks leaving only a single (sin x)/x in the
redundant quadratic phase term modulating the

removed in the CZT either by postmultiplication

the modulus.
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reinforced.
the even and
either bk or

output. The

(sin x)/x 1is

or by taking
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APPENDIX C

THE DESIGN OF A -90 DEGREE PHASE DIFFERENCE NETWORK

C.1 INTRODUCTION

The 900 phase difference network described inm this
appendix has been designed for use in a speech processing
system where there is need to generate pseudo complex input
data for a real-time CZT processor. The provision of
complex data effectively doubles the available processing
bandwidth by cancelling the image frequencies present in the

spectrum produced by real data only.

The phase difference method of generating complex data
is wvalid for speech since the absolute phase of the voice
signal is unimportant to the human ear. Also, 1in most

speech processing systems, only the magnitude spectra are

required.

Pnase difference errors in the practical configuration
will give rise to suppressed 1image frequencies 1in the
spectrum, To suppress these 1images by at least 40dB
reqqires a phase difference accuracf of approximately 1°

(section 5.2.6).
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The main design specifications are therefore:
1. Operating Béndwidth: 50Hz to 3200Hz
2. Phase Diffeteécé Accuracy: 1

3. In-band Gain: Unity

C.2 THEORETICAL BACKGROUND

The network theory which is relevant to the design and
construction of constant phase difference networks has been
well understood for many years [96]) and has been widely used

in single sideband modulation schemes.

It is possible to show [97] that a 90° phase splitting
circuit can be designed to operate over a large frequency
range by connecting two all-pass networks as shown in
Fig.Cok. To make these networks physically realisable,
their idealised transfer functions can be approximated by
equal-ripple Tschebyscheff functions to give the phase
difference function illustrated inm Fig.C.2. The ¢two main
design parameters of this configuration are (a) the maximum
phase difference deviation, €, and (b), the bandwidth ratio
EH/fL' (a) and (b) together allow the network complexity,

n, to be determined.
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Fig,C.1 Phase Difference Networks
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Fig.C.2 Tachebyscheff Phage Difference Function
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-

For —circuit operation .at low frequencies it is
desirable .to sysnéhgsise the transfer functions using
resistance and capacit;nce elements oﬁly, since it 1is
difficult to manufacture 1inductors of adequate quality.
This practical restriction requires that the poles of the
individual all-pass transfer functions lie on the negative

real axis in the complex frequency plane.

The general response functions of networks A and B

(Fig.C.1l) having the RC restriction are given by

() m ~%a1) (o 7 60 ) ( e (1)

o T e sra) ()

£ (o) = & (8 =6p4) (8 =64,) ( ) ( L .2)
(s 6 (1830 () (

where the values of & are real and positive.

The synthesis problem is therefore to determine the
pole—ze;o pairs for 905 phase difference between H@(s) and
Hb(s) (simplified by. the wuse of ¢the =elliptic tangent
transformatioﬁ) and to find RC networks that realise the’
response function. Note that the realisation problem does
not have - a unique result since there are many different yet
equivalent network configurations and so it 1is normally

necessary to select the most convenient circuit.
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°

A design procedure for the above sysnthesis is given by
D.K.Weaver,Jr.{98].. In this design, the all-pass networks A
and B are represeﬂtgd by half-lattice configurations
(Fig.C.3) where the iépedance functions Z, and Zg are

constructed from canonical RC dipoles.

>
>

in ° Zy Vout

in

Fig.C.3  All Pass Half Lattice

These networks are driven by balanced inputs.

C.3 DESIGN

C.3.1 Network Synthesis
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A computer programme was writtea in the Edinburgh IMP
language to perform the calculations required in the design

procedure given by D.K.Weaver,Jr.[(98]. This programme 1is

divided into two sections.

The first section computes the desired network transfer
functions from' the bandwidth ratio and the network
complexity factor, n. The resulting transfer functions for
the specifications given in the introduction (n=7) are as

follows:

0.1202 (s - 0.4030) (s - 3.5655) (s - 17.9496) (s-158.8233)
Hy(s) = : ... (C.3)
(s + 0.4030) (s + 3.5655) (s + 17.9496) (s+158.8233)
0.1202 (s - 1.4861) (s - 8.0000) (s - 43.0656) '
Ho(s) = ... (C.4)
(s + 1.4861) (s + 8.0000) (s + 43.0656)
The normalised éomponent values for the chosen network
configuration (Fig.C.3) are calculated from the above

transfer functions by the second section of the computer
programme. The resultihg numbers are then multiplied by an
impedance factor to give practical component values
(Cmin>100pF, -Rmax<1M ) . The final network configuration

with the appropriate component values is- shown in Fig.C.4.

C.3.2 Network Analysis
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R
v, o0

in

-V, 0—{§§§%}—-

in

o
Cx% ] Cx2
Il Il
R R =

Element A Network B Network
Rxo SC SC
R 1000.0 k - 0C
x1
R
X2 19.6 k 100.5 k
R .4 k 0k
Y0 5.4 39
Ry1 oC 946.3 k
Ry2 35.7 k SC
R ' 139.3 k 134.6 k
Cx1 19.0 nF 6,64 nF
cxz 1.64 nF 761.3 pF
cy1 28,9 nF 3,36 nF
Cy2 T-39 nF 0C
C 11.1 nF 5.0 nF

0C = Open Circuit

SC = Short Circuit

all resistors in ohms

Fig.C.4 Detailed Network Configuration
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The normalised frequency response of these networks,
Ha(w) and Hb(w) can Be.obtained by evaluating their transfer
functions on the imaginary axis in the “complex frequency

plane. This is accomplished using the substitution s=jw.

The amplitude frequency response is formed by taking
the modulus of H(w) and the phase response by taking the

argument. The following equations result from the

synthesised transfer functions:

]Ha(jw)] = 0,1202 oo (Co5)
. -1 2 .2 (c.6)
g (3w) = tan ( 2ab /(" - 7)) ... (C.
4 2
where a=w - 3553.8w + 4096
and b = 180.74 wo - 11567.4 w

| (3)|

= -0.1202 eoo (CoT)
§(3w) = tan™'( 202 /(0% - &) ) ceo (C.8)
| 2
where c = 5255w - 512
and ' d = w3 - 420.41 w

The amplitude functions lHa(jw)I and lﬂb(jw)l are the
expected all-pass responses with constant attenuation of
0.1202. The phase difference function, ¢E, which is ¢a "¢b°
is .plotCed in Fig.5.28. (Note that the frequency ordinate
has been scaled by fL)° The theoretical pﬂase ripples

°

inside the pass-band are well within the 1° tolerance

required.



