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Abstract 

Bit-Serial architecture and Gallium Arsenide have essentially been mutually 

exclusive fields in the past. Digital Gallium Arsenide integrated circuits have 

increasingly adopted the conventional approach of bit-parallel structures that do not 

always suit the properties and problems of the technology. This thesis proposes an 

alternative by using a least significant bit first bit-serial architecture, and presents a 

group of "cells" designed for signal processing applications. 

The main features of the cells include the extensive use of pseudo-dynamic latches 

for pipelining, modularity, and programmability. The logic circuits are mainly 

based on direct-coupled FET logic. They are also compatible with silicon ECL 

circuits. The target clock rate for these cells are 500MHz, at least ten times faster 

than previous silicon bit-serial circuits. The differences between GaAs and silicon 

technologies meant that the cells were designed from circuit level upwards. 

Further to these cells, a multi-level signaling scheme has been developed to 

substantially alleviate off-chip signaling. Synchronisation between signals is 

simplified, improving even further on the conventional bit-serial system, especially 

at the high bit-rates encountered in GaAs circuits. 

For on-chip signals, a single phase clock scheme has been developed for the GaAs 

cells, which maintains the low clock loading and high speed characteristics of the 

pseudo-dynamic cells, while substantially simplifying clock distribution and 

generation. Two novel latch designs are proposed for this scheme. 

Test results available have already proved the concepts behind the two-phase 

clocking scheme, the latches, and the multi-level signaling scheme. Further tests are 

taking place to establish their speed performance. 
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Chapter 1 

Introduction 

This thesis is the result of two and a half years of research carried out in this 

Department on gallium arsenide (GaAs) digital ICs. The main objectives of this 

work were to design a library of cells, based on GaAs MESFET technology, and 

combine it with a bit-serial architecture to produce highly modular and efficient 

integrated circuits for signal processing. The original work in this thesis can be 

divided into three main parts: bit-serial GaAs cells, multi-level signaling, and 

single-phase latches. The cell designs were partly based on direct-coupled field 

effect transistor logic (DCFL), and adopted a unified bit-serial approach, tightly 

pipelined logic, and psuedo-static latches. 

Although this project was essentially based on GaAs metal-semiconductor field 

effect transistor (MESFET) technology, the circuit techniques and system 

architecture are also applicable to modulation doped field effect transistors 

(MODFETs) or high electron mobility transistors (HEMTs) technologies. 

MODFETs are GaA1As heterojunction FETs that are very similar to GaAs 

MESFET technology. Converting MESFET based circuits for MODFET/HEMT 

fabrication only requires minor modifications at the circuit level. Some of the cells 

in this work were appropriately modified for fabrication (Chapter 5), illustrating 

their flexibility. 

To summarise the scope of this project, a library of cells had been designed and an 

FIR filter was used as a case study of integrating these cells. Work was done to 

incorporate a suitable model into SPICE2G.6. The verification of the designs were 

mostly done by the SPICE simulations. Some of the cells were fabricated at a late 

stage of the project and some testing is still under way in the United States. A test 

IC was fabricated in NMOS in silicon to demonstrate the special registers used for 

the cells. A single wire 3-level chip-to-chip signaling technique was developed to 

minimise synchronisation problems of off-chip signals without sacrificing 

throughput. A two wire scheme, each having 3 voltage levels, was also investigated 

as an extension of the concept, leading towards radix-8 data representations. 
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With a project of such a time span, a brief history of the events that led to its 

present and final form is appropriate. Initial interests in digital GaAs ICs in this 

Department stemmed from work done by Dr. A. David Welbourn and Dr. Brian 

W. Flynn in 1983. An SERC funded project was initiated in 1986, with Standard 

Telecommunications Laboratories (STL) agreeing to provide free fabrication. 

Owing to a management commercial decision at STL in 1987, the processing 

facilities were no longer available. (This also applied to other research projects 

related to STL at the time.) Subsequent to this setback, limited unofficial links with 

Honeywell Sensors and Signal Processing Laboratory (SSPL) were obtained. Delays 

in obtaining mask insertion meant that in the present state of this project, some of 

the cells were fabricated in a non-standard Honeywell MESFET process (Chapter 

5), and they will be fully assessed at SSPL. Export restrictions also meant that the 

test ICs are unlikely to be available for full assessment in this country within the 

time available. However, the low speed test results obtained so far have been 

positive and support the simulations. The test results are included in an Appendix 

at the end of this thesis. The circuits that have not been fabricated are therefore 

supported by simulation results only, using the modified SPICE2G.6 program, 

discussed in Chapter 4. 

GaAs has always been considered a high risk material for making ICs simply 

because of its possible obsolescence from competing compound materials and from 

the well established Si ECL technology. The arguments on GaAs versus Si have 

continued if not heightened during the course of this project and Chapter 2 will 

highlight some of the recent developments in high speed ICs and make observations 

on the future of GaAs in the various application areas reviewed. Research in bit-

serial computation in silicon are also reviewed in Chapter 2. The Chapter ends with 

a discussion on the reasons for combining GaAs and bit-serial techniques. 

Chapter 3 provides an introduction to basic GaAs DCFL design. The similarities 

and important differences between DCFL and silicon NMOS are highlighted, 

allowing silicon designers to transfer to DCFL design, and provide background to 

the circuits discussed in later Chapters. 

In Chapter 4, the operation of the GaAs MESFET, device structure, and its 

modelling are discussed in more detail. Its operation is compared to the common 

silicon MOSFET and JFET devices to further emphasise its different properties and 

problems. A Honeywell model and its incorporation into the SPICE FORTRAN 

source code, and comparison with measured data, are discussed in detail. 



The rest rest of the thesis centres on the original circuit design work. Chapter 5 

describes in detail the adopted bit-serial architecture, the design of the register 

structure, and the GaAs cells. The layouts of the cells as multi-project chips and 

their simulations are also shown. Modifications for a real MODFET process were 

also discussed to show the flexibility of the designs. To illustrate the application of 

the cells, a brief case study of an FIR filter is then discussed. 

In Chapter 6, a novel 3-level voltage signaling technique and its associated 

decoding/encoding circuitry are described. This approach was also extended into 

the 2-wire radix-8 technique mentioned above and its properties and circuitry are 

discussed in detail. Timing limitations of two-phase clocks systems are substantially 

reduced by single-phase clocking. Two unique single-phase pipelining latch designs 

are proposed in this Chapter. 

Finally, the thesis is concluded in Chapter 7 by identifying the limitations of the 

GaAs cells as they stand, and suggest possible future extensions of this work. The 

results and achievements of this work are also summarised. 



Chapter 2 

Introduction to GaAs and Bit-serial circuits 

The two main areas of interest in this work, GaAs and bit-serial circuits, had 

previously been separate major subjects in their own right, and a fair amount of 

literature exist in both areas. The scope and structure of this survey is defined by 

the following objectives: to introduce the basic concepts of GaAs and bit-serial 

circuits, review previous important developments in each field, and focus on the 

idea of combining GaAs technology and bit-serial techniques. 

The survey consists of three main sections: GaAs integrated circuits, bit-serial 

circuits, and a final discussion. In each of the first two main sections, initial 

discussions cover some historical aspects of the subject, fundamental concepts, and 

their advantages and disadvantages compared to other technologies or circuit 

architectures. In the case of GaAs, the basic concepts will also include some 

material and device properties, and common circuit configurations. They serve to 

provide a silicon designer familiar with metal-oxide-semiconductor FET (MOSFET) 

and junction FET (JFET) technologies with the basic background to "transfer to 

GaAs devices. More detailed discussions of device operation, fabrication, and 

modelling are dealt with in Chapter 4. Recent and important developments are 

discussed to indicate possible future trends of research in each area. These will 

include some products and systems available commercially or under development. 

They are especially relevant to GaAs, owing to its continuing "high risk' 

designation and limited acceptance within the semiconductor industry, and the 

continuous threat from silicon to its survival. 

Finally, the third section of this chapter makes observations based on the previous 

sections concerning the problems of GaAs VLSI utilisation in systems, and puts 

forward the case for combining bit-serial architecture and GaAs as an alternative, 

thus laying the basic foundation of this work. 

-4- 
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2.1. GaAs integrated circuit technology 

Since the early 60's, GaAs has been known to possess certain electrical properties 

which make it attractive for three main categories of integrated circuits: high speed 

digital, analogue, and microwave [71,127]. The second type covers wide bandwidth 

operational amplifiers, and data converters. Switched-capacitor filters have also 

recently been of interest [141]. The third type covers microwave amplifier stages, 

mixers, and oscillators, and are often called monolithic microwave integrated 

circuits (MMICs). While noting the significant overlap in device modelling and 

fabrication between the three categories, this thesis shall concentrate on digital 

circuits. Wherever appropriate, comparisons are made to silicon circuits to 

highlight the state of development and viability of GaAs in a particular area. 

In the next sub-section, the basic properties of GaAs materials, devices, and 

common circuit configurations are first introduced to provide the background for 

later discussions. 

2.1.1. Material properties 

The basic material properties of GaAs have been well known. Along with Indium 

Phosphide (InP), GaAs is a binary Ill-V compound semiconductor which promises 

dramatic advantages over silicon. A number of quantitative comparisons of its 

properties are available in the literature [43,127]. A mainly qualitative summary of 

several of its properties in comparison with silicon illustrates its fundamental 

attractions: 

6 times higher electron mobility; 

1.5 times higher electron saturation velocity; 

High resistivity, semi-insulating substrate; 

Higher electron band gap energy; 

Large velocity overshoot at low electric fields; 

Direct band gap structure; 

Higher radiation hardness. 
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The advantages of higher mobility and saturation velocity are self-evident. The 

higher band gap energy implies a wider operating temperature range. The semi-

insulating substrate promises lower device to substrate and interconnect to substrate 

parasitic capacitances, and simpler device isolation. For MMICs, these also mean 

that inductors, capacitors, and resistors can all be compactly placed on the same 

substrate (hence monolithic). 

Velocity overshoot is a particularly significant phenomenon in rn-v compound 

semiconductors, such as GaAs and InP [13,71]. This is qualitatively illustrated in 

Fig. 2.1. The amount of overshoot can be quite marked - as high as two to three 

times of the saturation velocity - and was found to be very sensitive to channel 

doping, electric field, initial injection energy, and transient distance. Note that from 

the diagram that overshoot occurs at a much lower field in GaAs than in silicon. 

This phenomenon is most applicable to field effect transistors at submicron and 

ultra-submicron levels of gate/channel lengths, and was found to be small in silicon. 

ELECTRON VELOCITY 

ELECTRIC FIELD 

Fig. 2.1 Electron drift velocity vs. electric 

field in GaAs and Si 

The direct band gap structure of GaAs results in its ability to emit infra-red light, 

and in theory fully integrated opto-electronic circuits can be realised [43]. In 

addition, GaAs is sensitive to rdsdo  in the microwave frequency range. These 
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properties make it attractive for fibre-optic systems. 

Offsetting these advantages over silicon, GaAs unfortunately has several detrimental 

material properties: 

2 times lower thermal conductivity; 

Brittleness; 

Lower hole mobility; 

Orientation dependency of electrical properties. 

The implications of (i) and (ii) are generally higher manufacturing costs. The low 

hole mobility (lower than that of silicon) rules out complementary structures where 

speed is of major concern. Orientation dependency implies less scope for layout 

compaction, because all active devices have to be parallel to each other. 

Although the advantages of GaAs materials over silicon mentioned above are 

impressive, they do not indicate how or whether they can be utilised to the same 

degree in circuits and systems. In practice, factors such as device geometry, and 

circuit and system architectures, limit the speed advantage to much less than that 

suggested by the 6 times higher electron mobility. Examples of direct comparative 

studies have been published and will be discussed. First, the fundamental difference 

between silicon and GaAs IC technologies - the active device - is discussed. 

2.1.2. Device constraints in GaAs 

The early stages of an IC technology is inevitably entirely driven by device research 

and fabrication. The first and most important distinction between GaAs and silicon 

devices is the unavailability of a good quality oxide in GaAs, making insulated gate 

field effect transistors (IGFET) impractical, though not entirely impossible [32,36]. 

As a result, present digital GaAs circuits are based on the MESFET and the JFET, 

with the former being dominant. The operational and modelling problems of the 

MESFET are dealt with in more detail in the next Chapter. It is sufficient in this 

discussion to note this important difference and the immediate consequences of 

using a MESFET. First consider the fundamental differences in the switching 

behaviour between the MESFET and the two currently dominant devices in silicon, 

the MOSFET and the bipolar junction transistor (BJT). Table 2.1 below gives such 

a comparison. 



-8- 

Characteristic MESFET MOSFET BJT 

gate-source/drain Schottky barrier Insulated gate pn junction 

conduction unipolar unipolar bipolar 

switching/clamping Schottky barrier No clamping pn junction 

input impedance low when ON capacitive, 	high 

resistance 

low when ON 

Table 2.1 Qualitative comparison of MESFET, MOSFET, and BJT. 

Fig. 2.2 illustrates schematically the different conduction mechanisms in the three 

devices. It is clear from these that, as a switch, the MESFET is very different from 

a MOSFET, even though both are FET devices, but shares some similarity to the 

BJT owing to its gate-source/drain junction. However, whereas a BJT has two pn 

junctions, the MESFET has one depletion region directly underneath the channel 

which also controls the flow of majority carriers between the drain and source. 

Also, the Schottky barrier has a different turn on characteristic compared to a pn 

junction, and has a lower forward biased voltage (V0 ). 

One device that does have many similarities to the MESFET is the JFET. The 

JFET was the precursor to the MESFET and was proposed as early as 1951 by 

Shockley. The first successful device was fabricated 7 years later [90]. In a JFET, a 

pn junction exists between the gate and the channel, instead of the 

metal/semiconductor contact in a MESFET. As a result, the JFET has a higher 

barrier height than the MESFET and has a larger gate voltage swing. The JFET is 

quite widely used for input stages in precision silicon operational amplifiers, such as 

a number of precision amplifiers available from Analog Devices. 

The JFET was initially found to be less manufacturable in GaAs, and a simpler and 

more planar structures was sought after in the early stages of the technology. The 

GaAs MESFET was invented in 1965 by Carver Mead [24]. (The first silicon 

MOSFET was made in 1960 for similar reasons.) While the JFET has been used 
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depletion layer 

source \ 

me pate 

drain 

n)n 

SEMI-INSULATING 
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+VE 	gate oxide 
GATE 	 / 

SOURCE 	DRAIN 
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INVERSION LAYER 

IN 

EMITTER (p) 	BASE (n) COLLECTOR (p) 

Majority holes  

0 0000  0 0  

Minority electrons 

depletion regions 

Fig. 2.2 Conduction mechanisms in MESFET. MOSFET, 

and BJT devices 
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increasingly in GaAs, the MESFET device still dominates in VLSI. 

With the GaAs MESFET, both enhancement and depletion devices are available. 

Depending on the process and application, threshold voltages vary from —2 V to 

—0.5V for the depletion device, and +0.1 V to +0.3 V for the enhancement 

device. The symbols adopted for this and all subsequent discussions for these two 

MESFET's are shown in Fig. 2.3. 

D 	 D 

G G 

S 

D-MESFET 	 E-MESFET 

Fig. 2.3 Symbols used for D-MESFET and E-MESFET. 

The other important active device is the Schottky diode, used extensively in level 

shifting and switching. It is commonly formed by a shorted MESFET, as shown in 

Fig. 2.4. If it is used for switching rather than level shifting, a separate mask may 

be introduced for the anode for compactness [24]. A reversed biased diode can also 

be used as a capacitor for level shifting [150], as will be seen later. 

Passive devices such as resistors, capacitors, and inductors are mainly used in op-

amps and MMICs, and are not discussed here. The next section will discuss the 

various logic circuit configurations centred on the MESFET and Schottky diode. 
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Fig. 2.4 Schottky diode made from a D-MESFET. 

2.1.3. Logic circuit configurations 

The relatively recent expansion of GaAs research predictably resulted in a fair 

number of different logic configurations generally aiming to find a suitable 

compromise between the often conflicting requirements in speed, power, and size. 

Owing to the limited number of devices available in GaAs, most logic families can 

be divided into two broad categories: D-MESFET only, and both E-MESFET and 

D-MESFET. They will be denoted as D-MESFET and E/D-MESFET logic 

respectively. The latter includes complementary logic circuits (both p and n channel 

devices). 

D-MESFET logic 

In this type of logic, level shifting is invariably required between logic stages in 

order to switch off the D-MESFET. The most common family is the Buffered FET 

Logic (BFL). The basic gate is made up of a logic block followed by a level-shifting 

buffer, as shown in Fig. 2.5. The number of level shifting diodes (made up of D-

MESFET's) depend on the threshold voltage of the particular process. Most of the 

power is dissipated in the buffer stage, which has quiescent current flowing from 

Vdd  to a negative V. for both HIGH and LOW output states. The power of the first 

stage is small provided that the pull-down D-MESFET is not forward biased. With 

this two-stage structure, the output of the first stage is effectively decoupled from 

fanout gate and interconnect capacitances, and the overall propagation delay is very 

small. The large voltage swing and the buffered output ensure good noise margins 

and fanout capability. To offset these, the normally-on buffer stage results in low 

power efficiency. Values of 34ps at 0.5p.m gate lengths [150] are attainable with this 
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structure structure and is therefore most suitable for applications where ultimate speed is 

required. The high power dissipation j  ranging from several milliwatts to 50mW per 

gate depending on speed, and the large number of components per gate, exclude it 

from levels of integration higher than LSI. Low power versions of BFL (LP-BFL), 

using less level shifting diodes and D-MESFET's with higher (less negative) 

threshold voltages, tend to have little speed advantage over other logic families 

reviewed later on. 

!Lr.1 

VA  

Fig. 2.5 Buffered FET logic (BFL). 

To overcome the high power dissipation of BFL, several alternatives had been 

introduced. These include unbuffered FET logic (UFL) [74], Schottky diode FET 

logic (SDFL) [24], and Capacitor-coupled FET Logic (CCL) [75]. 

In UFL, the pull-up D-MESFET device in the BFL output buffer is removed to 

save power, at the expense of fanout capability. It is identical to BFL in all other 

respects. For low fanout logic, this was found to be a good alternative to BFL. 

SDFL is similar in principle to UFL. But unlike BFL and UFL where logic 

switching is performed by a NOR gate with multiple pull-down D-MESFETs, level 

shifting and input logic switching are combined by using Schottky diodes and a 

MESFET, which now forms the input stage, as shown in Fig. 2.6. The output stage 
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is is an inverter which produces a maximum possible swing of up to Vdd. A NOR 

gate is formed if more than one switching diodes are connected in parallel at the 

input stage. A negative V supply is again necessary. Additional level shifting 

diodes may be necessary if the D-MESFETs have very negative threshold voltages. 

The input diodes are usually small area Schottky diodes while the level shifting 

diode is made from a D-MESFET [24,25]. Significant power and size reductions 

resulted from SDFL, but with longer delays compared to BFL. Typical figures of 

propagation delay and power are 75ps and 0.3mW respectively [151]. SDFL has 

similar insensitivity to device threshold voltage variations, but has worse fanout 

capability due to the unbuffered output. Fanin, however, is substantially better 

than BFL. (Here fanin is defined as the number of inputs in a NOR gate and 

fanout is the number of logic gates of the same size being driven.) A recently 

published chip consisting of 2000 gate array cells [147], which also used a push-pull 

output stage, demonstrated high integration and low power. Unfortunately, gate 

delay was too large compared to even silicon bipolar gate arrays. The speed/power 

compromise might have been too severe in this particular case. 

Vss 

Fig. 2.6 Schottky diode FET logic (SDFL). 

One interesting variation of SDFL exists, and is called inverted common drain logic 

(ICDL) [1]. This has essentially the same structure as SDFL, but uses an ion 

implanted resistor instead of small area diodes. The reasons for using a resistor 
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were ease of process control and lower power dissipation. Experimental results 

showed that although speed-power product was reduced, speed suffered as result. 

Another important attempt at solving the level shifting problem was the use of 

capacitor coupling between logic gates, initially called capacitor-coupled logic 

(CCL) [75]. Instead of forward biased diodes, reversed biased Schottky diodes are 

used as capacitors, as shown in Fig. 2.7. With a correctly chosen diode to 

MESFET ratio, charges are transferred as the input level changes, providing level 

shifting with minimal static power dissipation, and without the need for an extra 

negative supply. It was also designed to be insensitive to device variations, and 

produced figures of 55ps gate delay at 3.5mW/gate from ring-oscillator results [150]. 

Initial charging of the capacitors is necessary and a lower cut-off frequency exists. 

These were not considered to be major drawbacks for telecommunication 

applications at which it was aimed at. The ratio of the reverse biased diode 

capacitance to the total load capacitance determines charge transfer efficiency and 

hence fanout capability. With large fanouts, penalty is paid in the form of large 

diodes, with significant parasitics which need to be charged by the input gate during 

a transition. Since the output is also unbuffered, as in SDFL, CCL gate delay is 

more sensitive to fanout compared to BFL. 

Fig. 2.7 Capacitor-coupled FET logic (CCL). 



A variation of the basic CCL principle, called Capacitor diode-coupled FET logic 

(CDFL), improved on the speed and power performance further, and was adopted 

for a high speed logic family [25]. In the CDFL, extra diodes and pull-down device 

are added between stages to improve fanout capability. A CDFL inverter gate is 

shown in Fig. 2.8. A further variation of CDFL, super capacitor FET logic (super-

CFL), uses a super buffer stage to further improve output current drive [76]. All 

versions of CCL are capable of higher integration than BFL (up to LSI), and have 

better speed-power products, but cannot match BFL in ultimate speed. 

Vdd 

M 

9 

Gnd 

Fig. 2.8 Capacitor diode FET logic (CDFL). 

All the D-MESFET logic discussed so far operate in voltage mode. The GaAs 

equivalent of silicon ECL is generally called source-coupled FET logic (SCFL). Its 

basic structure, shown in Fig. 2.9, consists of source-coupled pairs and current 

sources biased by voltage references, with the outputs buffered by source following 

level shifters, similar to those in BFL. This implies that the output is in voltage 

mode while the logic block operates in current mode. As a result, it is also 

insensitive to threshold variations, and has all the advantages of current mode logic 

1127]. Recent results [44,53.148] appeared to be very favourable both in power and 

speed compared to BFL, producing figures of SOps of propagation delay for a NOR 

gate (fanout unknown). A low power version called LSCFL gave figures of 24ps 

and 2.4mW/gate [55] for a fanout of 1, 0.4jim gate length, plus 255 m of 

interconnect. The buffered outputs ensured low fanout sensitivity. The SCFL family 

is relatively new compared to BFL, and is clearly a major contender at the MSI to 
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LSI level, where high speed and acceptable power dissipation are required. 

Fig. 2.9 Source-coupled FET logic (SCFL). 

Finally, an important issue worth mentioning is compatibility between the different 

D-MESFET logic structures, and between GaAs and silicon ECL. In the former 

case, all the D-MESFET configurations discussed above require two supply rails 

(Vdd  and V,), and are directly compatible to each other with the same process. In a 

custom design, they can be mixed at will to optimise area, speed, and power on the 

same chip. Where ECL compatibility is necessary, the V supply rails can be split 

and level-shifted, as shown in Fig. 2.10, to share the conventional ECL rails. A 

total of two or more power supplies are normally necessary, depending on the 

silicon ECL family used. Since D-MESFET logic is generally process tolerant and 

has a large logic swing, the level-shifted supply rails are not detrimental to noise 

margins. 
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Fig. 2.10 Level-shifted supply rails for ECL compatibility. 

E-MESFET/D-MESFET (E/D) logic families 

The major drawbacks of D-MESFET logic are clearly the high power dissipation 

and component count per gate. For commercial survival, high integration and 

functionality are mandatory. Although low power D-MESFET logic families such as 

SDFL and SCFL did go some way in improving speed-power product, they are all 

generally considered to be too large for VLSI. The simplest solution is to have 

silicon NMOS-like static logic, using both E-MESFET and D-MESFET devices - 

direct-coupled FET logic (DCFL). 

The basic DCFL inverter is shown in Fig. 2.11. The pull-down E-MESFET avoids 

the need for level shifting between stages, hence the name. The voltages shown in 

Fig. 2.11 are for a DCFL gate with a non-zero fanout. If the gate is not clamped, as 

might be the case when it is driving a source follower, then the output HIGH 

voltage can rise to Vdd. The immediate advantages are small size, low power, and 

single supply operation. It is therefore widely accepted as the most suitable logic 

family for VLSI in GaAs. 

Gnd 
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Fig. 2.11 Direct-coupled FET logic (DCFL) inverter chain. 

In DCFL, major drawbacks caused by the unavailability of a IGFET device are 

small logic swing (typically 0.1V to 0.75V), low fanin and hence functionality per 

gate, and high fanout sensitivity. Stringent process control over threshold voltage is 

also crucial. Together with high costs, lower yields, and lower noise margins 

compared to D-MESFET logic families, DCFL was considered to be too high a risk 

to adopt as a standard logic family until recently. Self-aligned gate ion implanted 

E/D processes have improved to such an extent in the last two to three years that 

DCFL has become a viable commercial alternative to silicon ECL [73]. The basics 

of DCFL design are discussed in more detail in the next Chapter. 

Although DCFL was primarily envisaged for VLSI rather than ultimate speed, 

impressive figures of under loops gate delay at 0.3mW/gate were achievable even 

from a gate array [73]. The high fanout sensitivity would increase delay closer to 

200ps, comparable to the better silicon ECL gate arrays. The most important 

advantage of GaAs, however, is the much lower power dissipation. A more 

detailed look at silicon ECL performance later on will confirm that GaAs DCFL is 

commercially viable mainly because of its power advantage. 

In order to reduce its fanout sensitivity, various forms of buffering were introduced. 

One method used a super-buffer output stage, and is called super-buffered FET 

logic (SB-DCFL) [73]. The basic super-buffer is similar to its silicon NMOS 
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counterpart, counterpart, and is shown in Fig. 2.12. Because of the shared gate terminal 

between the two stages of the buffer, a compact layout of the logic gate is possible, 

despite its apparent complexity. 

Fig. 2.12 EID super-buffer used in super-buffered 

FET logic (SB-DCFL). 

Other forms of output buffering use source followers, increasing fanout capability at 

the expense of dc power dissipation. This is used in one of the various forms of a 

logic family called low pinch-off FET logic (LPFL) [101]. LPFL was envisaged as 

a compromise between DCFL and BFL, and used MESFET's with threshold 

voltages close to OV and single supply operation. At least six forms of LPFL had 

been proposed [151]. They follow the lines of modified forms of D-MESFET logic 

families such as BFL, UFL, SDFL. and ICDL. One example, which uses source 

follower buffering, is shown in Fig. 2.13. They generally have the BFL advantages 

of process tolerance and good fanout capability, and lie between BFL and DCFL in 

terms of speed, power, and size. The output swing is about lOOmV higher than 

DCFL. This was especially attractive in the early stages of DCFL development when 

the swing was as low as 500mV due to the low Schottky forward voltage (V). 

Noise margins were also improved with LPFL. However, an examination of recent 

GaAs circuits showed that the interest in LPFL had declined owing to 

improvements in processing, although the concept was clearly a significant one. 
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Fig. 2.13 One form of low pinch-off FET logic (LPFL). 

In current mode form, one notable attempt was to use SCFL with an E/D-MESFET 

process. The basic concept remained unchanged, but with E-MESFET replacing 

most of the D-MESFET devices in the differential pairs and voltage references. 

Simulated results showed that an E/D SCFL frequency divider operated up to 3 

GHz at 3 times power dissipation and same circuit density, compared to the DCFL 

equivalent operating up to 1.5 GHz [148]. Although 4-bit digital-to-analogue and 

analogue-to-digital converters were designed and tested successfully using E/D 

SCFL, full test results were not disclosed and simulated advantages could not be 

confirmed. The increased speed was largely attributed to the much better fanout 

capability, at the expense of power. Another important feature was the ease of 

integrating digital, analogue, and even microwave circuits on the same chip. The 

first two of these had been demonstrated by the converters already mentioned. 

These different variations of E/D logic had aimed at striking a reasonable 

compromise between the low power of DCFL and the high speed of BFL. 

Although the hole mobility of GaAs is lower than that of silicon, quasi-

complementary and complementary logic had been used in GaAs to reduce power 

even further than conventional DCFL. Particular areas of interest are memories 

and gate arrays. 
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In In the gate array sector, a quasi-complementary output stage was used with a 

custom input logic block. This logic is called Gain FET logic (GFL) (named after 

the company), and is shown in block form in Fig. 2.14. Power is reduced by 

avoiding a dc current path in the output stage. Full details of the input logic block 

were not disclosed, and was claimed to have better input noise margins than DCFL. 

Performance figures of 180ps at 7001iW/gate for an inverter were also quoted. 

Although these appear to be worse than conventional DCFL, the increased fanin 

and fanout capability and the resulting higher functionality per gate meant that 

much less gates are needed than DCFL for the same logic function. An earlier 

comparison of quasi-complementary logic [151] showed that for large fanouts, this 

approach was fastest compared to inverters with resistive and D-MESFET pull-up 

loads. Unfortunately, it also had the worst fanin capability. GFL had apparently 

solved the fanin problem, while inevitably increasing total propagation delay 

through the gate, confirmed by the quoted figures. In terms of size, direct 

comparison was not available. The largest array offered has 1444 cells. A 14 x 16 

cross-point switch was fabricated and worked up to SOOMbits/s into 50fl, at a power 

dissipation of 1.1W. Other GaAs gate arrays are reviewed in a later section. 

In the case of complementary logic, the most notable attempts were SRAMs ranging 

from 4K to 16K [70,146]. Apart from the reduction in power by using n and p 

channel devices, the other distinguishing feature of these designs is the use of JFETs 

rather than MESFETs. Figures for the 16K SRAMs were 16.lns access time, 

678mW dissipation, and 3% yield. Much better access times are possible in GaAs 

RAMs which used non-complementary logic, but the low power and good yield 

may prove complementary logic to be viable. However, it has not been adopted for 

other types of circuits. A 32-bit RISC microprocessor made with the same JFET 

process used n-channel devices only [45]. The speed degradation was clearly 

considered to be unacceptable for most circuits. 

Finally, in terms of compatibility, the problem of different supply voltages is less 

severe owing to the lower currents involved, compared to D-MESFET logic. In 

DCFL and its variations described so far, Vdd  is normally chosen to be sufficiently 

high to saturate the D-MESFET pull-up device, but low enough to minimise dc 

power. Values can range from + 1V to +2V, and are therefore not directly 

compatible with any silicon technology. A simple solution had been to use the 

same supplies as silicon CMOS or ECL, and connect external resistors in series 

between the GaAs supply terminal and the board Vdd. This is clearly inefficient if a 

large number of DCFL chips are involved, and an extra rail with on-chip level 

translators would be necessary in such cases, as with the D-MESFET logic families 
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Fig. 2.14 Block diagram of gate array cell with 

quasi-complementary output stages. 

discussed above. (ECL compatibility is discussed in more detail in Chapter 3.) 

One interesting configuration that avoided either of these board level adaptations is 

the stacked DCFL logic [121]. This consisted of upper and lower DCFL blocks with 

an interface block referenced to a virtual ground (VG). The block diagram is 

shown in Fig. 2.15. Test results of a prescaler IC, using a Vdd  voltage of 3.3V, 

showed 31% reduction in circuit current compared to the resistor and conventional 

DCFL arrangement. The IC operated up to 900MHz. A three-stack structure was 

considered to be possible and should reduce current even further. Direct 

comparison of speed was not available. The main disadvantage of stacked circuits is 

clearly gate size, limiting integration level. 



DCFL (U) 

INTERFAC 

DCFL (D) 

Fig. 2.15 Stacked DCFL logic structure. 

2.1.4. Circuits and systems 

In the last sub-section, a fair number of logic families, spanning the two extremes of 

D-MESFET BFL and complementary E/D JFET logic, were discussed. It is clear 

that no one single family can dominate and the application in question ultimately 

dictates what combinations or variations of these families should be used. In this 

section, recent results of GaAs circuits, some of which are commercially available, 

are reviewed according to their functional areas. There are four main application 

areas in which digital GaAs ICs are used: 

Signal processing. 

Communications. 

Test and measurement. 

Supercomputers. 

- 23 - 
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Signal Signal processing and communications are closely related areas, while the other 

areas also overlap with the others. Although no sharp distinction shall be made on 

the applications of GaAs circuits in this review, a few words on signal processing 

are appropriate here. 

Signal processing 

Owing to military interests in the States and Europe and commercial interests in 

Japan, communications and signal processing are the major areas that attracted 

funding for GaAs. These have made possible advances such as the jump from 4K to 

16K SRAMs in 2 years. The material advantages of GaAs in terms of radiation 

hardness and potential speed were the fundamental attractions, although silicon 

advances, in response to GaAs, have forced the speed argument more and more 

towards lower power. 

Signal processing covers a wide range of circuit functions, ranging from custom FFT 

processors to general purpose microprocessors. These include: 

(i) Arithmetic logic, such as multipliers and adders, and registers. 

(ii) Memories. 

(iii) Microprocessors. 

(iv) Application specific processors. 

Other equally important SSI to MSI circuits are AID and DIA converters, and 

sample and holds. Due to their semi-analogue nature, they are not reviewed here. 

The next section will first review the core of all signal processing systems. 

Arithmetic logic 

The most important elements in arithmetic are the adder and the multiplier. Apart 

from their obvious functions, the multiplier is often used to assess a certain new 

process or logic configuration due to its circuit complexity. The speed of the 

multiplier also determines the processing power of a system for the same reason. 

Recent published results on adders and multipliers are summarised in Table 2.2. 

It can been seen from this Table that low power, medium to high speed, 4-bit 

circuits were most developed. Two of the circuits, the 32-bit adder and 8 X 8 

multiplier, exceeded 1W in power dissipation, as a direct result of using D-

MESFET logic. 
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Assuming Assuming good accuracy of manufacturer's figures, a comparison of off-the-shelf 

products between silicon and GaAs should indicate possible real system advantages. 

For a silicon ECL lOOK series 4-bit ALU [94], the worst case adder propagation 

delay from input to carry output was quoted at 8.3ns (excluding setup and hold 

times), with a power dissipation of 920mW. Worst case test figures for the Vitesse 

4-bit slice ALU listed in the Table, also available commercially, were 4.7ns at 

240mW power dissipation for the same function. Whereas these figures point 

towards significant improvements by using the GaAs parts, a customised silicon 

ECL ALU may match them in speed. The greater than 3 times power advantage is 

more significant in the context of a complete system, as other GaAs system 

comparisons will confirm in later discussions. 

Circuit and performance (worst delay/power) Ref. 

(1) 4-bit carry look-ahead generator, 1.55ns, 34mW, DCFL. [117]. 

(2) 4-bit ripple carry adder, 1.25ns, 180mW, lp-BFL. [107]. 

(3) 4-bit adder-accumulator, 340 MHz, 500mW, BFL. [26]. 

(4) 8-bit adder, lins, 236mW, SDFL. [147]. 

(5) 32-bit adder, 2.9ns, 1.2 W, BFL. [157]. 

(6) 4X4 multiplier, 2.5ns, 40mW, DCFL. [23]. 

(7) 4X4 multiplier, 1.4ns, 1.6 W, CDFL. [76]. 

(8) 5X5 multiplier, 4ns, 133 [LW/gate, DCFL. [17]. 

(9) 8X8 multiplier, 5.25ns, 1-2mW/gate, SDFL. [24]. 

(10) 8X8 multiplier, 6ns, 876mW, JFET DCFL. [40]. 

(11) 16X16 multiplier, 10.5ns, 952mW, DCFL. [96]. 

(12) 4-bit slice ALU, 4.7ns, 240mW, DCFL. [49]. 

Table 2.2 Performance of arithmetic logic elements 

In contrast to this favourable comparison of "standard" products, a laboratory silicon 

CMOS 16X 16 multiplier, based on 0.6m gate lengths, gave a typical multiply time 

of 7.4ns and dissipated 400mW [103]. This is significantly better than the GaAs 

DCFL multiplier figure of 10.5ns worst case delay, achieved 4 years earlier 
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(Table (Table 2.2). A more detailed examination revealed that the GaAs multiplier used a 

classic parallel array architecture, while the CMOS circuit used a Booth's algorithm 

array scheme to reduce the number of adder stages (Chapter 6). Also, the GaAs 

MESFETs used in this example had gate lengths of 2pm. Projected performance 

with 1im gate lengths was 6.5ns. Unfortunately, attempts at improving on the 

GaAs figures are not available in recent publications and therefore an up-to-date 

speed comparison cannot be made. Nevertheless, these results demonstrate that at 

this LSI level, the well known advantages of GaAs materials over silicon do not 

guarantee correlation with circuit performance, and that circuit architecture 

becomes more and more important as integration level increases. 

Memories 

The fabrication of memory components has traditionally been the most difficult for 

any process owing to the need for small feature sizes and high yield. Interests in 

GaAs have been mainly in SRAMs. Table 2.3 below summarises a number of 

recent achievements. 

Referring to the Table, it can be seen that DCFL based logic dominated all sizes. In 

the 1K category, fastest access time was ins with the second lowest power of 

300mW. Lowest power was achieved with a 0.7m process. In the 4K category, 

best access time was again ins. Lowest power was achieved at 200mW with a 

complementary JFET process. The largest memory size in GaAs is 16K, and 

produced best access time of 7ns at 2.1W. Lowest power was again from a 

complementary JFET process, which was also the slowest. Overall, no GaAs SRAM 

could achieve subnanosecond access time, and power covers a range of 200mW to 

2.1W. For comparison, a 4K high electron mobility transistor (HEMT) RAM was 

capable of 0.5ns access time, but at a high power of 5.7W (Table 2.3). 

In GaAs, the processing problems that most affected memory ICs are temperature 

gradients in annealing furnaces, handling damage, surface contamination, residual 

polishing damage, and the small diameter of wafers [140]. The effects of the high 

dislocation density in un-doped GaAs wafers were less clear, and were thought to 

affect E/D-MESFET memories more than D-MESFET circuits [125]. Indium doped 

wafers were found to reduce dislocations by at least 4 times. They were also more 

expensive and brittle, restricting their general acceptance. 

In terms of circuit design, several problems have hampered the acceptance of large 

SRAMs in GaAs [137]. These include non-standard power supplies, low tolerance 

to supply, temperature, and process variations. Together with typical yield figures of 
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1% 1% to 3% for 16k SRAMs, they are still a significant way from widespread system 

replacement of silicon parts. 

In contrast, 1K SRAMs are relatively well developed, with parts available 

commercially that can directly replace silicon ECL lOOK and TTL memories. A 

silicon ECL 256X4 bit SRAM gave worst case read access time of iOns and power 

dissipation of 1W [88]. Test results of pin compatible GaAs parts produced figures 

of 2.5ns and 1.5W [137]. Therefore the GaAs SRAMs have a better speed-power 

product, but higher power dissipation. This was likely to be the result of using some 

current-mode logic in this GaAs SRAM. Yield was high at 30%. Other laboratory 

results have shown much better speed-power product than these standard parts. It 

was found to be generally true that when ECL or TTL compatibility are necessary, 

power had to be sacrificed. 
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Circuit and performance (read access time/power) Ref. 

1K SRAM, 3.6ns, 68mW, 21im DCFL. [157]. 

1K SRAM, 1.3ns(min.), 1.4W, DCFL. [86]. 

1K SRAM, ins, 300mW, DCFL. [134]. 

1K SRAM, 3.6ns (worst), 1.9W, E/D CDFL. [31]. 

1K SRAM, 2.5ns (mm.), 1.5W, DCFL, TfL/ECL pin 

compatible. 

[137]. 

1K SRAM, 1.4ns (mm.), 210mW, 0.7im DCFL. [35]. 

1K SRAM, 2.3ns (mean), 550mW, 1pm DCFL. [48]. 

4K SRAM, 2.6ns (mean), 890mW, 1m DCFL. [48]. 

4K SRAM, ins, -, 0.7i.m,DCFL. [82]. 

4K SRAM, 0.5ns, 5.7W, 0.51im,HEMT [99]. 

4K 	SRAM, 	iOns 	(typical), 	200mW 	(typical), 

complementary JFET. 

[1001. 

4K ROM, 1.2ns, 3.75W, 0.5pm,DCFL. [56]. 

4K SRAM, 7ns (worst), 850mW, 1im DCFL. [79]. 

4K RUM, 1.2ns, 1.9W, ijtm CDFL. [16]. 

4K DRFM, 1.4ns (mm.), 1.5W, DCFL. [153]. 

16K SRAM, 20ns (typical), 1W, 1m,D-MESFET. [143]. 

16K SRAM, 22.5ns (worst), 678mW, complementary 

JFET. 

[146]. 

16K SRAM, 7ns, 2.1W, 0.7im DCFL. [81]. 

Table 2.3 GaAs Memories. 

At the 4K-bit size, a comparison of manufacturers' figures of standard parts is 

favourable towards GaAs. The silicon ECL 10474-15 4K RAM achieved worst case 

chip select access time of 8ns [88], compared to 3.5ns of the Vitesse GaAs 

VE12G474 of the same memory size [18]. 



Moving away from standard parts, the comparisons are not as clear cut. One 

example of silicon performance is a 5K ECL SRAM with a best access time of 

0.85ns at 2.4W [14]. The technology used was an advanced self-aligned 1.2pm 

process. At a similar time, two independent GaAs 4K SRAM produced figures of 

1.3ns and 1.4W [86], and 2.2ns and 890mW [48], for minimum access times and 

power respectively. The larger size of the ECL RAM implies that it has slight 

advantage over GaAs on both speed-power product and speed. The relative states of 

development of the three processes involved are difficult to assess. In the case of 

16K SRAMs, the 3.5ns and 2W performance of one silicon example [51] compares 

favourably to the 7ns and 2.1W of a GaAs SRAM [81]. These laboratory results 

imply that at the present state of GaAs development, it has no advantage over 

silicon in memories larger than 4K bit. 

Microprocessors 

The first major initiative in GaAs microprocessors was the 32-bit reduced 

instruction set computer (RISC) program, started in 1984 by the Defence Advanced 

Research Projects Agency (DARPA). This processor was targeted specifically for 

the advanced on-board signal processor (AOSP) for a broad range of military 

missions [91]. The RISC architecture, as opposed to CISC (complex instruction set 

computer) popular in silicon, was considered to be the only viable one, owing to the 

limited integration level, fast switching speed, high dependency of fanin and fanout, 

and the non-existence of dynamic logic of GaAs technology available at the time. 

More importantly, this program had drawn attention to the need for different 

architectural approaches to GaAs VLSI in general. 

Other efforts at making GaAs microprocessors include 4-bit slice and 8-bit slice 

processors. Test results of these efforts and the 32-bit RISC processor are listed in 

Table. 2.4 below. 



- 30 - 30 - 

Processor Processor 	 Comment 	Ref. 

4-bit 	slice 	ALU: 6.5ns t,1W. 	[49]. 

processor chip set. 

8-bit slice. 	150 	MIPS 	(6.6ns), 	[37]. 

9.2W, D-MESFET. 

32-bit RISC. 	60MIPS 	(16.5ns 	[45]. 

clock cycle), 4.7W, 

JFET DCFL. 

Table 2.4 GaAs microprocessors 

The 4-bit slice chip set consisted of a central processor, a carry-look-ahead 

generator, a microcontroller, and a 4K SRAM. They were designed as direct 

replacements of Am2900 (Advanced Microdevices) series silicon ECL chip set. 

This effort was therefore significant within the GaAs industry as the first to offer 

such a chip set. Projected performance of 4 x 4-slice system was 55MHz clock rate. 

Direct experimental comparison with a silicon system is not available. However, 

judging from the low clock rate with 4 cascaded 4-bit slices, speed advantage over 

16-bit silicon CMOS microprocessors is likely to be limited. The projected 

performance for an integrated 16 bit processor was more practical at 125 MHz. 

These figures do demonstrate that advantages from fast switching speeds on-chip are 

easily crippled by going off-chip. 

The other two processors were directed more at military systems. Both the 8-bit and 

32-bit processors improved on the 4-bit processor by a significant amount. The 32-

bit RISC processors also demonstrated VLSI capability in GaAs, particularly using 

direct-coupled FET logic (DCFL) - the MD484 (McDonnell Douglas) CPU 

contained 21606 transistors and was fully functional. 

Communication between processors in multi-processor systems is an important issue 

in both GaAs and silicon microprocessors. Two GaAs circuits in this area have 

been published. The first is a 32-bit asynchronous serial data transceiver chip set 

[102]. The chips have been tested at 500Mb/s using 16 32-bit silicon 

microprocessors. Power was rated at 1W. The other circuit is an 8-bit bus logic IC 

designed specifically for a parallel data transfer network [64]. A test cycle time of 

iOns has been achieved, at a high power dissipation of 7W. By using 48 ICs, 4Gb/s 

transfer rate was considered to be possible. 
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In terms of speed, the 60MIPS GaAs RISC chip compares favourably with the 

10M1PS achievable in 32-bit silicon chips at present. But a commercially available 

64-bit RISC chip from Integraph [29] is already capable of 50MHz clock rate and 

20MIPS in CMOS. Its ECL version under development is aimed at 100MHz and 

80MIPS. Therefore the speed advantage of GaAs in this area is not clear cut. The 

availability of supporting software is clearly also a major factor in the acceptance of 

a new microprocessor. It is likely that future GaAs circuits will need to take this 

into account if they are to compete with silicon. 

Application specific processors 

Most of the ICs mentioned so far were designed for one general functionality per 

chip, such as multiplication or memory. Very few published results were available 

on dedicated signal processing circuits and systems, while noting that some military 

circuits are not publishable. (Optical fibre transmission circuits are discussed in a 

later section.) Table. 2.5 lists 3 recent examples. 

Among these systems, the highest integration level was used in the FIR filter, which 

utilised 13376 sites in a gate array IC, and a 4K SRAM. The 400MHz clock rate 

achieved has demonstrated the practicality of GaAs gate arrays in a high speed 

system, while noting that such speed should be achievable with silicon ECL gate 

arrays. More importantly, it was noted that higher performance and lower power 

dissipation resulted from using a unique GaAs 110 structure, rather than traditional 

ECL or YI'L levels. Full details of this structure were not disclosed. 

The third project in the Table was impressive in its scope. In terms of performance, 

the most notable was the half-FFT butterfly in achieving 500MHz clock rate with 88 

custom SSI and MSI GaAs ICs. The operations involved two 16x8 complex 

multiplications, additions, subtractions, and serial-parallel shifts. All the ICs had 

ECL interfaces, driving 100fl loading. An RF memory in the Table [22] has also 

demonstrated 1GHz capability in signal processing by using a number of GaAs ICs. 
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Circuit/system Circuit/system 	 Ref. 

Numerically controlled 	oscillator IC for direct digital 	[801. 

frequency 	synthesis 	and 	phase 	modulation. 	Consists of 

pipelined accumulator, phase modulator, phase adder, two 

ROMs, 	and waveform generator. 	DCFL-based. 	Tested 

functional, speed unknown. 

Low pass filter (2 ICs) in sub-band tuner for adaptive 	[8]. 

tuning to narrow band signals. 	Custom FIR made from a 

4K SRAM 	and a 10K gate array. 400 MHz clock rate. 

DCFL-based. 

7 ICs 	 [22]. 

Radio frequency memory. Tested to 1GHz, 35 GaAs 

ICs. 

Half FIT butterfly. Tested to 500MHz, 88 GaAs IC. 

Digital convolver. 

Phase shift keying code generator. 

Timing incoming detector. 

8-bit A/D processor. 

Fibre-optic transmission system, Tested to 700MHz, 40 

GaAs ICs. 

Microstrip boards made with up to 88 GaAs ICs (custom D 

flip-flops, 	4-bit 	universal 	shift 	register, 	serial-parallel 

multiplier accumulator, sample/hold, and comparator). 

Table 2.5 Signal processing systems 

It would appear from these different examples that custom high integration ICs with 

GaAs 110 levels would combine to produce systems performing complex signal 

processing functions at 1GHz clock rates or above. 

Communications circuits 

Telecommunication is one area that sees continuous growth. The optical properties 

of GaAs, already mentioned earlier, and its high switching speed have been a major 

focus for integrated optical transmit/receive (transceiving) systems. Some the circuit 

and system achievements are listed in Table. 2.6 below. 
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Most Most of the chips or chip sets listed have been tested in a real transmission 

environment. For example, the 2.4Gb/s chip set from BTRL has been tested in a 

50km link using single-mode fibres [130]. 

Apart from systems, a number of frequency dividers, flip-flops, multiplexers 

(MUX), and demultiplexers (DEMUX) have been reported to demonstrate the 

suitability of GaAs for telecommunication. Figures of 1 .2Gb/s for multiplexers [150] 

and 10GHz for frequency division [116] had already been achieved in 1983/84. 

More recent circuits include a 26.5 GHz BFL 1/2 divider based on 0.2m 

MESFETs [63], and 4 Gb/s 16:1 and 1:16 MUX/DEMUX circuits [53]. Other 

switching circuits included 12Gb/s 2-bit MUX/DEMUX ICs [58], and 16x 16 [5], 

8X8 [47], and 4 x 4 [96] cross-point switches at up to 3Gb/s input data rate. The 

16x 16 cross-point switch contained 10000 transistors and dissipated only 800mW. 

Existing optical fibre systems have been based on 140Mb/s, 565Mb/s, 1.6Gb/s, and 

1.7Gb/s rates [130,46], and were built from discrete silicon components at the 

higher bit rates. The GaAs circuits have been concentrating on the imminent 

standard of 2.4Gb/s and above. In all cases, high reliability, low power, and low 

cost are the most important issues. Reliability is particularly important in the high 

current laser drivers. 
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Circuit Circuit and test results. 	 Ref. 

PRBS generator/error detector. 	 [74]. 

1023 bits at 2Gb/s, UFL. 

Fibre-optic system. 	 [22]. 

Prototype made with 40 GaAs ICs, 350MHz, BFL. 

Optical transmitter. 	 [144]. 

1.1Gb/s, 20mA peak current, SCFL. 

Buffer store for optical transmission. 	 [122]. 

2Gb/s,,1pm CDFL. 

opto-electronic receiver. 	 [98]. 

Photodetector, amplifier, demux, 6GHz, DCFL. 

complete transmit/receive chip set. 	 [34]. 

2.4GHz 

optical transmission system. 	 [130]. 

2.4Gb/s, CDFL. 

Transceiver 	chip 	set 	for 	computer 	networks 	(HOT 	[19]. 

ROD). 

1Gb/s. 

Table 2.6 Optical communication circuits 

Most ambitious among the 2.4Gb/s systems was the complete GaAs chip set from 

Hitachi (Item 6 [341), available commercially since late 1988. This consisted of 

seven chips, which included laser driver, 4:1 MUX, 1:4 DEMUX, decision circuit, 

pre-amp, AGC amp, and main amp. Maximum operating frequency of 3GHz was 

achieved by the 1:4 DEMUX, at a power dissipation of 1.5W. 0.8m gate lengths 

were used, although the logic configuration was unclear. A commercial silicon 

bipolar chip set was not available for direct comparison. However, a review of 

laboratory circuits based on standard" 2pm silicon bipolar processes [113], showed 

that silicon was well capable of the necessary speed, and in the case of 2.4Gb/s, 

dissipated less power with the laboratory samples. Although the comparative study 

gave no indication as to the practical utilisation, reliability, and cost of these 

laboratory chips, it would appear that in a multi-chip system, GaAs chips do not 

have conclusive advantages over silicon at the 2.4Gb/s rate. 
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Above Above 2.4Gb/s, 9.95Gb/s was considered to be a possible future requirement 

[58,113]. Silicon was also considered to be suitable for this bit rate by using 

advanced self-aligned gate processes [113]. GaAs laboratory circuits have already 

demonstrated their capability with circuits such as the 26GHz frequency divider and 

12Gb/s 2-bit MUXIDEMUX mentioned earlier. Silicon have produced 5.8Gb/s 2-

bit MUX and 8 Gb/s frequency divider ICs. From these figures, one can conclude 

that silicon has not yet achieved lOGb/s, but has the necessary potential. 

The possibility of integrating optical and logic functions onto the same GaAs 

substrate may prove to be more important than ultimate circuit speed at the 

moment commercially. This had been realised in the 6GHz integrated receiver 

(Item 5, [98]). The chip consisted of a photodetector, a three-stage amplifier, and a 

DCFL-based demultiplexer. This was not possible in silicon, and should point the 

way forward for ICs where opto-electronics, switching, and even MMIC functions 

exist on the same chip. 

On the computer networking front, two GaAs ICs provide the fastest serial data 

link commercially available in any technology. The "Hot Rod" chip set (Item 8, 

[19]) consists of a GA9011 transmitter and GA9012 receiver, based on a 

proprietary 'IlL-compatible GaAs technology from Gazelle. They were capable of 

transceiving data at lGb/s, compared to the 175Mb/s of the fastest silicon chip set 

from Advanced Micro Devices [3]. The silicon chip set is based on the Fibre 

Distributed Data Interface (FDDI) standard, defined by an ANSI committee [61]. 

The GaAs chips were designed on a similar standard, but with a 40-bit interface, 

rather than 10-bit of the silicon chip set. They were aimed at easing 

communication bottlenecks between workstations in a distributed network, and at 

critical server nodes. The next generation Hot Rod will aim at 10Gb/s. 

Objectively, the lack of comparable circuits means that this chip set may well be 

ahead of its time, and may have difficulty in finding networks that require this bit 

rate. Also, from earlier discussions concerning optical fibre transmission, present 

silicon technology is well capable of achieving similar bit rates. On the other hand, 

since all the error encoding and decoding functions are fully integrated into the 

GaAs chips, it can be used by any networking protocol designed for 1Gb/s bit rates 

or beyond. Therefore the chip set may have a new standard all to itself until a faster 

chip set is available. This was the case when the AMD chip set was introduced. 



Supercomputers Supercomputers 

Supercomputers and mini-supercomputers have found wider general use in the 80's 

in numerically intensive computing, interactive design and graphics. They have 

been based on massively parallel architectures and large number of silicon ECL 

processors and physical memories, and usually require liquid cooling systems. The 

processors are normally LSI to MSI integrated circuits designed for highest 

switching speed at the expense of power dissipation. GaAs was therefore considered 

to be particularly suitable, owing to its speed potentials. 

Two systems have been announced that will use GaAs technology. They are listed 

in Table 2.7 below, together with their projected performance. The subject of 

computer benchmarking is complex and the figures should be treated only as a 

guideline. Cray-3 was claimed to be the fastest supercomputer if the figures are 

realised. The Prisma system is targeted for the mini-supercomputer market. The 

fact that the maker of the first supercomputer is strongly backing the use of GaAs is 

in itself significant, even though its real market potential is likely to be small 

compared to other GaAs applications. 

Computer Description Ref. 

Cray-3 16 	processors, 	16 [68]. 

giga-flops. 

Prisma Based 	on 	Sparc [50]. 

RISC, 250 MIPS. 

Table 2.7 Supercomputer systems 

The backing of GaAs for Cray-3 was based on a comparative study with silicon 

ECL [68]. The study found that silicon could match a GaAs system in performance 

only by using more chips and power. In addition, it was considered that experience 

learned from designing the Cray-3 would be useful for Cray-4, possibly based on a 

MODFET or HEMT technology (the theory of MODFET/HEMT can be found in 

[30]), which have many similarities to GaAs MESFET technology. 

Test results are not yet available on either system. Cray-3 has been delayed by 

circuit design and board level problems [59]. GaAs circuit yield, however, was not 

found to be a problem. The success or failure of these computers will essentially 

determine the future prospects of GaAs in this area. 
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Gate Gate array and standard cells 

Apart from custom military and civil communication circuits, gate arrays and 

related semi-custom have also been a major focus of GaAs foundries, especially for 

start-ups like Vitesse and TriQuint. For those companies which do not manufacture 

silicon, it is a commercial necessity to diversify. 

In silicon, gate arrays have been used in all types of applications that require a fast 

design turnaround time. A fair number of GaAs standard cell and gate array 

families have been published. Most of them are commercially available to compete 

head-on with silicon. One example of laser programmable logic devices (PLD) also 

exists. These are listed in Table. 2.8 below. 

Details Commercial 

availability/Ref. 

6K gates, SDFL. 	1.lns, 500W/gate at fanout=2 plus No.[105]. 

1500pm line. 	12x12 multiplier, 82.5ns and 1.7W. 

15K gates, DCFL. 	68ps unloaded. 	D-flip flops, 450ps Vitesse.[73]. 

delay.  

3K gates, E/D BFL. 	125ps unity fanout. 	divider at 1 TriQuint.[119]. 

GHz, control chip for test system at 750MHz, ECL/TTL 

compatible.  

500 gates, 0.5m BFL. 	44ps unloaded, 5mW. 	counter NEC.[50]. 

at 4.1GHz, 2:1 MUX at 4.6Gb/s, 1:2 DEMUX 5Gb/s, 4:1 

MUX 3.6Gb/s, ECL compatible.  

6K, 	CDFL. 	76ps 	unloaded, 	1.2mW. 	16-bit Toshiba.[136]. 

serial/parallel 	circuit 	at 	852MHz 	and 	952mW, 	ECL 

compatible.  

Table 2.8 GaAs gate arrays 
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Details Details 	 Commercial 

availability/Ref. 

STANDARD CELLS 

BFL gates, buffers, flip-flops. 	80ps unity fanout, 5mW. 	Thomson.[118]. 

4-bit serial/parallel register at 1.3GHz, flip-flops at 2GHz, 

ECL compatible.  

22K gates max., logic, 110, RAM, ROM, ALU, register 	Vitesse.[138]. 

file. 	DCFL, lOOps, 0.3mW 2-input NOR. 	3.5GHz clock 

rate. 

MACROCELL ARRAYS 

250 	gates, 	SCFL. 	74ps 	loaded 	delay, 	2.4mW/gate. 	No.[55]. 

Flip-flops at 7.5GHz, 2X2X-point switch at 2GHz, ECL 

compatible. 

PROGRAMMABLE LOGIC 

DEVICES (PLD)  

165 	MHz 	clock 	rate, 	tpd=7.5flS. 	Contains 	6 	buried 	Gazelle.[27]. 

registers and 8 output logic registers. 	TTL pin compatible. 

Table 2.9 Standard cells, macrocell arrays, and PLDs 

In silicon, two ECL macrocell arrays have produced impressive results. The first 

one consisted of 7K gates configurable as functional cells such as latches and logic 

gates, based on current mode logic [52]. A 24-bit parallel multiplier was fabricated 

as a test chip and produced a multiply time of 12.8ns. This compares favourably 

with a 12x 12 multiplier, designed with a gate array, listed in Table 2.8 (item 1). 

An unloaded inverter gate delay of 50ps and a power dissipation of 1.84mW were 

also achieved. Another macrocell array had produced 43ps current mode logic basic 

gate delay and 4.3ns 16-bit multiplication [132]. No results are available for 

comparison with a GaAs macrocell array multiplier. However, the 30ps basic gate 

delay and 7.5GHz flip-flop toggle frequency of the GaAs macrocell array, based on 

a 'low power" SCFL configuration (item 1, Table 2.9), showed decided advantage 

over these two recent silicon examples. Power consumption per gate of the GaAs 

cells is also 40% lower than the best of the two silicon macrocells. The significant 

similarities between SCFL and ECL has been mentioned earlier and their gate 

functionalities are comparable. The small differences between the gate delays of the 

GaAs and silicon macrocells are less significant in a real system context when 



IWO 

interconnection delays are included. Therefore the power advantage will again be 

more apparent than speed. 

In the area of gate arrays, they tend to be slower than macrocells owing to the 

lower functionality per cell and hence longer interconnections on-chip. The loaded 

gate delays of the GaAs arrays listed in Table 2.8 range from about lOOps for unity 

fanout, to 588ps for a fanout of 3. Most of the arrays have been demonstrated with 

circuits of LSI complexity. Most notable of these was the use of a 3K gate array for 

a digital tester control IC (Table 2.8). 2295 gates were utilised in the array and it 

operated up to a clock rate of 750MHz. 

Virtually all major semiconductor companies offer silicon gate arrays commercially. 

Gate speed and power figures are broadly similar to the GaAs arrays listed here. In 

terms of complexity, 30K cells have been available in silicon [12], compared to 15K 

in GaAs [73]. At the chip level, a previous review of gate arrays in general 

concluded that the GaAs arrays based on MESFETs would result in more efficient 

gate utilisation, compared to silicon ECL [12]. Therefore total power dissipation is 

likely to be 1/4 to 1/3 of equivalent functions in silicon. 

In the case of standard cells and PLDs, speed performance appeared to be between 

those of gate arrays and macrocell arrays. The 22K-gate commercially based 

standard cell family leads the way in terms of complexity in GaAs, with claimed 

future increase to 50K gates, based on DCFL. Direct comparison of experimental 

results with silicon is not possible owing to the different cell functions and designs. 

Test and measurement systems 

In previous sections, the progress of GaAs in the main functional areas have been 

reviewed. Most of the published laboratory results have been purely for 

demonstration and research purposes. Examples of insertion into real systems 

mentioned so far have been largely in optical fibre transmission systems. A small 

but significant area of digital GaAs IC usage is testing and instrumentation. SSI to 

MSI custom and standard ICs were used in critical functions where silicon was 

unsuitable. Some of these systems are listed in Table 2.10. 
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System System and ICs used 	 Ref. 

Anritsu 5GHz pattern generator and error detector. 	[108]. 

T flip-flops from NEC. 

Interface 	Technology, 	8-channel 	pattern 	generator, 	same. 

1 GHz. 

Shift registers from Gigabit Logic. 

Outlook Technologies, 250MHz pattern generator. 	same. 

Output drivers from Gigabit Logic. 

Astro Design Inc., video signal generator. 	 same. 

Standard logic ICs from Gigabit Logic. 

Hewlett Packard, 1GHz digital oscilloscope, 	 same. 

Custom sample/hold and logic ICs. 

Table 2.10 Test and measurement systems 

Noting the gap between circuits and system insertions, at least 11 military projects 

had also been initiated to replace or implement specific systems with custom GaAs 

ICs, despite large cuts in U.S. government funding for digital GaAs. These include 

replacement of CMOS components in a Digital Map Computer for aircrafts and in 

the On-board Processor in a spacecraft, a signal processor for anti-tank missiles, and 

modem and synthesiser for army Small Unit Radio [110]. For these DARPA 

funded programs, companies are expected to go forward with qualification and 

installation on successful demonstration of the components. These projects will 

possibly determine the long predicted broad acceptance of digital GaAs technology. 

2.2. Bit serial circuits and systems 

Bit serial architectures have been well explored in silicon. It was generally accepted 

that they are particularly suitable for certain types of signal processing applications, 

and in general provide a compromise between functionality per chip, and 

throughput rate and performance. This section looks at the basic concepts of such 

architectures, and review previous results in silicon to illustrate the strengths and 

weaknesses of bit serial in general. 

By definition, bit-serial systems process a data word one bit at a time. (Some degree 

of parallelism has emerged in recent designs, discussed later on). The data word is 

spread out sequentially in time, and may appear least significant bit (lsb) or most 
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significant significant bit (msb) first, depending on the implementation. Fig. 2.16 illustrates 

the concept with an arbitrary operator and compares it with a bit parallel system. 

A common feature of bit-serial systems is the use of one or more framing pulses to 

indicate the position of the system word. They are often chosen to be coincident 

with the lsb or msb of the word. The most popular number format is two's 

complement, chosen for its arithmetic efficiency. The main features of bit-serial 

systems are summarised below: 

(i) Msb or lsb first, two's complement number representation. 

(ii) Fixed point or floating point. 

(iii) Synchronous operators with fixed latencies. 

(iv) Multiple precision. 

In addition, timing control of operators can range from single phase, 2-phase non-

overlapping, to 4-phase clocking in silicon. As an example, Fig. 2.17 shows the 

timing diagram of an lsb first system which adopts a two-phase non-overlapping 

clocking scheme. This is essentially the convention adopted for the GaAs circuits 

discussed in later Chapters. 

One of the earliest works on bit-serial signal processing systems was that of Jackson 

et. al. in 1968 [62]. Several fundamental properties were identified from this work 

that remain relevant to all bit-serial systems: 

(i) Digital filters can be made up of simple circuits (operators). 

(ii) The operators are highly modular. 

(iii) They can be easily adapted to a wide range of filter forms. 

(iv) The operators can be time multiplexed to increase hardware efficiency. 

In this pioneering work of Jackson, various filters of first, second, third, and sixth 

order were integrated and multiplexed into a touch-tone receiver system. Since 

then, significant advances have been made in bit-serial systems both in research and 

commercial applications. Some of the most important examples are listed in 

Table 2.11. 
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Fig. 2.17 Example of bit-serial system timing. 

The first comprehensive analysis of bit-serial systems in comparison to bit-parallel, 

was given by Lyon [78]. General issues such as timing, hierarchy, formats, 

pipelining strategy, and functional parallelism, and multiplexing, were covered. 

Functional parallelism is the use of a large number of simple operators connected in 

parallel, with appropriate logic to combine the partial results generated by each 

operator. This type of array structure is used to overcome the disadvantages of bit-

spreading on a single data stream for very high bandwidth applications. One 

example of this was the 64-point FFT processor of Powell and Irwin [109]. At the 

other extreme, operators can be shared and used to process unrelated data by 

multiplexing several slower channels, thus maximising hardware efficiency. 

The first bit-serial Booth's multiplier was built by Lyon [77]. Subsequent to this, 

the FIRST and SECOND [123] silicon compilers have exploited and advanced the 

timing and modularity of bit-serial architecture to good effect. These projects have 

also resulted in a different type of parallelism by introducing a twin-pipeline 

technique and single-phase clocking. In a similar direction, higher radix 

computation have also been used to increase system throughput. Serial multipliers 

were extensively investigated by Smith [123]. 
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Circuit/system Circuit/system 	 Year 	and 

ref. 

High-pass, low-pass, band-pass, and band-rejection filters 	1968.[62]. 

in a touch-tone receiver. 

Two's complement pipeline multiplier study. 	 1976.[77]. 

First bit-serial implementation of Booth's recoding algorithm. 

64 point Fast Fourier Transform processor. 	 1978.[109]. 

Matrix-vector multiplier. 	 1985. [67]. 

Multiplies 3X3 matrix with a 3x 1 vector at 6MHz. 

Serial/parallel multiplier. 	 1987. [124]. 

Novel "automultiplier' architecture. 

Twin-pipe, single phase clocked multiplier. 	 1988.[123]. 

Vector quantiser for real-time image coding. 	 1989.[111]. 

Reconfigurable multiplier. 	 1989.[9]. 

Designed for testability and reconfigurable to utilise good 

ones. 

Digital audio D/A conversion IC. 	 1988.[97]. 

Includes FIR and pulse-density modulation D/A converter on 

one chip. 

Table 2.11 Silicon bit-serial circuits and systems 

Judging from the range of applications where bit-serial techniques were used, as 

evident in the Table, its complementary role to bit-parallel computation has been 

well demonstrated. Perhaps the most recent and significant of these was the use of 

the bit-serial format in ICs used in commercially available compact discs players. In 

the Philips D/A conversion chip, SAA7320 [97,129], a 16-bit four-times 

oversampling FIR filter, 32-times oversampling linear interpolator, noise shaper, 

and a 1-bit switched capacitor D/A converter and analogue low pass filter, were 

integrated into one chip. The chip uses a high speed clock of 11.3 MHz, and a 

serial word format called Inter-IC Sound (12S) [54,139]. The VS bus consisted of an 

msb first two's complement serial data of variable real data word length, a Word 

Select line (to indicate which of the stereo channels is being sent), and a clock. 

Previous bit-parallel systems required the use of 3 chips to perform the same circuit 

functions. The use of bit-serial techniques in this instance has resulted in substantial 
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reduction reduction in physical board space, and an improvement in linearity and perceived 

sound quality. 

In general, these systems have exploited the two inherent and unique advantages of 

bit-serial architecture: 

Simple signal interconnections between operators and chips - only a signal 

wire and a framing wire are all that were necessary. 

The functional efficiency of operators - only one adder is needed in an n-bit 

bit-serial multiplier, as opposed to n adders in a bit-parallel carry multiplier. 

More functional elements can be placed in one chip. 

These properties result in more efficient and cost-effective use of silicon and board 

area. Set against these is the need for a high speed clock, in order to obtain the 

same system throughput rate. 

2.3. Discussion 

In the previous sections, the basic concepts and important results of digital GaAs 

ICs, and to a lesser extent, bit-serial circuits and systems, have been introduced and 

reviewed. It is the aim of this section to make observations on the general state of 

and the technical problems facing GaAs technology, and discuss how bit-serial 

architecture can be used to advantage. 

Concerning the state of GaAs technology as a whole, its volatility is evident. One of 

the facts that have emerged from the review of GaAs systems is that GaAs IC 

insertions into real systems were almost exclusively of SSI to MSI complexity, and 

were used only at critical functional bottlenecks where silicon proved unsuitable. 

The commitment that a system designer had to make is still too big for most systems 

to contemplate a custom or even semi-custom GaAs design. In many ways, the 

announcement of the Cray-3 had helped to sustain the initial technical and 

commercial interests in digital GaAs MESFET technology, and prevented it from 

being relegated to purely an interim research technology before heterojunction 

devices are mature enough for manufacturing. Apart from the obvious silicon 

competition, other problems have prevented it from taking off': 



Volatility of foundries. 

Strategic alliances exist (Cray/Gigabit Logic, and Motorola/Honeywell) which 

improve the situation slightly. However, most major semiconductor companies 

have pulled out of digital GaAs foundry services. 

Lack of second sourcing - there was only one announcement of linking of 

two GaAs processes [28]. 

Lack of a complete product line of circuit building blocks. 

The high cost of GaAs parts is clearly important, but will fall quickly if volume 

production is achieved. On the technical side, a number of observations can be 

made from previous sections: 

(i) Speed advantage over silicon decreases quickly with increasing integration 

level. 

This is partly due to the use of MESFETs in GaAs, which have lower 

transconductances. In addition, direct coupled FET logic (DCFL), the family 

most suitable for VLSI, has high fanin/fanout sensitivity. As functional 

complexity increases, so does gate delay (or number and size of gates used to 

compensate). This is confirmed by the results of large GaAs memories, 

multipliers, and microprocessors discussed earlier. Also, a direct comparison 

of identical 4-bit ALU designs fabricated with a 0.6im silicon NMOS process 

and a 0.6pm recessed (non-self-aligned) gate GaAs process showed only 1.5 

times speed advantage in favour of GaAs [92]. The power advantage was 

found to be more significant. Both silicon and GaAs technologies have 

improved significantly since the time of this direct comparison. Nevertheless, 

it implies that the use of exactly the same circuit architecture in GaAs only 

results a slight improvement in speed, compared to even silicon NMOS 

technology. 

(iii) Compatibility. 

Although most ICs were designed for ECL or TIL level and power supply 

compatibility, power and performance suffer as a result, again owing to the 

exclusive use of GaAs MESFETs. This further reduced the gap between 

silicon and GaAs parts. 



(iv) Low integration level and yield. 

The lower integration level in GaAs implies that more ICs are needed for a 

complex system function. This clearly increases interconnection, power, and 

speed penalties. In military projects, the standard cells approach was found to 

be most popular where performance and complexity were important, while 

gate arrays and macrocell arrays were used for slower functions and fast 

turnaround designs [39]. 

The processing and yield related aspects of GaAs are discussed in Chapter 4. 

In the related subject of noise margins, it was not identified as a major 

problem in published results. In fact, other factors have more drastic effects 

on yield (Chapter 4). In practice, the "relative" noise margins within a voltage 

swing are more important than the "absolute' values. For the same reason, 

silicon ECL has a smaller logic swing and hence lower absolute noise margins 

than CMOS, but does not present problems in use. GaAs DCFL has similar 

percentage noise margins as silicon ECL. More details of DCFL design are 

given in Chapter 3. 

Chip interconnection and packaging. 

At speeds of a hundred MHz or more, off-chip interconnection becomes a 

major concern both in silicon and GaAs. This is even more severe in GaAs 

because of the properties of MESFET and DCFL mentioned earlier. A GaAs 

output buffer designed for a 50fl transmission line can dissipate from 20 to 

60mW. When signal rise times decrease, cross-talk and synchronisation 

become problematic, especially with the larger number of chips involved owing 

to the lower integration level, and system speed would need to be sacrificed. 

Delay equalisation on a large scale, as was necessary in Cray-3, had proved to 

be both expensive and technically difficult. In a bit-parallel system, an n-bit 

wide data bus may be connected to several destinations within or beyond a 

board, with each bit-line requiring proper termination. Together with the need 

for chip packages and logic boards to maximise proximity and minimise wire 

inductances, these problems have proved to be challenging theoretical topics in 

their own right [39]. 

It is clear from these points that different architectural approaches to GaAs, and 

indeed high speed technologies in general, are necessary. Complex bit-parallel 

systems so dominant in silicon are simply not practical in GaAs. The fact that there 

is no existing commercial or research effort to make a single-chip Complex 
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Instruction Instruction Set Computer (CISC) processor in GaAs implies that even if such 

integration level could be achieved, the speed advantage might not be significant 

enough to justify the effort. The 32-bit GaAs RISC chips clearly point the way 

towards future microprocessors, although competition from 64-bit silicon ECL chips 

again limits its real market appeal, as mentioned earlier. 

Another useful example of system performance comparison was a simulated study of 

computers based on GaAs MESFET, HEMT, and silicon CMOS and ECL ICs 

[38]. It was found that 1m GaAs MESFET was 1.5 times faster than 1m ECL at 

the system level. Identical logic design and architecture were used in this 

comparison. It is clear from the delay analysis of this study that only limited 

advantage can be gained from faster logic gates because off-chip delays are not 

scaled by the same amount. Off-chip driver delays of the MODFET/HEMT ICs 

were only 50% less than those of ECL in this study, although loaded gate delays 

were 75% smaller than ECL. The imbalance is worsened as on-chip delays reduce 

even further. In addition, chip-to-chip line delays do not scale as easily as gate 

delays. These limiting factors can only be alleviated by using architectures that 

maximise on-chip processing functionality, and minimise off-chip interconnections. 

In the work presented in subsequent Chapters, the adoption of a bit-serial 

architecture was proposed as a possible solution to these problems. The inherent 

properties of bit-serial processing discussed earlier clearly matches those required by 

high speed technologies. The simpler logic design, and ease of pipelining and 

partitioning would allow complex and modular structures to be integrated on a chip 

to perform signal processing functions. 



Chapter Chapter 3 

GaAs DCFL design 

GaAs DCFL was reviewed as a logic configuration in Chapter 2. In this Chapter, 

the basics of DCFL design in general, and in relation to the Honeywell process in 

particular, are discussed. Similarities and differences between DCFL and silicon 

NMOS static circuits are highlighted. This serves to provide an NMOS designer 

with the necessary knowledge to crossover to GaAs DCFL design. The methods and 

ratioing stated will be taken as standard rules that apply in the rest of this thesis, 

unless otherwise stated. 

3.1. The DCFL inverter and NOR gate 

The DCFL inverter (Fig. 3.1) models on the silicon NMOS static inverter, and has 

been introduced in Chapter 2. However, two major differences between the 

MESFET and the MOSFET must he born in mind: the clamping action and the 

gate current of the Schottky barrier gate when it is forward biased. These result in 

several DC and transient effects unique to GaAs DCFL, as will be seen later on. 
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Fig. 3.1 DCFL NOR/inverter gate. 
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The traditional but inaccurate way of numerically modeling the MESFET was as a 

"modified" JFET device. A JFET device has three regions of operation: cutoff, 

ohmic or active, and saturation regions. The regions are illustrated in Fig. 3.2. 

However, the most commonly used MESFET model, based on Curtice [20], has 

only 2 regions: cutoff and active. The main difference is quantitative, especially in 

the vicinity of the transition between the active and saturation regions (the 'knee"), 

as shown in Fig. 3.2, normalised to the JFET curve for comparison. For ease of 

discussion, the MESFET will be thought of as having the same three regions as a 

JFET. Fig. 3.3 shows a measured dc curve for a 20m D-MESFET device based 

on Honeywell data. 

Ids 
saturation: 0< Vgs-Vt < Vds 

MESFET 

JFET model 

linear: 0< Vgs-Vt > Vds 

Cutoff: Vgs < Vt 

Fig. 3.2 Qualitative difference in I-V curve between JFET 

and MESFET, and regions of operation 

With respect to the ratioing of a NOR/inverter, it can be approximately calculated 

by equating drain currents as in silicon. But unlike NMOS, the forward gate 

currents drawn by driven gate inputs do affect the DC conditions and need to be 

taken into account. It is convenient at this point to define the following ratioing 

formula and notations, which will be used in subsequent discussions: 
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PR 
= L pull—down 

W 
—up 

where: 

W = gate width 

L = gate length 

= aspect ratio of transistor 

The gate length and width of a transistor are defined as real dimensions. (The 

difference between real and drawn dimensions are small and are usually ignored in 

the Honeywell process.) In the Honeywell process, the following figures apply: 

LE_MFET = 1 pm 

LDsT = 1.5 p.m 

PR = 3 

With these values, it follows that: 

WEEST = 2 

WD —MESFET 

The PR  value of 3 takes into account noise margins, gate current loading, and 

process threshold variations. If a more negative V voltage is used for the D-

MESFET, then a higher PR  ratio is necessary, as in NMOS. With the Honeywell 

rules, the process gain factor K' of the E-MESFET is about twice that of the D-

MESFET, while their threshold voltages Vt  are +0.2V and —0.5V respectively. 

With these figures, the DCFL inverter logic voltages are 50mV for the LOW state 

and 750mV for the HIGH state, for a fanout of unity. 

At this point, it is useful to define the meanings of fanout and fanin of a logic gate 

when they are specified as quantities: 

fanout = 
	(Total W of driven E —MESFETs) 

(W of pull—down device in the driving logic gate) 

fanin = Total number of pull—down devices in a logic gate 

I 
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Fig. 3.3 DC characteristic of 20im D-MESFET 

The choice of the value of Vdd is determined by the following criteria: 

Vdd  should be high enough to ensure the pull-up D-MESFET is in saturation, 

as in NMOS. This is easily met by by having Vdd  greater than the forward 

diode clamping voltage. 

Unlike NMOS, it also needs to supply enough DC current to keep the fanout 

Schottky gates forward biased when the output is HIGH. 

JR drop on the on-chip supply rail and power supply variations need to be 

taken into account. 

Speed/power requirements need to be satisfied. Higher speed can be obtained 

by using a high Vdd, provided that the necessary increase in 3R  (to maintain 

noise margins) does not offset the gain. 

A high Vdd  (> 2x (Vg Vt)) would aggravate hysteresis (not equivalent to 

body-effect in NMOS) in the D-MESFET pull-up device. A more detailed 

discussion on hysteresis is given in Chapter 4. 
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Taking Taking these into account, DCFL should operate satisfactorily with Vdd  above 1.2V, 

while 2V is a reasonable upper limit. Honeywell rules specifies a value of 

1.7V± 10%. 

In Chapter 2, the high sensitivity of the transient behaviour (gate delays) of DCFL 

to fanout, compared to other buffered logic families, was mentioned as one of its 

drawbacks. Another important problem is the sensitivity of DC noise margins to 

fanin and fanout. These are again the direct results of using MESFETs. The 

mechanisms behind them are worth discussing. 

First consider the DC problems. The effect of increased fanin is directly due to 

leakage currents. Even when the gate-source voltage of an E-MESFET is below the 

threshold voltage, a leakage drain current still exists. This is more severe in a 

MESFET because the channel region is n type, as opposed to p type in an n 

channel MOSFET. This implies that for a NOR gate with all pull down devices 

supposedly OFF, each increase in fanin would result in a slightly lower output logic 

HIGH voltage. With the Honeywell process, an E-MESFET in the cutoff state is 

approximately equivalent to a SOkfl resistor, and would result in about lOmV loss 

in logic swing for each added fanin. Therefore DCFL design rules normally limit 

gate fanin to a maximum of 4 to 6, depending on the process. This in turn results in 

limited logic input functionality per gate. 

The effect of increased fanout on logic HIGH voltage is more severe. To illustrate 

the basic cause, the driving pull-up device is replaced by an ideal current source 

and the fanout gates are thought of as Schottky diodes, as shown in Fig. 3.4. As the 

fanout is doubled, the current flowing into each fanout is halved. This corresponds 

to a lower forward gate voltage on the diode curve, thus resulting in a lower logic 

HIGH. 

In practice, the D-MESFET pull-up device has a finite output conductance, and the 

drain current increases as the source voltage is dropped. However, with improved 

device fabrication, the output conductance is likely to be reduced in the future, and 

this current compensation would be small. 

A second and more important phenomenon tends to worsen the situation. This is 

due to the fact that a MESFET has finite gate-source resistances. The overall 

forward characteristic is significantly different from that of a Schottky diode, as 

shown in Fig. 3.5. Note the much more linear form of the MESFET forward 

current. Therefore the reduction in gate current due to increased fanout would 

result in an even larger drop in forward voltage and logic HIGH voltage than with 
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Fig. 3.4 Logic HIGH degradation with increasing fanout. 

a Schottky diode. To illustrate this quantitatively, simulated outputs for inverters 

with fanouts 011 to 3 are shown in Fig. 3.6. This also o4Le' l-'fLe. better noise 

margins of Schottky diode FET logic, SDFL, reviewed in Chapter 2. The 

equivalent model of the MESFET is not discussed at this point. It is sufficient to 

note that this is the major device factor that causes noise margin degradation, and 

limits fanout to an absolute maximum of 4 in most DCFL designs. Similar to output 

conductance, these resistances should reduce with improved processing and scaling 

of gate lengths. Nevertheless, together with the fanin effects, they limit the 

functionality of DCFL NOR gates. 

The transient effects of increased fanout follow from the current division reasoning. 

A common and simple delay model can be given by the sum of unloaded gate delay 

and total capacitive delay (including interconnection and fanout gate capacitances) 

at the output. in DCFL, as in NMOS, the latter dominates, and is directly 

proportional to fanout. Self-aligned gate devices have overlap capacitances of the 

order of 10 IF for a 20.i.m device. Capacitance between closely spaced 

interconnections are more significant and can amount to several hundred IF for 

lOOp.m lengths, and are therefore the main RC delay contributions. At unity 

fanout, loading delay typically represents 50% to 70% of total gate delay. In 

addition, the lower logic HIGH voltage with increased fanout means that the driven 
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Fig. 3.5 Comparison of MESFET and Schottky 

diode forward characteristics. 

gates are turned ON weaker, increasing their basic (unloaded) gate delays. The 

basic OR  value of 3 takes into account noise margins in this situation. It is not 

general practice to increase the size of driven gates in GaAs, unlike NMOS, to 

compensate for the lost swing. This would simply increase the fanout loading on the 

driving gate and reduce logic swing and speed even further. However, increasing 

one driven gate size at the expense of another less critical gate, but without 

increasing PR,  is a valid technique of increasing speed. 

The effect of extra fanin is less severe and is mainly due to the additional drain-

source capacitance. Drain-source capacitance is similar to or smaller than gate 

capacitances. A distributed logic gate, where the fanin MESFETs are physically 

distant from each other, is possible in DCFL, and would clearly increase delay 

contributions from fanin. 
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3.2. Other logic gates 

NAND gates with two pull-down devices in series are permissible in DCFL 

(Fig. 3.7), but are generally best avoided. The disadvantages of the increase in sizes 

and capacitances from the doubling of gate widths are clear. The other drawback is 

due to the combination of gate voltage clamping and the elevated drain voltage of 

the upper E-MESFET device. The upper device is significantly weaker than the 

lower device, dominating the overall switching delay. Unlike a MOSFET which 

can swing to Vdd, a reduction of 50mV in gate-source voltage corresponds to about 

20% reduction in static drain current. The device would need to further increased 

in width to compensate if speed is critical. Noise margins are accounted for in the 

standard 13R• Alternatively, it can be driven by a "dedicated" gate. Therefore the 

use of NAND/complex gates should be strictly limited in DCFL. In most cases, it is 

more efficient to use inverters and an OR gate. 
VDD 

W/L 

A ~E 6(W/L) 

B ...j LI 6(W/'L) 

__ GND 

Fig. 3.7 Two input NAND gate in DCFL 

The OR gate has less of a problem in DCFL in terms of size and speed. This is 

shown in Fig. 3.8. But because of the clamping action of MESFETs, none of the 

inputs can be used to drive other NOR/inverter or NAND gates for correct 

operation. 

3.3. Delay optimisation and interconnections 

In general, fanouts should be scaled uniformly in the critical path to less than 3. 

This should result in fairly random gate width distribution and lead to more 

compact layout. Fanin signals should also be equalised in time as far as possible, by 

introducing OR and inverter chains or non-standard sizing, to eliminate glitches. 

Interconnections should always be included, or estimated as far as possible in the 
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Fig. 3.8 Two input OR gate in DCFL 

design process. In cases where a large fanout is unavoidable, super buffers can be 

used as in NMOS. 

Capacitive coupling and switching noise in GaAs MESFET circuits is less severe 

than silicon MOSFET owing to the semi-insulating substrate and Schottky gate. 

Nevertheless, gates with large fanouts and long interconnections are prone to cross-

coupling with adjacent parallel lines due to fringing (line to line) capacitances, and 

should be routed carefully. 

Finally, transmission line effects of on-chip interconnections can be ignored with the 

signal rise and fall times involved in this work, which range from 80ps to 200ps, 

depending on the fanout of the driving gate. For circuits operating at on-chip clock 

rates of less than 5GHz and chip dimensions of up to a few millimetres, impedance 

matching is still largely unnecessary [89]. When signals are going off-chip, a 

microstrip line length of less than a few inches is still satisfactory for GaAs DCFL 

circuit speeds. Longer lines will require power consuming matched impedance 

drivers (typically 40mW to 60mW per output buffer). At the circuit speed for 

which the GaAs cells in this work are designed, packaging and board design are 

less of a problem. Standard leadless chip carriers (LCC) can be used. 

3.4. ECL compatibility 

In Chapter 2, the incompatibility of the single DCFL power supply rail with silicon 

has already been discussed. One common solution is to connect Vdd  in the DCFL 

circuits to Ground, and use a negative supply (-1.7V to —2V) for the lower rail, 

previously at OV. The major drawback of this method is that pull-down devices in 

DCFL are directly affected by variations on the negative supply. On-chip, these 
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variations variations should have little effect over noise margins, provided that the JR drop is 

carefully controlled. However, if a large enough number of chips are involved such 

that they have different effective on-chip negative supply voltages, the chips will not 

operate properly. In this case, the normal DCFL positive rail has to be used, in 

addition to negative ECL supply and termination rails. 

The other compatibility issue is the logic swing. The ECL logic swing is typically 

between -1.7V to -0.9V, i.e. about 0.8V. This is slightly larger than the DCFL 

swing magnitude of about 0.7V, and a small voltage gain or attenuation is needed 

at the 110 buffers. The level shifting itself is not very power consuming if the 

inverted supply arrangement is used. Larger penalty is incurred by the 50fl 

termination at the output buffer for ECL compatibility.. If the normal DCFL + ye 

supply is used, more power is consumed in level shifting between the +ve DCFL 

and the —ye ECL levels. This work adopted the approach of an inverted DCFL 

supply, with the assumption that the number of bit-serial GaAs chips are sufficiently 

small not to cause noise margin problems between chips. The output buffer is 

discussed in Chapter 5. 

3.5. Conclusion 

The properties and design methodology for DCFL design have been discussed. The 

similarities and differences between DCFL and silicon NMOS have been analysed 

qualitatively. Complex logic functions tend to require more logic gates than in 

NMOS owing to the constraints on fanin and fanout in DCFL. In theory, all logic 

functions can be implemented with NOR/inverter gates only - the preferred path 

in DCFL. This means that little optimisation of logic functions is possible, and they 

are best implemented in sum of mm-term forms. These inherent properties of 

DCFL necessitated the design of the GaAs cells (Chapter 5) from first principles, 

and the resulting implementations have little resemblance to their silicon NMOS 

counterparts [21]. 



Chapter Chapter 4 

GaAs MESFET device and SPICE modelling 

In this Chapter, the GaAs MESFET device structure, operation, and fabrication are 

discussed. The incorporation of a suitable model into SPICE is described in detail. 

The late fabrication of the cells meant that they were not fully tested in time. 

Therefore simulations are used in subsequent Chapters to support the design 

concepts where necessary. The work on the recoding of SPICE described in this 

Chapter adopted a GaAs MESFET model from Honeywell, which was based on 

that of Curtice [20], and was carried out independently. Although no new model 

was proposed in this work, the coding exercise provides the background for future 

improved models to be included, and the details are described in detail in this 

Chapter. 

To illustrate the accuracy of the incorporated model, simulated results of the DC 

characteristics are compared to measured data from the Honeywell. A critical 

appraisal of the limitations of the modified SPICE model will be identified from 

these comparisons. 

4.1. GaAs MESFET device operation 

The MESFET device is the dominant device used in GaAs, but not in silicon. In 

Chapter 2, the reasons for this limitation in GaAs have been discussed and its 

differences from silicon NMOS in terms of circuit design have also been discussed 

in Chapter 3. It is useful to look at the small signal operation of the MESFET by 

first reviewing the other more common FET devices. 

The MOSFET device 

The n-channel silicon MOSFET (Fig. 2.2) is made up of n-type drain and source 

regions within a p-type well. It is turned ON if a high enough positive gate voltage 

is applied such that enough minority carriers (electrons) are attracted towards the 

region underneath the thin gate oxide to form a conducting channel between the 

drain and source (inversion of the p-type substrate). The insulated gate means that 

negligible current flows from the gate to the channel even when the MOSFET is 
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Fig. 4.1 The JFET structure 

ON. The gate voltage of a MOSFET can in theory be increased to any value less 

than the dielectric breakdown voltage of the oxide (typically of the order of +30V). 

Both n and p channel devices are widely used because of the similar hole and 

electron mobilities. 

The JFET structure 

The JFET device is closest to the MESFET in operation, and is common in 

analogue silicon circuits such as op-amps input stages [4]. This is due to its superior 

input noise and slew rate performances compared to MOSFET devices - a direct 

result of the non-insulated, low capacitance pn junction gate. Fig. 4.1 shows the 

basic JFET structure. Whereas the MOSFET has a p-type substrate between the 

drain and source, the JFET has a thin n-type layer between and including the drain 

and source in an n-channel device. 

In the JFET, the gate is a p-type semiconductor in contact with the n-type active 

area underneath, thus forming a depletion layer. The JFET operates by using its 

gate voltage to control the thickness of this depletion layer. Taking the depletion-

mode or normally-ON JFET for this discussion, if the gate voltage is made negative 

enough such that the depletion layer extends into the normally conducting n-type 



- 62 - 62 - 

depletion depletion layer 

source 

p TYPE GATE 

drain 

ii 
	

It 

P SUBSTRATE 

Cutoff region 

depletion layer 	p TYPE GATE 

source d  rain 
V.W9W,J 

P SUBSTRATE 

Ohmic region 

Fig. 4.2 (a,b) The NET in cutoff and ohmic regions. 
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channel channel and reaches the bottom of the channel and virtually across the whole 

channel (Fig. 4.2(a)), then the device is said to be "cut-off". In this state, majority 

carrier current ceases to flow, and a small leakage current flows from drain to 

source. 

If the gate voltage is increased beyond a certain threshold voltage V, there is still a 

depletion layer which does, to some extent, restrict current flow from drain to 

source (Fig. 4.2(b)). In the ohmic or linear region, the restriction of current flow 

changes linearly with gate voltage, thus forming a voltage controlled resistor. 

If the gate-source voltage is made increasingly positive, the depletion region shrinks 

further and starts to reduce in width from the source end of the channel. At this 

point the gate-source pn junction is forward biased (Fig. 4.3), and gate-source 

current increases significantly as the depletion recedes until breakdown occurs. 

Current saturation in the channel occurs if the drain-source voltage is sufficiently 

large to cause a constriction at the drain end of the channel owing to the reverse 

gate-drain bias, such that velocity saturation occurs owing to the high electric field 

within that constriction (Fig. 4.4). This constriction region increases in width with 

the drain voltage, thus forming the constant low conductance saturation region of 

the IN curve. The value of this conductance (Gd ) is particularly important in the 

design of current sources, and can vary from a few ohms to few tens of ohms, 

depending on the process. 

So far, no distinction is made between the silicon and the GaAs JFET. At this 

point, it is important to state a major difference between their operations in the 

saturation region. The difference arises from the fact that velocity saturation occurs 

at a much lower electric field in GaAs than in silicon (Chapter 2). In silicon, 

current saturation starts when the depletion region near the drain end of the device 

literally pinches off the channel by extending to the bottom of the channel, 

restricting further increases in current, but without velocity saturation of the 

electrons. Therefore in silicon, the voltage conditions when pinch-off occurs (the 

pinch-off voltage or region) is effectively coincident with the saturation region for 

all gate voltages, and the two terms can usually be used interchangeably. This is 

not the case with GaAs, where current saturation occurs at the onset of electron 

velocity saturation. Pinch-off only occurs at a much lower gate voltage (i.e. higher 

reverse bias at the drain end of the device), when the device is close to cut-off. The 

two regions are only coincident for a small gate voltage range, and therefore the 

pinch-off region is not important in subsequent discussions, and a GaAs NET is 

considered to have three regions of operation: cut-off, ohmic, and saturation. 
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It It is clear from ths discussion that the JFET has the following properties that the 

MOSFET does not possess: 

(i) The input gate voltage swing can be limited by the pn junction. 

(ii) Significant current flows through the gate if the junction is forward biased. 

The GaAs MESFET structure 

The GaAs MESFET is essentially the NET with a metal-semiconductor junction, 

i.e. a Schottky barrier, in place of the pn junction. The gate metal is often a 

refractory metal of Ti and W compounds, which can withstand the high processing 

temperatures. Fig. 4.5 shows the cross-section of the basic GaAs MESFET. 

MESFETs are usually fabricated by selective ion implantation. The n-channel sits 

directly on a semi-insulating GaAs substrate, with ohmic metals in contact with the 

n+ drain and source regions. Buffer layers are sometimes used between channel 

and substrate. Apart from the mechanism involved in saturation discussed above, its 

switching properties are essentially the same as the JFET discussed above. The main 

differences are quantitative, and are a direct result of the Schottky barrier. The 

fabrication of the MESFET is discussed in a later section. 
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Fig. 4.3 JFET in forward biased mode. 
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One of the main quantitative effects of a Schottky barrier in the MESFET is the 

diode "ideality factor". The exponent in the standard diode forward current 

equation is scaled down by an "ideality factor" (Ni > 1), which is normally equal to 

I in pn junction diodes. This means that the rate of increase of forward current 

with respect to voltage is reduced for the same saturation current. On the other 

hand, because of the higher carrier density of metal, the reverse saturation current 

is larger, compensating for the larger Ni. The diode turn on voltage (V) is also 

lower due to the lower barrier height, which depends on the surface properties of 

the semiconductor and not on the metal work function [1331. Overall, a Schottky 

diode turns ON faster, and has comparable forward current to a pn diode at a 

lower gate voltage, but unfortunately also clamps the gate voltage to a lower value. 

The low V of the MESFET compared to the JFET reduces the voltage swing in 

DCFL even further. This prompted efforts to use JFETs in place of MESFETs in 

some circuits (Chapter 2), and to use molecular beam epitaxy (MBE) to make 

MESFETs that have a higher turn on voltage, but without sacrificing switching 

speed [87]. 
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Fig. 4.4 JFET in saturation. 

Another important issue associated with the Schottky gate is the gate current. In 

Chapter 3, the quasi-linear forward characteristic (I vs. V) was mentioned. This 

is due to the finite gate-source/drain and drain/source resistances. In logic and 

switching circuits, the effect of drain-source voltage on forward biased gate current 

is also important. This directly affects fanout, power, and in the case of pass 
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transistors, transistors, clock/signal coupling and breakthrough. At this point, it is useful to 

introduce the small signal equivalent circuit of the MESFET, based on Curtice [20], 

as shown in Fig. 4.6. 

SIDE WALL S 

DRAIN 	 SOURCE 

Fig. 4.5 GaAs MESFET cross-section 

Consider the case when the gate-source junction is forward biased at 0.7V (VGS). 

The effective voltage across the ideal gate-source Schottky diode is modulated by 

the voltage drops across R0  and R5  in Fig. 4.6. If VDs  is small, then L,,, is also small 

and the MESFET is in the ohmic region. Most of VOS  drops across R0  and the 

diode and the gate current is large. A maximum is reached if VDS  is OV, as in the 

case of a MESFET used as a level shifting diode. For a lOp.m E-MESFET, 

relatively small by DCFL standards, the maximum gate current is of the order of 

0.1mA. To put this figure into perspective, the same device at a VDS  of 0.1V, 

typical of the logic LOW voltage in DCFL, produces a drain current of about 

0.25mA. Since VDS does not reach OV in practice, the gate current is about half of 

the maximum of 0.1mA (at VDS  = 0). Together with gate current division when it 

is driven by a loaded logic gate, this is not as severe as it appears in DCFL. If the 

device is used as a pass transistor in the forward biased mode, the situation is much 

worse. A clock driver by design needs to supply enough current to drive the 

designed number of transistors and therefore will result in a large gate current 

mixing with the signal being passed, i.e. clock breakthrough. This is potentially 

disastrous, for example in a memory cell, and care is needed to prevent this 

happening. Chapter 5 will discuss in detail how pass transistors are used in this 

work. 



-0 

- 67 - 67 -  

Cds 

S 
Fig. 4.6 Small signal equivalent circuit of the GaAs MESFET. 

4.2. GaAs MESFET processing 

In this section, related aspects of the fabrication process, and a number of important 

effects and deficiencies unique to the MESFET, and their processing solutions, are 

discussed. Although the equipments used in GaAs IC fabrication are essentially the 

same as those in silicon, the GaAs MESFET has a different set of electrical 

problems. These include effects such as sidegating/backgating and hysteresis, and 

yield degradation factors. References are also made to two different processes that 

this work was involved with. 

GaAs MESFET's are commonly made by selective ion implantation to provide the 

accurate control of electrical properties required by VLSI circuits. The two most 

common device structures adopted in GaAs are self-aligned gate and recessed gate 

MESFET's [10,69,86,120,149]. Fig. 4.7 shows their two cross-sections. To 

distinguish them in this discussion, these two processes will be denoted by RG and 

SAG respectively. 
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Fig. 4.7 Two most common GaAs MESFET structures 
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Table Table 4.1 below gives a brief summary of the typical processing steps and the design 

layers involved in SAG [87] and RG [69,120,149] processes. 

The process step which distinguishes SAGFET and non-SAGFET processes is the 

timing of the formation of the transistor source and drain regions. In RG, the E-

MESFET gate metal layer, together with the active area mask, are used to define 

the area above the channel where the device surface is to be etched. Such etching 

reduces the channel thickness so that it is cut-off for zero gate-source voltage. The 

gate of a D-MESFET is deposited without etching so that the transistor threshold 

voltage is negative. 

In some other GaAs processes the gates of E-MESFETs and D-MESFETs are both 

recessed, but by different amounts. This was found to increase the process gain 

factor (K) [120]. However, when this structure is used, the gate/drain and 

gate/source distances are less controllable when compared to the SAGFET and 

unpredictable asymmetry can result, as has been demonstrated by measured results 

[149]. This effect can be detrimental, to a limited extent, to the performance of 

circuits which use the MESFET as a bi-directional device, such as the pass 

transistors in the GaAs cells described in Chapter 5 

The problem of device asymmetry can be largely eliminated by the use of the 

SAGFET structure. In the SAG process, the source and drain regions are formed 

after the gate (or a dummy gate) has been laid down. Si02  sidewalls are introduced 

to increase the gate-drain and gate-source distances, in order to improve breakdown 

characteristics and to minimise gate overlap capacitances. 

Other features of the SAG process designed for GaAs VLSI include planar contacts 

(using a via plug), p-type buried layer, and refractory gate metal (tungsten silicide). 

The via plug structure used in the SAG process (Table 4.1) is particularly 

important. The via is made by filling the contact window between metal 1 and 2 

with a metal "plug' before the metal 2 proper is deposited, thus providing a fully 

planar structure, allowing better compaction of the circuits, and improving yield 

[134]. 
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RG SAG 

Step Design Layer Process Design Layer Process 

(i) (1) Active layer (1) p-buried layer 
implant.  implant. 

(ii) Annealing. (1) E-MESFET 
channel 
implant. 

(iii) (2) Ohmic contact. (2) D-MESFET 
channel 
implant. 

(iv)  Isolation implant.  Annealing. 

(v) (3) D-MESFET (3/1) E/D Schottky 
gate/metal 1.  gate metal. 

(vi)  Gate recess etch.  Si02  sidewall. 

(vii) (4) E-MESFET N+ 
gate/metal 1. source/drain 

implant. 

(viii) (5) Insulator. Rapid 
annealing. 

(ix) (6) Contact window. (4) Ohmic 
contacts. 

(x) (7) Metal 2. (3) Metal 1. 

(xi)  Insulator. Insulator. 

(xii) (8) Bond pad (5) Contact 
windows, windows/via 

metal. 

(xiii)  (6) Metal 2. 

(xiv)  Insulator. 

(xv)  (7) Bond-pads. 

Table 4.1 Comparison of selective and non-selective 
ion-implant processes (SAG and RG). 

Advanced features, that are being incorporated into the Honeywell SAG [87] 

process, include polyimide dielectric and MBE grown active layers. They are 

significantly more expensive than Si3N4  and ion implanted processes. MBE devices 

are used when high 13  MESFETs are required, but with exactly the same design 

rules as the standard SAG process. A normal implanted MESFET has a typical 

transconductance (gm) of 250 mSmm. The latter technique can produce 

MESFET's with g as high as 400 mSmm1. 
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4.3. 4.3. Electrical properties of the GaAs MESFET device 

Each process level, from active layer implantation to passivation, closely affects the 

overall circuit performance, yield, and cost. This section looks at the major 

electrical properties of and problems in GaAs that affect circuit designs. Attempts 

to overcome these "imperfections' of the GaAs MESFET operation by additional 

processing steps are also discussed. 

Firstly, it is useful to compare two different processes and identify the critical 

electrical parameters involved. A summary of the main device parameters for 

20i.m1lFLm (gate width/length) E-MESFETs and D-MESFETs of two typical RG 

and SAG processes is given in Table 4.2 below. 

Referring to Table 4.2, the most critical difference between the two processes is in 

the D-MESFET threshold voltage, resulting in much lower inverter ratioing for 

direct-coupled FET logic (DCFL) gates and hence smaller logic gates for the SAG 

process. Also, SAG has higher (x and P, implying a faster MESFET overall than 

that of RG, even though it has slightly higher gate-source and gate-drain 

capacitances and X value. The precise quantitative meaning of these device 

parameters are discussed in the modeling section later on. Table 4.3 below 

compares the typical propagation delays of DCFL inverters fabricated with the SAG 

and RG processes for two fanout conditions. 
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RG RG 	 SAG 

Parameter 	E-MESFET 	D-MESFET 	E/D-MESFET 	Unit 

Vt 	0.15 	-1.08 	0.21-0.5 	V 

a 	 3.3 	 2.4 	 4.5 	V1 

13 	 1.46 	0.82 	4.6/2.46 	mAV2 

X 	 0.09 	0.03 	 0.172 	V1 

If 	1500 	980 	 20 	 IA 

Ni 	1.42 	1.46 	 1.21 	 - 

R 	 145 	 90 	65.9/42.5 

Rd 	145 	 90 	65.9/42.5 	fl 

Cg, 	7.8 	 7.8 	 10 	 fF 

Cd, 	7.8 	 7.8 	 10 	 IF 

Table 4.2 Device parameters of two GaAs processes 

Fan-out RG SAG Units 

1 113 80 Ps 

2 191 110 Ps 

Table 4.3 Inverter tpd for two GaAs processes 

From Table 4.3, the speed advantage of SAG over RG and the large effects of 

fanout on gate delay in both cases are evident. Although this simple comparison 

shows that the self-aligned gate process is superior, the result may not be indicative 

of all such processes, and is still a matter for debate. Nevertheless, it would appear 

that GaAs should follow the same path as silicon, where MOSFET processes have 

evolved into using exclusively SAGFET structures, as process control improves. 



Process Process control and noise margin 

The effects of deviations in device characteristics on noise margin and functional 

yield, within a chip and over a wafer, are clear. Of particular importance to digital 

circuits is the standard deviation (if) of the threshold voltages (Vi), because of its 

direct effects on noise margins in logic gates. 

Noise margin has been a major concern in using DCFL, compared to other circuit 

configurations in GaAs (Chapter 2), owing to its smaller logic swing. Excessive 

process variations of device parameters over a large chip area can reduce the noise 

margins of some logic gates to zero, resulting in very low functional yield. In 

GaAs, standard deviations of 50mV to lOOmV in Vt  were not uncommon until 

recently, meaning that fluctuations in Vt  of lOOmV to 200mV were possible [24] 

(assuming Gaussian distribution). Noting that the V of an E-MESFET device is 

typically + 200mV and the logic HIGH in DCFL gates is + 700mV, these deviations 

are potentially disastrous. This situation has been greatly improved in the SAG 

process, and other recent SAGFET and RGFET processes [120,149]. Table 4.4 

below lists the typical cr of V for the SAG and RG processes. 

Process SAG RG 

E-MESFET 25 mV 60 mV 

D-MESFET 38 mV 120 mV 

Table 4.4 o-  values of Vt  of two MESFET processes 

Looking at the SAG process more closely, close range V deviation (within a 5 X 5 

mm  area) could be as good as 6 mV for the E-MESFET [87]. Also, Monte Carlo 

simulations carried out at Honeywell have shown that chips with 101 to 106  

transistors could have a yield of 90%, depending on the actual circuit. These 

simulations have taken into account process variations in V, 3, and Schottky diode 

forward turn on voltage. These figures imply that noise margins should not be the 

major yield limiting factor in GaAs VLSI, and had been corroborated by test results 

[87]. However, if non-DCFL or unconventional circuit structures are used, as in 

the GaAs cells in this work, noise margins must be considered carefully before they 

are applied in the large scale (Chapter 5). Other yield hazards exist, and are 

discussed next. 
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Yield Yield hazards in processing 

The Monte Carlo figures mentioned above did not take into account two processing 

problems. These are metallisati on/di electric stress (including metal 2 and 

passivation stress) and electrostatic damage (ESD) [66,87]. ESD was a particularly 

surprising cause of chip failure and was identified only recently, as it had been 

considered a problem only associated with silicon, especially MOSFET. This can be 

solved by input protection, and proper grounding precautions during processing at 

increased costs. The stress problem is more complex and attempts to solve it 

include the use of alternative dielectrics. Examination of available yield figures 

reveal that it is likely to remain one of the major yield hazards. For instance, yield 

figures of 50% to 60% for MSI chips based on BFL (Chapter 2) could be attributed 

more to metallisation than to noise margins, especially as BFL has a much higher 

noise margin than DCFL (Chapter 3). In terms of design and layout, large number 

of long interconnects on the same chip are best avoided as far as possible. 

Other long standing problems include the brittleness of and high defect densities in 

GaAs wafers, and the lack of large diameter wafers. These do not directly affect 

circuit designs and their simulations, but clearly increase costs in manufacturing. A 

recent solution, that has yet to see wide spread use, is to use GaAs-on-Si wafers 

[65,126,154]. These studies showed that circuits built on GaAs-on-Si have similar or 

better yield than GaAs wafers, provide large diameter wafers at a low cost, 

improved thermal conductivity and reliability, and provide the prospect for 

integrating both GaAs and Si circuits, as well optical devices on the same chip. To 

offset these advantages, circuits are generally slower than GaAs-on-GaAs circuits, 

which may be unacceptable for most manufacturers, especially military related ones, 

and prevent them from being used on a large scale. 

4.3.1. Detrimental device properties of the GaAs MESFET 

Apart from process control and noise margins, several other problems exist that, to 

different extents, affect circuit design and modeling. These are: 

(i) Channel widening effect. 

(ii) Hysteresis. 

(iii) Backgating/sidegating effect. 
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(iv) Short channel effects. 

Channel-widening effect 

This effect is the increase in output conductance of a MESFET under dynamic 

conditions, compared to that of the dc value. This is illustrated qualitatively in 

Fig. 4.8. The effect is believed to be caused by electron injection from the channel 

into the substrate. The higher drain current under dynamic conditions, compared to 

the normal DC value, results in an apparent increase in device width. In terms of 

device parameters, this is equivalent to an increase in k (Table 4.2). The exact 

mechanism is beyond the scope of this discussion. More details can be found in 

publications [11,43,128]. 

The decrease in output impedance of the device at high frequencies (frequency 

dispersion) clearly complicates design and simulation. Output buffers driving low 

impedance loads require more elaborate techniques to overcome this decrease. In 

terms of simulation, different figures of X for DC and AC analysis can be used to 

account for this effect. More important is other effects caused by or related to this 

electron injection, including hysteresis and backgating discussed below. 

lambda 

 

frequency 

Fig. 4.8 The channel widening effect (frequency dispersion). 



Hysteresis Hysteresis in IN characteristics 

Often simply called hysteresis, it can be identified as low frequency changes in the 

IN characteristic of a device under dynamic conditions. Fig. 4.9 illustrates this 

hysteresis effect qualitatively. This effect is additional to the channel-widening 

effect described above. As Vd.  is increased, the IN curve of the device follows that 

of the arrow in the Figure. It should be noted that this phenomenon has no 

relationship to the body effect in silicon [83]. Although the exact cause of hysteresis 

is still a matter of debate among device scientists, it is clear that it is different from 

the body effect. 

 

Vds 

Fig. 4.9 Hysteresis of drain current in GaAs MESFET 

The exact cause of hysteresis is still a matter for debate among device physicists. It 

has previously been attributed to surface interface properties and surface states 

[128]. Recent attempts in explaining and reducing it showed very close links with 

the backgating/sidegating effect discussed later on. The latter has been partly 

attributed to electron injection from the channel into the substrate (which also 

causes the channel-widening effect). Electrically active deep-level traps (DLT's) in 

the substrate are charged by this current injection [33,72,128]. 
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Although Although the cause of hysteresis may possible be the same as the other effects in the 

GaAs MESFET, it had been found that it has two unique properties: 

The effect is significant only when the device is deep into saturation (typically 

VdS > 2)<(V9s  - W. 

The time constant of the fluctuations depends on the carrier density in the 

channel close to the substrate, and the DLT density and occupancy in the 

substrate. This can range from milliseconds to minutes. 

The immediate effect of (i) is a slow change in the small signal output conductance 

of a device in deep saturation. In the context of GaAs DCFL, again using the 

inverter as an example, the D-MESFET pull-up device is always saturated and can 

be affected by this effect. However, the channel-widening effect is more severe due 

to its high frequency dispersion effects. Also, hysteresis can be effectively avoided 

by choosing a low enough Vdd  supply voltage so that the D-MESFET load is not 

deep into saturation so that it does not occur. Other factors also determine the 

value of Vdd  and have already been discussed in Chapter 3. 

On the other hand, hysteresis can affect analogue circuits more than switching 

circuits. These include 110 buffers, op-amps, and analogue-to-digital converters. 

Any current and voltage references within a circuit have to take into account low 

frequency drifts and offsets, as well as complicated thermal considerations [43]. 

Output buffers (for 50fl lines) and level converters (such as GaAs to ECL voltage 

levels), tend to be rather complicated, consume a lot of power, and introduce large 

propagation delays [135], when they are required to operate over wide temperature 

ranges and at high speeds. 

To reduce hysteresis, various additional processing methods have been successful to 

different extents. In the Honeywell SAG process, a p-type buried layer, often 

called a 'buffer" layer, automatically generated in the pattern generation (PG) 

phase, serves to suppress the injection of electrons from the channel into the 

substrate [134]. The change in output conductance from hysteresis was found to be 

reduced by at least a factor of 3. In DCFL logic circuits which use a carefully 

chosen Vdd  supply voltage, hysteresis is effectively suppressed. 
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Backgatinglsidegating effect 

This is commonly identified as the switching-off effects on a MESFET by an 

adjacent Schottky gate. This greatly increases the problem of device 

isolation/compaction in GaAs VLSI, and offsets the advantage of having a semi-

insulating substrate. The effect has the property of occurring only when the 

sidegate voltage has fallen below a certain process dependent value (typically 4V). 

This is particularly detrimental to buffered-FET logic (BFL), and to a smaller 

extent, to certains circuits of the GaAs cells in this work, owing to the widespread 

use of negative voltages (Chapter 5). 

Sidegating is believed to be caused by a combination of current injection from 

channel to substrate and avalanche breakdown of surface states in the channel 

[128]. The result is the modulation of depletion layer depth near the channel 

substrate interface such that a nearby channel can be turned OFF by a sidegate at 

or below a certain negative potential. 

Owing to its relationship to hysteresis and the channel-widening effect, the p-buried 

layer had been found to be also very effective in reducing it [134]. This was 

confirmed by other similar methods [57,15]. The isolation from the sidegate is 

increased if the buried layer is connected to the most negative potential in the 

system [57]. 

In the Honeywell process, a lOjim separation between an unrelated negative gate 

voltage below —4V and an active area is still necessary. Although a 10m 

separation is still a large dimension compared to other design rules, this is not a 

major problem in this work because very few gate voltages are at or near the 

sidegate "threshold'. 

Short channel effects 

Short channel effects occur as the channel length is reduced to 1m or less. They 

include poor cut-off characteristics, a large increase in diode ideality factor, and 

threshold voltage variations at short (submicron) gate lengths [134]. A direct result 

of these effects is the destruction of the expected proportional increase in 3 value 

with shorter gate length. The p buried layer in SAG again has been found to 

substantially reduce these effects [57]. It was also found to improve K value, V 

uniformity, and soft error immunity, the latter by reducing the collected charges 

induced by alpha particle radiation using the high p-barrier [82]. 



- 79 - 79- 

4.4. 4.4. SPICE modelling of the MESFET model 

This section describes the details of the MESFET model and its coding into the 

standard SPICE2G.6. The original SPICE2G.6 has a NET model which has been 

known to have a number of inaccuracies if applied to the GaAs MESFET [20]. 

These can be summarised as: 

In the DC characteristic of 'ds  versus VdS, poor agreement between the JFET 

model at the transition region between ohmic and saturation regions and the 

actual measured MESFET curves. 

The different X at low and high frequencies of the MESFET, a result of the 

channel-widening effect, is not modelled. 

The gate-source and gate-drain diode IN characteristic over-estimates the 

diode forward current for gate voltages above 0.5V but correctly estimates the 

current below 0.5V if the correct ideality factor is used. If an ideality factor 

of unity is used, then the situation is reversed. 

The problem of X in (ii) is not severe depending on the process being used. 

Unfortunately, the other two problems cannot be solved without choosing a curve 

fitted set of parameters which do not bear physical resemblance to those of the real 

device. 

Fig. 4.10 shows the small signal equivalent circuit of the NET model. The L,7—V& 

characteristic is comprised of three separate regions: cutoff, ohmic, and saturation. 

The corresponding forward equations for the drain current source are as follows: 

Cutoff region: 

1=0 

(ii) Ohmic region: 

'ds = 13( 	)(2(Vgs V1) —Vj(l+ XVdS)VdS 	 (4.1) 

(iii) Saturation region: 

Ids 	
W = (Vgs _Vt)2(1+XVds) 	 (4.2) 
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Fig. 4.10 Small signal equivalent circuit of GaAs NET 



4.4.1. 4.4.1. The Curtice MESFET Model 

The Curtice MESFET model [20] is a relatively simple analytical model well suited 

to time-domain analysis. The parameters can be evaluated either from experimental 

measurements or from accurate detailed models. Variations based on this model 

largely follow the lines of the hyperbolic tangent function correction factor 

described below, and have been widely accepted in industry for general use [41,42], 

including at Honeywell. Its suitability for MODFET modelling is as yet not entirely 

proven and therefore the SPICE modifications will be limited to MESFET only. 

Compared to the JFET equations, the Curtice equations are comprised of two 

regions only: cutoff and active regions. The corresponding forward response 

equations are: 

Cutoff region: 

Active region: 

= 	(•)(Vgs _Vt)2(1 + XVdS)tanh(aVdS) 	 (4.3) 

With these equations, the model effectively combines the previously separate ohmic 

and saturation regions in the JFET into one region using the hyperbolic tangent 

function, and solves the errors in the knee" region of the transfer characteristic 

mentioned earlier. It does not solve the problem of a variable X and therefore a RC 

network solution, or a different l. for transient analysis should still be necessary if 

the process requires it. In the case of the Honeywell process, this was found to be 

unnecessary [87]. 

One inaccuracy of this model is the zero 'ds  in the cutoff region. Here a simple 

solution is to add a parallel resistor across the drain-source terminals. The 

Honeywell value is 50 k. 

The diode forward current equation that can be used with this model can be 

represented by this equation: 
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gv 
Ig = Ii(eT_l) 
	

(4.4) 

where 

If  = diode reverse saturation current 

q = electron charge 

Vf  = diode forward voltage 

n = diode ideality factor 

k = Boltzmann constant 

T = temperature in Kelvin 

Finally, before going onto the actual SPICE modifications, a more general form of 

Curtice's MESFET 'd.  equation (Eq. 4.5) has seen widespread use simply because 

of its flexibility in matching specific process requirements or abnormalities [42]. 

This is achieved by removing the restriction on the exponents in the current 

equation as follows: 

Ids 	
w = f)[(Vgs_VE)J+ X(Vgs —VL)MVds]talTlh(aVds) 	 (4.5) 

M and N are exponent factors that can be extracted or calculated from curve tracer 

measurements. If M and N are taken to be 2 in this equation, then it simplifies to 

the Curtice equation (Eq. 4.3). This is the form of the current equation adopted for 

coding into SPICE2G.6. 

4.4.2. SPICE modifications 

SPICE is a well established program [95,145] designed for circuit level simulations, 

with emphasis on IC engineering. Numerous versions of SPICE exist commercially, 

based on the original versions and revisions developed at Berkeley for non-

commercial purposes. The discussions in this section will only involve the Berkeley 

version SPICE 2G.6. 

Most major electronic devices are catered for in SPICE by internally fixed models. 

The models for semiconductor devices are based on well proven results from device 

research and allow the user to specify some device parameters, but without the 

provision for readily changing the actual model. The latter property is one of the 

weaknesses of SPICE, compared to some other simulation programs like ASTAP 

[7]. 
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In In the 2G.6 version on which this work is based, high voltage and power devices 

and components are not modelled as thoroughly as semiconductor devices used in 

ICs. These include device breakdown and large signal characteristics, and 

transformers. SPICE is also well known for its susceptibility to non-convergence, 

owing to its integration algorithm. In addition, the option for simulating at different 

temperatures appears not to be functional - the default temperature of 300K 

applies to all simulations. 

SPICE 2G.6 was written in FORTRAN 77, and is made up of 9 program files. In 

the UNIX operating system, each file is denoted by a file name with an 

extension (e.g. SPICE.F is the main program). Each program performs a specific 

task with a number of subroutines. The functions of these 9 files are as follows (it 

is important to note that UNIX distinguishes between upper and lower case letters 

in file names, but not in program statements): 

SPICE.F - main program. 

ACAN.F - AC analysis, including frequency response, noise, and distortion 

analysis. 

DCOP.F - prints the DC operating points of non-linear circuit elements. 

DCTRAN1.F - controls DC transfer curve analysis, operating points, and 

transient analysis. 

DCTRAN2.F - performs DC and transient analysis for all semiconductor 

devices 

ERRCHK.F - performs pre-processing and general error checking on SPICE 

circuit input data. 

OVTPVT.F - performs tabular listings of analysis results and generate plots 

for lineprinters. 

READIN.F - performs input processing of SPICE, including circuit and 

element descriptions, and models. 

SETUP.F - sets up the sparse matrix used in SPICE for analysis. 
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The The modifications that were made to SPICE 2G.6 to incorporate the modified-

Curtice model MESFET model (Eq. 4.5) can be divided into three main categories: 

Lexical changes that affect the input and output of symbols and numbers. 

Changes to internal program memory management which affect the transfer of 

data and constants between the subroutines. 

Arithmetic changes that directly affect the numerical computations associated 

with the incorporated Honeywell (general Curtice) model. 

A simplified block diagram of the relationship between the modified subroutines is 

shown in Fig. 4.11. For ease of maintenance, the modified subroutines are 

separated from the program files to which they originally belonged. The relevant 

program file and subroutine modifications are summarised below: 

(1) PROGRAM SPICE & SUBROUTINE FIND. 

SUBROUTINE FIND was part of SPICE.F. Its function is to check that a 

circuit element or subcircuit in the SPICE input is legitimate and is not 

duplicated, and to produce error messages or allocate memory and 

identification for its storage where appropriate. 

This subroutine calls a dynamic memory manager subroutine which expands 

the data structure associated with each element type, and manages efficient 

searching and linking. It must be informed of any new parameters associated 

with any element. 

The array LVAL' stores the maximum number of double precision 

parameters needed for a particular SPICE element. The actual parameter 

names and values are stored in different arrays (see later). In the case of the 

SPICE WET model, there are 12 user specifiable parameters and 4 derived 

parameters. Therefore the LVAL(23) value, representing the entry for the 

JFET, is 16+1 or 17 (with one null entry). Since this value is a constant, the 

FORTRAN 77 "DATA" statement is used to enter the value into the array. 

From equations 4.4 & 4.5, there are 5 extra parameters for the modified-

Curtice model. Therefore. LVAL(23) was changed to 22 via the "DATA" 

statement. The same modification was made to LVAL(23) in "PROGRAM 
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SPICE' (the main program). 

(2) SUBROUTINE READIN is the main routine in READIN.F. Its function has 

already been mentioned above. 

An array "AMPAR" stores the reserved names of the model parameters for 

each of the 4 semiconductor model types, namely DIODE, BJT, JFET, and 

MOSFET. The number of entries for each model is the same as the 'LVAL" 

entry mentioned above for that model, except in the case of the BJT. The 

dummy entries for BJT were due to previous changes to the model. 

A second array, "IPAR", indicates the starting position of the the parameters 

in "AMPAR" for each model type. The changes to these two arrays are as 

follows: 

DIMENSION AMPAR(115) changed to DIMENSION AMPAR(120). 

Values of IPAR(4) and IPAR(5) are changed to 77 and 119 respectively, 

in the DATA statement. 

Addition of 5 parameter reserved words in the DATA statement for 

array AMPAR. The 5 new reserved words are: 

Parameter Reserved word 

a ALPHA 

ni  NI 

M M 

N N 

Co  CO 

Internally, these same reserved words are used as FORTRAN variable names 

for double precision computation. 

(3) SUBROUTINE MODCHK was part of ERRCHK.F, and performs the task 

of checking and pre-processing the model parameters before computation. 

Arrays "AMPAR" and "IPAR" are changed as in SUBROUTINE READIN 

above. Other changes include arrays 'DEFVAL", "IFMT", and "IVCHK". 

These are described below. 
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Array "DEFVAL' stores the default values for each of the model parameters. 

Therefore its size was increased by 5 (DIMENSION statement) and 5 new 

default values are added to the array. 

The value of each entry in array 'IFMT" indicates three properties of a SPICE 

parameter: 

If IFMT(I) (the 11th entry in the array) is greater than 2, then the 

parameter corresponding to AMPAR(I) will always be printed in the 

model parameter list in the SPICE output file. Otherwise, the value is 

printed only if it is user-specified in the SPICE input file. 

If IFMT(I) is equal to 1 or 3, the associated parameter will be printed 

out without an exponent. 

If IFMT(I) is equal to 2 or 4, the value will be printed with an exponent. 

The necessary changes are therefore an increase of the array size by 5, and 5 

new entries to indicate how the new modified-Curtice parameters should be 

printed in the output file. 

Array IVCHK indicates if a parameter in the array AMPAR can have 

negative values or not. Again, the Ith value in this array corresponds to the 

Ith parameter in AMPAR. If IVCHK(I) is equal to -1, then a negative value 

is allowed for that parameter. If it is equal to 0, then that parameter has to be 

positive (or zero). Therefore 5 new entries are added to IVCHK for the new 

parameters. 

Also in ERRCHK.F, the main subroutine ERRCHK requires a change in 

LVAL(23) from 17 to 22, as in PROGRAM SPICE and SUBROUTINE 

FIND. 

SUBROUTINE ADDELT adds an element in the SPICE input file to the 

existing circuit definition. Array LVAL needs to be changed as in the other 

subroutines. 

SUBROUTINE JFET performs the transient and dc analysis for the JFET 

device. It was part of DCTRAN2.F. The changes are crucial to this work and 

the complete modified subroutine is listed in Appendix 1, with extensive 

comments. They are summarised below: 
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(a) The diode equation was changed to include the ideality factor (N), as in 

Eq. 4.4. 

The equations for Ids,  g, and gn  were changed to the modified-Curtice 

formulae. For the forward mode of operation, the following relationships 

apply [95]: 

'ds 

avgsg = 

'ds - U ds 

These two equations can be derived directly from Eq. 4.5 and are given 

in Appendix 2. 

In the inverse mode, gds  is given by [6]: 

'ds 
bds = Vd. 

(6) UNIX system file MAKEFILE, is commonly used to manage the 

compilation/re-compilation of a large number of program files to form the 

final binary code output file for execution. The modifications to this file is 

system-specific and is therefore detailed in Appendix 3 for reference purposes. 

4.4.3. Comparison with measured results 

In this section, comparisons of simulated and measured results for the Honeywell 

process are presented to illustrate the limitations of the model. The measured and 

simulated I-V curves for the E-MESFET and D-MESFET are compared in 

Figs. 4.12 & 4.13 respectively. With this set of measured results, the Vt  of the D-

MESFET was —0.4V, instead of the nominal -0.5V. It is common in the 

Honeywell process to "step' the value of Vt  on several batches of the wafers [87], by 

varying the implant depth. This serves to provide an assessment of process control 

for future wafer runs, as well as a choice of circuits with different speed and power 

tradeoffs. The Vt  of E-MESFETs are usually left unchanged from the nominal 

value of +0.2V, as in this case. 

By inspection of the curves, they showed good agreement with each other, 

especially at higher V5  values. Table 4.5 below lists the percentage errors of the two 

MESFETs at a Vg,  of +0.7V, i.e. under forward bias. The E-MESFET showed 
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excellent excellent agreement (_L4%) with the measured result, with a ±4iA error in curve 

reading. The errors for the D-MESFET were larger than that of the E-MESFET. 

(The curve error is also larger at ± 6A owing to different scales.) At the DCFL 

Vdd supply voltages of 2V or less, this translates to an error of about 6% or less 

between the simulated and measured results of the D-MESFET. This is in line with 

the fact that in the Honeywell self-aligned gate process, the D-MESFET requires 

two separate implant steps while the E-MESFET actives area requires one. The D-

MESFET also has a larger spread in Vt  as a result. In addition, the simulated 

result was obtained by changing only V in the modified-Curtice model parameters, 

to the —0.4V of the measured D-MESFET. All other model parameters are left 

unchanged. In processing terms, a deliberate change in V from the nominal value 

also changes the value of 13,  usually larger than that at a more negative V. 

VdIV E-MESFET D-MESFET 

0.2 —3.6% +9.3% 

0.4 +2% +3.9% 

0.8 +0.95% +2.5% 

1.2 +0.55% +2.4% 

1.6 +1.2% +6.4% 

2.0 —7.8% +5.9% 

Table 4.5 'th  percentage errors at Vg. 

of 0.7V for various VdS. 

In the context of DCFL circuits, a more critical comparison of the results is at the 

logic boundaries of DCFL. For the D-MESFET, the results at V equal to OV and 

VdS  less than 2V are most important. A detailed look at the L, curves at Vgs=OV 

(Fig. 4.13) shows that the errors are less than approximately -t15%  between Vd, 

values of 0.8V and 2V (Table 4.6). Since the DCFL logic swing is 0.1V to 0.75V, 

equivalent to Yds  between 0.95V and 1.6V across the D-MESFET in the Honeywell 

process, this maximum error figure applies. At VdS  values of 0.4V and lower, much 

larger errors were observed. At Vd, of 0.4V, a large error of +44% was observed. 

The error at 0.2V was approximately 33%. These errors are not severe in terms of 

DC behaviour since they are well beyond the normal operating range of a D-

MESFET load in DCFL logic circuits. 
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Vd, (V) Error in Id. (%) 

0.2 +33 

0.4 +44 

0.8 +15.3 

1.6 —9.5 

2.0 —13.7 

Table 4.6 'ds  errors of simulated 

D-MESFET at V1 = 0 

In the case of the E-MESFET, its switching nature means that the whole range of 

Vgs  is important, while Vds  larger than 0.75V can be ignored. By analysing the 

results, it was found that very good agreement between simulation and 

measurement was maintained for V, down to 0.4V, with errors of 6.5% or less, 

over the crucial VdS  range. At 0.3V, the lowest V5  available for comparison, the 

simulated results underestimated 'ds  by as much as 100% at a Vd5  of 1.6V. The error 

reduces to +30% (overestimates Ids)  at lower VdS  value. Although a direct 

comparison of currents at even smaller Vg,, is not possible, it is safe to assume that 

the simulation underestimates the leakage current of the E-MESFET when it is 

close to and within cutoff. Therefore more care needs to be taken in terms of fanin 

design of the DCFL gates. 

Under dynamic conditions, first consider the case when the input to a DCFL 

inverter changes from logic LOW to HIGH. Here Vg, of the E-MESFET rises from 

approximately +0.1V to +0.75V, and VdS  falls from +0.75V to +0.1V. Therefore 

the whole family of DC curves within these voltage ranges need to be assessed. 

Referring to Fig. 4.12, the largest errors occur when V is below 0.3V, where the 

simulated 'ds  current would be significantly smaller than that of the real device. In 

the case of the D-MESFET device, Vd.,  would rise from about 0.95V to 1.6V 

(assuming a Vdd  of 1.7V), while Vg, is fixed at OV. Within this range (Fig. 4.13), 

the simulated curve fits the measured curve very well and only the errors in the E-

MESFET need to be considered. Since the simulated fall time of the output 

depends on the pull-down current of the E-MESFET, which is smaller than that of 

the real device, the fall time would be larger (overestimation) in the simulations. 
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In In the opposite case where the input to the inverter switches from HIGH to LOW, 

the simulated rise time would be smaller (underestimation) than the real inverter. 

This is because the rise time depends on the difference between the D-MESFET 

and E-MESFET drain currents. Since the E-MESFET underestimates the drain 

current at low Vg, voltages, the charging current available from the D-MESFET is 

overestimated, and the simulated rise time of the output would be less than with 

real devices. 

Overall, the opposite natures of the errors in rise and fall times mean that they tend 

to compensate each other over a period of transitions. Simulated propagation delay 

for an inverter with a fanout of 2 produced a figure of approximately 124ps. This 

compares reasonably well with the hOps quoted by Honeywell [87]. 

With these specific simulation error figures and conditions in mind, the following 

overall strategy for design and simulation can be drawn up: 

Fanin design rules are strictly followed owing to the underestimation of 

leakage currents. 

Dynamic nodes should be avoided. 

Circuits are oversimulated by at least 15% in speed. This is to account for the 

15% maximum error in 'd,  of the simulated D-MESFET device. 

Together with the general rules discussed in Chapter 3, and the inclusion of process 

variations of device parameters, simulations made with this modified SPICE 

program can be used to assess circuit designs with reasonable confidence. The test 

results obtained from test circuits also confirm the correctness in functionality of the 

simulations. These will be discussed in more detail in the next Chapter. 



Chapter Chapter 5 

GaAs Bit-Serial Cells and Systems 

In Chapter 2, previous work based on bit-serial architectures in silicon was 

reviewed, and the inherent advantages over bit-parallel circuits were identified. In 

this Chapter, the design of the bit-serial cells are discussed in some detail. 

Simulation results are presented to verify their correctness where necessary. 

In Chapter 2, it was concluded that some of the problems of GaAs MESFET 

technology and design can be alleviated by adopting bit-serial techniques. In 

particular, the increased functionality and efficiency of operators and of the chip as 

a whole, single-wire communication rather than bus logic, and the ease of 

partitioning and pipelining, are most attractive. Bit-serial circuits are also inherently 

more testable than bit-parallel circuits [21]. 

In a single bit-stream system where a complete system word is represented as a 2's 

complement signal on one wire, a major drawback is the need for a higher clock 

rate to compensate for the time-spreading of an n-bit system word. Increasing the 

number of pipelining stages does alleviate this problem, but at the expense of 

hardware overhead. Ultimately, a single stream bit-serial circuit designed for 

maximum possible clock rate cannot match the speed of a fully pipelined bit-parallel 

operator. This point can be illustrated by the 10.5ns multiply time of a 16x 16 bit 

parallel multiplier [96]. A bit-serial Booth's multiplier [78] would require a clock 

rate of approximately 3 GHz to achieve the same speed. (The latency of a Booth's 

multiplier is discussed later.) Although this clock rate may be achievable by pushing 

GaAs DCFL to its limit, the bit-parallel figure is by no means the fastest possible. 

This can only be overcome by introducing some form of parallelism. 

On the plus side, whereas the bit-parallel chip consisted of 224 full adders and 16 

half adders on a 4X4mm2  die, a bit-serial multiplier would consist of 8 full-adders 

and some control logic connected in series, leaving space for other functions to be 

integrated. However, the large number of adders in the parallel multiplier form a 

very regular array, while the bit-serial adder is larger and less easy to compact with 

the additional control and recoding logic. Therefore the overall space advantage is 

not as large as the numbers might suggest, but still substantial nonetheless. The 

space advantage of bit-serial circuit is illustrated with an FIR example later on. 

-94 - 94 - 
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To To put the circuits discussed in this Chapter into perspective, they are single bit-

stream circuits that were designed for a nominal clock rate of 500MHz, and the 

circuits were pipelined to an extent adequate for this speed. It was not one of the 

design objectives to explore the limits of the process in question - an impossible 

exercise especially in this case, where a foundry service was not used and a number 

of important parameters were variables in such an experimental process 

(Appendix 15). Instead, they were aimed at demonstrating the functionality and 

flexibility achievable in GaAs by adopting a bit-serial architecture, using special 

circuit techniques. At the chosen clock rate, they operate approximately 10 times 

faster than previously published bit-serial circuits in silicon [85,114]. 

The differences between GaAs and silicon devices in general, and between DCFL 

and silicon NMOS circuit design in particular, have already been discussed. It is 

clear that a direct 'mapping' of silicon logic design onto DCFL is not possible and 

therefore the GaAs circuits have been designed from the basic latch structure 

upwards. Circuit engineering aspects are discussed in some detail in the subsequent 

sections. But before going on to the details , it is important to define the adopted 

signal conventions. These are discussed in the next section. 

Conventions 

A number of fixed timing conventions and terms, based on those of Renshaw and 

Denyer [21], are adopted in this work. These are summarised below: 

LSB-first fractional 2's complement fixed point data format with two sign bits 

(guard bits). 

(ii) Two-phase non-overlapping clocking scheme, 01 and 02. 

(iii) On-chip data signals are stable during 02. 

Off-chip data is stable during 01, if the inputs and outputs are pipelined. 

Otherwise, all signals are stable during 52. 

Fig. 5.1 gives an example, showing the 4 system signals and their relationships. In 

addition, the cells in this work were designed for the following speed specifications: 
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Fig. 5.1 System timing convention 

Maximum clock rate (fIk(m))  of 500MHz. 

Maximum data word rate (or sampling rate) is given by: 

data rate... = 	
fclock(max) 

 (system word length) 

A data word is defined by the word sample that is to be processed by a bit-serial 

system. A system word is defined by the internal word used for computation within 

the system. Both word lengths are initially programmable for a certain application, 

but cannot be changed when the system is in operation. The system word length is 

at least 1 bit longer than the data word length because 2 sign bits are needed for 

correct operation of the multiplier. If the system word length is more than 1 bit 

longer than the data word, then binary U's may be inserted at the least significant 

positions of the system word when the data word is programmed into the system 

word (if the data word is not scaled down before processing). Since the system 

word appears lsb first, these 0's are called "leading' 0's. 

The data word length is restricted by the precision of analogue-to-digital converters, 

since the maximum system word length is programmable up to 31 bits. The choice 

of system word length depends on the precision of the arithmetic required and the 

type of the system being designed. In a recursive system, the required system word 

length will also be determined by the operator latency owing to time align signals 

fed back from different parts of the system. They incur the biggest penalty on the 

maximum sampling rate achievable with the system. 



- 97 - 97- 

The The latency of an operator is defined by the number of clock cycles between the 

least significant bits of its input(s) and output, as illustrated by an example in 

Fig. 5.2. All operators have fixed latencies, independent of system word length. 

5.1. Latch structure requirements 

By utilising pipelining as extensively as possible to maximise the system throughout 

rate and area/time efficiency, the penalty of bit-wise processing can be partly 

overcome. The pipelining latch design is therefore crucial to this work. This section 

analyses in detail the requirements on the latch structure for use in GaAs bit-serial 

circuits. They form the basis of comparing different conventional designs and 

choosing the adopted latch design, discussed in subsequent sections. Firstly, the 

timing constraints of pipelining are identified. 

INPUT OPERATOR OUTPUT 

LSB_IN 	 LSB_OUT 

-i--i 
latency 	7n 

Fig. 5.2 Latency of an operator 

Pipelining timing constraints 

The use of pipelining to increase data throughput rate is a well established 

technique and involves the partitioning of logic with latches so that data can be 

clocked in at higher rates. The maximum allowable clock rate in such a system is 

given by: 

clock.. = 	
1 	 — Eq. 5.1 

2(delay atca + delay 0 ,+ delay,,,.)  

Here it is assumed that all delay terms are taken as propagation delays (t), and 

that the clock has 50% duty cycle. Propagation delay (t) is typically defined as 

the delay between the 50% points of input and output signal voltages. 
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As technology improves and device switching delays are of the order of iOps, the 

interconnection term becomes more and more dominant. If Josephson junctions [38] 

were used for these designs, the logic gates become more like zero-delay functions, 

and the delay,,, terms and the fanout capability of the circuits would become the 

limiting factor. 

Given that tpd  are in the region of lOOps to 200ps in the Honeywell GaAs process, 

the interconnection delays can be considered insignificant within a latch. The wire 

delay between a latch and related logic can be significant and comparable with t, 

depending on the particular pipeline stage. However, it is safe to assume that the 

latch and logic delays are dominant under most circumstances. 

In designs with low throughput rates, the latch or register delay is insignificant 

compared to the total logic gate delay, which might be 5 to ten times that of the 

latch. As the number of pipelining stages are increased, as is necessary and 

inherent in bit-serial circuits, even to the extent of pipelining every logic gate delay, 

the logic and latch delays become similar in magnitude. Taken even further, the 

logic can be absorbed into the latch/register structure, depending on the latch and 

logic design. This latter technique is discussed in the context of the chosen design 

methodology in a later section. If the latter can be achieved, then the delayl,",h  and 

delayiogjc  terms are merged together in the equation above. Therefore, ultimately, 

the design of the latch or register is the dominant factor that limits the speed of bit-

serial circuits in terms of circuit design. 

Latch properties 

At this point, it is clear that the pipeline latches or registers should ideally possess 

all of the following properties: 

Compactness. 

Low power dissipation. 

Good noise margins. 

Insensitivity to clock skew. 

Low clock and signal loading. 
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(vi) (vi) Possibility of merging of logic and latch functions for ultimate throughput. 

Compactness and low power dissipation are mandatory in VLSI, especially in 

circuits that make extensive use of latches. Pipelining inevitably increases total 

circuit area compared to non-pipelined circuits (both bit-serial and bit-parallel). 

Therefore the more compact the latches are, the smaller is the penalty in area and 

power dissipation, and more levels of pipelining can be applied. 

GaAs DCFL has demonstrated clear advantages over silicon ECL in power 

dissipation in commercially available gate arrays (Chapter 2). This should not be 

sacrificed for the sake of higher throughput and integration if GaAs is to remain 

competitive. 

Noise margin considerations in GaAs DCFL circuits have already been discussed in 

Chapter 2 & 3. It was concluded that with the Honeywell process, noise margin 

should not be the major yield factor even in VLSI systems. However, if non-DCFL 

circuits are involved, the issue needs to be considered carefully before they are 

used. 

Insensitivity to clock skew can be measured by the maximum permissible amount of 

relative skew between the clock signals driving a two-phase latch. (Here two-phase 

includes overlapping and non-overlapping clocks.) This type of skew is called local 

clock skew. Global skew represents the skew between one phase of the clock 

signals at two different physical driving points on an IC. The two are clearly 

related numerically but local skew is of concern only in this discussion. 

With any real system of significant size, local and global clock skew always exist. 

For a latch, local clock skew depends on the distributed parasitic capacitances, gate 

capacitive loading, and the interconnect and contact resistances at the tapping 

points of the clocks for the latch in question. Distributed capacitances are not 

always easy to estimate and simulate in large circuits. A compact and simple latch 

again would reduce the problems of estimating them. Careful clock distribution 

and buffering are also important in reducing the local skew. 

Finally, referring back to the maximum possible clock rate in a pipelineci circuit 

(Eq. 5.1), if the latch structure lends itself to be modified such that the latch delay 

term can be eliminated and merged with the logic delay term, then even higher 

throughput would result. This is clearly not always possible and can be considered 

as an optional rather than a major requirement of a latch design. 



-100- 

5.2. Comparison of latch structures 

In this section, different latch designs are discussed and compared, based on the 

above criteria. While DCFL is the assumed and preferred family, latches that uses 

pass transistors will also be considered. 

clock 9 

Fig. 5.3(a) Fully static latch I 

Latches can be divided into three types: fully-static, fully-dynamic, and pseudo-

dynamic. Fully-static latches are first considered. 

Fully static latches 

Fig. 5.3(a) and Fig. 5.3(b) shows two different fully static latches. They are edge-

triggered flip-flops commonly specified as a "standard" cell in GaAs. The latch in 

Fig. 5.3(a) is negative edge-triggered, while that in Fig. 5.3(b) is positive edge-

triggered. They can be directly implemented in DCFL with properly buffered and 

aligned clock signals. The worst case gate delay through both latches in Fig. 5.3 is 

3Xt, assuming that the data input signal is stable before clock and clock changes 

in each case. Because of the delay between cause and effect, the restrictions on 

local skew are eased and the clock edges do not need to be very sharp. This tends 

to counteract the loading effects on the clock signals caused by the DCFL inputs. A 

further advantage of this type of latch is the inherent ability of static circuits to 



I 

ES 

_101 - 101- 

Fig. 5.3(b) Fully static latch II 

retain their output states even if the clocks are stopped. As a result, they are 

reasonably reliable and easy to use; hence their popularity. 

The major drawbacks of these latches are large layout area, DCFL power 

consumption, and DCFL clock and signal loading. If they were to be used 

extensively, as required in GaAs bit-serial systems, the overhead in these parameters 

have to be weighed against their conventionality. 

Fully-dynamic and pseudo-dynamic latches 

By their very nature, dynamic circuits rely on the storage of charge at critical signal 

carrying lines and nodes. In GaAs, the semi-insulating substrate and the forward 

biased gate-drain or gate-source junction result in high leakage, low capacitance 

nodes. These properties impose a lower limit on the clock rate for correct circuit 

operation. Also, if one of the clock signals in a two-phase system is stopped, a 

fully-dynamic latch cannot retain the data. This rules out any simple standby state 

in a dynamic latch. 

One other problem with floating charge storage nodes is that they are notably 

susceptible to noise. This is especially detrimental to dynamic latches that consist of 

a DCFL inverter driven by a pass transistor, such as that shown in Fig. 5.4, because 
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DCFL has a relatively small swing, and the noise margins need to be restored by 

increasing ratioing. 

02 	01 
9 

Fig. 5.4 Fully dynamic GaAs latch 

Another related problem, well known in both dynamic and pseudo-dynamic silicon 

MOSFET circuits, is the capacitive coupling between the gate-drain and gate-source 

junctions. This introduces spikes at the input and output of the pass transistor as it 

switches on, especially if the voltage difference between the clock and logic signals 

is large. However, provided that the driving logic gate is large enough to charge or 

discharge any dynamic nodes at the required rate, these spikes do not affect the 

correct operation of a latch. Also, the MESFET does not have an insulated gate 

and thus has a lower gate capacitance. For instance, at zero gate bias, the gate 

capacitance of a MESFET in the Honeywell process is approximately 0.5 IF/p.m2  

[871, compared to a figure 1.4 fF!1im2  for a MOSFET in a 1p.m process [106]. If 

the pass transistor is an E-MESFET, a different coupling mechanism exists which is 

more severe, in addition to its longer tpd  than a D-MESFET, as will be seen later. 

Overall, the main advantages of compactness and low power dissipation will have to 

be weighed against its frequency limit and noise problems, when considered for 

extensive use in general purpose pipelining. However, they should not be ruled out 

for circuits where their disadvantages are not important. 



Pseudo-dynamic Pseudo-dynamic latches 

Psuedo-dynamic latches have been widely used in silicon NMOS circuits [83], an 

example of which is shown in Fig. 5.5. Here an enhancement mode MOSFET pass 

transistor is used so that it can be driven by the output of a normal logic gate. 

Compared to fully-dynamic latches, they do not have a lower operational frequency 

limit, but are generally larger in size because of the refresh circuit. They can work 

down to DC provided that certain conditions are satisfied by the two phase clocks. 

The same principle can be readily applied to GaAs, although there are major 

differences in terms of circuit engineering. Figs. 5.6(a) and 5.6(b) show two 

versions of psuedo-dynamic latches that can be implemented in GaAs, using E-

MESFET and D-MESFET pass transistors respectively. Detailed analysis of these 

two latches reveals their problems and the ways they differ from the latch as 

implemented in silicon. 

791 
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Fig. 5.5 Silicon NMOS pseudo-dynamic latch 

From a logic point of view, the GaAs and silicon based latches are identical. To 

accept new data, the forward pass transistor is turned ON while the feedback 

transistor is OFF. The data is latched, refreshed and isolated from the latch input 

by reversing the states of the pass transistors. It is crucial that when Ti is ON, the 

data input signal is stable. In addition, real skewed clock signals, like those shown 

in Fig. 5.7, must satisfy the following conditions for correct latch operation: 

- 103 - 103 - 
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(i) The overlap time must be less than the total gate delay between two pipeline 

stages. 

9A 
Fig. 5.6(a) GaAs pseudo-dynamic latch with E-MESFET pass transistor 

The non-overlap time must be less than the minimum discharge time for a 

HIGH signal at the feedforward and refresh inverter inputs. 

If these requirements are satisfied at all times, then the latches should work down to 

DC. Unfortunately, the similarities between the GaAs and silicon based latches 

end here. Their differences are highlighted by first analysing the GaAs E-MESFET 

pass transistor latch, shown in Fig. 5.6(a), the direct counterpart of the silicon 

NMOS latch. 

The E-MESFET pass transistor latch 

First consider the aspect of voltage levels in the GaAs enhancement pass transistor 

latch (E-MESFET latch). Problems arise when two or more latches are driven ty 

the same clock signal. For simplicity of argument, consider the situation where two 

E-MESFET latches are driven by two independent input signals. There are 4 

possible combinations of input states. To illustrate the problems of this latch, first 

consider two input states in particular, as listed below and shown in Fig. 5.8: 
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Fig. 5.6(b) GaAs pseudo-dynamic latch with D-MESFET pass transistor 

All inputs at logic HIGH of 0.75V, Fig. 5.8(a). 

One input at logic LOW of MV, Fig. 5.8(b). 

For simplicity, the refresh paths of the latches are omitted in the diagrams. Assume 

that the clock signal is capable of a full swing of 0.1V to Vdd, as with the output of 

a DCFL inverter which is not clamped by a fanout inverter/NOR gate. 

In Fig. 5.8(a), the clock goes HIGH and tries to pass two logic HIGH signals 

through the pass transistor and change the logic LOW at the input of the inverter 

(taken to be the source terminal of the pass transistor in this discussion, even 

though self-aligned gate MESFETs are symmetrical). Since logic LOW is about 

0.1V, the clock rises to a maximum voltage of 0.85V until it is clamped by the 

Schottky gate. As the inverter input voltage rises due to the drain current from the 

pass transistor, the clamped clock voltage also rises in unison. Eventually V of the 

pass transistor is clamped by the inverter, and the clock signal is clamped at about 

1.5V. This effectively links the clock and data voltages together. In this case, apart 

from the significant gate current drain on the clock and the power dissipation over 

two diode drops, the operation of the latch is not affected adversely. The gate 

current in fact helps to sustain V, (the input to the feedforward inverter). 
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,(clock overlap 

Fig. 5.7 Skewed 2-phase clock signals 

1.5V 

O.75V 

O.75V 

Fig. 5.8(a) E-MESFET latches with both inputs HIGH 
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O.85V 

O.75V 

Fig. 5.8(b) E-MESFET latches with one input HIGH 

In the second case, shown in Fig. 5.8(b), where one input is LOW (0.1 V) and the 

other is HIGH (0.75 V), the situation is more complex. The LOW input signal 

now clamps the maximum clock HIGH voltage to about 0.85V, in contrast to the 

previous case of 1.5V. As a result, the V of the other pass transistor can only rise 

to an absolute maximum value of Vgs Vt  (about 0.65V in this process). Fig. 5.9 

shows the simulation of this case, with standard inverter sizes (40i.im E-MESFET 

gate width) and pass transistors/inverter ratio of 1:1. In practice, even this value 

cannot be reached due to other adverse factors discussed later. Noise margin is 

clearly affected. Inevitably, this latch is also slower than the other owing to the 

rising channel resistance of the E-MESFET as it approaches cut-off. 

More important is the fact that in this case, the V. of the pass transistors in two (or 

more) independent latches are now linked to each other through the clock line. If 

a fluctuation appears on the LOW signal to which the clock is clamped, perhaps 

due to clock/signal and signallsignal capacitive coupling, the clock also fluctuates. 

The exact amount of variation depends on the size of the pass transistor and the 

parasitic capacitances. A positive going fluctuation will pass through the clock line 

and cause the output of the other pass transistor to rise, which is beneficial to the 

HIGH signal. A negative fluctuation will pull down the clock line and reduce the 
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Fig. 5.9 Simulation of E-MESFET latch, one input LOW 
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HIGH HIGH voltage of an unrelated pass transistor. On the other hand, fluctuations on 

the HIGH input signal do not affect the clock line and other signals, except through 

a limited amount of capacitive coupling, because the gate-drain junction of the pass 

transistor is not forward biased. 

In a third possible input condition, where both latch inputs are LOW, the situation 

is similar to the all HIGH case, and fluctuations on either input do not affect the 

other through the clock line. 

Now further consider the problem of noise margins in the mixed input case. As 

mentioned earlier, V, urce  of the pass transistor can only rise to a theoretical 

maximum of 0.65V (with V of +0.2V in Honeywell process). This is a reduction 

of lOOmV compared to the nominal logic HIGH, at the input to the inverter. 

Unfortunately, this maximum of +0.65 V cannot be reached in practice because 

the pass transistor is in series with the inverter E-MESFET, which is not strongly 

forward biased. Together they form a potential divider, as illustrated in Fig. 5.10. 

The voltage drop across the pass transistor, 8V, depends on the DC resistances of 

the two E-MESFETs, and can be reduced by ratioing their gate widths. This 

contrasts with silicon NMOS where ratioing of pass transistor and inverter is not 

normally necessary. A larger (Wpass transistor)  to (Winverter) ratio will result in a smaller 

V. Using a very large pass transistor cannot totally eliminate the problem and has 

the drawbacks of higher clock loading and larger latch size. In practice, with the 

Honeywell process, a ratio of 1:1 was found to be acceptable in practice (Fig. 5.9). 

Therefore, a further small voltage degradation of typically 50mV across the pass 

transistor cannot be avoided. 

Another voltage degradation factor stems from the ratioing and fanin sensitivity of 

DCFL gates. So far it is assumed that logic LOW is at 0.1V. In real circuits, it is 

not uncommon that the pass transistor may be driven by a multi-input NOR gate, 

which produces a 'strong' logic LOW of 50mV or even less when all its inputs are 

ON. Also, to maintain noise margin, it is common practice to increase 13R  ratio 

beyond that needed for a nominal 0.1V LOW to compensate for possible JR drop 

on the ground rail. This means the logic HIGH voltage of the clock signal of the 

pass transistor will be clamped to an even lower voltage, limiting the maximum V 

even further. 

All these factors together make V urcc  significantly lower and weaker than normal 

DCFL levels, requiring very high 13R  ratio and in turn increasing the load on the 

pass transistor and overall size. Fig. 5.11 shows a simulation of the E-MESFET 

GaAs latch driven by a 3-input NOR gate with all its inputs ON. The V, urce of the 
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Fig. 5.10 Simplified E-MESFET pass transistor latch equivalent circuit 

pass transistor reached approximately 0.55 V. a 200mV drop from the nominal logic 

HIGH voltage. For worst case design, an inverter PR  ratio of at least 15:1 will be 

needed, compared to the normal 3:1 ratio adopted for "standard" circuits. An even 

higher ratio is needed if a lower D-MESFET V is used. Even with such high 13R 

ratio, capacitive coupling is not yet taken into account. If the ratio of pass transistor 

to inverter gate is 1:1, then all pass transistors (both forward and refresh in a 

psuedo-dynamic latch) will need to be increased by the same factor. Therefore in 

order to make the E-MESFET latch totally reliable under worst case conditions, the 

resulting physical size, clock loading, and power dissipation would make it 

impractical. 

Finally, although one can restore the noise margin of the inverter to the same value 

as the normal DCFL gate, the absolute noise margin between the HIGH and LOW 

input states is still significantly reduced because of the combination of the small 

voltage swing and the proximity of the threshold voltage. This is best understood 

by looking at the two transfer curves of a normal DCFL inverter and one with a 

high 13R'  as shown qualitatively in Fig. 5.12. Allowing for process variations in V 



tu in 
In 

ID 

<ci) 
Z 

ci) 

>J 

0 
0 

a' 
Dl 	 0 'U 

0 	 0 	 0 
0 

Fig. 5.11 Simulation of worst case input condition 
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and IR drop on the Ground rail, which directly affect logic switching thresholds, 

large scale use of such latches becomes unreliable. 

All the above arguments can easily be extended to the general case of any number 

of E-MESFET latches. These problems also apply to any steering logic 

implemented with E-MESFET pass transistors. In the latter case, the logic and 

steering signals are voltage coupled through any forward biased gates. 
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Fig. 5.12 Relationship between transfer curve and noise margin in 

a high-ratio DCFL inverter 

Previous work in GaAs has used E-MESFET pass transistor latches in an SSI scale 

[116]. They have also been used in transfer logic [23], using E-MESFETs, and 

showed promising results. The points raised in the above discussions have not been 

fully addressed in these works. Their practicality for general pipelining in a large 

chip is unclear due to the small scale use of the former and the different usage of 

the latter. Nevertheless, the E-MESFET pass transistor latch appears to be 

unattractive in terms of circuit engineering. Its sole advantage is that it can be 

driven directly by DCFL gates. In the next section, the D-MESFET version is 

discussed and its feasibility is compared to the E-MESFET. 



The The D-MESFET pass transistor latch 

Now consider the case of using the D-MESFET as a pass transistor. By virtue of its 

negative Vt  (-0.5V in the Honeywell process), several important advantages can be 

identified: 

There is a larger operating gate voltage range before it is forward biased. 

The gate-drain or gate-source junction does not need to be forward biased to 

obtain the same DC drain-source current as a forward biased E-MESFET of 

the same size. 

As a pass transistor, a smaller sized D-MESFET is capable of the same speed 

(or same t) as an E-MESFET. 

Advantage (i) is self-evident. In (ii), some figures of the DC drain current at a VdS  

of 0.65V (logic HIGH - logic LOW voltage) help to demonstrate the point. At a 

gate voltage of +0.25V, a D-MESFET produces approximately the same drain 

current as an E-MESFET at a forward biased gate voltage of 0.75V. Since the D-

MESFET is not forward biased, lower gate current and hence clock loading, and 

lower latch power dissipation result. The clock generator can also be smaller. Ideally 

the clock driver should act as a voltage source and have zero output resistance. In 

practice, the lowest possible non-zero resistance can be obtained by operating a 

MESFET in the ohmic region (Chapter 2), i.e. at a high V and a low Vd , and 

ensuring that it does not go into saturation under maximum current loading 

conditions. This can only be achieved by using a sufficiently large device under 

forward bias. The D-MESFET pass transistor clearly alleviates this situation 

significantly. 

An equally important consequence of (ii) is that the diode coupling problem of the 

E-MESFET pass transistor identified earlier is totally eliminated. 

In terms of speed and size, advantage (iii) follows from the other points, especially 

when the D-MESFET is passing a logic HIGH signal. The negative V means that it 

does not approach as close to cutoff as the E-MESFET, when its output source 

voltage rises. Therefore a smaller width ratio (pass transistor : inverter pull-down 

device ratio) is sufficient for the same speed. The reduced size results in lower 

capacitive loading and coupling, and a more compact layout. 
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The main disadvantage of using the D-MESFET is that it cannot be driven directly 

by normal DCFL gates. Level-shifting and an extra voltage rail are necessary to 

switch the pass transistors OFF. This means that a lot of power may have to be 

dissipated at the level shifters in the clock generator, rather than in the pass 

transistors themselves. Depending on the clock voltage levels chosen, this may offset 

the advantage in terms of power, while the other advantages remain unchanged. 

Following the same line of analysis as the E-MESFET pass transistor latch, consider 

the case that two D-MESFET pass transistors in two latches are driven by the same 

gate signal, with one latch input at logic LOW and the other at logic HIGH. A 

closer look at the voltage requirements reveal that for the D-MESFET to pass the 

logic LOW voltage of 0.1 V, a gate voltage of 0.1 V or more is adequate. 

However, for the latch with a logic HIGH input at 0.75V, the pass transistor gate 

voltage must be high enough to pass the signal, but should ideally avoid forward 

biasing the gate-drain/gate-source junctions. In the case of the E-MESFET, it was 

noted that the source voltage of the pass transistor cannot rise any further when 

Vgs  < Vt  (cutoff condition) 

where 

Vgs= Vg  Vs  

i.e. 

Vg  < 

In the case of the D-MESFET passing a DCFL logic HIGH, cut-off occurs when: 

Vg  < 0.25V 

Since the upper limit of the gate voltage is set by the forward biasing of the D-

MESFET with an input LOW voltage, cut-off induced voltage degradation across 

the pass transistor can be avoided by ensuring that: 

0.25V < Vg  < 0.85V 

The issue of noise margin due to Vth  drop across the pass transistor is the next to be 

considered. Assuming that the clock signal satisfies the lower and upper limits 

above, the channel resistance again forms a potential divider with the DCFL 

inverter being driven. Since the D-MESFET does not approach cutoff, the output 
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HIGH HIGH voltage,is limited by the channel IR drop, and not by the channel 

cut-off, unlike the E-MESFET case. This JR drop can again be reduced by 

ratioing the D-MESFET size to that of the pull-down E-MESFET in the DCFL 

inverter being driven. If the nominal HIGH voltage of the clock is taken to be 

+0.5 V, then a ratio of 1:2 is enough to ensure correct operation with adequate 

speed, and without being in danger of forward biasing any junctions. To turn the 

D-MESFET pass transistor OFF, a gate voltage of —0.5V should provide ample 

noise margin, since the logic LOW DCFL input voltage is always higher than OV. 

From this discussion, the nominal swing of the clock signal can be taken to be 

-L 0.5V. 

Overall, the D-MESFET is clearly superior to the E-MESFET as a pass transistor, 

but with the disadvantage of the need for level shifting. By adopting the sizing and 

ratioing mentioned above, it is simple to illustrate the compactness of the pseudo-

dynamic latch, as shown in Fig. 5.13. The pseudo-dynamic latch has 6 transistors. 

Two of these latch forms a shift register. Note that the power rails are not shown in 

this plot. Compared to a full static latch, the reduction in area is approximately 

65%. 

A direct comparison of speed between the E-MESFET and D-MESFET latches 

demonstrate the advantage of the latter, owing to the D-MESFET not being close to 

cut-off as its source voltage rises. This is shown in Fig. 5.14. 

Owing to late fabrication of the GaAs circuits, a silicon NMOS analogue of this 

latch was fabricated and tested successfully. Two other versions of the latch were 

also on the same test chip. Their results are presented later on in this Chapter. They 

served to demonstrate the concept of using this type of latch on transistors which 

draw significant gate currents, such as the GaAs MESFETs. 
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5.3. Variations of the D-MESFET pseudo-dynamic latch 

So far, the D-MESFET pass transistor latch has been chosen for its compactness, 

low power and clock loading properties. In addition to these properties, this section 

discusses how it can be readily modified and adapted in various ways to further 

enhance its suitability for general pipelining. 

AM 

	

Cn —unity anou 
	 / full-swing node 

	

- DCFL ate 	A 

un-clamped output 

11 

Fig. 5.15 Modified pseudo-dynamic latch with no weak HIGH signals 

The voltage drop across the D-MESFET pass transistor and the resulting weakening 

of the input signal is clearly a significant drawback of this latch compared to the 

fully static latch. Although the noise margin of the input inverter can be restored, 

the weak signal appears at the most crucial node of the latch structure, and is still a 

potential hazard under real clocking conditions, when this node can become 

floating. If an E-MESFET pass transistor is used, then the weak signal cannot be 

eliminated because of the upper limit imposed by the gate voltage, irrespective of 

the input voltage (Vdrajfl). With a D-MESFET pass transistor, no such limit exists on 

the source voltage because the junctions are not clamped to any input signals. 

Therefore it is possible to totally eliminate the "weak" node if the input HIGH 
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signal to the latch is not clamped to 0.75V by a DCFL gate, and is allowed to to 

rise to Vdd.  If this is satisfied, then the V urce  of the D-MESFET can rise to the full 

DCFL HIGH voltage of +0.75 V. Such a configuration is shown in Fig. 5.15, 

which does not have a "weak" logic HIGH voltage at any point in the circuit. An 

JR drop still exists through the pass transistor, but no longer degrades the signal 

being latched. 

Compared to fully-static latches, this technique is still substantially smaller in terms 

of area. This method is preferable in very large chips where the process control 

may be variable, and where noise margins are crucial, at the expense of the extra 

layout area and loss of latch symmetry. 

One simple variation of the D-MESFET latch is to have a reset function in the 

forward path, as shown in Fig. 5.16. This allows the output of the latch to be 

forced to LOW, and is used in the programmable parallel-to-serial converter 

discussed later on. 

Another useful, though not always applicable, variation is the merging of logic and 

the latch function into one circuit, as shown in Fig. 5.17. In this example, the logic 

NOR gate has replaced the usual inverter and feeds back its output into one of its 

inputs, thus eliminating one gate delay between pipeline stages. Because of the 

different refresh mechanism, the latched signal is not the input signal as in a proper 

latch, but is the output of the logic function in question. Clearly, this is only 

acceptable if the input signal has a logic fanout of 1. If a fanout of more than 1 is 

needed, then an extra latch can be connected in parallel with the logic, but sharing 

the same pass transistor. The problem with this method is the need for ratioing the 

pass transistor to the total size of the inverter pull-down devices (double that of the 

normal latch in this case). If the fanout of the signal is large (> 3), a very large 

pass transistor is necessary to maintain speed and limit JR drop. This poses a major 

clock/signal coupling problem due to the gate-source and gate-drain capacitances, 

even though the junctions are not forward biased. This in itself limits the use of this 

technique. Alternatively, separate latches can be used with the same logic signal, 

increasing fanout loading on that signal, but without the need to use one large pass 

transistor. 
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Fig. 5.17 Pseudo-dynamic circuit with merged logic and latch functions 
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5.4. A silicon NMOS study of the pseudo-dynamic latch 

Three silicon NMOS analogue of the GaAs latch structure discussed above have 

been fabricated and tested. They were aimed at emulating the principle of operation 

of the dynamic and pseudo-dynamic latches in GaAs, where the transistors draw 

significant gate currents, by using readily available silicon technology. 

As mentioned earlier, NMOS transistors differ in their insulated-gate structure and 

operation from the MESFET. The circuit schematics of the three fabricated latches 

are shown in Fig. 5.18. Their design principle had been to introduce an additional 

MOSFET at the input of every inverter. The gate voltage of this transistor was 

designed to be variable at an external pad, to emulate the gate current drawn by a 

GaAs MESFET. This MOSFET was laid out as a long gate length device, and acts 

as a resistor rather than a genuine pull-down device. With this MOSFET 

(Fig. 5.18) fully ON, by applying 5V to its gate terminal, the leakage current would 

be in excess of a fully forward biased GaAs MESFET, in order to demonstrate the 

correct operation of the pseudo-dynamic latch down to DC under such adverse 

conditions. 

A photograph of the test chip is shown in Fig. 5.19. The oscilloscope traces of the 

three different latches are shown in Figs. 5.20 to 5.22. Fig. 5.20 showed that with 

a large leakage current, the latch without a refresh path failed at clock rates below 

approximately 10MHz. Both of the other two latches, which have passive and 

clocked feedback paths, worked correctly virtually down to DC. The clock signals 

used for the tests were 2-phase overlapping 0 and 	signals, instead of the normal 

non-overlapping clocks. The correct operation of the two feedback latches therefore 

also demonstrated their timing robustness. 
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large gate current drain that were fabricated 
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Fig. 5.19 Micrograph of the silicon NMOS test chip 
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Fig. 5.20 Oscilloscope trace of fully dynamic latch failure 

below 10MHz clock rate 

(top: clock, bottom: output) 
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Fig. Fig. 5.21 Oscilloscope trace of psuedo-dynamic 

latch shifting at 1kHz clock rate 

(top: clock, bottom: output) 
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Fig. Fig. 5.22 Oscilloscope trace of latch with passive 

refresh, shifting at 1kHz clock rate 

(top: clock, bottom: output) 
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5.5. The GaAs Cell Designs 

With the observations discussed above, the D-MESFET pass transistor latch was 

adopted for general pipelining in the GaAs celist,  to be described in this section. 

A group of cells have been designed and laid out over a period of time and some of 

them have been modified for a MODFET mask set, rather than a GaAs MESFET 

mask set as were originally intended. Because of the similarities between MODFET 

and MESFET, the logic designs were in fact identical and electrical design 

differences exist mainly in the level shifting in the PRBS and clock generators. 

These will be highlighted in a later section. However, problems in processing meant 

that the MODFET-modified cells were eventually re-fabricated in a MESFET 

process. As a result, there was a mismatch between the submitted designs and the 

MESFET Schottky diode V0 , voltage. The V0  voltage of MODFET is about 1.1 V, 

compared to 0.8V of the MESFET process. The effects of this are discussed in 

Appendix 15 with the test results. Owing to this combination of process related 

changes, the discussions in this section will mainly concentrate on the cells as 

designed for the GaAs MESFET technology, unless otherwise stated. 

In Chapter 2 (Section 2.2), it was established that a small number of operators are 

sufficient for a large number of signal processing applications. These include 

common filter structures such as FIR, and application-specific processors such as 

wave filters [112]. The GaAs cells that have been designed are summarised by the 

following logic and 110 operators: 

Multiplier; 

Adder; 

8 bit programmable parallel to serial converter; 

8 bit programmable serial to parallel converter; 

2-phase clock generator; 

Non-inverting output buffer; 

Non-inverting ECL compatible buffer. 

t Published work by the author. 



(viii) (viii) Counter. 

First we consider the clock generator design, which is critical to the operation of the 

pipelining latches in all the operators. 

5.5.1. The 2-phase clock generator 

The clock generator was designed to have an output swing of ± 0.5 V, with minimal 

phase non-overlap, in order to prevent nodes from losing signals through forward 

biased gate junctions. A standard cross-coupled NOR structure was used to give 

the appropriate non-overlap. The schematic of the generator is shown in Fig. 5.23. 

The inverters preceding the inputs of the NOR gates serve to produce square pulses 

from the 00 clock signal. 00 can be a sine wave with a dc offset of +0.35 V, or a 

square pulse with DCFL voltage levels. The output of the NOR gates are buffered, 

which then drive level shifters to produce the pull-up and pull-down logic signals for 

each phase. These DCFL signals are then level shifted to produce the actual driving 

signals for the push-pull output stage. The design of the level shifter and the output 

stage merit some discussion. 

First consider the push-pull output stage. Noting that the output swing required is 

nominally ±0.5V, a negative rail of —0.5 V or less is required for the output stage. 

With a suitable rail, a simple pull-down device, properly sized, can achieve the 

required LOW clock level. 

Producing the HIGH voltage of +0.5 V is more complicated owing to the fact it is 

not a multiple of a diode drop (relative to Ground). The pull-up device in 

whatever form has to strictly limit the output voltage to avoid forward biasing the 

D-MESFET pass transistors. An earlier discussion also identified that the clock 

generator should be as close to being a voltage source as possible. But as will be 

seen later on, this is not easy to attain with a MESFET. 

Three options of pull-up configuration are available: a D-MESFET device, an 

MESFET, or both devices in parallel with a common gate terminal. When a D-

MESFET pull-up is used in parallel or on its own, the output voltage can rise to 

Vdd  if it is not forward biased. A source follower output stage can be ruled out 

because of its poor current drive capability. This leaves push-pull and related output 

stages where one or more of the pull-up or pull-down devices is off in one output 

state. Since the HIGH output voltage is +0.5V, voltage limiting cannot be 

achieved by the pull-up device alone, and the stage driving the pull-up device has to 

limit its gate voltage, and perform level shifting if necessary. This arrangement is 
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shown shown in Fig. 5.24, and will be referred to in subsequent discussions. 

Consider the case of using a single E-MESFET pull-up device. In this case, the 

difficulty lies in designing an appropriate voltage limiter. The E-MESFET can be 

chosen to operate in one of two modes: forward biased or non forward biased gate 

in the quiescent state. 

First assume that it is not forward biased. The simplest way to limit the output 

voltage is to operate it near cutoff by limiting its gate voltage to +0.5V+V, i.e. 

+0.7V. Since this is close to one diode drop, a simple diode level shifting stage, 

with a negative V. rail, can provide the voltage limiting. The total gate current 

drawn by the D-MESFET pass transistors needs to be taken into account, even 

though they are not forward biased, and the gate voltage has to be higher than 

+0.7V to compensate for the JR drop across the channel. The advantages of this 

are low power and a single negative rail. Unfortunately, it has the same problem of 

a slow rising output voltage, as in the E-MESFET pass transistor discussed earlier, 

and a large device is necessary to obtain a sharp clock edge with a large capacitive 

load. Otherwise, this circuit is simple to use. 

Now consider the case where the output pull-up is forward biased in the clock 

output HIGH state. In this case, a limit of +0.5V+0.75V, i.e. +1.25V, on the 

gate voltage is necessary. Since the Vds  of the pull-up device is Vdd —(+0.5V), 

about +1.2V, the E-MESFET is firmly in saturation, and has an undesirably high 

output impedance. This would result in high sensitivity of output voltage to the total 

current drawn from the device, and is clearly not ideal as a voltage source. A low 

output impedance is possible only in the active region of the MESFET. 

Unfortunately, with a Vd. of + 1.2V, the E-MESFET cannot possibly be operated 

in the active region. This would require a gate-source voltage of at least 

+1.2V+V, i.e. +1.4V - impossible to achieve with a MESFET. In practice, the 

size of the E-MESFET can be designed to match the current and voltage 

requirements for a certain maximum number and sizes of pass transistors being 

driven, and the total capacitive loading are known. Total capacitive loading, which 

includes gate and interconnect capacitances, is more difficult to estimate due to its 

distributed nature. Therefore it is common to use conservative capacitance values 

for simulations, and the estimated total capacitance loading on a node is unlikely to 

be accurate. Since this clock driver configuration behaves more like a current 

source than a voltage source, the quiescent output HIGH voltage can vary 

significantly from the desired +0.5 V in the fabricated circuit. Since 
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where 

C., = total capacitance on a node 

V = quiescent voltage on a capacitive node 

Therefore a 20% overestimation of C,,t would represent an approximate error of 

—17% in the clock HIGH voltage. This also means that a clock driver designed for 

a certain "known" load cannot be used without re-sizing for a different load. For 

instance, a capacitive load 50% less than the designed load would produce an error 

in quiescent voltage of +100% (of the nominal HIGH of +0.5V), more than 

sufficient to forward bias the pass transistors. 

Another problem with the forward biased MESFET is the need to maintain gate 

forward bias. This means the pull-down device needs to be partially ON and 

properly ratioed to the pull-up device, with a DC path from Vdd  to V 11. Power 

dissipation is increased, and efficiency is reduced, compared to the push-pull 

principle. 

Vdd 

voltage limiter/ 
level shifter 

Fig. 5.24 Clock generator output stages arrangement 
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At At the gate voltage limiting stage, the + 1.25V limit cannot be met by simple diode 

shifting, and requires a two stage amplifier which produces the desired amount of 

attenuation of a (unclamped) DCFL HIGH voltage of Vdd  (+ 1.7V). 

Now consider the case of using a D-MESFET as the pull-up device. The main 

drawback in this case is that the voltage limiter now has to go down to at least 

—0.5 v_vt, i.e. —1 V, in order to turn it OFF. This is because the source voltage 

of the D-MESFET pull-up is required to go down to —0.5 V, when the output 

pull-down device is ON. Therefore, a second negative voltage rail of —1 V or less, 

in addition to the —0.5 V, is necessary. As with the E-MESFET, the D-MESFET 

can be operated near cut-off or in saturation when the output voltage has stabilised. 

In addition, it is now possible to operate it in the active region because of its 

negative v. 

Suppose that the device is to be forward biased so that it operates in the active 

region. To maintain forward bias, a large pull-down load has to be used to prevent 

the output voltage from rising above +0.5V because of the negative V. Such a 

circuit is shown in Fig. 5.25. The disadvantage is that a DC path now exists in both 

the HIGH and LOW output states, requiring ratioing, and increasing power 

dissipation. A closer look at the necessary ratioing also reveals that the load device 

needs to be 6 to 7 times the size of the pull-up device, in order to keep it forward 

biased - a totally impractical solution since the pull-up device needs to be large to 

drive to output load. The situation is worse than the E-MESFET because of the 

negative V. With this reasoning, active region operation cannot be easily achieved. 

At this point, it is clear that it is difficult to operate a MESFET as a voltage source 

in the active region. A compromise would be to use the device in the saturation 

region, i.e. as a voltage limited current source. This is far more practical because of 

the much wider saturation region, and dissipates less power because the device no 

longer needs to be forward biased. The drawback is that, as in DCFL logic gates, 

the saturated output current is now divided by the pass transistors gate currents. 

The maximum current drive available must be large enough to supply a certain full 

load condition, and avoid forward biasing the pass transistors if the same circuit is 

used to drive a small load. 

Now consider operating the D-MESFET close to cutoff, when the output voltage is 

+0.5V. In the cutoff state, its gate voltage must not rise above +0.5v+V, i.e. OV. 

However, since it also has to supply current to drive the pass transistors, a higher 

gate voltage is necessary. Since Vd, is much larger than V1 —V, the device is in the 

saturation region as required. This voltage limiting is achieved by using a level 
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Fig. 5.25 Output driver with a passive pull-down load 

shifter with 2 diode drops, as shown in Fig. 5.26. Together with the finite Vth  drop 

across the D-MESFET source follower, this shifter will produce a HIGH level-

shifted voltage of +0.1 V, if it is driven by a full swing (+0.1 to 1.7 V) DCFL 

logic gate. This drives the output D-MESFET device so that it operates as a voltage 

limited current source as required. 

Under low current loading conditions. the push-pull stage can only rise to an 

absolute maximum of +0.6 V when the pull-up is cutoff, still avoiding forward 

biasing the D-MESFET pass transistors, with a safety margin of lSOmV. If adverse 

conditions such as Vt  variations and noise cause the pass transistors to be forward 

biased, then the extra current drain on the output device will increase the channel 

voltage drop and cause the output voltage to fall. In terms of clock rising edge, the 

D-MESFET is significantly better than the E-MESFET, using the same reasoning as 

in pass transistors. A smaller gate width can again be used to attain the same speed. 

Overall, the single D-MESFET pull-up was chosen for its speed, at the expense of 

the need for two negative voltage rails. The two diode drops required in the level 

shifter (Fig. 5.26) also mean a higher dissipation in the clock generator. The 

resulting output stage and the associated voltage levels are shown in Fig. 5.27. A 

single D-MESFET pull-up device and an E-MESFET pull-down device, in parallel 

with a small D-MESFET load were used. Each of the large MESFET devices can 

be laid out as a number of smaller inter-digitated transistors in parallel. The choice 
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Fig. 5.28 Connections to disable clock generator output stages 

of this output stage can be explained as follows. 

The most negative rail in the circuit is at —1.7 V (Fig. 5.27). This was chosen such 

that a small D-MESFET pull-down device could be used in the level shifter stage. 

This rail presents the most negative backgate potential to other active areas and 

must be carefully routed. The output stage was designed to drive 3 pF at 500 MHz. 

The driver sizes had been conservatively designed and the small D-MESFET load to 

Vssl was added to reduce the sensitivity of output high level to load conditions as 

compared to a pure push-pull configuration. The output stage uses a —0.6 V rail to 

ensure the pass transistors are truly OFF, and to provide extra margin for clock 

skew, without the danger of excessive non-overlap. The latter is important to avoid 

loss of latch data due to off time leakage through forward biased inverters. The 

tight control over clock generation and distribution necessary in a 2-phase non-

overlapping system ultimately limits its appeal for technologies faster than GaAs 

MESFET and MODFET technologies. This problem is looked at later in Chapter 6. 
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The The clock generator has its own independent Vdd  and Gnd rails for switching 

isolation. This also lends itself to simple disabling. Fig. 5.28 shows the method of 

disabling the output stages by switching off the output devices, producing a high 

impedance state. This allows the clock lines to be connected to external clock 

signals. 

Finally, a simulation of the clock generator at 600MHz is shown in Fig. 5.29. The 

input is a çO  sine wave with a DC offset. The SPICE input file is given in 

Appendix 4. 

5.5.2. The bit-serial adder 

The function of the bit serial adder was to add two time aligned bit-serial data 

streams. An option is also available to use the same cell for subtraction. There is no 

provision for output overflow and therefore pre-scaling of the input words may be 

necessary. 

There are a number of possible implementations of the full adder [21,90,123]. A 

full comparison of all these circuits is beyond the scope of this work. The need to 

take into account low fanout capability and to use only NOR gates and inverters in 

GaAs design (Chapter 3) has to be weighed against the objective of having a short 

critical path in the adder circuitry. If the critical path is made up of more than 5 

gate delays, then two pipeline stages, instead of one, will be required, in order to 

partition the logic for the 500MHz nominal clock rate. This introduces an extra 

cycle or one bit of latency into the adder cell— a severe penalty. For this reason, 

separate sum and carry blocks are used for their speed advantages. These are shown 

in Figs. 5.30 and 5.31. The extra loading on the input signals of these blocks are 

not severe owing to the simplicity of the logic circuits, which operate on the signals 

one bit at a time - an inherent advantage of bit-serial circuits. 
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Pipelining is used extensively to partition the delays into small sections and the 

largest number of gate delays with this design is 3 propagation delays between 2 

pipeline stages, excluding the pass transistor delay. This is equivalent to a total 

worst case delay of about 700ps, adequate for the nominal clock rate of 500MHz. 

The block diagram of the complete bit-serial adder is shown in Fig. 5.32. For 

flexibility, a selector (XNOR gate) is included so that the adder can also be used as 

a subtractor. In the case of subtraction, the output is (A-B), where the signals A 

and B are as shown in the diagram. The latency of the adder/subtractor is 1 clock 

cycle. Since no over-flow control was included in this design, and since a fixed 

point format was adopted, the filter designer must pre-scale the data signals entering 

the bit-serial system prior to processing, by programming the data word position 

within the system word. The necessary amount of pre-scaling can be calculated 

using a number of filter design programs available [112]. The pre-scaling depends 

on the number of adders and multipliers present in the system. Since a fractional 

data format was adopted in this architecture, multiplication always scales down the 

modulus of the system data word, opposing the possible scaling up effects of 

addition and subtraction. The actual placement of the data word is performed by 

the parallel to serial converter (P/S converter), described in a later section. 

The adder/subtractor circuit also forms the core of the multiplier, and its simulation 

result is therefore not presented here. 
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Fig. 5.31 Carry/borrow logic schematic 
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5.5.3. 5.5.3. The Multiplier 

The latency of a digital filter largely depends on the latency of any multiplier it may 

contain. Normally, it is best to reduce the latency of a bit-serial filter (reduced 

group delay), and therefore efforts should be made to reduce the latency of the 

multiplier as far as circuit area and complexity will allow. The Modified Booth's 

Algorithm (MBA) is particularly suitable in this respect because it has a smaller 

latency than the basic carry-save add-shift algorithm [123], and requires a smaller 

number of adders overall. 

The MBA is based on a 5-level encoding of the coefficient word [77]. Each 

coefficient word is divided into triplets of bits (3 consecutive bits), with the lsb of 

each triplet overlapping with the msb of the adjacent triplet. Each triplet is recoded 

to perform one of the 5 operations (X 0, X +1, X —1, x2, X —2) on the data word. 

The data word, to be multiplied with the coefficient, is normally called the 

multiplicand, and is not recoded in any way in the MBA. Therefore, the size of the 

complete multiplier is dependent only on the coefficient word length. 

To implement the MBA, we define a multiplier slice as a circuit block which 

performs the MBA multiplication between one triplet of coefficient bits and the 

data word. Fig. 5.33 shows the recoding grouping and the corresponding multiplier 

slice mapping. With this scheme, the number of slices for an N bit coefficient is 

equal to N12 (assuming that N is even). 

In order to understand the implementation of the MBA multiplier in GaAs, it is 

necessary to detail the MBA recoding scheme. An example multiplication is also 

given to illustrate the MBA in operation. A simple mathematical treatise of the 

MBA is available in Delhaye [23], in which a 4x4 bit-parallel GaAs multiplier was 

implemented. The 5-level recoding scheme is given in Table 5.1 below. 
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Fig. 5.33 Modified Booth's algorithm coefficient grouping for recoding 

coeff. 

c3 

segment 

c2 	ci 

operation 

o o 0 (1/4) ppsi + (data bit x 0) 

o 0 1 (1/4) ppsi + (data bit x 1) 

0 1 0 (1/4) ppsi + (data bit x 1) 

0 1 1 (1/4) ppsi + (data bit X 2) 

1 0 0 (1/4) ppsi - (data bit x 2) 

1 0 1 (1/4) ppsi - (data bit x 1) 

1 1 0 (1/4) ppsi - (data bit x 1) 

1 1 1 (1/4) ppsi + (data bit x 0) 

Table 5.1: The MBA recoding scheme 
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In In this Table, "ppsi' represents the partial product sum input from the adjacent, less 

significant coefficient multiplier slice. Therefore each row represents an addition or 

subtraction of the the data or (data x 2) word with or from the partial product sum 

of the previous slice. An addition or subtraction on (data bitx2) is equivalent to 

operating on the adjacent, less significant bit in the data word, i.e. an arithmetic 

left shift. So all x2 entries can be implemented with one bit delays, and then 

selecting between the delayed and the normal data stream. Overall, the 

implementation of this algorithm consists of the adder/subtractor described in the 

previous section, delay elements, and recoding logic circuitry to select addition or 

addition, and data or (data x2). 

To see how a bit-serial MBA multiplier works, Table 5.2 below gives an example 

multiplication between these data and coefficient words: 

coefficient = 1.00110 

data = 00.0111 

The notations in the following Table 5.2 are: 

(i) 	ppsi= partial product sum input of the nth multiplier slice 

(ii) ppso partial product sum output of the nth multiplier slice 

In this example, the 6 bit coefficient word requires a multiplier with 3 slices. For 

simplicity of discussion, these slices are denoted by "first-slice" for the least 

significant triplet, "middle-slice" for the centre triplet, and "last-slice" for the most 

significant triplet. The final output product is PPS03  truncated by 1 bit, i.e. 

11.1010, assuming a fixed word length of 6 bits. It is important to note that the 

coefficient has one sign bit, as opposed to the two bits in the data word. The need 

for two bits in the data word will becomes clear later on. This example shows the 

MBA multiplication as a parallel process, the results of which should be implicitly 

interpreted to appear bit-serially in the actual circuit implementation. Nevertheless, 

it serves to illustrate a number of important properties of the algorithm that needs 



to to be implemented in the design: 

coeff. word 

data word 

10 

00 

01 

01 

10 

11 

coeff. group symbol operation result 

slice 1: 

coeff. triplet= 100 

(least significant) 

ppsi1  

data 	2 

x 0 

left shift 

0 0 0 

0 0 0 

00 

1 1 

00 

10 

ppso1  ppsi1  —data X 2 1 1 1 1 1 1 1 10 

slice 2: 

coeff. triplet= 011 

(centre bits) 

ppsi2  

data X2 

= ppso1  

left shift 

111 1 1 

0 0 0 1 1 

1 1 

1 0 

pps02  ppsi2 + data X2 00 0 0 0 1 0 1 0 

slice 3: 

coeff. triplet= 100 

(most significant) 

ppsi3  

datax2 

= pps02  

left shift 

00 0 0 0 1 0 

000 11 1 0 

pps03  ppsi3  —data X2 111 0 1 00 

Table 5.2 : Example multiplication using the modified 

Booth's algorithm 

The lsb of the least significant coefficient triplet is always 0. 

The partial product sum input (ppsi1) of the first-slice is always 0. 

Between two slices, the data word is shifted left by 2 bits (x4) before being 

used to form the next ppso. In conventional uncoded multiplication, the data 

is shifted only by one bit. In the MBA, each slice caters for effectively 2 bits 

of the coefficient word (3 bits with 1 bit overlap), hence the double shifting. 

In each slice, the carry/borrow for the lsb addition/subtraction is always 0. 

In each slice, the partial product sum output (ppso) needs to be sign extended 

by 2 bits to accommodate the 2 bit shifted data word so that they have the 

same word length for addition/subtraction in the next slice. 

The ppso output of the last slice is sign extended by 1 bit only. 
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These properties result in the bulk of extra control logic, in addition to the 

adder/subtractor logic, that are necessary to form the MBA multiplier slice. Also, 

the first, middle, and last slices are slightly different. Delay elements are also 

required to time align the data word and the partial product sum outputs between 

the slices. The number of delays per slice is equal to the latency of each slice. 

More details of the control logic that implement these properties of MBA listed 

above are described in the next sub-section. 

The multiplier slice design 

There are 3 inputs signals to each slice: data, partial product sum, and the 

coefficient. The first two signals are bit-serial by default, and constantly vary from 

word to word. With the coefficient word, choices include either fixed or adaptive 

coefficients, and bit serial or parallel coefficient loading, such as from an on-chip 

memory [123]. In this version, the coefficient word is entered in parallel, and has 

only one sign bit for bit efficiency (unlike the data word which requires 2 sign bits). 

The coefficient word is fixed for a certain application. A bit-serial multiplier with 

parallel coefficient loading is often called a serial-parallel multiplier (not to be 

confused with a serial-parallel converter, discussed later on). 

The next major design issue is the total latency of the multiplier, which should be 

minimised as far as possible. A serial-parallel multiplier has a smaller latency 

because the recoding of the coefficient can be achieved in parallel. In this version 

of the MBA multiplier, the latency is given by (1.5M-1), where M is the coefficient 

word length. In a serial-serial multiplier where both the data and coefficient words 

are entered serially, the latency is larger (= 1.5M+2) [21]. 

Consider the first of the m/2 slices (the first-slice). From earlier discussions, the 

one-bit full adder/subtractor has a latency of 1 clock cycle, and is also the basic 

latency of the multiplier slice. Since the MBA operates on triplets of coefficient bits 

with a one bit overlap, the data word (or datax2) entering the adjacent middle-

slice needs to be shifted by 2 bits before it is added or subtracted to the partial sum 

output of the first slice. This constitutes two bits of latency. Since 

addition/subtraction takes one clock cycle, the data word needs to be delayed by a 

total of 3 clock cycles before entering the next slice, so that they are properly 

aligned for the next triplet of the coefficient. Therefore the total latency of the 

first-slice is 3. 
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This This latency figure also applies to the middle-slice, which is identical to the first-

slice, except that the partial product sum input is not always 0. 

The situation is different in the last-slice. Since the output of the last-slice is not 

cascaded to another MBA slice, the data word no longer needs to be left shifted by 

2 bits for time alignment. Therefore in theory, the latency of the last-slice is only 

one bit, due to the adder/subtractor. However, the entries which add/subtract 

dataX2 in the MBA (Table. 5.1) must still be accommodated, whether or not the 

coefficient triplet happens to fall under those 2 entries. In two's complement 

arithmetic, dataX2 is equivalent to increasing the word length by 1 bit and 

introducing a 0 at the lsb. Since a fixed word length format is adopted here, this 1 

bit growth in word length can only be accommodated by discarding the msb of the 

data word, i.e. one of the two sign bits. After addition/subtraction in the last slice, 

this lost sign bit needs to be restored so that the output product has the same format 

as the data words, hence the one bit sign extension. Therefore, together with the 

unavoidable adder/subtractor delay, the total latency of the last-slice is 2 bits. 

From this analysis, the total latency of a serial-parallel multiplier is given by: 

multiplier latency = (---1)x3 + 2 

= 1.5m-1 

The issues of truncation of the partial products sums follow directly from the 

discussion on the latency. The 2-bit shifting of the data word between slices (x4) 

necessitates a 2 bit sign extension on the partial product sum for correct relative 

positioning in the next slice. This extension automatically truncates the two least 

significant bits of the next result of the addition/subtraction in the same slice. Thus 

the total word length remains unchanged. This was illustrated by the example of 

MBA multiplication in Table 5.2. In the last-slice, the one bit sign extension 

truncates the lsb of the next addition/subtraction in the last-slice. Therefore overall, 

for an M bit coefficient, the number of truncated bits is given by: 

(- - 1)x2 + 1 = rn—i 

= coefficient word length - number of sign bits 
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Fig. 5.34 Rounding of the product between an n bit 

in bit coefficient 

In terms of fractional arithmetic, this equation also illustrate the position of the 

fractional point in the truncated product. Since the coefficient has one sign bit, the 

product of data  coefficient grows by rn—i bits, which needs to be truncated to 

maintain word length. The truncated word, as achieved by the sign extensions 

described above, therefore always has the correct fractional point and number of 

sign bits. 

It follows that if the coefficient has 2 sign bits instead of 1, i.e. same as the data 

word format, then only m-2 bits needs to he truncated - one less than before. If 

such a coefficient is used, it means that there is no need for sign extension in the 

last slice of the MBA multiplier at all, and the slice and multiplier latency is 

reduced by 1. The circuitry in the last-slice is also simplified, at the expense of one 

redundant sign bit in the coefficient. However, if the coefficient is computed by the 

bit-serial system adaptively, and therefore has 2 sign bits, then no inefficiency 

results. 

From the above discussion, the data word convention defined in the introduction of 

this Chapter becomes clear. The necessity for at least 2 sign bits or guard bits is a 

direct result of the datax2 entries in the MBA (Table 5.1). Since the msb of the 

data word is discarded, as mentioned earlier, two sign bits are needed to retain its 
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sign. If only one sign bit is present in the original data word, the sign information 

would be totally lost. The sign extension circuit therefore extends this sign bit as 

appropriate. 

Multiplier product rounding 

So far in this discussion, one or two bits of the partial product sum are truncated in 

each slice without regard to their binary value. Truncation errors should normally 

be reduced as far as possible, and rounding becomes necessary. 

Consider the issue of implementing rounding in the Modified Booth's Algorithm 

multiplier. When an n bit data word is multiplied with an in bit coefficient (with 

one sign bit), the total word length of the product is given by (n+m-1), without 

truncation. If the lsb is denoted as bit 1, then the rounding of this product is 

equivalent to adding binary 1 to the (m-1)th bit of the product. This is illustrated 

in Fig. 5.34. Since rn—i bits are truncated in the multiplier, this addition rounds 

the most significant of the truncated bits into the lsb of the final product. 

To implement this in practice, the LSB pulse can be used to advantage. Since the 

LSB pulse is normally coincident with bit 1 of the original data input word into the 

first-slice of the multiplier, it can be delayed by the appropriate number of clock 

cycles to provide the binary 1 needed for the rounding. Since the rounding position 

is the (m-1)th bit, then (rn—i—i) delays on the LSB signal are necessary. This 

signal is readily available because the LSB signal is delayed by 3 cycles (as is the 

data signal) between two slices in the multiplier. An appropriate tap on one of the 

delayed LSB signals would provide the rounding binary 1. This is then simply fed 

back into the partial product sum input of the first-slice to achieve the rounding 

operation. 
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Multiplier Multiplier slice logic schematics 

Based on the properties of the MBA multiplier listed earlier, the logic design can be 

readily worked out. Since the adder/subtractor design forms the core of the 

multiplier, this section only summarises the recoding and sign extension logic 

required at the interface between the adder/subtractors in each slice. Again, the 

logic is pipelined appropriately for the nominal clock rate of 500M1-Iz. 

- ISO - 50- 
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Fig. 5.36 Two bit sign extension schematic 

The block diagram of a middle-slice is shown in Fig. 5.35. The sum/difference and 

the carry/borrow blocks are as in the adder but with a simple but important change: 

the sum/difference block used in the adder/subtractor (Fig. 5.30 and 5.31) is 

modified to produce its giiñi/difference. This is simply achieved by replacing each 

logic input signal with its complement. This is necessary because in the multiplier 

slice, in Fig. 5.35, the pipelining arrangement is such that the g-um/difference logic 

signal is required. The normal pseudo-dynamic latch is inverting and signal 

polarities have to be matched to this pipelining arrangement. 

The schematic of the sign extend circuits for the middle-slice (two bit extension) 

and last-slice (one bit extension) are shown in Fig. 5.36 and 5.37 respectively. The 



- 151 - 

LSB signal, together with its 1 bit delayed version, are used to select either the 

previous sign bit (sign extend), or to use the current partial product sum output bit, 

as the output of the multiplier slice that is to be cascaded to the next slice. 

The recoding logic block produces two output signals to select either the DATA or 

the 1 bit delayed DATA (data X 2) signal for the sum/difference block, according to 

the MBA scheme in Table 5.1. An XNOR gate is used to achieve this selection. 

The recoding and data selection logic schematics are shown in Figs. 5.38 and 5.39. 

Finally, two simulations of a middle multiplier slice is shown in Fig. 5.40 & 5.41. 

The input data and the correct output word are given under the Figures. The 

signals are also labelled. In both cases, the coefficient triplet for the slice is given 

by: 

coefficient triplet = 100 

The coefficient triplet of 100 represents the following calculation, according to the 

MBA (Table 5.1): 

PPSO = PPSI - (2 x DATA) 

The inherent one bit latency of the addcr/subtractor can be seen from the 

simulation results as one clock cycle delay between PPSO and DATA. Again, note 

that all results appear lsb first, and should be read accordingly. The sign extension 

process (and hence truncation) was not shown for simplicity. The two simulations 

demonstrated the correct operation of the multiplier slice, as well as that of the 

adder/subtractor circuit discussed earlier. A simulation of the slice, with variations 

in the MESFET threshold voltages of +lOOmV, is shown in Fig. 5.42. Correct 

operation was still maintained with such a large change in device parameters, in 

excess of 2 times the standard deviations of the Vt  voltages. The multiplier slice 

contained approximately 246 MESFETs, and dissipated a DC power of 41.7mW in 

the simulations. The SPICE input file is given in Appendix 5. 
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5.5.4. The Parallel to Serial Converter (P/S converter) 

The parallel to serial converter converts an 8 bit parallel word into a serial word 

according to the adopted data format. The converter allows a parallel data word, 

such as that from an analogue-to-digital converter, to be placed at any pre-

programmed position within a 9 to 31 bit system word. The minimum system word 

length of 9 bits provides for the 2 guard bits required for the multiplier to function 

correctly. A shorter system word length is allowed by this converter (down to a 

minimum of 3 bits), but such short word lengths are impractical in real filters. 

Two 5 stage pseudo-random binary sequence (PRBS) generators are used as 

counters to programme the data word position. PRBS are maximum length codes 

and are therefore efficient in terms of area usage. However, due to their pseudo-

random count progression, they are not the natural choice for counters. PRBS 

generators are commonly implemented by cascading a number of shift registers, 

with appropriate taps from the outputs of the shift registers, feed through an 

exclusive-NOR (XNOR) or exclusive-OR (XOR) gate. An example of the former 

(with an XNOR feedback) is shown in Fig. 5.43. If n shift registers are used, then 

the maximum number of distinct n bit code is 2"—1, as opposed to 2  in an n bit 

binary counter. The one 'missing" code is normally the all HIGH state, i.e. 

(111...), and is called the lockout state. Since the XNOR of two logic l's is also 1, 

the shift registers outputs remain unchanged and will not generate the PRBS. This 

state must be taken into account in the design. 

In order to use PRBS sequence generators as counters, the registers are loaded at 

the beginning of each counting cycle with a programmable starting code word, and 

then allowed to go through the PRBS sequence until a pre-determined "endpoint" 

(EP) is reached. The endpoint is chosen so that the logic required to detect it is as 

simple as possible. The programmable starting point determines the length of the 

count, and can be any code within the 2 n - 1 combinations, including the EP itself. 

Therefore, the fact that the progression of such a PRBS counter is pseudo-random 

is not a problem. The user is given a table to choose the appropriate starting code 

for all allowable count lengths. 

Compared to other common counters such as binary and Johnson counters, the 

PRBS counter has a number of advantages. Owing to the simple single logic gate 

endpoint detection, the counter is free of ripple delays. The small component count 

is particularly suitable to GaAs with its low fanout capability. Word length 

programming is also simple. One disadvantage is that the maximum count is one 

less than that of a binary counter for the same number of shift registers. This is not 
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detrimental detrimental if the correct number of stages are used. A 5 stage PRBS counter is 

used for this application, which allows a maximum system word length of 31 bits, 

more than adequate for most filters. The other disadvantage is the lock-out state of 

11111. This can be simply solved by choosing a suitable endpoint, as will be 

described below. 

The two 5-stage PRBS counters used in the P/S converter are denoted by PRBS1 

and PRBS2. Fig. 5.44 shows the block diagram of the converter. Apart from the 

counters, an 8 bit shift register block stores the new parallel-loaded data word and 

produces the serial output data for the bit-serial system. Control logic, again 

pipelined where possible, generates signals from the two counters. The appropriate 

presets for all allowable data positions and system word lengths are summarised in 

Table 5.3. 

PR5 PR4 PR3 PR2 PR1 

Fig. 5.43 A 5-stage PRBS generator 
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PRBS register preset word. P/S converter S/P converter 

Direction of shifting: Q1-.Q5 System 

word 

length 

Number 

of 

leading 

0's 	in 

system 

word 

msb position 

of data word 

within 

system word 

01 Q2 03 Q4 Q5 

0 1 1 1 1 31 17 - 

1 0 1 1 1 30 16 31 

0 1 0 1 1 29 15 30 

1 0 1 0 1 28 14 29 

0 1 0 1 0 27 13 28 

0 0 1 0 1 26 12 27 

0 0 0 1 0 25 11 26 

1 0 0 0 1 24 10 25 

0 1 0 0 0 23 9 24 

0 0 1 0 0 22 8 23 

1 0 0 1 0 21 7 22 

1 1 0 0 1 20 6 21 

1 1 1 0 0 19 5 20 

0 1 1 1 0 18 4 19 

0 0 1 1 1 17 3 18 

0 0 0 1 1 16 2 17 

0 0 0 0 1 15 1 16 

Table 5.3: Register presets for the PRBS counters 

in the P/S and S/P converters 
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PRBS register preset word. P/S converter S/P converter 

Direction of shifting: Q1-.Q5 System 

word 

length 

Number 

of 

leading 

0's 	in 

system 

word 

msb position 

of data word 

within 

system word 

01 Q2 Q3 04 05 

0 0 0 0 0 14 0 15 

1 0 0 0 0 13 30 14 

1 1 0 0 0 12 29 13 

0 1 1 0 0 11 28 12 

0 0 1 1 0 10 27 11 

1 0 0 1 1 9 26 10 

0 1 0 0 1 8 25 9 

1 0 1 0 0 7 24 8 

1 1 0 1 0 6 23 7 

0 1 1 0 1 5 22 6 

1 0 1 1 0 4 21 5 

1 1 0 1 1 3 20 4 

1 1 1 0 1 2 19 3 

1 1 1 1 0 - 18 - 

Table 5.3 (contd.) 

For convenience of discussion, the bit-serial signal format is shown again in 

Fig. 5.45. PRBS1 counts the whole system word length and controls the sampling 

rate of the input parallel word. It also produces the signals to load the registers in 

PRBS2 and itself with their pre-selected parallel starting points, and to 

enable/disable the shifting of the input data word in the data registers. 
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Fig. 5.44 The Parallel-to-serial converter block diagram 
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PRBS2 PRBS2 counts the number of optional leading U's that should appear before the lsb 

of the actual data word (Fig. 5.45). It produces the signals to shift the PRBS2 

registers during counting, to inhibit the data output stream, and to load the data 

registers with the external parallel data word. 

The timing diagram of the major control signals in the schematic is shown in 

Fig. 5.46. The details of their generation and functions are described below: 

EP1 - The endpoint signal of PRBS1. 

EP1 goes HIGH when the outputs of the PRBS1 registers are 1111X, where X 

is the 'don't care" state. This endpoint condition takes care of the lockout state 

of 11111. A 4-input NOR gate is used to generate EP1. This signal is 

programmed to go HIGH every N clock cycles, for an N-bit system word. It is 

also used to generate the loading signal for both of the PRBS1 and PRBS2 

counters. If the counter is in the lockout state initially, then EP1 is HIGH, 

and loads the registers with the chosen preset word (according to Table 5.3), 

which appears at the register outputs one clock cycle later. The registers then 

starts shifting until the endpoint is reached, thus completing one counting 

cycle. 

EP2 - The endpoint signal of PRBS2. 

The endpoint state for PRBS2 is 00000. This state was chosen, instead of the 

simpler 1111X state used in the PRBS1, owing to its different function. As 

mentioned earlier, PRBS2 controls the position of the data word within a 

longer system word. To achieve this, the PRBS2 counter is loaded with the 

chosen preset 5-bit word at the same time as PRBS1. This preset word (Table 

5.3) represents the number of desired leading 0's in the system word 

(Fig. 5.45). But unlike PRBS1, shifting is disabled after the endpoint EP2 has 

been reached. Since shifting is controlled by the EP2 signal itself, EP2 remains 

HIGH until the next loading operation. During this period, both the loading 

and shifting signals are LOW, and the registers must retain its endpoint state. 

The choice of 00000 simplifies the design of the register in PRBS2. 

In the case where no leading U's are required in the system word, the endpoint 

state of 00000 is chosen as the preset word, and EP2 is always HIGH. 

A 5 input NOR gate is used for detection. Note that although this endpoint 

state does not overcome the lockout state of 11111, PRBS2 is loaded every 

system word cycle. Since PRBS1 is lockout-free, PRBS2 will always return to 



normal counting after a maximum of 31 clock cycles. 

LOAD_PRBS - Signal which loads both PRBS counters. This is given by: 

LOAD_PRBS = --(EP1) 

where 4-(signal) = signal delayed by 1k a clock cycle. 

Level shifting for this signal is necessary before it can be applied to the 

registers, because the pass transistor loading of the registers uses D-MESFETs. 

SHIFT_PRBS1 - Signal which shifts the PRBS1 registers during counting. 

This is given by the complement of (iii): 

SHIFT_PRBS1 = +(EP1) 

Level shifting is again necessary. 

SHIFT_PRBS2 - Signal to shift the PRBS2 registers. It is given by: 

SHIFjRBS2 = 4-(EP2) 

If no leading 0's are required, this signal is always LOW. 

SIGN 	 DATA WORD 	 LEADING 0's 

BITS 

____ msb 	 Isb 000 

SYSTEM WORD 

Fig. 5.45 The GaAs bit-serial system word format 

DATA—INHIBIT - Signal to produce the leading 0's. This operates by 

forcing 0's at the output of the data registers with a NOR gate. This is given 

by: 



DATA—INHIBIT DATAINHIBIT = z(EP2) 

If no leading 0's are required, this signal is always LOW. 

(vii) LOAD—DATA - Signal to sample the parallel inputs and load them into the 

data registers. Level shifting is again necessary. This is given by: 

LOAD—DATA = 	(EP1) 

where (3z)2 (signal) = (signal) delayed by 1.5 clock cycles 

(viii)SHIFT—DATA - Negative going signal to shift the data registers after the 

leading 0's have appeared at the end of the PRBS2 cycle. 

During loading of the 8-bit shift registers and masking of the serial data stream 

using DATA—INHIBIT, the shift registers should retain the loaded parallel 

data and be prevented from shifting. This signal is given by: 

SHIFT—DATA = ----(EP1) +(3+)(EP2) 

= 3+(1 i5 

In practice, the complement of this signal is produced using a NAND gate, 

and then pipelined through a latch to a level shifter before it is applied to the 

DATA registers. 

(ix) LSB - Signal to indicate the Isb of the serial data stream. This is simply 

given by: 

LSB = 2z(EP1) 

where 2(signal) is (signal) delayed by two clock cycles. 

Note that signals going off-chip in Fig. 5.44 (LSB, SYNC) are pipelined and are 

delayed an additional half clock cycle. 

The schematics for the PRBS1, PRBS2, and DATA registers are shown in 

Figs. 5.47, 5.48, and 5.49 respectively. They are derived from the D-MESFET 

pseudo-dynamic latch, with a loading path added for a fixed preset input for each 

of the PRBS registers. The PRBS2 register is slightly modified to maintain the 

correct endpoint state when shifting is disabled at the endpoint (EP2). By choosing 
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Fig. 5.46 Timing diagram of control signals in the 

parallcscrial converter 
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an an endpoint state of 00000, the necessary modification to the shift register is 

minimised, and only a small pull-up device need to be added. 

The DATA register has a passive refresh path such that it retains the loaded data 

when both SHIFT—DATA and LOAD—DATA signals are LOW, i.e. when the 

leading 0's are being output. The loading and shifting sequence must follow the 

correct order to prevent the data from being corrupted by the data from the 

preceding stage. This requirement is matched by the control logic that generate the 

SHIFT—DATA and LOAD—DATA signals. The refresh path uses a unique 

configuration of a D-MESFET pass transistor and a D-MESFET diode in parallel, 

to provide full non-clocked refresh. Its operation is discussed in more detail in 

Chapter 6. 

The level shifter used here is similar to that used in the clock generator, except that 

only one diode drop is needed. This is because this level shifter only needs to shift 

down to a minimum of —0.5 V, rather than the —1 V in the clock generator. The 

shifter gives a swing of _L0.5  V to drive the D-MESFET pass transistors. The extra 

negative supply rail of -0.6V can be the same as that in the clock generator. 

However, for testing and isolation purposes, it should be from a separate pad. In 

each instance where it was used, one level shifter roughly equivalent to the size of 

two inverters is sufficient to drive all the D-MESFET's in the PRBS counter and 

data shift registers. Since the P/S converter is needed only at the system interface 

with bit-parallel circuits, and the D-MESFET's are never forward biased, the size 

and power dissipation of these level shifters do not become a major penalty. The 

compactness of the latches more than compensates for the extra area needed for the 

small number of level shifters and the extra voltage rail. 

Fig. 5.50 shows a simulation of the P/S converter at a clock rate of 500MHz, with 

an 8 bit parallel data word of 01010101, a 13 bit system word length, and 3 leading 

0's in the system word. Note the msb of the data word is repeated as the sign bit. 

Fig. 5.51 shows a simulation with the same inputs and clock rate, but programmed 

for no leading 0's. Fig. 5.52 shows a simulation with the same conditions as 

Fig. 5.50, but at a clock rate of 714MHz (clock period of 1.4ns). The converter 

contains about 470 transistors, and dissipates a DC power of about 90mW. 

Although these are fairly large figures, only one converter is needed in a complete 

bit-serial system. A representative SPICE input file is given in Appendix 6. 
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Fig. 5.47 The PRBS1 shift register 

IN 

PRESET 

OUT 

OUT 
LOAD 
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Fig. 5.49 The loadable data register for the 8-bit converter 

5.5.5. The Serial to Parallel Converter (S/P converter) 

The function of the S/P converter is to extract the data word of a fixed length from 

the system word, possibly for a digital-to-analogue converter. The schematic of the 

converter is shown in Fig. 5.53. In this version, the output is an 8 bit parallel word 

that can be interfaced with ECL buffers to drive 50fl at low speed. The nominal 

maximum word rate is approximately 55.6 M(samples/s), for a system clock rate of 

500 MHz (500/9 Msamples/s). 

Referring to Fig. 5.53, the single PRBS counter used here counts the most 

significant bit position of the pre-programmed data word and load the parallel 

latches at the appropriate clocl. cycle. The design of the S/P converter is much 

simpler than the P/S converter because less programmability is involved. The 

counter design is same as PRBS1 in the P/S converter in the previous section and 

therefore Table 5.3. applies. A data-ready signal, denoted by SYNC, allows 

external timing interface. 
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The The main control signals are summarised below: 

EP - Endpoint signal from the PRBS counter. 

EP is HIGH when the PRBS registers are 1111X. This caters for the lockout 

condition. 

LOAD—PRBS - Level shifted signal to load all 5 PRBS registers, given by: 

LOAD—PRBS = 4-(LSB) 

Level shifting is necessary before being applied to the registers. 

LOAD—DATA - Loads the latches with the parallel word. This is given by: 

LOAD—DATA = (EP) 

Level shifting is again necessary. 

SYNC = LOAD—DATA 

This pulse is used for external synchronisation. 

A simulation of the S/P converter at a clock rate of 714MHz is shown in Fig. 5.54. 

The input and output signals are as labelled on the diagram. It is not practical to 

plot all of the 8 parallel outputs on the same plot. Therefore only the t&- most 

significant bits are shown. In this example, the converter was programmed to 

retrieve 8-bit data within a system word given by: 

system data input = 00110011001 10011 

msb position of 8 bit data 	15 

where lsb is bit 1. 

Therefore the retrieved data is given by: 

8—bit parallel output data = 0 11 0 0 11 0 

In this example, the system and data words have very different word lengths. In the 

case of a data word length being 15 bits, then the msb of the data word would be at 

position 15 and the lsb is at position 1. The timing of the S/P converter caters for 

this extreme case because the loading of the parallel registers occur one clock cycle 

after the endpoint is reached (the LOAD—DATA signal). 
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The The S/P converter contains approximately 304 MESFETs, and dissipates a DC 

power of 58.3mW. Again, as with the P/S converter, only one converter is needed 

in the system. The SPICE input file is given in Appendix 7. 

5.5.6. The PRBS counter chip 

This chip design was placed on the test chip specifically for testing as a stand-alone 

circuit element. It provides an assessment of the performance of the counter, which 

is one of the limiting factors on system speed. The only inputs required are the 

two-phase clock signals. The PRBS counter is programmed for maximum count by 

loading the registers with 10000 (equivalent to a preset word of 01111), one clock 

cycle after endpoint goes HIGH. The output is therefore a pulse with a pulse width 

of one clock cycle and a period of 31 clock cycles. The endpoint is the same as that 

in the S/P converter in the previous section, i.e. 1111X. The major control signals 

follow similar principles as the S/P converter, but are used differently, and are listed 

below: 

(i) 	EP - Endpoint signal. Goes HIGH when the register outputs are 1111X. 

(ii) LOAD - Loads PRBS counter with 01111. This is given by: 

LOAD = (EP) 

Level shifting is required before it can be applied. 

OUTPUT - A GaAs level output pulse to indicate loading of PRBS. This is 

given by: 

OUTPUT = (EP) 

The SPICE simulation of this counter is shown in Fig. 5.55. This shows in more 

detail the operation of the counter as used in the two converters. The endpoint 

signal and the derived loading signal for the PRBS registers are shown, as well as 

one of the register outputs. The clock rate was 714MHz. The counter was 

programmed to repeat every 5 clock cycles. It contained 121 MESFETs and 

dissipated 24.8mW of DC power. The SPICE input file is given in Appendix 8. 



Voltage 

S0 
3 MSB'S OF PARALLEL OUTPUT 
WORD 

0.0 

EP SIGNAL (LEVEL SHIFTED) 
FOR LOADING OUTPUT 
LATCHES 

—i.0 

iS .00 
	

is. 66 
	

19.72 
	

P-0. 58 
	

Ei.44 	 E2. so 

Nanoseconds  

T1 



Voltage 

e.0 

PRBS ENDPOINT OUTPUT 
(PROGRAMMED FOR 5 CYCLES) 

01 

i.0 

0.0 

0.0i 	 P.0.0i 	 E2.0i 	 E.4.00 	 E6.00 	 28.00 

Nanoseconds 



- 177 

5.5.7. I/O buffers 

5.5.7.1. A low speed ECL level output buffer 

This is a simple non-inverting open-source buffer designed for low speed testing 

purposes, or in conjunction with the parallel outputs of the SIP converter. The 

circuit schematic is shown in Fig. 5.56. The buffer is made up of an open source 

E-MESFET output device, driven by 2 large inverters. It was designed to be 

capable of driving a 50fl resistive load, in parallel with a 3pF capacitive load, at a 

nominal maximum signal rate of 50MHz. The outputs levels were designed to be 

ECL compatible. 

Vdd 

MAO  

Fig. 5.56 Low speed GaAs to ECL buffer 

In terms of layout, the large output E-MESFET pull-up transistors were inter-

digitated and have increased source-drain separation for better thermal dissipation. 

The thermal properties of large GaAs MESFETs depend on the separations of the 

drain terminals and the substrate thickness [1521. A simulation of this buffer is 

shown in Fig. 5.57. The data rate was 200Mb/s, with a load capacitance of 6pF. 
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Note that 1.7V should be subtracted from the output voltage levels due to the 

level-shifted power rails. The buffer dissipated 11mW of DC power. The SPICE 

input file is given in Appendix 9. 

5.5.7.2. Other I/O buffers 

Apart from the GaAs to ECL level buffer, three other possible types of 110 buffers 

should also be considered: 

(1) GaAs DCFL input protection buffer; 

GaAs DCFL output buffer; 

ECL level to GaAs DCFL level converter. 

The ECL to GaAs level converter, item (iii), is not catered for among the cells 

designed, and requires external circuitry. Such a converter is relatively simple 

because of the low speed data inputs, such as that from an analogue-to-digital 

converter. Figs. 5.58 and 5.59 show the GaAs to GaAs 110 buffers (buffers (i) & 

(ii)). For GaAs level inputs, a large diode to Ground was used to prevent 

overdrive of the associated logic gate. The pull-up E-MESFET and D-MESFET 

devices in Fig. 5.59 are laid out as one device, sharing a common Schottky gate, to 

save space and interconnection. The dual MESFET pull-up configuration is 

particularly useful in providing a fast rise time but without the need to use a large 

D-MESFET. The E-MESFE1' provides initial pull-up current, and then the D-

MESFET takes over as the output voltages rises and the former approaches cut-off. 

The D-MESFET also allows a full swing of up to Vdd, if it is not clamped by the 

receiving end of the signal. 
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Gnd 

Fig. 5.58 GaAs level input protection circuit 

Fig. 5.59 GaAs level output buffer 
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The The SPICE simulation results of the GaAs/GaAs output buffer are shown in 

Figs. 5.60. The bit rate is 1000Mb/s. The buffer is intended for use with a clock 

rate of 500MHz and a 500Mb/s data rate. However, it is essential that its speed is 

comparable to on-chip delays, even if the 110 buffers are pipelined. The buffer 

dissipated 52.4mW of DC power. The SPICE input file is included in Appendix 10. 

5.6. The Layouts 

The designs are plotted in Figs. 5.61 to 5.65. Fig. 5.66 also shows the layout of the 

clock generator on its own. The geometry is Honeywell's 1im SAG MESFET 

process. For D-MESFET devices, the gate length is usually 1.511m. Diodes are 

typically laid out as drain-source shorted MESFET's. For devices substantially wider 

than 50 m, they are split into parallel devices each of 50 urn or smaller. In the 

converters where level shifting was extensively used, negative rails are separated 

from unrelated active areas to avoid backgating. The layers are summarised below: 

(i) Active area - green; 

(ii) Schottky metal - red; 

(iii) Ohmic metal - not plotted; 

(iv) N-prime implant - not plotted; 

(v) Metal 1 - blue; 

(vi) Contact window - black; 

(vii) Metal 2 - orange; 

(viii) Overglass - not plotted. 

The Vdd and Vss rails are unbroken and are laid out on metal 2. The clock phases 

are on metal 1 initially, then internally distributed on metal 2. The negative going 

clock signal levels do not present the possibility of backgating (Chapter 4) even in 

dense areas of the layout. The negative level of -0.5 V was considered to be 

harmless with the current process. Since these cells are laid out as test chips, it is 

essential that they can be easily tested and debugged if problems arise. The main 

additional features that were introduced in the layouts to this end are summarised 

below: 
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(i) The negative supplies for the gate and source of the level shifters are separated 

to allow for fine adjustment if necessary. The level shifters for logic circuits, 

such as those in the P/S and S/P converters, and those in the clock generator 

also had separate negative rails for flexibility of adjustment. This results in a 

large number of ultimately redundant pads for these supplies. In a final 

design, these extra pads can be eliminated. 

The two phases of the clock are also connected to "bare" (unprotected, non-

voltage limited) pads to allow for external clocking if the internal clock 

generator fails. 

Some devices in the output buffers have physical width of larger than 50 im 

to avoid cross-overs at the gate or output. 

The D-MESFET pull-ups use a gate length of 1.5 tim, in order to allow for 

possible adjustment of D-MESFET implant doses during processing [87]. 

Most of the extra pads in these test chips are unnecessary in an integrated system. 

Apart from the redundant supply pads, the parallel presets for the PRBS converters 

will also be unnecessary for a given fixed application. As a result, rather inefficient 

use of GaAs area can be seen in some of the layout plots. 
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Fig. 5.60 Simulation of GaAs/GaAs level output buffer at 1000Mb/s 
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Fig. 5.61 The adder layout 



INPUTS 

- 185 -  

ADDERISUBTRACTOR 	 SIGN EXTENSION  

SHIFT REGISTERS 

Fig. 5.62 The multiplier layout 
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PARALLEL PARALLEL DATA INPUTS 

PRBS COUNTER PRESETS 	CLOCK GEN.  

Fig. 5.63 The Parallel-to serial converter layout 
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SERIAL DATA INPUT 	PARALLEL OUTPUT LATCHES 
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PRBS PRESET INPUTS 

Fig. 5.64 The Serial-to-parallel converter layout 
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CLOCK LINES 

PRBS REGS. 

Fig. 5.65 The PRBS counter layout 
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Fig. Fig. 5.66 The 2-phase clock generator layout 



5.7. 5.7. The MODFET mask set 

The GaAs designs described above had originally been intended for fabrication on 

a MESFET process. The lack of mask set space meant that some of these designs 

were eventually placed on a MODFET mask set in standard frames. The changes 

and details of these frames can be summarised below: 

A total of 3 frames have been submitted: two 10x6 and one 4x5 (10x6 

meaning a 10 pads by 6 pads frame, i.e. a total of 28 pads). These conform 

to the probe card dimensions used by Honeywell. 

The first 10x6 frame contains a clock generator driving one multiplier slice, 

one adder, and one unit delay element. 

The second 10X6 frame contains a clock generator driving one PRBS counter 

and one 3-level generation and detection circuit (Chapter 6). 

The 4 x 5 frame contains two DCFL to ECL output level buffers for 50fl lines. 

The MODFET cells have been designed to be tested on their own rather than 

as a system. This is because of the space limitations of the standard frames. 

For instance, one 10x6 frame cannot accommodate a full 6 bit multiplier 

unless the clock generator is omitted. Therefore their 110 ports are not 

pipelined. However, the multiplier slice can be cascaded to torm a workable 

but incomplete and inefficient multiplier of any bit-length. Therefore it can be 

tested as a system, with the adder and delay elements, at a lower speed than in 

an integrated system. 

The projected performance of the MODFET cells (individually) is 800MHz 

clock rate, i.e. a data rate of 800Mbit/s. 

Figs. 5.67 to 5.69 shows the floor plan of the 3 frames that were submitted. Since 

all cells have already been plotted, there is no need to plot all 3 frames in detail. 

Each of the two 10X6 frames occupies an area of 1.54mmX0.9mm, while the 4x5 

frame occupies 0.58mmx0.74mm. 
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Fig. 5.69 MODFET 4 x 5 frame, with ECL buffers 
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5.8. Test results 

The bit-serial cells that were laid out in the MODFET-modified mask set have been 

fabricated. Problems encountered in the MODFET processing have resulted in these 

designs being fabricated with a MESFET process. Even with this unexpected 

change, the clock generator, pseudo-dynamic latches, and the GaAs output buffers 

have been tested at low speed, using standard Honeywell probe cards, and the 

results were found to be promising. These results, together with results on circuits 

described in the next Chapter, are included in Appendix 15. 

FIR implementation study 

Although only some of the cells were fabricated, and they were not enough to 

implement a practical test system, it is useful to illustrate their use with a simple 

FIR filter. The theory of FIR filters are not discussed in detail here. This can be 

found in a number of references [104]. Fig. 5.70 shows the block diagram of one 

possible implementation of such a filter. Based on the sizes of the existing cells and 

without optimisation, a floorplan of such a filter is shown in Fig. 5.71. The largest 

operator is clearly the multiplier, while compaction ultimately depends on the 

system word length, which causes the size of the word delay element ('F) to increase 

linearly. All other elements, however, are independent of data word length. The 

die would measure approximately 3 x 3mm2  for a coefficient word length of 6 bits, 

and would have 26 pads. Most pads are occupied by the three parallel coefficients. 

Since the bit-serial approach meant that there are an abundant number of pads, the 

parallel coefficients are not detrimental. In the unlikely case that the reverse is true, 

they can be easily multiplexed. 

Assuming that the data word length is 24 bits (24 shift registers occupies half the 

physical height of a filter slice) with 6-bit coefficients, the chip would dissipate 

about 1.2W, including 110 buffers and the clock generator. 

5.9. Summary 

In this Chapter, the design and simulation of the GaAs cells have been discussed in 

detail. An FIR filter was presented as a simple integration case study. The test 

results of the fabricated circuits have successfully demonstrated some of the main 

elements of these cells. The D-MESFET pseudo-dynamic latches used for 

pipelining, and the ±0.5V two-phase clock generators were found to be fully 

functional. Apart from demonstrating the basic circuit ideas, they also imply the 

functional correctness of the SPICE simulations, based on modifications to 



195 - 

incorporate a Honeywell MESFET model, which have been presented for the cells 

that have not yet been tested or fabricated. 

The floorplan of a 6-bit coefficient third order FIR has been presented, and showed 

the space efficiency and modularity of bit-serial operators achievable in a small chip 

area. With the example, a maximum word length of 24 bits, limited by the area 

taken up by the word delay element (T), would mean that the chip is capable of 

processing at a minimum of 20.8 Msamples/s, assuming a clock rate of 500MHz. 

This provides much wider bandwidth than silicon MOSFET-based bit-serial circuits. 

The integration level of present GaAs processes is also high enough to 

accommodate the filter on one single 3X3mm2  chip - a major advantage of the 

bit-serial architecture. This would not he possible with a bit-parallel approach. 

Table 5.4 below summarises the size and power dissipation of the main cells. All 

sizes exclude pads 

cell sizeim power dissipation/mW number of MESFETs 

multiplier slice 600x 500 41.7 246 

adder 387x252 30 167 

clock generator 270 x 270 62 28 

S/P converter 570x 600 58.3 304 

P/S converter 1000x550 90 470 

shift register 90x 120 2.3 12 

Table 5.4 Summary of main cells 
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Fig. 5.70 FIR structure implementation 
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Fig. 5.71 Floorplan of an FIR filter chip using the GaAs cells 
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5.10. Performance enhancement 

The performance of these cells could obviously be enhanced by increasing the clock 

rate to a predicted rate of 800MHz, by using MODFET technology. Without re-

design, the present GaAs cells should work up to 500MHz, allowing for the 

limitation of simulations. By optimising the layout and clock distribution in an 

integrated chip, 1GHz clock rate should be possible with a MODFET process, since 

the loaded gate delay is below lOOps [2]. Above 1 GHz, apart from changes in 

transistor sizes, interconnection delays will be much more significant and it is likely 

that the 2-phase clocking scheme will become a limiting factor. Also, matched 

impedance lines will become mandatory when going off-chip. Single-phase clocking 

is an attractive alternative, which avoids relative skew of the two phases. It poses its 

own set of problems in terms of clock loading. Such a scheme is proposed and 

discussed in Chapter 6. 

Other techniques that had been shown to enhance the performance of silicon bit-

serial systems, such as twin-pipe and radix-4, are also attractive. These techniques 

introduce a certain degree of parallelism into the architecture to achieve a doubling 

or quadrupling in throughput, with a significant (but not directly proportional) 

increase in operator areas. Because of the limited complexity of GaAs chips at 

present, functionality may be compromised for system word rate so that the off-chip 

delays dominate in a system context, as with bit-parallel systems. 

Apart from on-chip enhancements, off-chip signals will always be a major problem 

and worsen if MODFET!HEMT technology is used. In the next Chapter, a novel 

chip to chip signaling technique is described which can be adapted to the existing 

GaAs and MODFET cells, and further enhance the advantages of bit-serial circuits. 

This technique is then expanded towards a limited degree of parallelism. 



Chapter Chapter 6 

Multi-level signaling and single-phase clocking schemes 

This Chapter describes two separate schemes that were aimed at enhancing the 

efficiency of and reducing timing problems in the GaAs bit-serial cells discussed in 

the last Chapter. 

The first scheme is centred on a re-structuring of off-chip signals to increase their 

efficiency. A multi-level off-chip signaling technique was developed, fabricated, 

and tested. A brief overview of previous multi-level systems is first given to 

determine the feasibility of GaAs implementation. Previously published examples of 

such systems in silicon, and one example of multi-level circuits in GaAs, are used to 

highlight the main design aspects. Extensions of this technique into higher-radix 

signal formats are also proposed and discussed. 

The second scheme involves the use of single phase clocking to simplify clock 

distribution and reduce clock skew. The circuit designs are unique in their 

utilisation of both static and pseudo-dynamic latches, and both D-MESFETs and 

E-MESFET for logic switching. 

6.1. Overview of multi-level signals and systems 

It is important to first identify the need for introducing multi-level signals into bit-

serial GaAs circuits. The conventional hit-serial system transfers data via one signal 

wire and one word framing wire, both on-chip and off-chip. In this work, the 

framing wire carries a pulse one clock cycle wide and coincident with the lsb of the 

data signal. The adopted convention is shown again in Fig. 6.1. Such signals belong 

to a class of non-return-to-zero (NRZ) formats where the data bits are consecutive 

both in state and in level. The output buffer for the framing signal needs to be 

capable of the same speed as that for the data signal. This is inefficient in space 

and power because one whole wire and output buffer is devoted to a pulse which 

only goes high every 8 to 31 clock cycles (depending on the system word length). 

Secondly, and more importantly, synchronisation between the data and framing 

signals are essential for correct system operation. Depending on the bit rate, the 

distance between chips, and whether hoard to board communication is necessary, 
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Fig. 6.1 Data and framing signal convention, with two guard bits. 

careful line matching and delay equalisation may be necessary. 

For these two reasons, it is therefore desirable to develop a scheme such that the 

two signals are combined into one signal carried on one wire. With such a scheme, 

reductions in 110 buffer area and power consumption may result, and the 

synchronisation of the data and framing signals are guaranteed. With improving 

technology, the latter advantage is particularly relevant, as the bit-rate is increased 

well beyond the nominal 500Mbit/s of the GaAs cells in this work. 

Note that while these advantages would also apply to previous silicon CMOS and 

NMOS bit-serial systems [123], the efforts involved in combining the signals are 

largely unnecessary owing to the much lower bit rates and power dissipation of 

output buffers (especially in CMOS). 

In terms of actual implementation, it is common in serial time division multiplexed 

(TDM) digital communication systems to combine data and framing signals by 

adding extra 'control bits", as well as recoding for unique detection and error 

correction [131]. NRZ signals are also common in these systems because of their 
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lower bandwidth requirements. This method normally requires significant circuit 

overhead in extracting the data, typically using registers, counters, and decode 

logic. In addition, the system word rate is reduced due to the redundancy bits. Such 

a method is therefore not applicable to bit-serial systems. 

The alternative is to introduce a third voltage level for the LSB signal. Noting that 

there are 2 guard bits available in the adopted system data format, the most 

significant guard bit (i.e. the msb of the system data word) can be replaced by a 

third voltage level representing the LSB signal, and then recovered at the receiving 

end. Although this means that the extra level is now coincident with the msb of the 

data word, it will still be called LSB for the sake of consistency with the 

conventional GaAs cells. Its function remains exactly the same as before - to 

indicate the lsb of the data word - even though it occurs one clock cycle before 

the lsb of the data word it represents. Details of its implementation are discussed 

later on. 

In a broader context, the advantages of combining the data and LSB signals clearly 

also applies to multi-level systems in general. If multi-level logic is also adopted, 

additional improvements in area efficiency and speed can result. A possible 

drawback of using multi-level signals is yield degradation due to low noise margins 

between the voltage or current levels in a large chip. These are largely device and 

process dependent. Incompatibility with conventional DCFL systems also precludes 

their general usage. The problem of noise margins can be solved by sacrificing 

speed and increasing the separation between the levels. The overall compromises 

can easily outweigh the advantages and should be carefully assessed. 

There are a number of options that should be considered when implementing a 

system with composite signals. These include: 

Composite signaling on-chip only, off-chip only, or both on and off-chip. 

Current or voltage mode signals. 

Multi valued logic circuit implementation as well as multi-voltage level 

signaling. 

A review of related circuits in silicon and GaAs technologies is useful in identifying 

the factors affecting these issues. 
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Silicon Silicon implementations of multi-level signals 

In silicon MOSFET, on-chip multi-voltage level signals have been used in a ROM 

design [115]. The primary objective was to reduce the number of cells per word. 

A 4-level storage cell could store 2 bits of data at a time. This signal was stored and 

sensed by cells and decoders made up of MOSFET's with 4 different threshold 

voltages using selective implantation. Since the signals existed on-chip only, these 

memories could be used as standard components without modifications to other 

chips. Such a scheme was used in a 128k ROM in this example. The speed and 

yield of such a device was found to be similar to that of a normal 2-state ROM of 

similar die size, while the memory density was increased by about 50%. The four 

voltage levels were between OV and Vdd. Since the data in a ROM is fixed, the 

noise margin between signal levels is not as crucial. This is not the case if it were 

used in a RAM, where signals have to he sensed along long lines during read/write 

cycles, and the circuit design becomes more difficult. 

Implementations and design methodologies for multi-level logic circuits have been 

proposed by others [84,93]. In these instances, it was found to be more convenient 

to compute and generate the signals in current mode, instead of as voltages. This 

can be generally called Current-mode Logic (CML). Proposed circuits exist both 

using bipolar junction transistors (BJT's) and MOSFET's. In the case of BJT's 

[84], Integrated Injection Logic (12L) circuits [90] are adapted for multi-valued logic 

by having several different current injectors (MVI2L), as shown in Fig. 6.2. Multi-

collector BJT's are used to advantage in reducing chip area. They also have typical 

transconductances of several thousand, particularly important for current sources 

where a very low output conductance is desirable. In one MOSFET implementation 

[93], current injection is achieved using voltage controlled current sources and 

current mirrors. Since MOSFET's are also symmetrical and bidirectional, they are 

used to steer currents into and out of logic gates, or act as a buffer to regenerate 

degraded currents. 

Current-mode multi-level logic circuits have some advantages in area over binary 

circuits. More importantly, currents can he conveniently added or subtracted at one 

node - not possible with voltage signals - thus allowing efficient implementation 

of arithmetic operations. The main disadvantage is that currents are split into two 

halves if used to drive two logic gates. Therefore, the fanout of current-mode logic 

gates is restricted to 1. 
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Fig. 6.2 Multi-valued 12L. 

Other multi-level signals take the form of composite analogue signals such as video 

signals, and tn-state logic which has a high impedance state. The former is of more 

relevance here since the high impedance state is not a valid detectable state. In 

video signals, a square synchronising voltage pulse is added to the analogue video 

signal at regular intervals to frame the horizontal scanning of the television [1311. 

The next section looks at an example of multi-valued logic in GaAs, and conclude 

as to the feasibility of implementing 	current and voltage-mode multi-level signals. 

Feasibility of GaAs multi-level circuits 

First consider implementing current-mode signals in GaAs. Current sources 

and mirrors used in these circuits ideally should have a very high output 

resistance. In the current sources commonly used in ICs, such as the compact 

three transistor Widlar-based current source [90] shown in Fig. 6.3, the output 

resistance of the mirror is equal to the output resistance of the output FET device. 

Compared to bipolar devices, FET devices have relatively low values of small 
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signal signal output resistance, Rd,,  owing to the channel-widening effect (Chapter 4). 

This applies both to the silicon MOSFET and the GaAs MESFET. Therefore they 

are not as good for current sourcing as bipolar transistors. 

Vdd 

Fig. 6.3 Widlar-based current source using FET devices 

To increase Rd,, heterojunction devices (MODFET/HEMTs and HBTs) can be used 

to advantage, as used in a number of examples of dynamic frequency dividers in the 

form of emitter/source coupled pairs, one of which operated up to 34.8GHz [156]. 

Alternatively, Rd.,  can be increased by using the MESFET versions of the Wilson 

and cascode current mirrors [90], at the expense of increased size and power. Since 

CML circuits in whatever form require a current source in every logic gate (with 

several different values in multi-level circuits), these device aspects contribute to the 

fact that CIVIL has not been implemented in GaAs MESFET technology. 

In the voltage mode, one example of multi-level signals in GaAs was proposed in 

[142]. Based on a different multi-valued algebra from the McClusky proposal [84], 

the signals were generated and computed directly with specially designed DCFL-

like logic gates. Each gate performs a 'literal' function, and in theory can be 

extended to any fixed radix. The major drawback of this technique, as in the 

silicon ROM, was the need for having a different MESFET threshold voltage for 

each of the logic voltage levels. Different supply rails were also necessary for the 
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voltage voltage levels. With the present level of threshold voltage control achievable in 

GaAs processes (Chapter 4), the noise margin fluctuations of a system with 4 or 

more different Vt  values over a large chip area is likely to result in lower yield. 

Standard deviations of Vt  values increases with the number of implant steps (as 

illustrated by the larger deviations for the D-MESFET compared to the E-MESFET 

in the Honeywell process, discussed in Chapter 4). Also, their fluctuations do not 

necessarily cancel each other. Together with the extra number of masks and 

process steps, and associated yield hazards, the cost of such chips will be 

substantially increased. The extra number of voltage rails also make board level 

packaging and decoupling more complicated. These tend to offset the 

advantages of multi-level logic in terms of circuit area efficiency. However, when 

many voltage levels are involved, multi-thresholding is unavoidable in order to 

maintain a high logic density. 

From the discussions above, it can be observed that whether in voltage or current 

mode, the electrical properties and the processing of GaAs MESFET's largely 

determines the overall merits of implementing multi-level circuits, and that 

large number of levels are unlikely to be efficient and cost-effective in the GaAs 

MESFET technology as it stands. However, by limiting the number of levels and 

carefully choosing the voltage levels to minimise circuit overhead, the 3-level 

generation and detection circuits in this work provide a compromise between 

multi-values logic and normal binary signaling. This is discussed in the next section. 

6.2. The off-chip 3-level signaling scheme 

Returning to the bit-serial data format, it was established earlier that the msb of the 

system data word can be replaced by a third voltage level to represent the LSB 

signal because it represents a redundant sign bitt.  With such a scheme, the system 

data word is totally unchanged and retains the normal DCFL levels off-chip. The 

only decoding circuit necessary at the receiving end is to detect the third level to 

produce the LSB signal, and recover the sign bit at the msb position. After 

detection, the two signals are then compatible with the bit-serial circuits described 

in Chapter 5, without the need for complicated decoding. The very important 

choice of the third voltage level essentially depends on the simplicity of generation 

and detection, and the noise margins between the levels. This merits some 

discussion. 

t Co-published work by the author. 
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In silicon n-channel MOSFET devices, the substrate must be tied to the most 

negative part of the IC to prevent channel/substrate forward biasing. Therefore 

any additional voltage levels have to be between the MOSFET threshold voltage 

and the Vdd rail, as was the case in the multi-state ROM [115]. In GaAs, the 

substrate is semi-insulating and is 	normally grounded, 	except 	in 	circuits 

where sidegating/backgating is highly critical due to large negative voltages 

(Chapter 4). Therefore negative voltage is a viable option. Overall, there are 

three possible ranges for the third voltage level: within, above, or below the 

normal DCFL logic swing. Consider each range in turn. 

For the voltage range within the DCFL logic swing, i.e. between 0.1V and 0.7V, 

unacceptable degradation of the noise margins will clearly be inevitable. This 

option can be definitely ruled out. 

For voltages above the normal logic HIGH, i.e. greater than 0.7V, the Schottky 

diode drop can be used as a convenient reference step. With 3 voltage levels, 

multi-threshold voltage MESFETs can in fact be avoided. The diode drop is used 

often in GaAs (apart from its clamping effect on logic swing), as in Schottky 

Diode FET Logic (SDFL). Since only one extra level is required in this 

instance, consider using the nominal voltage of 1.5 V (2 diode drops). 

To generate this third voltage, the circuit shown in Fig. 6.4 may be used. This 

circuit uses the existing GaAs Vdd  supply rail, and all E-MESFETs have the normal 

V of +0.2 V. The conditions for the three output voltages are: 

+0.1V - E-MESFET pull-down ON - output = DATA. 

+ 0.75 V - both pull-up and pull-down E-MESFETs ON - output = LSB. 

+ 1.5 V - pull-up E-MESFET ON - output = DATA. 

A major drawback of this circuit is the very high drain/source currents in the 

output devices for generating the DCFL-equivalent 0.75V level, when both the 

pull-up and pull-down devices are ON. 

Unique detection of the 1.5 V level and the normal DCFL levels requires two 

detector gates in parallel, producing a unique 2-hit binary word for each level. This 

can be achieved by two of the four possible circuits designed for this task, shown in 

Fig. 6.5. Their input/output states for the 3 input voltage levels are also shown. 

Note that all four circuits do not clamp the input voltage to one diode drop in order 

for them to be able to detect the + 1.5V level. By using either the top 2 circuits or 
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the bottom 2 circuits in the Figure, three unique 2-bit words are obtained for the 

three voltage levels. (Simulations of the generation/detection circuits will be 

presented in a later section.) Note that the normal single diode input protection 

cannot be used with this high level. The static power dissipation of the 

output driver alone is about 40 mW. If this circuit is used in a 3-level system, 

the power advantage of combining the 2 wires into 1 is small compared to two 2-

level output buffers, and the extra area needed for thermal dissipation of the 

high current devices would also reduce the area advantage. Now consider the 

third voltage range. 

Vdd 

LSB+ DATA 

LSB+ DATA 

III I- 	

1.5v 

O.75v 

O.lv 

Gnd 

Fig. 6.4 The circuit for generating 

a 1.5 V 3-level composite signal 

With the third possible voltage range, i.e. below the normal logic LOW, a negative 

voltage rail is necessary, and problems of sidegatinglbackgating need to be 

considered. Since the —0.5 V level has already been used in the GaAs cells 

discussed previously, this is the convenient choice in this range. Negative voltages 

are widely used in Buffered FET logic circuits in GaAs (Chapter 2). Sidegating is 

not a problem with this voltage with the Honeywell process and this choice should 

be further considered. 

To generate this —0.5V voltage, the normal 2-level output buffer can be modified 

by adding an extra pull-down device and three level shifters, as shown in Fig. 6.6. 

The existing —0.6 V rail (in the on-chip clock generator) can be used. The level 
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shifters shifters are used to drive each of the output devices to ensure that only one output 

MESFET is ON under static conditions. This minimises power dissipation and 

avoid the high current conditions in the 1.5 V circuit (Fig. 6.4). 

At the receiving or decoding end (Fig. 6.7), a D-MESFET can be used in a 

specially ratioed DCFL-based inverter. This inverter produces a DCFL logic HIGH 

output only when the input is —0.5 V or less. Beyond this D-MESFET inverter, all 

signals have the normal DCFL swing. Fig. 6.8 illustrates, with idealised signals, the 

generated and detected outputs for a data word example of 11001. Note that the 

two guard bits are not restored with the circuit in this diagram for clarity. The 

guard bit can be restored by the circuit in Fig. 6.9. 

From this discussion, it is apparent that the "negative" range of the workable GaAs 

voltage spectrum is best suited to the 3-level off-chip signaling scheme. The resulting 

circuits should not compromise throughput rate, and have all of the advantages of 

combining the LSB and DATA signals, and do not require any additional process 

or device steps and supply rails other than the existing ones. More details are 

discussed in the next sub-section. 
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Fig. 6.8 Idealised example of composite signal format 

The circuit details and simulation results 

Having adopted the —0.5V as the third level, the circuits in Fig. 6.6 & 6.7 were 

fabricated. Minor modifications were made to the circuits for a MODFET mask set. 

These are mainly in the level shifting stage preceding the output buffer. A single 

E-MESFET device was used for the pull-up device in the output buffer. Since the 

modifications are minor due to the similar structures between the MESFET and 

MODFET, further discussions shall concentrate on the MESFET. 

Timing aspects of off-chip signaling of the 3-level circuit were identical to that of 

the 2-level system. The 110 buffers were pipelined with pseudo-dynamic latches. 

The output buffer used a combined E/D-MESFET pull-up device, and a large input 

protection diode was used as before. 

The logic which combines the LSB and the DATA signals is simple and self-evident 

from the diagram. The sizing of the NOR gates, inverters, level shifter, and the 

output MESFETs were designed for a capacitive load of 3pF. Most of the power is 

dissipated in the output devices and they need to be distributed and placed as close 

to the pads as possible. 
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Fig. 6.9 The guard bit restoring circuit 

The inverter that detects the —0.5V signal uses a D-MESFET pull-down device. 

The ratioing of this inverter is such that when the input voltage is OV or higher, the 

output is 0.1V (DCFL LOW). The noise margin between the OV and —0.5V levels 

is important. Simulations have found that the depletion inverter (for detecting the 

—0.5 V) has a noise margin of approximately 300mV for the logic LOW level, 

similar to that of conventional DCFL inverters. 

The 3-level circuit was designed for the nominal clock rate of 500M1-Iz, i.e. a data 

bit rate of 500Mb/s The SPICE simulation results are shown in Fig. 6.10 & 6.11. 

The input file is included in Appendix 11. The latency of one clock cycle due to 

pipelining can be seen from the curves. Note that when reading the results, the 

signals are lsb first. The data bit rate was 700Mb/s. A 5pF capacitor was used to 

represented between-chip interconnect. Correct detection and latching were 
.ti1c 

maintained when simulated 0 t/'i, 	A.e, ck'ck rate. The total static power 

dissipation of this circuit was approximately 29mW, as compared to (2 x 22.3mW) 

for the conventional 2-level system. Estimated layout area is 30% less than the 
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previous previous system. Including the guard bit restoring logic, the overall area would be 

about the same, while power dissipation would still be significantly lower because of 

the single output buffer. 

Test results 

The 3-level encode and decode circuits were fabricated on MODFET mask set. 

The layout of the generating and detecting circuits are shown separately in 

Figs. 6.12 & 6.13. The decode circuit did not include the guard bit restoring logic. 

The low speed test showed perfect functionality in the encoding circuit. The LSB 

signal was successfully recovered from the decoding circuit. A layout fault meant 

that the DATA signal could not be observed off-chip. If scanning electron 

microscope was available for debugging, it should show that the DATA signal was 

decoded correctly on-chip. Full-speed testing will need to be done with the chip 

bonded and packaged, and these results are not yet available. More details of the 

test results are given in Appendix 15. 

6.3. Extensions of the 3-level scheme 

The 3-level circuit and its test results have demonstrated that multi level signals are 

feasible. The main objective had been to ensure the synchronisation of the data and 

framing signals. This section proposes other schemes which build upon these 

results, and considers other possible uses of multi-level signals, which may or may 

not relate to that of the 3-level circuit. 
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6.3.1. 6.3.1. 4-level off-chip signaling 

In an earlier section, it was established that multi-level logic circuits in voltage mode 

have yet to be proven by practical results, and are unlikely to be practical. Also, 

current-mode logic is not as attractive in GaAs MESFET technology as in silicon 

bipolar technology. Therefore, the discussion will further concentrate on off-chips 

signaling only. A 4-level (voltage) signal is a logical extension, and is considered 

here. 

One possible use of a 4-level signal is to represent 2 bits of data at a time, i.e. 

radix-4. (Here the word radix' is used in the sense of binary numbers, not as in 

fast Fourier transform machines.) The significant advantage of such a system is the 

halving of the off-chip data transition rate, making it easier to propagate and less 

prone to timing and logic state errors, such as over longer distances on or between 

circuit boards. This is particularly attractive for the GaAs MESFET technology due 

to the penalties of high current buffers, and for faster technologies such as 

MODFET/HEMT. Off-chip interconnect capacitances do not scale as on-chip 

technology improvements. The definite reduction in dynamic switching power is 

therefore very relevant. For example, even at a clock rate of 2 GHz, the data 

transition rate would still be a relatively low 1000 Mb/s, if a 4-level signal was used. 

The major disadvantages are the circuit overhead needed for encoding and 

decoding, and the larger propagation delay. Although it may be possible to pipeline 

the logic and buffers such that the throughput rate is not sacrificed, the extra delay 

is still detrimental in a recursive system, because it needs to be accounted for in the 

system word length. 

An additional drawback arises from the data/framing signal requirement of this bit-

serial work. A 4-level signal used in the radix-4 mode cannot be used to represent 

the LSB signal as well. The LSB signal will need to be carried on a separate wire as 

in the conventional system. Therefore overall, using one 4-level signal is not as 

attractive as a 3-level signal. A 4-level signal may be more useful in combination 

with other multi-level signals, as will he seen in a later section. The circuit design 

aspects of generating a 4-level signal are first considered in some detail. 

In the 3-level signaling discussions, it was decided that the high voltage level of 

1.5 V can be used as an extra level if necessary, but with the drawback of very high 

static power dissipation for the 0.75 V level. The output buffer circuit (Fig. 6.4) 

can be combined with the —0.5 V 3-level circuit to generate 4 levels, i.e. 1.5 V, 

0.75 V, 0.1 V, and —0.5 V. These will also be denoted as +1, 1, 0, and —1 
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With With the previous forms of the source following shifter (Fig. 6.15), the voltage 

swing of the input is +0.1 V to Vdd  (assuming there is no clamping from a DCFL 

gate). This voltage is then normally shifted by dropping across one to three diodes, 

depending on its specific purpose. The E-MESFET pull-up device is OFF when the 

input is LOW, so that the DC power of the shifter is minimised. When a output 

current drive is necessary, a D-MESFET can be used. The voltage gain inherent to 

this circuit configuration is less than or equal to 1. 

DCFL input 
(undamped 

Fig. 6.15 Source follower level shifter. 

In the case of the 4-level circuit, the output from the shifter needs to be able to 

swing from —0.5 V to +1.5 V in order to drive the pull-up device (Fig. 6.14) 

appropriately. This requirement can be best understood by referring to 

Figs. 6.16(a) & 6.16(b). 

In Fig. 6.16(a), the shifter is attempting to drive the output pull-up devices so that 

common source voltage rises to the + 1.5 V level. This is possible only if V of the 

D-MESFET pull-up device is larger than —0.5 V. the V of the D-MESFET, so that 

it is still ON. Therefore, even a single diode drop from Vdd, normally +1.7 V, at 

the gate of the D-MESFET will turn it OFF. This implies that the level shifter 

must produce a HIGH output of close to Vdd. For the pull-down devices in the 4-

level output buffer, this is not necessary. 
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In the opposite situation, Fig. 6.16(b), the output voltage is being pulled down to 

—0.5 V and all the other devices should ideally be OFF. Therefore the level shifter 

LOW output needs to drop to —0.5 V. The D-MESFET pull-up device is still ON 

under this condition, and necessitates proper ratioing between the pull-up and pull-

down devices. 

This magnitude of the ideal desired swing is therefore 2.3 V (= 1.7+0.6 V). Since 

the output is clamped to + 1.4 V, a swing of 2 V is necessary in practice. This is 

difficult to achieve with the conventional source following level shifter, because the 

necessary voltage gain is much larger than 1. One solution is to replace the E-

MESFET pull-up with a D-MESFET and no diode drops, as shown in Fig. 6.17. 

Again assuming that the shifter is driven by single faiiout DCFL gate, the output 

voltage is now capable of rising to Vdd  in the HIGH state. But since the pull-up is 

always ON, the pull-down device will need to be very large for the LOW output of 

—0.5 V. Also, when the input is at +0.1 V (DCFL LOW), the pull-down device 

needs to pull against the increasingly forward biased pull-up as its source voltage 

falls. The static power dissipation is clearly very large and the efficiency of such a 

level shifter is very low, as in class-A amplifiers. 
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Fig. 6.16 Two conditions of 4-level output circuit 
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Fig. 6.17 Level shifter with large output swing 

In order to avoid these problems, an inverting configuration can be used, as shown 

in Fig. 6.18. This circuit has some similarity with the D-MESFET Schottky diode 

FET logic (SDFL), described in Chapter 2. But unlike SDFL, the level shifting is 

achieved by a DCFL-like inverting output stage, which has the pull-down device 

connected to —0.6 V, rather than OV. In order to provide the correct voltages to 

switch the E-MESFET, a small switching diode and a D-MESFET load are used as 

shown. Assume that this circuit is driven by a unity fanout DCFL logic gate. 

When the DCFL gate output is LOW, the D-MESFET load pulls down to —0.6V, 

and turns the switching E-MESFET of the level shifter OFF. The output of the 

level shifter is capable of rising to Vdd , if it is not clamped by any diodes. When 

the input voltage is HIGH, then the output of the shifter is pulled down to —0.6V. 

Therefore this configuration has a maximum swing from V to Vdd. 

In terms of ratioing, the DCFL logic gate driving this circuit needs to be modified. 

Since the switching diode is always forward biased, and the series connected D-

MESFET load is always ON. the PR  ((W/L) lI _dO /(W/L)PUtI .. Up) ratio of the logic 

gate needs to be larger than the normal value of 3. 
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In In terms of power dissipation of the level shifter, since the output stage MESFETs 

are both ON only in the LOW (-0.5 V) state, most of the power is dissipated in 

the input DC path formed from the DCFL gate-diode-load connection. 

The simulation results of this level shifter is shown in Fig. 6.19. The power 

dissipation is about 11.3mW, including that of the DCFL gate. 

+O.9V 	Vdd 

_n 
+o.1v 

DCFL gat~ 	P611 	 I 

Vdd 

-U 
-O.6V 

-O.6v 

Fig. 6.18 Improved level shifter with gain 

A variation of this shifter configuration is to use the same inverting output stage, 

but buffer its input with a conventional source following shifter, as shown in 

Fig. 6.20. This has the advantage of eliminating the aforementioned permanent DC 

path. The disadvantages are the extra propagation delay through the two stages, 

and that the DCFL gate is restricted to a fanout of one because a full swing (larger 

than +0.1 V to +0.75 V) is required. In this application, the additional delay is 

not acceptable, although the power dissipation is lower. Therefore the first circuit is 

preferred. 
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Fig. 6.20 Two-stage level shifter with large swing 

4-level signal detection 

The task of detecting a composite 4-level signal is not as simple as in the 3-level 

cases. In each of the previous 3-level schemes (both the positive and negative 

versions), the detection is done by two gates which detect the extra level and the 

normal DCFL levels separately. They produce two outputs which can then be used 

directly, or decoded with normal DCFL logic. This is only workable provided that 

the operations of the two detector gates are independent of each other. With a 4-

level signal and its large voltage range (-0.5V to + 1.5V), the two detection circuits 

for +1.5V and —0.5V cannot simply be combined together and used to provide 

unique detection of all 4 levels. This is because the gate that detects the —0.5V 

level will clamp the input signal to +0.75V. Therefore, a different circuit is used to 

detect the —0.5V signal, as shown in Fig. 6.21. 

To obtain 4 unique three-bit codes from the composite signal, this circuit should be 

used in conjunction with two of the detector gates discussed for the + 1.5V 3-level 

circuit (Fig. 6.5). The function of this circuit is to detect the —0.5 V level, using a 

reversed biased diode in series with an inverter. This avoids the need for multi-

threshold MESFETs. Its operation relies on the correct biasing of the input to the 

DCFL inverter. If the input signal is + 1.5 V or + 0.75 V. the diode is OFF and the 

inverter input is at + 0.75 V. producing a DCFL LOW output. If the input signal is 
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+0.1 V, then the diode is slightly forward biased, still maintaining a +0.75 V into 

the inverter. When the 4-level signal falls to —0.5 V or less, the diode is forward 

biased and pulls down the inverter input to LOW, producing a HIGH DCFL 

output. The ratioing of the inverter needs to be reduced from the normal value of 3 

to take into account the weak LOW input voltage. 

Gnd 

Fig. 6.21 Detector gate for detecting —0.5 V in 

the 4-level scheme 

One possible combination of the decoded 3-bit code is listed in Table 6.1 below. 

The simulation results of the 4-level generation and detection circuits are shown in 

Figs. 6.22, 6.23 & 6.24. Their input files are given in Appendix 12 & 13. Again, 

the subsequent use of this code depends on what the 4-level signal is used to 

represent. The overall propagation delay of the detection/generation circuitry and 

the encoding/decoding logic will clearly affect its use within a bit-serial system. 

These related issues are discussed in the next section. 
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Voltage Voltage level 	Z1 	Z2 	Z3 

+1.5 	1 	0 	0 

+0.75 	0 	0 	0 

+0.1 	0 	1 	0 

—0.5 	0 	1 	1 

Table 6.1 4-level decoding scheme 

6.3.2. Higher radix representations using multi-level signals 

In this section, ways of making use of combinations of 2-level, 3-level, and 4-level 

signals to further enhance the advantages of bit-serial techniques in GaAs are 

discussed. 

The primary aim of utilising off-chip multi-level signaling is to make more efficient 

use of signal buffers and lines, in order to alleviate the limitations of the MESFET 

and problems arising from the high bit-rates involved in bit-serial systems. To 

extend this concept further, 2 separate wires each carrying multi-level signals can be 

used to represent a higher-radix data word, as well as the LSB framing signal. If the 

two wires have M and N levels, the number of states is clearly MxN. The 

efficiency of such a scheme is determined by the number of redundant states among 

the MxN states, the radix of the represented word (data transition rate), and the 

hardware overhead in encoding and decoding. In the last section, it was stated that 

using a 4-level signal to represent 2 bits of data for each state is rather inefficient 

because a separate, full bandwidth wire is then required for the LSB signal, 

offsetting the advantage of transmitting at half the normal bit-rate. By permutating 

with other signals, this inefficiency can be removed. The most useful combinations 

are briefly described below: 
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Fig. 6.22 Simulation of 4-level generation circuit. 
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Fig. 6.23 Simulation of 4-level detection circuit (+ 1,1) 
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Fig. 6.24 Simulation of 4-level detection circuit (0,—i). 



(a) One 3-level signal and one 2-level signal 

Four of the six states can be used for radix-4 data, and one state for LSB. 

There is one redundant state. Data rate is half of 2-level system. 

Two 3-level signals 

The 9 states can be used to represent 3 bits of data per transition (8 states), 

with one state for the LSB signal. There is no redundant state. Data rate is 

of 2-level system. 

Two 4-level signals. 

This can be used to represent radix-16 format, but requiring a separate LSB 

wire. This has the most redundant states (15) due to the extra 2-level wire. 

1 
The only advantage is that the data transition rate is 	of the 2-level system. 

Irrespective of their relative efficiency, the most important advantage of signaling at 

a reduced rate in all of these combinations is the reduced possibility of data error 

due to clock jitter and mismatched lines. If extra latency is acceptable (while the 

data rate is maintained), as in non-recursive systems, then the wide pulse widths of 

these signals allow easier detection, and board-to-board delays can be "absorbed" 

into the low bit rate. 

The most efficient combination is clearly the 2x3-levcl one. While the 2x4-leve1 

option has the most redundant states, the low data transmission rate means that the 

extra LSB wire, which has the same 	bandwidth as the two 4-level wires, is not as 

large a wastage in area and power as in the normal 2-level system. 

As an example, the block diagram of the encoding/decoding scheme for 2x3-level 

is shown in Fig. 6.25. The logic circuitry is shown in Figs. 6.26 and 6.27. Note that 

the decoding is logically simplified by choosing a suitable encoding scheme, given 

by Table 6.2 below. Although the logic appears to be complicated, especially in the 

encoding section, it is fairly modular and repetitive, thus facilitating compaction in 

actual physical area. The symbols correspond to those used in the diagrams and are 

summarised as follows: 

X = most significant 3-level signal 

Y = least significant 3-level signal 
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XLSB XLSB = least significant bit (binary) of X decoded signal 

XMSB = most significant bit of X decoded signal 

YLSB = least significant bit of Y decoded signal 

YMSB = most significant bit of Y decoded signal 

DATA 3-level signals decoded signals 

D3 D2 Dl X Y XMSB XLSB YMSB YLSB 

o 0 0 1 1 0 0 0 0 

o o 1 1 0 0 0 0 1 

o i 1 1 —1 C) 0 1 1 

1 0 0 0 1 C) 1 0 0 

1 0 1 0 0 0 1 0 1 

1 1 1 0 —1 0 1 1 1 

o i 0 —1 1 1 1 0 0 

1 1 0 —1 0 1 1 0 1 

[LSB  

Table 6.2 2 x 3-level encode/decoding scheme. 

The logic circuitry recodes 3 hit of DATA at a time and the LSB signals into six 

signals to drive the two 3-level output buffers. At the receiving end, each 3-level 

signal is decoded into a 2-bit word, i.e. a total of 4 bits as shown in the Table. 

Referring to the Table, this scheme is devised such that 3 of the decoded bits 

(XLSB, YMSB and YLSB) correspond directly or indirectly to the encoded 3-bit 

data from the transmitting end, simplifying decoding substantially. Note that for a 

DATA of 110, the decoded XLSB-YMSB-YLSB word is 101, same as that for a 

DATA of 101. This is also true for DATA inputs 010 and 100. However, the 

decoded XMSB bit in each case allows them to be distinguished, and results in the 

decoding logic in Fig. 6.27. 
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By By nature of the 1/3 transmission rate and radix-8 representation, the LSB signal 

has a pulse width of 3 bits in duration. As a result, the three most significant bits of 

the normal radix-2 bit-serial data is not represented. Therefore, in order to preserve 

the sign bit information, 4 sign bits are needed in the radix-2 data word, as opposed 

to the normal format of 2 sign bits. This penalty renders this scheme unsuitable for 

short system data word lengths. A further restriction is clearly the need to have 

data word lengths equal to a multiple of 3, compared to a multiple of 2 in the 

conventional system word. 

The wastage of the 3 most significant bits and the additional 2 sign bits can be 

avoided by using one 3-level wire plus one 4-level wire (3-level+4-level). This 

provides a total of 12 states. 8 of these states can be used to represent the radix-8 

DATA as in the 2x3-level scheme. The remaining 4 states can be used for the 4 

possible most significant 3 bits of data and the LSB signal (noting that the LSB 

signal is in fact coincident with the most significant 3 bits). With the 2 sign bits 

format of the conventional system, these 4 possible states are: 

110 111 001 000 

Therefore, with this 3-level+ 4-level scheme, there is no redundant state, and the 4-

level signal is used far more efficiently than the 2x4-level scheme suggested earlier. 

Finally, the circuit overhead involved in the recoding/encoding circuitry in this 

example can only be justified if off-chip signals are limited, such as between very 

large chips. Approximately 30 gates are needed for the encoding/decoding, and 

have to be traded off for the 1/3 off-chip transmission rate. Twice this number of 

gates are needed if the 3-bit decoded data needs to be converted back to the 

conventional bit-serial format. The latency induced by the conversion is 

unimportant in non-recursive systems, or in systems with a long word length. If the 

latency and the overhead are acceptable, the low data rate virtually guarantees 

error-free communication over circuit boards. With the off-chip signals lasting 3 

clock cycles, board to board delays less than 3 clock cycles can be easily 

accommodated by introducing more delay stages at the receiving end, without the 

need to match lines accurately. 
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Fig. 6.26 2 x 3 level encoding logic 
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Fig. 6.27 2 x 3 level decoding logic 

6.4. GaAs single phase clocking 

One of the limitations of the GaAs cells as they stand is the two-phase clocking 

scheme. With two clock phases, three possible undesirable situations exist: 

01 skewed relative to 02 locally. 

01 or 02 skewed relative to itself globally. 

01 and 02 skewed by different extents globally. 

The conditions for correct operation of the type of latches used have already been 

set out earlier. As technology improves or when more pipelining stages are used, 

these conditions become more and more stringent. The most critical requirement of 

these is that the maximum overlap time between the two clock phases must be less 

than the minimum propagation delay between two pipeline stages. In the worst 

case, this amounts to one DCFL gate delay plus one pass transistor delay. With the 
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Honeywell Honeywell process, this is approximately 300ps. With a MODFET/HEMT process, 

this reduces to about lOOps to 150ps. Whereas local clock skew in silicon is 

insignificant compared to gate delays, enabling 4-phase or even 6-phase systems to 

be realised [123], the GaAs and MODFET/HEMT figures necessitate careful clock 

distribution and estimation of parasitic capacitances right down to clock lines that 

are in close proximity. 

A single phase system has clear advantages in this respect. Here, a single phase 

system is defined as having one clock phase both locally and globally within a chip. 

Note that a system with 0 and a locally or globally generated 	is a two-phase 

system. In a single-phase system, the 01 and 02 latches are replaced by an active-

high latch and an active-low latch. They have previously been denoted by 71 and p 

latches respectively [123]. As their names imply, the IT-latch accepts data when the 

single clock signal 0 is HIGH. The 1i-latch is activated when 0 is LOW. Since 

both pipelining latches use exactly the same clock signal, the possibility of local 

clock skew is totally eliminated. The only type of skew possible is the relative skew 

between q signals that are physically distant from each other, as opposed to the 

three possible skews in the two-phase system. 

Other advantages of a single-phase scheme include: 

(i) 	Only one internal clock signal needs to be generated and distributed. 

Even though the loading on the single clock may be more than doubled, the 

simplicity of clock generation more than compensates for this. 

The whole period of the clock signal is used in full. 

There is no longer the need to maintain a non-overlap between clock phases 

by the clock generator and the associated buffering. 

(ii) One external clock can be used easily, without having to regenerate the two-

phases on every chip, or distribute two clock signals globally on a circuit 

board. 

The single clock phase inevitably means that the pseudo-dynamic latch, with a 

feed-forward path and a refresh path, cannot be used. The next section discusses 

previous types of single-phase latches, and proposes two new IT and p. latch designs. 



The The 'rr and p.. latch designs 

In silicon, the 71 and p. latches have been based on the designs shown in Figs. 6.28 

& 6.29 respectively [123]. In their fully-static forms, each latch contains two 3-input 

complex gates. However, complex gates are undesirable in GaAs DCFL design 

(Chapter 3), and the logic of these two gates must preferably be re-arranged into 

NOR functions. First consider the p. latch. 

In the p. latch, the OR-NAND complex gates (Fig. 6.29) can be simply replaced by 

two 2-input NOR gates. It is desirable to maintain the principle of a low clock 

current loading, for reasons set out in Chapter 5 in the discussion of the pseudo-

dynamic latches and the clock generator. The most important of these is that a 

forward biased MESFET draws a large gate current. When the signal in question is 

the clock, which drives hundreds of latches each having one to two clock inputs, 

the clock generator needs to supply a current of the order of lOmA simply to 

maintain forward bias under DC conditions. The situation is worse in a single-phase 

system, by its very nature. Therefore it is even more important here to avoid the 

DCFL equivalent of the p. and 71 latches. 
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Fig. 6.28 Fully static silicon Tr latch. 
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Fig. 6.29 Fully static i. latch. 
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In the pseudo-dynamic latches in Chapter 5, D-MESFET pass transistors and a 

±0.5V clock swing were used for this purpose. In the new p. latch proposed here, 

the same clock swing is used, while the D-MESFET is used in a unique NOR gate 

configuration. This configuration and its symbol are shown in Fig. 6.30. The NOR 

gate uses both a D-MESFET and a E-MESFET in parallel for the pull-down logic. 

and will be denoted as a D-NOR gate. It is an extension of the special inverter (a 

D-INVERTER) described in Chapter 5, used to detect the multi-level signal. The 

functioning of the D-INVERTER has been proven experimentally in the 3-level 

circuit (Appendix 15). When used in the p. latch, the D-MESFET pull-down 

device is driven by the ±0.5V clock signal. The resulting p.. latch is shown in 

Fig. 6.31. 
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Fig. 6.30 E/D-MESFET NOR gate. 
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Fig. 6.31 GaAs i. latch. 

In the case of the IT latch, the logical equivalent of the AND-NOR complex gate 

inevitably requires the use of one NAND gate, which is undesirable though 

allowable in GaAs DCFL. If a NAND gate has to be used, then it is simpler to use 

a complex gate instead, because both have similar disadvantages (Chapter 5). To 

solve this problem, and to maintain low clock loading, the pseudo-dynamic latch 

can be used with a "resistive" refresh path, rather than a clocked path. The resulting 

IT latch is shown in Fig. 6.32. 



I 
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10 

Fig. 6.32 GaAs IT latch. 

Referring to Fig. 6.32, in order to retain the signal after 0 has changed to LOW, a 

unique arrangement is used in the refresh path. This consists of a D-MESFET with 

V at OV, in parallel with a second D-MESFET connected as a diode. The first D-

MESFET acts as a resistive path for a LOW input latch signal. The diode is used to 

retain a HIGH input signal. This diode is necessary because the Vt  of the D-

MESFET in the Honeywell process is —0.5V. If the input signal to the latch is logic 

HIGH, the feedback signal would he +0.75V or higher and the grounded-gate D-

MESFET would be OFF, thus failing to refresh the signal. Both of the D-

MESFETs in the refresh path can he small devices and do not need to be rigidly 

ratioed to the forward inverter, unlike the refresh path of the pseudo-dynamic latch. 

This is best explained by Fig. 6.33(a) & 6.33(h), showing the two refresh states. 

Only one D-MESFET is ON or forward biased in each state, and no voltage 

degradation results from the feedback path. 

The drawback of this refresh technique is that when 0 is ON, the input signal may 

conflict with the old data in the latch. Since the refresh D-MESFETs do not need 

to be ratioed, the hazard condition can minimised by ensuring that they are 

minimum dimension devices, and that the DCFL gate driving the p.-latch is at least 

twice the size of the refresh inverter. Fig. 6.34 shows a simulation of a rr—p.—ir 

latch arrangement, clocked at 1 GHz. The input file is in Appendix 14. 
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One One clear problem of using these two latches is their asymmetry, both in size and 

speed. First consider their difference in size. 

Although the pL latch is larger in size and has two clock inputs, the pipelining 

strategy essentially determines the number of iT and p. latches needed for a certain 

function. The situation is not different from a two-phase system, where there can be 

more 01 latches than 02 latches or vice versa. Therefore this should not pose a 

major layout problem compared to the two-phase system. 

In terms of speed, the slower p. latch, owing to the two full gate delays, ultimately 

determines maximum speed if two latches are directly cascaded. In the pipelined 

logic circuits in this work, the longest logic path between stages determines 

maximum speed, and the partitioning strategy can he chosen to take the different 

latch delays into account. 
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Fig. 6.33 Two conditions of GaAs ii latch. 
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Fig. 6.34 Simulation of ir p. 	latch train 
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Finally, with the properties of these two latches known, it is important to establish 

the condition for their correct operation. In the worst case situation, where the 

faster 'rr latch is directly driving the ji. latch, the limit of correct data transfer is 

when 0 goes from LOW to HIGH, turning the rr latch on. The latch must turn 

off before the output of the rr latch changes, to prevent the data in the 11 latch from 

being corrupted by the new data entering ir. This depends on the gate delay 

through the D-NOR gate in the i. latch, and the total delay through the rr latch, 

and must satisfy the following: 

tpd(D_NOR) < tpd(pass transistor)+ tpd(jnverr) 

The exact values depend on their relative sizes, and need to be designed such that 

this is satisfied. Noting that right hand side has two delay terms, this is easily 

achieved in practice. The simulation results shown in Fig. 6.34 used inverter sizing 

identical to the 01/02 latches, and the D-NOR gate has a fanout of 2. 

6.5. Conclusion 

In this Chapter, two novel schemes to further enhance the advantages of the GaAs 

bit-serial cells have been discussed. The multi-level signaling scheme had been 

demonstrated to be feasible by the test results of a 3-level encode/decoding circuit. 

The single-phase latches are also unique in their circuit design, and significantly 

simplifies clock timing, loading, and distribution on and off chip. Total 

compatibility with the standard GaAs cells in Chapter 5 are also assured. 



Chapter Chapter 7 

Discussion and conclusion 

Further work should include the design of bit-serial digital-to-analogue (D/A) and 

analogue-to-digital (A/D) converters. Bit-parallel converters, as used in most time 

domain instrumentation systems, have proved to be technically difficult in the 

laboratory, partly due to process variations. More severe are the GaAs MESFET 

properties such as channel-widening effect, hysteresis and sidegating, which affect 

non-linear circuits more than digital circuits [108]. 

An interesting project would be to integrate digital bit-serial filters with switched-

capacitor-based converters which adopt the the pulse-density modulation (PDM) 

principle. These types of converters, as used in silicon, have been found to place 

less stress on the DC behaviour of a technology, and provide superior linearity. 

However, a high speed clock was necessary for bit-stream processing. Recently 

published GaAs switched-capacitor filters have shown promising results [141]. The 

simple FIR example using the GaAs cells has shown the space efficiency of the bit-

serial cells. Combining them to form mixed-mode ICs should be a distinct 

possibility and a challenging exercise. 

Another very useful cell for the bit-serial library would be on-chip RAM. This 

could be used to store filter coefficients in an adaptive system or intermediate states 

in a multiplexed system. 

With a complete set of cells, clocked at the same nominal rate as the existing cells 

(500MHz), the circuit principles proposed in this work should allow the design and 

fabrication of either a single chip (if chip yield improves) or a small chip set which 

would implement digital filters capable of processing video frequency signals. 

There is some potential for GaAs hit-serial circuits to be designed using a 

"compilation" approach, as bit-serial systems are now. However, the different fanin 

and fanout properties of GaAs logic circuits, together with the more stringent 

timing requirements due to the higher clock rates, will require extensive 

modifications to the embedded simulator and layout synthesis software for this to be 

effective. It is difficult to predict whether the degradation in speed compared to 

full-custom designs would be acceptable. It may be found that GaAs gate arrays 
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will will provide a more acceptable compromise between design time and performance. 

Finally, the higher radix approach introduced in Chapter 6 should ideally be 

developed fully into high-radix computation. The example used in the earlier 

discussion encodes and decodes 3 bits of data at a time, which parallels with the 

modified-Booth's algorithm. This may be used to advantage to design a more 

efficient multiplier, without the need to convert the radix-8 format back to radix-2. 

Since the multiplier normally forms the core of filters, other arithmetic elements 

should also follow easily if this can be achieved. Their area-speed compromises can 

then be weighed against the one-bit approach adopted in the cells described in 

Chapter 5. 

Conclusion 

This thesis has described the circuit engineering aspects of a number of GaAs bit-

serial cells, a multi-level off-chip signaling scheme, and single-phase clocked latches. 

The modification of SPICE2G.6 to incorporate a suitable MESFET model has also 

been discussed in some detail. The test results now available have demonstrated the 

correctness of the novel principles and circuit techniques described. 

Because GaAs technology is based on the MESFET transistor, a device which has a 

Schottky diode gate and hence a low input impedance and transconductance, it is 

sufficiently different from any silicon technology, even NMOS, to necessitate an 

independent design approach. Thus a simple transfer of NMOS designs onto GaAs 

by replacing the MOSFETs with MESFETs is impossible, despite the apparent 

similarities between static NMOS circuits and GaAs direct-coupled FET logic. 

Clearly the bit-serial techniques employed in this work cannot solve all the problems 

presented by the use of MESFETs. No single architecture can possibly achieve that 

ideal, and compromises between the speed, power, and level of functionality of a 

chip must inevitably be made. However, the nature of GaAs technology implies 

that locally intensive computational blocks, avoiding excessive chip-to-chip 

connections, are favourable. This is also recognised by other general research into 

architectures for MESFET-related high speed technologies. In this respect, the 

main properties of bit-serial circuits, namely the efficiency of operators and 

utilisation of chip area together with the small number of off-chip interconnects, are 

particularly attractive. 

In the circuits presented in this work the locality, modularity, and the functionality 

of a chip have been emphasised at the expense of the overall system throughput 
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rate. rate. Whereas these same tradeoffs have been accepted and used to advantage in 

silicon, they have been largely ignored in GaAs, and work using this technology has 

concentrated more on the traditional approach of bit-parallel circuits with longer 

and longer word lengths, so attempting to compete directly with silicon ECL. The 

resulting system insertion rate of these bit-parallel chips has been very slow to date, 

and consistently below market forecasts and expectations. This work offers an 

alternative circuit technique which may be particularly attractive for signal 

processing applications. 

As part of this work a multi-level signaling technique was developed which 

significantly improved the efficiency of chip-to-chip communications and also 

reduced synchronisation problems. This was achieved through a combination of 

composite signals and reduced data transmission rates. 

Lastly, single-phase latches were proposed which would effectively minimise 

problems arising from clock skew and simplify clock distribution and generation. 

These were inherently compatible with the existing GaAs cells, but would require 

more modifications to the GaAs cells than would the multi-level circuits. 

Test results are presented which demonstrate the low speed functionality of the 3-

level encode/decode circuits and the clock generator. Other circuits such as the 

multiplier and adder have been fabricated but, due to difficulties in exporting GaAs 

ICs from the United States, are yet to be tested. Simulations have demonstrated 

their correct functionality and have proved (as far as possible using simulation) that 

the circuit principles behind the psuedo-dynamic latch, the multi-level signaling 

technique and the unconventional ±0.5V clocking scheme are correct. As the 

simulation technique employed has itself been proven to give a fair indication of 

actual functionality (through the chips that have been measured) it is expected that 

these other circuits will operate as expected. Further testing, which will be carried 

out in the near future, will include high speed tests on bonded chips. 
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Appendix Appendix 1 

Modified SPICE JFET subroutine 

This Appendix contains the modified JFET subroutine in full. Other modifications 

are less extensive and are described in the main text in Chapter 4. Note that some 

of the codes have been split into two or more lines for formatting, and will not 

compile if used without change. 

subroutine jfet 
implicit double precision (a-h,o-z) 

this routine processes jfets for dc and 
transient analyses. 

lower case comments mark modifications. the 
main ones are 
(1) jfet current equation in cutoff, ohmic, 
and sat. regions 
(ii) diode equation. 

spice version 29.6 sccsid=tabinf3/15/83 
common /tabinf/ ielmnt, isbckt,nsbckt, iunsat, 

nunsat, itemps , numtem, 
1 	isens,nsens, ifournfour,ifield,icode, 

idelim, icolum, insize, 
2 	junode, lsbkpt, numbkp, iorder, jmnode, iur, iuc, 

ilc, ilrnumoff,  isr, 
3 nmoffc,iseq,iseqi,neqn,nodevs,ndiag,isWap, 

iequa,maclns, lvniinl, 
4 	lxO,lvn,lynl,lyu,lyl, lxl,1x2,lx3,1x4,1x5,1x6, 

1x7, idO, ldl, ltd, 
5 	imyni, irnvn, lcvn,nsnod,nsmat,nsval, icnod, 

icmat, icval, 
6 	ioutpt,lpol, izer, irswpf,irswpr,icswpf,icswpr, 

irpt, jct, 
7 	irowno, j colno, nttbr, nttar, lvntmp 

spice version 2g.6 sccsid=cirdat 3/15/83 
common /cirdat/ locate(50) ,jelcnt(50) ,nunods, 
ncnods, nuinnod, nstop 
1 nutn1t,nxtrm,ndist,nt1in,ibr,numvs,numalt,numcyc 

spice version 2g..6 sccsid=status 3/15/83 
common /status/ omega,time,delta,delold(7), 
ag(7) ,vt,xni, egfet, 
1 xmu,sfactr,mode,modedc,icalc,initf, 

method, iord, maxord, noncon, 
2 	iterno, itemno,nosolv,modac, ipiv, 

ivmflg, ipostp, iscrch, iofile 
spice version 2g.6 sccsid=knstnt 3/15/83 

common /knstnt/ twopi, xlog2, xloglO, root2, 
rad, boltz ,charge, ctok, 
1 	gmin, reltol, abstol, vntol, trtol, 

chgtol, esO, epssil, epsox, 
2 pivtol,pivrel 

spice version 2g.6 sccsidb1ank 3/15/83 
common /blank/ value(200000) 
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integer nod plc(64 
com1ex cvalue(32 
equivalence (value(1) ,nodplc(l) ,cvalue(1)) 

dimension vgso(1) ,vgdo(1) ,cgo(1) ,cdo(l) ,cgdo(1), 
gmo(l) ,gdso(1) 
1 9gso(l) ,ggdo(l) ,qgs(l) ,cqgs(l) ,qgd 1 ,cqgd(l) 

1 1 do 1 2 equivalence (vgso ,value , vg ,value 
1 	 (cgo 1 ,value 3) , cdo1 ,value 4 
2 1 ,value 5 , gino 1value 6 ~cgdo 
3 	 gso 1 ,value 

6 	 (
11 

7 , ggso 1 ,value 8 
4 	 ggdo 1 ,value 9 , qgs 1 ,value 10 
5 	 (cqgs(1 ,value 11 , qgd 1 ,value 12 

cqgd(l ,value 13 

loc=locate (13) 
10 if ((loc.eq. 0) .or. (nodplc(loc+25) .ne. 0)) return 

locv=nodplc (loc+l) 
nodel=nodplc loc+2 
node2=nodplc loc+3 
node3=nodplc loc+4 
node4=nodplc loc+5 
nodes=nodplc loc+6 
locm=nodplc loc+7 
ioff=nodplc loc+8 
typenodp1clocm+2 
locm=nodplc locm+l 
loct=nodplc loc+19 

dc model parameters 

the allocation of parameters within value 
are as follows: 

index 	name 	comment 

locm+l vto 
---------------------------------------- 

threshold voltage 
+2 beta beta 
+3 xlamb lambda 
+4 gdpr drain admittance 
+5 gspr source admittance 
+6 czgs cgs 
+7 czd cgcl 
+8 phib built-in gate potential 
+9 csat is 
+10 kf flicker noise coeff. 
+11 af .... exponent 
+12 fc cap. 	ceff. 
+13 alpha alpha 
+14 ni diode ideality factor 
+15 in ids egn. first exponent 
+16 n ids eqn. 	sec. 	exp. 
+17 Co cap. coeff. for vds dep. 
+18 fl first Cap. eqn. coeff. 
+19 f2 sec. 
+20 f3 3rd 
+21 vcrit ref. volt, 	for limiting 

area=value (locv+1) 
vto=value(locm+1) 
beta=value (locm+2) * area 
xlainb=value (locin+3) 
gdpr=value(locm+4 *area 
gspr=value (locrn+5 *area 
csat=value(locm+9 *area 
vcrit=value (locm+2 1) 

the following 5 are additional parameters 

C 
C 

C 
C 



• c for an accurate jfet 
c model based on curtice. 
C 

alpha=value (locm+13) 
xdni=value (locm+l4) 
xm=value locm+15) 
xn=value locm+16 
co=value locin+17 
m=xm 
n=xn 
vtl=vt*xdni 

C 
c initialization 
C 

icheck=l 
go to (100,20,30,50,60,70), initf 

20 if(mode.ne. 1.or.modedc.ne.2.or.nosolv.eq.0) 
go to 25 
vds=type*value(locv+2 
vgs=type*value (locv+3 
vgd=vgs -vds 
go to 300 

25 if(ioff.ne.0) go to 40 
vgs=-1. OdO 
vgd=-l. OdO 
go to 300 

30 if (ioff.eq.0) go to 100 
40 vgs0.0d0 

vgd=0. OdO 
go to 300 

50 vgs=vgso (lxO+loct 
vgd=vgdo (lxO+loct 
go to 300 

60 vgs=vgso(lxl+loct 
vgd=vgdo (lxl+loct 
go to 300 

70 xfact=delta/delold(2) 
vgso (lxO+loct) =vgso ( lxl+loct) 
vgs= (1. OdO+xfact) *vgso (lxl+loct) -xfact* 

vgso (1x2+loct) 
vgdo ( lxO+loct) =vgdo (lxl+loct) 
vgd= (1. OdO+xfact) *vgdo (lxl+loct) - 

xfact*vgdo (1x2+loct) 
cgo ( lxO+loct) =cgo (lxl+loct 
cdo (lxO+loct) =c do (lxl+loct 
cgdo ( lxO+loct) =cgdo (lxl+loct) 
gmo (lxO+loct) =gmo (lxl+loct) 
gdso lxO+loct =gdso lxl+loct 
ggso lxO+loct =ggso lxl+loct 
ggdo lxO+loct =ggdo lxl+loct 
go to 110 

C 
c compute new nonlinear branch voltages 
C 

100 vgs=type* (value lvniml+node2 -value(lvniml+node5 
vgd=type* (value lvniml+node2 -value(lvniml+node4 

110 delvgs=vgs-vgso lxO+loct 
delvgd=vgd-vgdo lxO+loct 
delvds=delvgs-de lvgd 
cghat=cgo (lxO+loct) +ggdo (lxO+loct) *delvgd+ 

ggso(lxO+loct) *delvgs 
cdhat=cdo(lxO+loct) +gmo ( lxO+loct) *delvgs+ 

gdso(lxO+loct *delvds 
1 	-ggdo(lxO+loct *delvgd 

C 
c bypass if solution has not changed 
c 

if (initf.eq.6) go to 200 
tol=reltol*dmaxl (dabs (vgs) ,dabs ( 

vgso(lxo+loct) ) )+vntol 
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c C 
C 
C 

if (dabs(delvgs) .ge.tol)go to 200 
tol=reltol*dlnaxl (dabs (vgd) ,dabs ( 

vgdo(lxO+loct)))+vntol 
if (dabs(delvgd) .ge.tol) go to 200 
tol=reltol*dmaxl (dabs (cghat) dabs( 

cgo(lxO+loct) ) )+abstol 
if (dabs(cghat-cgo(lx0+loct)) .ge.tol) 
tol=reltol*dmaxl (dabs (cdhat) ,dabs ( 

cdo(lxO+loct) ))+abstol 
if (dabs cdhat-cdo(lx0+loct)) .ge.tol) 
vgs=vgso lxO+loct 
vgd=vgdo lxO+loct 
vds=vgs -vgd 
cg=cgo (lxO+loct 
cd=cdo (lxO+loct 
cgd=cgdo (lxO+loct) 
gm=gmo (lxO+loct) 
gds=gdsolxO+loct 
ggs=ggso lxO+loct 
ggd=ggdo lxo+loct 
go to 900 

limit nonlinear branch voltages 

go to 200 

go to 200 

200 ichkl=l 
call pnjlim(vgs,vgso(lxO+loct) ,vtl,vcrit,icheck) 
call pnjliin(vgd,vgdo(lxO+loct) ,vtl,vcrit,ichkl) 
if (ichkl.eq.l) icheck=l 
call fetlim(vgs,vgso(lxO+loct) ,vto 
call fetlim(vgd,vgdo(lxO+loct) ,vto 

determine dc current and derivatives 

note introduction of diode ideality 
factor xdni and modifications 
to diode and related equations 

300 vds=vgs-v?

* 
if (vgs.gt._5.OdO*vtl) go to 310 
ggs=-csat/vgs 
ggs=-csat/vgs+ginin 
cg=ggs*vgs 
go to 320 

310 evgs=dexp(vgs/vtl) 
ggs=csat*evgs/vtl 
ggs=csat*evgs/vtl+gmifl 
cg=csat* (evgs-1. 0 
cg=csat* (evgs-1.0 +gniin*vgs 

320 if (vgd.gt.-5.OdO*vtl) go to 330 
ggd=-csat/vgd 
ggd=-csat/vgd+gniin 
cgd=ggd*vgd 
go to 340 

330 evgd=dexp(vgd/vtl) 
ggd=csat*evgd/vtl 
ggd=csat*evgd/vtl+gmin 
cgd=csat* (evgd-1.0 
cgd=csat* (evgd-1.0 +gmin*vgd 

340 cg=cg+cgd 

compute drain current and derivitives 
for normal mode 

set up common variables for forward and 
inverse drain, gm, and 
gds equations. 
note that: 	gm = dids/dvgs or dids/dvgd 
and 	 gds =  (dids/dvds) 

for normal mode 
= (dids/dvds) - gin 

C 
C 
C 
C 
C 
C 
C 

C 

C 

C 

C 

C 

C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
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C c 	 for inverse mode 
C 
400 alphv=alpha*vds 

epos=dexp(alphv) 
eneg=dexp (-alphv) 
tanhp=(epos-eneg) / (epos+eneg) 
epos2=dexp (alphv+aiphv) 
eneg2=dexp (-alphv-alphv) 
sech2=4 . OdO/ (epos2+eneg2+2 . OdO) 
xlarnvds=xlamb*vds 

C 
c check if normal or inverse mode 
c 

if (vds.1t.0.OdO) go to 450 
vgst=vgs-vto 
vgstm=vgst* *m 
vgstn=vgst**n 
vgstrnl=vgst**(rn-i 
vgstnl=vgst** (n-i 

c 
c normal mode, cutoff region 
C 
c 

if (vgst.gt.0.OdO) go to 410 
cdrain=0. 0 

c 	cdrain=vds/50. 0d6 
gm=0. OdO 

c 	gds=2.0d-8 
gds=0. 0 
go to 490 

C 
c the original code for the cutoff region 
C 
c 	cdrain=area*i. 214d-7*vds 
c 	gm=0.OdO 
c 	gds=area*1.214d-7 
c 	go to 490 
C 
c normal mode, saturation region and linear 
c region as well! 
c 
c the main eqns. are cdrain, gm, and gds. they 
c are based on the 
c curtice model. 
c 
c cclrain = drain current eqn. 
c gm = transconductance 
c gds = gain 
C 

410 cdrain=beta*tanhp* (vgstrn*xiamvds+vgstn) 
gm=beta*tanhp* (xm*xlamvds*vgstml+xn*vgstnl) 
gds=beta* (xlamb*tanhp*vgstm 
1 	+alpha*sech2* (vgstn+xlamvds*vgstm)) 
go to 490 

C 
c 
c compute drain current and derivitives for inverse mode 
C 
450 vgdt=vgd-vto 

vgdtm=vgdt* *m 
vgdtn=vgdt* *n 
vgdtml=vgdt** (rn-i 
vgdtnl=vgdt** (n-i 

c 
c inverse mode, cutoff region 
c 

if (vgdt.gt.0.OdO) go to 460 
cdrain=0. 0 

c 	cdrain=vds/50. 0d6 
gm=0. OdO 



c C 

C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 

C 
c 
C 

c 
C 
C 

c 
c 
C 

gds=0. 0 
gds=2 . Od-8 
go to 490 

the original code for the cutoff region 

cdrain=area*l. 214d-7*vds 
gm=0. OdO 
gds=area*l. 214d-7 
go to 490 

inverse mode, saturation region 

and linear region 

460 cdrain=beta*tanhp* (vqdtn_xlamVdS*Vgdtm) 
gm=beta*tanhp* (xn*vgdtnl_xlamvds*xm*vgdtml) 
gds=beta* (alpha*sech2* (vgdtn 
1 	_xlamvds*vgdtm) -xlamb*tanhp*vgdtm) -gm 

C 
C compute equivalent drain current source 
C 
490 cd=cdrain-cgd 

if ~mode.ne.i) go to 500 
ifmodedc.eq.2) and. (nosolv.ne.0)) go to 500 
if initf.eq.4) go to 500 
go to 700 

charge storage elements 

500 czgs=value locm+6 *area 
czgd=valuelocm+7 *area 
phib=value locm+8 
twop=ph ib+ph lb 
fcpb=value (locm+l2) 
fcpb2=fcpb* fcpb 
fl=value locin+18 
f2=value locm+19 
f3=value locm+20 
czgsf2=czgs/ f2 
czgdf2=czgd/ f2 
if (vgs.ge.fcpb) go to 510 
sarg=dsqrt (1. OdO-vgs/phib) 
qgs (lxO+loct) =twop*czgs* (1. OdO-sarg) 
capgs=czgs/ sarg 
go to 520 

510 qgs(lxo+loct)=czgs*fl+czgsf2*(f3*(VgS-fCPb) 
1 	+(vgs*vgs-fcpb2) /(twop+twop)) 
capgs=czgsf2* (f3+vgs/twop) 

520 if (vgd.ge.fcpb) go to 530 
sarg=dsqrt (1. OdO-vgd/phib) 
qgd (lxO+loct) =twop*czgd* (1. OdO-sarg) 
capgd=czgd/ sarg 
go to 560 

530 qgd(lxO+loct)=czgd*fl+czgdf2*(f3*(Vgd-fCPb) 
1 	+ (vgd*vgd-fcpb2) / (twop+twop)) 
capgd=czgdf 2* (f3+vgd/twop) 

store small-signal parameters 

560 if ((mode.eq. 1) .and. (modedc.eq. 2). 
and. nosolv.ne.0)) go to 700 
if (initf.ne.4)go to 600 
value (lxO+loct+9) =capgs 
value(lxO+loct+1l) capgd 
go to 1000 

transient analysis 

600 if (initf.ne.5) go to 610 
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qgs(lxl+loct) =qgs (lxO+loct 
qgd(lxl+loct) =qgd (lxO+loct 

610 call intgrs(geq,ceq,capgs, oct+9) 
ggs=ggs+geq 
cg=cg+cqgs (lxO+loct) 
call intgr8 (geq,ceq,capgd, loct+ll) 
ggd=ggd+geg 
cg=cg+cqgd (lxO+loct 
cd=cd-cqgd (lxO+loct 
cgd=cgd+cqgd (lxO+loct) 
if (initf.ne.5) go to 700 
cqgs (lxl+loct) =cqgs (lxO+loct 
cqgd ( lxl+loct) =cqgd (lxO+loct 

c 
c check convergence 
C 
700 if(initf.ne.3) go to 710 

if (ioff.eq.0) go to 710 
90 to 750 

710 if (icheck.eq.l) go to 720 
tol=reltol*dniaxl (dabs (cghat) ,dabs (cg) 
if (dabs(cghat-cg) .ge.tol) go to 720 
tol=reltol*dmaxl (dabs (cdhat) , 	 (Cd) 
if (dabs(cdhat-cd).le.tol) go to 750 

720 noncon=noncon+1 
750 vgso(lxo+loct=vgs 

vgdo(lxo+loct =vgd 
cgo (lxO+loct) =c 
cdo (lxo+loct) =c 
cgdo (lxO+loct) =cgd 
gmo (lxo+loct) =gm 
gdso lxO+loct =gds 
ggso lxO+loct =ggs 
ggdo lxO+loct =ggd 

c 
c load current vector 
C 

+abstol 

+abstol 

900 ceqgd=type*(cgd-ggd*vgd) 
ceqgs=type* jT~

-g s*vas- 
cgcgd-ggs*vgs) 

cdreq=type* cd dgm*vgs) 
value lvn+noe2 =vaue(lvn+node2 -ceqgs-ceqgd 
value lvn+node4 =value(lvn+node4 -cdreq+ceqgd 
value lvn+node5 =value(lvn+node5 +cdreq+ceqgs 

c 
c load y matrix 
C 

locy=lvn+nodplc (loc+2 0) 
value (locy) =value (loc +gdpr 
locy=lvn+nodplc (loc+2 1

y 
 

value (locy) =value (locy +ggd+ggs 
locy=lvn+nodplc (loc+22 
value (locy) =value (locy)+gspr 
locy=lvn+nodplc (loc+2 3 
value (locy) =value (locy +gdpr+gds+ggd 
1ocylvn+nodp1c (loc+24 
value (locy) =value (locy +gspr+gds+gm+ggs 
locy=lvn+nodplc (loc+9) 
value (locy) =value (locy -gdpr 
locy=lvn+nodplc (loc+10 
value (locy) =value (locy -ggd 
locy=lvn+nodplc (loc+l1 
value (locy) value ( locy -ggs 
locy=lvn+nodplc (loc+12 
value (locy) =value (locy -gspr 
locy=lvn+nodplc (loc+13 
value (locy) =value (locy -gdpr 
locylvn+nodplc (loc+14 
value (locy) =value (locy +gm-ggd 
locy=lvn+nodplc (loc+15 
value (locy) =value (locy -gds--gm 
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locy=lvn+noclplc (loc+16 
value (locy) =value (lacy -ggs-gm 
locy=lvn+nodplc (loc+17 
value (locy) =value (lacy -gspr 
locy=lvn+nadplc (lac+18 
value(locy)=value(lacy -gds 

1000 loc=nodplc(loc) 
go to 10 
end 
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Appendix 2 

Derivation of Gd,  and Gm  equations 

The conductance equations used in the modified SPICE code are derived here. The 

basic Curtice [19] current equation is given by: 

Ids = 13(1+ XVds)(Vgs —Vt)2taflh((YVds) 

Given that: 

(tanh u)2 = sech u 
bu 

Then GdS  is given by: 

äIds  

Gd -  aVd, 

Fatanh(cV S) 	a(VdStanh(oVdS)) 1 
= 13(V85  —V)2 	

3V1 	+X BV 	I 
.1 

= 13  (Vgs Vt)2  [cLsech 2(OtVd.,) + X (tanh ( x Vd ) + VdSsech2(VdS) j 

= 13(VgsVt)2 rotsech 2((X VdJ (1 + XV 5)+ Xtanh(xVd ) 

Gm  is given by: 

G 	
'ds 

m - t3Vgs 

= 213(1+ XVds)(Vgs Vt) 

In the reverse mode of operation, the same equations apply, except that all 

instances of Vd, are now replaced by —Vd. 
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Appendix Appendix 3 

UNIX "makefile" for compiling modified-SPICE routines 

The "makefile" in the UNIX operating system allows any number of files to be 

compiled and linked together to produce one binary file for execution. To execute 

the commands in the makefile, the following UNIX command is used: 

make makefile 

The "makefile" itself is generally of the form: 

<target> : <sub-targets> 

<UNIX commands> 

The words within brackets designate meanings rather than the actual words used in 

the 'makefile'. Although the make command is described in the UNIX manual 

pages, the exact format and execution of the makefile" is unclear, and is therefore 

discussed in some detail here. 

The execution of the <UNIX commands> within the "makefile" depends on the 

first <target> in the file. A <target> is simply a name given to represent the 

string of commands to be executed under that target. The first <target> forms the 

top of the target tree of the "makefile'. The <sub-targets> specified by the target 

form the branches of the tree one level lower. Each sub-target can then specify 

other <sub-target> and <UNIX commands> entries using the same format, and 

so on indefinitely. If a <sub-target> does not form any further <target> entry in 

the "makefile", then that branch of the target tree is terminated. Execution of the 

commands under a target entry is from bottom of the tree upwards. In other words, 

the target tree is searched until a terminated branch is reached. The commands 

under that branch is executed, and control moves one level up to search for other 

terminations. This process carries on until the top target and its associated 

commands are executed. 

The relationship between a target/sub-target and the files to be compiled (in 

whatever programming language) is as follows. A <sub-target> can either be 

filenames or names that represent the commands associated with the sub-target. 
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If the sub-targets are filenames, then the commands are executed if and only if any 

one of those files have been modified. 

If the sub-target is not a filename, then the associated commands are always 

executed. This is equivalent to searching for a filename that does not exist in 

practice, and is automatically assumed to have been modified. 

A dummy target entry is possible if the there is no sub-targets under a target entry. 

Any commands under that target entry will only be executed if the following UNIX 

command is used: 

make target 

The "makefile" for the modified SPICE subroutines is listed below: 

b = /u/user2/ee/elee48/gaspice/bin 
1 = ./lib 

cflags = -o $(defines) 
ff lags = -w 

objects = spice.o . /acan.o . /dcop.o . /dctranl.o dctran2.o 
errchk.o . . /ovtpvt.o readin.o 	/setup.o jfet.o \ 
modchk.o find.o addelt.o unix.o 

spice2g6: $(objects) 
fortran -o spice2g6 $(objects) 

install: spice2g6 $1 
strip spice2g6; my spice2g6 /u/user2/ee/elee48/bin/ecips 

clean: 
rm -f *.o spice2g6 

$1: 
mkdir $1 
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Appendix Appendix 4 

Clock generator SPICE input tile 

the clock generator obviously 

this version has the following features 
~1~ one dfet pull-up. 
2 one efet gull-down. 
3 the dfet is driven by a level shifter 

conected to vdd and -2.8v 
equiv. to -4.5v in ed look series, it 

all dfet devices for 
large current (and large power) 
the efet is driven by a level shifter 

connected to vdd and -0.6v, 
of similar construction as that drying 
a dfet and cap. load are connected to 

pass transistors 
etc. 

the power is rather high due to the -2.8v 
as opposed to the 
previous -1.7v 

has 

the dfet. 
simulate 

supply, 

* 

:width 
limpts=50000 itl5=0 

.width out=75 
* 
* 
.subckt invi 3 2 1 
jdl 1 3 3 jdep 6.67 off 
jel 3 2 0 jenh 20 off 
ci 2 0 20f 
ends 

* 
.subckt invia5 3 2 1 
jdl 1 3 3 jdep 10 
jel 3 2 0 jenh 30 
ci 2 0 25f 
ends 

* 
.subckt inv2 3 2 1 
jdl 1 3 3 jdep 13.5 off 
jel 3 2 0 jenh 40 off 
ci 2 0 20f 
ends 

* 
subckt inv3 3 2 1 
jdl 1 3 3 jdep 20 off 
]el 3 2 0 jenh 60 off 
ci 2 0 20f 
ends 

* 
subckt norl 4 3 2 1 
1d1 1 4 4 jdep 6.67 off 
jel 4 3 0 jenh 20 off 
3e2 4 2 0 jenh 20 off 
ci 2 0 25f 
c2 3 0 25f 
ends 

* 
.subckt nor2 4 3 2 1 
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jdl 1 4 4 jdep 13.5 off 
4 3 0 enh 40 off 

3e2 4 2 0 jenh 40 off 
ci 2 0 25f 
c2 3 0 25f 
ends 

* 
.subckt nor3 4 3 2 1 
jdl 1 4 4 jdep 20 off 
Jel 4 3 0 Jenh 60 off 
Je2 4 2 0 jenh 60 off 
ci 2 0 25f 
c2 3 0 25f 
ends 

* 
.subckt nor4 4 3 2 1 
Idi 1 4 4 jdep 26.7 off 
Je1 4 3 0 Jenh 80 off 
3e2 4 2 0 jenh 80 off 
ci 2 0 25f 
c2 3 0 25f 
ends 

* 
.subckt latch 5 2 3 7 1 
jdpl 2 3 4 jdep 20 off 
xinvl 5 4 1 inv2 
xinv2 6 5 1 invi 
jdp2 6 7 4 jdep 20 off 
ci 2 0 20f 
c2 3 0 20f 
c3 6 0 20f 
c4 7 0 20f 
c5 4 0 20f 
ends 

* 
.subckt delay 6 3 4 5 1 
xlatchl 2 3 4 5 1 latch 
xlatch2 6 2 5 4 1 latch 
ends 

* 
* 
subckt lsu 4 3 2 1 6 
jel 1 2 3 Jdep 30 
jdi 4 3 4 jdep 20 
*d2 5 4 5 jdep 20 
jdl 4 6 6 jdep 80 
ci 2 0 2Sf 
ends 

* 
.subckt lsd 4 3 2 1 6 
jel 1 2 3 Jdep 60 
jdi 4 3 4 jdep 60 
*d2 5 4 5 jdep 20 
jdi 4 6 6 jdep 100 
ci 2 0 25f 
ends 

* 
.subckt clock 16 17 4 5 30 3 12 13 2 1 100 200 120 7 
* 
xinvOO 20 2 1 inv3 
xinvol 30 20 1 inv3 
xinvl 3 30 1 inv3 
xnorl 4 5 30 1 nor3 
xnor2 5 4 3 1 nor3 
* 
xinv2 6 4 1 inv2 
xinv3 7 6 1 inv3 
xinv4 8 4 1 inv2 
* 
xinv5 9 5 1 inv2 
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xinv6 10 9 1 inv3 
xinv7 11 5 1 inv2 
* 
xlsl 12 120 7 1 100 ispu 
xls2 13 130 8 1 200 lspd 
* 
xls3 14 140 10 1 100 ispu 
xls4 15 150 11 1 200 lspd 
* 
xbuffl 16 12 13 1 200 buff 
xbuff2 17 14 15 1 200 buff 
* 
ends 

* 
.subckt buff 4 2 3 1 200 
jdl 1 2 4 jdep 400 off 
d2 4 3 200 jdep 50 off 
3d3 4 3 200 jenh 400 off 
ci 2 0 20f 
c2 3 0 20f 
ends 

* 
vdd 1 0 1.7 
vss 100 0 -2.8 
vssl 200 0 -0.6 
* 
yin 2 0 sin(0.40 0.35 600e6 0 0) 
*vini 20 0 pulse(0.1 0.75 0.64n 0.2n 0.2n 1.8n 4n) 
* 
*vphil 3 0 pulse 0.6 0.7 0 0.2n 0.2n 0.6n 2n) 
*vphi2 4 0 puise(-0.6 0.7 in 0.2n 0.2n 0.6n 2n) 
* 
xciock 3 4 5 6 7 8 9 10 2 1 100 200 120 122 clock 
ci 3 0 3p 
c2 4 0 3p * 
*xdell 11 20 3 4 1 delay 
* 



to investigate a bit 
* 
.otions liinpts= 10000000 itl5=0 
.width out=75 
* 
* 
.subckt latch 1 2 3 4 5 6 7 
jdpassl 2 3 4 jdep 20 off 
* 
* note that the phi2 inverter is 2 

* larger than the 
* phil inverter to make sure that 

* both pass transistors 
* are slightly on at the same time 

* data always wins 
lel 5 4 0 	enh 40 off 
jdl 1 5 5dep 13.5 off 
e2 6 5 0 	jenh 20 off 
3d2 1 6 6 jdep 6.5 off 
* 
jdpass2 6 7 4 jdep 20 off 
ci 2 0 20f 
c2 4 0 20f 
c3 5 0 20f 
c4 6 0 20f 
c5 3 0 20f 
c6 7 0 20f 
ends 

* 
* latchi is different only in the 

* and inverter size 
* 
.subckt latchl 1 2 3 4 5 6 7 
jdpassl 2 3 4 jdep 30 off 
* 
* note that the phi2 inverter is 2 

* larger than the 
* phil inverter to make sure that 

* case both pass transistors 
* are slightly on at the same time 

* data always wins 
jel 5 4 0 	jenh 60 off 
jdi 1 5 5dep 20 off 

6 5 0 	enh 20 off 
jd2 1 663dep6.5 off 
* 
jdpass2 6 7 4 jdep 30 off 
ci 2 0 20f 
c2 4 0 20f 
c3 5 0 20f 
c4 6 0 20f 
c5 3 0 20f 
c6 7 0 20f 
ends 

* 

times 

in case 

the input 

input tg 

times 

in 

the input 
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Appendix 5 

Multiplier slice SPICE input file 

This input file is for a middle slice in a Modified-Booth's Algorithm multiplier. 
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* 
* 
.subckt latch2 5 3 2 1 
* this is a simple inverting latch with 
* a static refreshing 
* path rather then the two phase stuff in 
* latchi and 2 
* 
* the nodes are: 
* 5 = output 
* 2 = input 
* 3 = latch signal or phi2 
* 
jdlpassl 2 3 4 jdep 20 off 
jdl 1 5 5 jdep 13.5 
jel 5 4 0 jenh 40 
xinvi 6 5 1 mv 
jdpass2 6 0 4 jdep 10 

jdiode 4 6 4 jdep 5 
* 
ends 

* 
.subckt latchcl 1 2 3 4 5 6 7 8 
jdpassl 2 3 4 jdep 20 off 
* 
* this is for a reset function, so that the 

* lsb of the 
* datax2 can be forced to 0 
* 
jel 5 4 0 jenh 40 off 
jdl 1 5 5 dep 13.5 off 
je3 	5 8 0 en h 40 off 
Je2 6 5 0 enh 20 off 
3d2 1 6 6 jdep 6.5 off 
* 
jdpass2 6 7 4 jdep 20 off 
ci 2 0 20f 
c2 4 0 20f 
c3 5 0 20f 
c4 6 0 20f 
c5 3 0 20f 
c6 7 0 20f 
ends 

* 
.subckt delay 9 2 1 3 7 
xlatchl 1 2 3 4 5 6 7 latch 
xlatch2 1 5 7 8 9 10 3 latch 
ends 

* 
* delayl is made for inhibiting the carbor signal 
* using the lsb pulse 
* at node 12 
* 
subckt delayl 9 2 1 3 7 
xlatchl 1 2 3 4 5 6 7 latch 
* 
* xlatch2 has an enlarged input tg 
* 
xlatch2 1 5 7 8 9 10 3 latchi 
ends 

* 
* delay2 is identical to delay except the extra 
* output node at the 
* slave latch tg 
* 
.subckt delay2 9 8 2 1 3 7 
xiatchl 1 2 3 4 5 6 7 latch 
xlatch2 1 5 7 8 9 10 3 latchl 
ends 

* 
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* delay3 has a static refreshed 
* so the gating can be 
* control by logic rather than 
* 

master stage 

simply phil or 2 

.subckt delay3 9 8 2 1 3 7 
xlatchl 1 2 3 4 5 6 7 latch2 
xlatch2 1 5 7 8 9 10 3 latch 
ends 

* 
* 
* 
.subckt reg 8 1 2 3 6 30 60 9 
xlati 1 2 3 4 5 99 60 latch 
xlat2 1 5 6 7 8 98 30 latch 

* the tg and inverter are for 
* start bit into the 
* master stage of the register 
jdepass2 9 100 4 jdep 40 off 
ci 4 0 20f 
c2 100 0 20f 
c3 9 0 20f 
ends 

100 

loading the 

* 
* this is a level shifter specifically for 
* driving the huge buffers 
* within the clock generator. the supplies are 1. 
* 7v and -2.5v. 
* 
.subckt level 5 2 1 100 
jdl 1 2 3 jenh 100 
d2 4 3 4 dep 100 
jd3 5 4 5 jdep 100 
3d5 5 100 100 jdep 45 
ci 2 0 20f 
c2 3 0 20f 
c3 4 0 20f 
c4 5 0 20f 
.ends level 
* 
* 
* 
* the next subckt is the 
* level shifter specifically for 
* shifting a single control signal to drive at 

* least 6 tg's 
* 
subckt levell 5 2 1 6 
jdl 1 2 3 jdep 30 off 
jdiol 4 3 4 jdep 20 off 
jdio2 5 4 5 jdep 20 off 
jd2 5 6 6 jdep 10 off 
ci 2 0 lOf 
ends 

* 
* 
subckt buf 4 2 3 5 1 
jdl 1 2 4 jdep 600 off 
Jd2 4 3 5 jdep 400 off 
ci 2 0 20f 
c2 3 0 20f 
ends 

* 
.subckt mv 3 2 1 
jel 3 2 0 jenh 20 off 
3dl13 3 jdep 6.5 off 
ci 2 0 20f 
ends 

* 
subckt invl 3 2 1 
jel 3 2 0 jenh 40 off 



jdl 1 3 3 jdep 13.5 off 
ci 2 0 20f 
ends * 

jei 3 2 0 jenh 56 
]dl 1 3 3 jdep 18.5 
ci 2 0 iOf 

* 
subckt xnor 2 3 4 5 6 1 
xnorl 7 3 4 1 nor 
xnor2 8 5 6 1 nor 
xnor3 2 7 8 1 nor 
ends 

* 
.subckt nor 4 3 2 1 
jdll4 4 jdep6.5 off 
jel 4 2 0 enh 20 off 
je2 4 3 0 jenh 20 off 
ci 2 0 20f 
c2 3 0 20f 
.ends 
* 
subckt nor3 5 4 3 2 1 
jdii55jdep6.5off 
lel 5 2 0 jenh 20 off 

5 3 0 enh 20 off 
je3 5 4 0 jenh 20 off 
ci 2 0 20f 
c2 3 0 20f 
c3 4 0 20f 
ends 

* 
.subckt nor4 6 5 4 3 2 1 
jdl 1 6 6 dep 6.5 off 
Jei 6 5 0 enh 20 off 
je2 6 4 0 Jenh 20 off 
je3 6 3 0 jenh 20 off 
je4 6 2 0 jenh 20 off 
ci 2 0 20f 
c2 3 0 20f 
c3 4 0 20f 
c4 5 0 20f 

* 
.subckt binor2 5 3 2 1 
1d1 1 5 5 jdep 10 off 
e1 5 2 0 jenh 80 off 
je2 5 3 0 jenh 80 off 
ci 2 0 20f 
c2 3 0 20f 
ends * 

* 
.subckt bignor3 5 4 3 2 1 
Idi 1 5 5dep 10 off 
Jei 5 2 0 enh 80 off 
Je2 5 3 0 jenh 80 off 
3e3 5 4 0 jenh 80 off 
ci 2 0 20f 
c2 3 0 20f 
c3 4 0 20f 
ends 

* 
.subckt bi9nor4 5 3 2 1 
jdi 1 5 5 jdep 6 off 
ei 5 2 0 enh 48 off 
3e2 5 3 0 jenh 48 off 
ci 2 0 20f 
c2 3 0 20f 
ends * 
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* 
jdpass 2 3 4 jdep 20 off 
* 
jdl 1 5 5jdep 10 off 
e1 5 4 0 enh 80 off 
d2 166dep6.5off 
Je2 6 5 0 jenh 20 off 
jd3 177 jdep6.5off 
3e3 7 5 0 jenh 20 off 
* 
jdres 7 0 4 jdep 10 off 
jdiode 4 7 4 jdep 5 
ci 3 0 20f 
c2 5 0 35f 
c3 6 0 20f 
c4 7 0 20f 
c5 2 0 20f 
c6 4 0 35f 
* 
* this is the clock generator 
* complete with clock inhibit 
* please refer to 'c19' for full details. 
* 
.subckt clockgen 23 20 2 11 12 1 200 100 
* 
xinv0 3 2 1 invl 
xinvl 24 3 1 invi 
xinva 25 24 1 invl 
* 
* 
* 
* cross-coupled nor's 
* 
xnorl 4 24 9 1 bignor2 
xnor2 9 25 4 1 bignor2 
* 
* buffering to drive level shifters for push-pull stage 
* 
* 
xinv2 5 4 1 invl 
xinv6 10 9 1 invl 
* 
* 
xinvlO 14 4 1 invl 
xinvll 15 5 1 invl 
* 
xlevell 18 14 1 100 level 
xleve12 19 15 1 100 level 
* 
xbufl 20 19 18 200 1 buf 
* 
xinv12 16 9 1 invl 
xinv13 17 10 0 0 1 bignor3 
* 
xleve13 21 16 1 100 level 
xleve14 22 17 1 100 level 
* 
xbuf2 23 22 21 200 1 buf 
* 
ends 

* 
* node conventions for datconl,2 
* 
* cn-1 = 2 
*cn =3 
* cn+1 = 4 
* cn-l' = 5 
* cn' = 6 
* cn+1' = 7 
* 
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others others are internal signals 
* 
* datconi produces signal to select 1 x data 
* 
* datcon2 produces signal to select 2 x data 
* 
* together they perform the booth's recoding 
* 
* actually the signal generated (10) is (select data)' 
xnorl 8 3 5 1 nor 
xnor2 9 6 2 1 nor 
xnor3 10 9 8 1 nor 
* 
* as above, the signal (10) is (select datax2)' 
xnorl 8 7 3 2 1 nor3 
xnor2 9 4 5 6 1 nor3 
xnor3 10 9 8 1 nor 
* 
* 
* for the next subckt: 
* 
* 	2 = (1 x data)' 
* 	3 = datconi 	(from datconi) 
* 	4 = (2 x data)' 
* 	5 = datcon2 	(from datcon2) 
* 
* this does the actual xnor to get dataxi, 
* datax2, or 1 (if 
* both 3 & 5 are 1) 
* 
* note the output (8) is (selected data)', and is 
* then latched later on 
xnorl 6 3 2 1 nor 
xnor2 7 5 4 1 nor 
xnor3 8 7 6 1 bignor4 
* 
* 
* for the sum and carry/borrow subckts 
* 
* a=2 
* b= 3 
* C = 4 	(can be carry or borrow) 

= 5 
= 6 

* C' = 7 
* these can be reversed to give sum' at node 12 
xnorl 8 4 3 2 1 nor3 
xnor2 9 6 5 4 1 nor3 
xnor3 10 7 6 2 1 nor3 
xnor4 11 7 5 3 1 nor3 
xnor5 12 11 10 9 8 1 nor4 
* 
* 
* for the next subckt only: 
* 
* cn+1 = 8 
* cn+1' = 9 
* 
* cn+1 is the msb in the coeff bit pair 
* if it is 1 then subtract (same as 2's complement cony.) 
* if 0 then add 
* 
* 
* 
* circuit for (b + a) and (b - a) 
* 
* note that the order of nodes is essential 
* 12 = m 
* 2 = data 
* 4 = ci 
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* 16 = co 
xnor4 13 12 2 1 nor 
xnor5 14 12 4 1 nor 
xnor6 15 2 4 1 nor 
xnor7 16 15 14 13 17 1 nor4 
* 
* 
* three (rather awkward) power rails 
* 
vdd 1 0 1.7 
*vssl 2 0 -0.6 
*vss2 3 0 -2.5 
* 
* the sine wave: (offset amplitude freq delay decay) 
* 
*vclock 4 0 sin(0.35 0.35 500e+06 0 0) 
* 
* data = 110011 (only true for one word !) 
* ppsi = 010101 
* 
vlsb 7 0 pulse(0.1 0.75 20p 200p 200p 1.8n) 
vdata 11 0 pulse(0.1 0.75 20p 200p 200p 3.8n 8n) 
vppsi 100 0 pulse (0.1 0.75 20p 200p 200p 1.8n 4n) 
* 
* 5 = phil uninihited 
* 6 = phi2 uninhibited 
* 
* 
* these are coefficients = 100 
* 
vcn+1 10 0 0.75 
vcn 21 0 0 
vcn-1 22 0 0 
*xclock 5 6 4 0 0 1 2 3 clockgen 
* 
* the following are delays to 
* produce realistic lsb, and 
* data signals from ideal pulses. see 
* notes for node designations. 
* also sets up ppsi at node 101 
* 8=lsb 
* 12=data 
* 101= ppsi 
xdelayl 8 7 1 6 5 delayl 
xdelay2 12 11 1 6 5 delay 
xdelay3 101 100 1 6 5 delay 
* 
* 
* here comes the real circuit 
* 
* 
* 3 delay stages for lsb. to inhibit the carry! 
* borrow for the next 
* slice 
* 
* 
xdelay4 14 8 1 6 5 delay 
xdelay5 15 14 1 6 5 delay 
xdelay6 16 15 1 6 5 delay 
* 
* 
* sets up the complements of the coeffs. 
* 
* 
xinvl 23 10 1 mv 
xinv2 24 21 1 mv 
xinv3 25 22 1 mv 
* 
* decodes the coeff. to select the data or datax2 
* 



- 272 - 

xseldata 26 22 21 25 24 1 datconi 
xsel2data 27 22 21 10 25 24 23 1 datcon2 
* 
* 
* produce data' 
xinv4 30 12 1 mv 
* 
* this taps the data stream for the 
* dataxi and datax2 signals 
* 
xdat 320 30 26 29 27 1 dat 
* 
* phi2 latch to give selected data 
* sum/diff circuit later on 
* 32 = selected data 
* 33 = 32' = selected data' 
xlatchl 1 320 6 321 32 322 5 latch 
* a large inverter to get selected 
xinv5 33 32 1 inv2 
* 
* generates phil latched selected data for 
* carry/borrow circuit later on 
xlatch2 1 33 5 51 52 53 6 latch 
* 
* the following delays are for the serial data. 
* the output of the 
* first one is tapped to give datax2. the tapping is 
* done at the output 
* of the tg at the slave stage. 
* 
* node 12 is the (real) data signal 
* node 41 is the data signal for the next slice 
* node 293 is the phi2 latch data' 
* 
xlatch3 1 12 6 292 293 294 5 latch 
xdelay7 31 293 1 5 6 delay 
xdelay8 40 31 1 5 6 delay 
xlatch4 1 40 5 410 41 411 6 latch 
* 29 = (lsb inhibited datax2)' = 291' 
* (goes into dat earlier on) 

xlsbcl 1 293 5 290 291 295 6 8 latchcl 
xinvx 29 291 1 mv 
* 
* 39 = phi2 latched ppsi' 
* 36 = 39' = ppsi (logically) 
xlatch5 1 101 6 390 39 391 5 latch 
* 
xinv6 36 39 1 invl 
* note that inputs are swapped in polarity to give sum' 
* 35 = ci 
* 37 = ci' 
* 34 = ppso 
* 55 = phil latched ppso 
* 
xpsum 34 35 36 32 37 39 33 1 psum 
xlatch9 1 34 5 54 55 56 6 latch 
* generate m' for carry/borrow 
xmbar 38 39 10 36 0 1 xnor 
* phil latch before entering carbor 
xlatch6 1 38 5 42 43 44 6 latch 
* 
xcarbor 45 43 49 52 8 1 carbor 
* 
* phi2 latch for ci (35) and cif (37) inputs of sum.diff 
xlàtch7 1 45 6 46 37 47 5 latchl 
xinv7 35 37 1 mv 
* 
xlatch8 1 37 5 48 49 50 6 latch 

for 

data' 
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Appendix Appendix 6 

Parallel-to-serial converter SPICE input file 

p/s and s/p converters cascaded(p in p out) 
* 
.otions limpts=1000000 itl5=0 
.width out=75 
* 
* 
* 
.subckt latch 1 2 3 4 5 6 7 
jdpassl 2 3 4 jdep 20 off 
* 
* note that the phi2 inverter 
* larger than the 
* phil inverter to make sure 
* case bothpass transistors 
* are slightly on at the same 
* input data always wins 
lel 5 4 0 jenh 40 off 
Jd1 1 5 5 jdep 13.5 off 
1e2  6 5 0 jenh 20 off 
3d2 16 63dep6.5 off 
* 
jdpass2 6 7 4 jdep 20 off 
ci 2 0 8f 
c2 4 0 Sf 
c3 5 0 Sf 
c4 6 0 8f 
c5 3 0 8f 
c6 7 0 8f 
ends 

* 
subckt latchl 1 2 3 4 5 6 7 
jdpassi 2 3 4 jdep 40 off 
* 
* note that the phi2 inverter 
* times larger than the 
* phil inverter to make sure 
* case both pass transistors 
* are slightly on at the same 
* input data always wins 
jel 5 4 0 jenh 40 off 
d1 1 5 5 jdep 13.5 off 
Je2 6 5 0 jenh 20 off 
3d2 16 6jdep6.5off 
* 
jdpass2 6 7 4 jdep 40 off 
ci 2 0 8f 
c2 4 0 Sf 
c3 5 0 8f 
c4 6 0 8f 
c5 3 0 Sf 
c6 7 0 Sf 
ends 

* 

is 3 times 

that in 

time, the 

is 3 

that in 

time, the 

.subckt delay 9 2 1 3 7 
xlatchi 1 2 3 4 5 6 7 latch 
xlatch2 1 5 7 5 9 10 3 latch 
ends 

* 
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* 
* 
.subckt ctlreg 13 11 2 101 100 102 3 7 1 
* 13 = del data 
* 11 = del(data)' 
xlatl 1 2 3 4 5 6 7 latch 

* the 2 pass transistors are for loading or shifting 
* an inverter is used to "restore"  the signal 
* 100 = load' 
* 102 = load 
* 101 = preset value 
jdpl 5 100 8 jdep 20 
xinvl 9 8 1 invi 
jdp2 101 102 8 jdep 20 
* second inverter to give correct polarity 
xlat2 1 9 7 10 11 12 3 latch 

xinv2 13 11 1 mv 
ci 4 0 8f 
c2 100 0 8f 
c3 9 0 8f 
c4 5 0 1Sf 
c5 102 0 20f 
ends 

* 
.subckt ct2re9 13 11 2 101 100 102 3 7 1 
* almost identical to ctlreg, except auto-puliup 
* 13 = del data 
* 11 = del(data 
xlatl 1 2 3 4 5 6 7 latch 

* the 2 pass transistors are for loading or shifting 
* an inverter is used to "restore" the signal 
* 100 = load' 
* 102 = load 
* 101 = preset value 
jdpl 5 100 8 jdep 20 
xinvl 9 8 1 invl 
jdp2 101 102 8 jdep 20 
* extra pull-up to force register output to 0 when not 
* loading or shifting 
jdl 1 8 8 jdep 3.5 off 
* second inverter to give correct polarity 
xlat2 1 9 7 10 11 12 3 latch 

xinv2 13 11 1 mv 
ci 4 0 8f 
c2 100 0 8f 
c3 9 0 8f 
c4 5 0 15f 
c5 102 0 20f 
ends 

* 
subckt datareg 13 11 2 101 100 102 3 7 1 

* 13 = del(data) 
* 11 = del(data)' 
xlatl 1 2 3 4 5 6 7 latch 

* the 2 pass transistors are for loading or shifting 
* an inverter is used to "restore" the signal 
* 100 = load' 
* 102 = load 
* 101 = preset value, which is inverted at the 
* output (13) 
jdpl 5 100 8 jdep 20 
xinvl 9 8 1 invi 
* passive feedback for retaining data if 
* neither shifting nor loading 
xinv2 14 9 1 mv 
jdres 14 0 8 jdep 10 
jdiode 8 14 8 jdep 5 
jdp2 101 102 8 jdep 20 
* second inverter to give correct polarity 
xlat2 1 9 7 10 11 12 3 latch 



xinv3 13 11 1 mv 
ci 4 0 Sf 
c2 100 0 8f 
c3 9 0 8f 
c4 5 0 15f 
c5 102 0 20f 
ends 

* 
.subckt mv 3 2 1 
jel 3 2 0 jenh 20 off 
jdl 1 3 3 jdep 6.5 off 
ci 2 0 Sf 
ends 

* 
.subckt invi 3 2 1 
jel 3 2 0 jenh 40 off 
jdl 1 3 3 jdep 13.5 off 
ci 2 0 Sf 
ends 

* 
jdl 1 4 4 jdep 6.5 off 
Je2 4 3 5 enh 40 off 
3e3 5 2 0 jenh 40 off 
ci 2 0 20f 
c2 3 0 20f 
* 
subckt xnor 2 3 4 5 6 1 
xnorl 7 3 4 1 nor 
xnor2 8 5 6 1 nor 
xnor3 2 7 8 1 nor 
ends 

* 
* 
.subckt endnor 7 2 3 4 5 6 1 
jd1177jdep6.5off 
jel 7 2 0 enh 20 off 
je2 7 3 0 jenh 20 off 
je3 7 4 0 jenh 20 off 
e4 7 5 0 jenh 20 off 
3e5 7 6 0 jenh 20 off 
ci 2 0 8f 
c2 3 0 Sf 
c3 4 0 8f 
c4 5 0 8f 
c5 6 0 8f 
ends 

* 
* 
.subckt nor 4 3 2 1 
jdl 1 4 4 jdep 6.5 off 
jel 4 2 0 jenh 20 off 
3e2 4 3 0 jenh 20 off 
ci 2 0 8f 
c2 3 0 8f 
ends 

* 
subckt nor3 5 4 3 2 1 
jdl 1 5 5 jdep 6.5 off 
e1 5 2 0 enh 20 off 
je2 5 3 0 enh 20 off 
3e3 5 4 0 jenh 20 off 
ci 2 0 8f 
c2 3 0 8f 
c3 4 0 8f 
ends 

* 
jel 1 2 3 jdep 15 off 
jdi 4 3 4 dep 20 off 
Jdl 4 5 5 jdep 55 off 
ci 2 0 15f 

- 275 - 
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* 
* 
.subcktprbsl2345678910111011O2 
+ 1000 2000 1 
* 

* 
* preset word = 10000, note inversion at inputs 
*also the reg word is read in this node order 
* 2-4-6-8-10 
xregl 2 3 12 0 101 102 1000 2000 1 ctireg 
xreg2 4 5 2 1 101 102 1000 2000 1 ctlreg 
xreg3 6 7 4 1 101 102 1000 2000 1 ctlreg 
xreg4 8 9 6 1 101 102 1000 2000 1 ctlreg 
xreg5 10 11 8 1 101 102 1000 2000 1 ctlreg 
* 
xxnor 12 4 11 5 10 1 xnor 
* 
ends 

* 
subckt prbs2 2 3 4 5 6789 10 ii 101 102 

+ 1000 2000 1 
* 
* preset word = 00111 
* note that owrd is read in this order: 2-4-6-8-10 
xregl 2 3 12 1 101 102 1000 2000 1 ct2reg 
xreg2 4 5 2 1 101 102 1000 2000 1 ct2reg 
xreg3 6 7 4 0 101 102 1000 2000 1 ct2reg 
xreg4 8 9 6 0 101 102 1000 2000 1 ct2reg 
xreg5 10 11 8 0 101 102 1000 2000 1 ct2reg 
* 
xxnor 12 4 11 5 10 1 xnor 
* 
ends 

* 
*.subckt ptos 
* 
xprbsl 2 3 4 5 6 7 8 9 10 11 12 13 14 15 1 prbsl 
* 2-11 = regs outputs and complements 
* 12 = load' = shift 
* 13 = load 
* 14 = phi2 
* 15 = phil 
* 
xprbs2 16 17 18 19 20 21 22 23 24 25 26 13 14 
+ 15 1 prbs2 
* 16 - 25 are the outputs of the 5 regs and 
* their comnpl. 
* 26 	shifh 
* 13 = load 
* 28 = epi 
* 29 = ep2 
xendnorl 28 3 5 7 9 0 1 endnor 
xendnor2 29 16 18 20 22 24 1 endnor 
* 
xlatl 1 28 14 30 31 32 15 latchl 
xinvl 33 30 1 mv 
xinv2 34 31 1 mv 
* 13 = load both prbsl/2 
* 12 = shift prbsl = 44' logically 
xlsload 13 34 1 100 is 
xlshiftl 12 33 1 100 is 
* 36 = del(epl) 
* 39 = l.5del(epl)' 
xlat2 1 31 15 35 36 37 14 latch 
xlat3 1 36 14 38 39 40 15 latch 
* 42 = lsb pulse 
xlat4 1 39 15 41 42 43 14 latch 
* 47 = to load parallel data bits 
xinv3 46 39 1 invl 
xlsldata 47 46 1 100 ls 
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* * 48 = del(epl)', used for nand 
* data later on 
xinv4 48 36 1 mv 
* 50 = 0.5del(ep2)' 
xlat5 1 29 14 49 50 51 15 latchi 
* 26 = shift prbs2 
xinv5 52 49 1 mv 
xlshift2 26 52 1 100 is 
* 55 = dele2) 
* 57 = inhibit data 
xlat6 1 50 15 54 55 56 14 latch 
xinhdata 57 55 1 mv 
* produce shift data signal 
* only nand gate in whole design 
* 63 = shift data signal 
xnanl 58 48 55 1 nand 
xlat7 1 58 14 59 60 61 15 latchi 
xinv6 62 59 1 mv 
xlshdata 63 62 1 100 ls 

gate for shift serial 

* the following are arbitrary parallel inputs 
* to the parallel regs 
* 
* 
* the parallel/serial data regs. 
* parallel data = 01010101 (note inversion in 

* subcircuit call) 
* 85 = lsb 
* 64 = msb 
* sign bit/msb is repeated until next word 
xdatregl 64 65 64 1 63 47 14 15 1 datareg 
xdatreg2 67 68 64 0 63 47 14 15 1 datareg 
xdatreg3 70 71 67 1 63 47 14 15 1 datareg 
xdatreg4 73 74 70 0 63 47 14 15 1 datareg 
xdatreg5 76 77 73 1 63 47 14 15 1 datareg 
xdatreg6 79 80 76 0 63 47 14 15 1 datareg 
xdatreg7 82 83 79 1 63 47 14 15 1 datareg 
xdatreg8 85 86 82 0 63 47 14 15 1 datareg 

* nor gate for inhibiting data 
* 88 = coded bit stream 
* 89 = 1 cycle delayed data 
xnor 88 86 57 1 nor 
xdell 89 88 1 14 15 delay 
* 90 = 1 cycle delayed lsb 
xdel2 90 42 1 14 15 delay 
* 

* . ends 
* 
vdd 1 0 1.7 
vss 100 0 -0.6 
* 
* artificial clocks 
vphil 15 0 pulse 0.5 0.5 20ps 200ps 200ps 0.6n 2n) 
vphi2 14 0 pulse(-0.5 0.5 1020ps 200ps 200ps 0.6n 2n) 
* 
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Appendix 7 

Serial-to-parallel converter SPICE input file 

p/s and s/p converters cascaded(p in p out) 
* 
.otions limpts=1000000 itl5=0 
.width out=75 
* 
* 
* 
.subckt latch 1 2 3 4 5 6 7 
jdpassl 2 3 4 jdep 20 off 
* 
* note that the phi2 inverter is 
* 3 times larqer than the 

* phil inverEer to make sure that in case 
* both pass transistors 

* are slightly on at the same time, the input 
* data always wins 
jel 5 4 0 jenh 40 off 
d1 1 5 5 	jdep 13.5 off 
je2 6 5 0 	jenh 20 off 
3d2 16 6 jdep 6.5 off 
* 
jdpass2 6 7 4 jdep 20 off 
ci 2 0 20f 
c2 4 0 20f 
c3 5 0 20f 
c4 6 0 20f 
c5 3 0 20f 
c6 7 0 20f 
ends 

* 
subckt latchi 1 2 3 4 5 6 7 
jdpassl 2 3 4 jdep 40 	off 
* 
* note that the phi2 inverter is 

* 3 times larger than the 
* phil inverter to make sure that in case 

* both pass transistors 
* are slightly on at the same time, the input 

* data always wins 
jel 5 4 0 jenh 40 off 
jdl 1 5 5dep 13.5 off 
Je2 6 5 0 jenh 20 off 
3d2 166 jdep 6.5 off 
* 
jdpass2 6 7 4 jdep 40 off 
ci 2 0 20f 
c2 4 0 20f 
c3 5 0 20f 
c4 6 0 20f 
c5 3 0 20f 
c6 7 0 20f 
ends 

* 
subckt delay 9 2 1 3 7 
xlatchl 1 2 3 4 5 6 7 latch 
xlatch2 1 5 7 8 9 10 3 latch 
ends 

* 
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* 
* 
.subckt ctlreg 13 11 2 101 100 102 3 7 1 

* 13 = del data 
* 11 = del(data 
xlatl 1 2 3 4 5 6 7 latch 

* the 2 pass transistors are for loading 
* or shifting 
* an inverter is used to "restore" the signal 
* 100 = load' 
* 102 = load 
* 101 = preset value 
jdpl 5 100 8 jdep 20 
xinvl 9 8 1 invi 
jdp2 101 102 8 jdep 20 
* second inverter to give correct polarity 
xlat2 1 9 7 10 11 12 3 latch 
xinv2 13 11 1 mv 
ci 4 0 20f 
c2 100 0 20f 
c3 9 0 20f 
c4 5 0 30f 
c5 102 0 20f 
ends 

* 
* 
subckt mv 3 2 1 
lel 3 2 0 jenh 20 off 
jdl 1 3 3 jdep 6.5 off 
ci 2 0 20f 
ends 

* 
.subckt invi 3 2 1 
Je1 3 2 0 jenh 40 off 
Jdl 1 3 3 jdep 13.5 off 
ci 2 0 20f 
ends 

* 
subckt bi9inv 3 2 1 
jel 3 2 0 jenh 80 off 
jdl 1 3 3 jdep 10 off 
ci 2 0 20f 
ends 

* 
* 
.subckt xnor 2 3 4 5 6 1 
xnorl 7 3 4 1 nor 
xnor2 8 5 6 1 nor 
xnor3 2 7 8 1 nor 
ends 

* 
* 
subckt endnor 7 2 3 4 5 6 1 
jdil77jdep6.5off 
el 7 2 0 enh 20 off 
e2 7 3 0 jenh 20 off 
je3 7 4 0 jenh 20 off 

7 5 0 enh 20 off 
3e5 7 6 0 jenh 20 off 
ci 2 0 20f 
c2 3 0 20f 
c3 4 0 20f 
c4 5 0 20f 
c5 6 0 20f 
ends 

* 
* 
subckt nor 4 3 2 1 
jdl i 4 4 jdep 6.5 off 
Jel 4 2 0 jenh 20 off 



- 280 - 

je2 4 3 0 jenh 20 off 
ci 2 0 20f 
c2 3 0 20f 
ends 

* 
.subckt nor3 5 4 3 2 1 
jdl 1 5 5dep 6.5 off 
Jel 5 2 0 :jenh 20 off 
:Je2 5 3 0 enh 20 off 
je3 5 4 0 jenh 20 off 
ci 2 0 20f 
c2 3 0 20f 
c3 4 0 20f 
ends 

* 
jel 1 2 3 jdep 15 off 
:jdi 4 3 4 dep 20 off 
jd]. 4 5 5 jdep 55 off 
ci 2 0 30f 
* 
* 
* this is inverting latch 
* note that like a normal clocked latch, 
* the input should change 
* on a different clock edge from 
* the gate signal. otherwise 
* output can be ambiguous. 
jdpass 2 3 4 jdep 20 off 
* 
jdl 1 5 5 jdep 13.5 off 
Jel 5 4 0 jenh 40 off 
*jd2 1 6 6 jdep 6.5 off 
*Je2 6 5 0 jenh 20 off 
jd3 1 7 7 jdep 6.5 	off 
3e3 7 5 0 jenh 20 off 
* 
jdres 7 0 4 jdep 10 off 
jdiode 4 7 4 jdep 5 off 
ci 3 0 20f 
c2 5 0 35f 
*c3 6 0 20f 
c4 7 0 20f 
c5 2 0 20f 
c6 4 0 35f 
* 

* 
.subcktprbsl2 34567891011101 

+ 102 1000 2000 1 
* 

* 100 - 140 are the 5 prsets 
* preset word = 10000, note inversion at inputs 
xregl 2 3 12 0 101 102 1000 2000 1 ctlreg 
xreg2 4 5 2 1 101 102 1000 2000 1 ctlreg 
xreg3 6 7 4 1 101 102 1000 2000 1 ctlreg 
xreg4 8 9 6 1 101 102 1000 2000 1 ctlreg 
xreg5 10 11 8 1 101 102 1000 2000 1 ctlreg 
* 
xxnor 12 4 11 5 10 1 xnor 
* 
ends 

* 
* 
* 
*.subckt stop 
* 

outputs and cornpls. * 2-11 prbs reg 
* 12 = shift 
* 13 = load 
* 14 = phi2 
* 15 = phil 
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xprbs 2 3 4 5 6 7 8 9 10 ii 12 13 14 15 1 prbsl 
* 
* this detects the endpoint 11110 
* 16 = ep 
xendnor 16 3 5 7 9 0 1 endnor 
* 
* 
* 18 is a fake lsb signal 
* 13 is level shifted lsb used to load prbsl 
xinvl 17 18 1 invi 
xlsl 13 17 1 100 is 
* 
* 12 = shift prbs regs 
xinv2 19 18 1 mv 
xinv3 20 19 1 invi 
xls2 12 20 1 100 is 
* 
* delay to generate signals for 
* loading parallel output latches 
xlatl 1 16 14 21 22 23 15 latch 
xlat2 1 22 15 24 25 26 14 latchi 
* 
* 27 = del(ep) 
* 29 = load output latch 
xinv4 27 24 1 invl 
xls3 29 27 1 100 ls 
* 
* 31 = fake data input 
* 210 = real serial data stream 
xinv5 210 31 1 invi 
* 
* the following are the serial regs. for 
* input data stream 
* 
* 210 = serial data 
* note that 208 is lsb when loading into 
xregloo 1 210 14 209 201 219 15 latch 
xreglol 202 201 1 15 14 delay 
xreg102 203 202 1 15 14 delay 
xreg103 204 203 1 15 14 delay 
xreg104 205 204 1 15 14 delay 
xreg105 206 205 1 15 14 delay 
xreg106 207 206 1 15 14 delay 
xreg107 208 207 1 15 14 delay 
* 
* 
* the following are the output latches 
* they are loaded whenever the endpoint 
* is detected and therefore 
* synchronous with phil 
* 
* 211 is msb of parallel word 
* 218 is lsb ................ 
* 29 	loading signal from above 
xoutlatl 211 201 29 1 outlat 
xoutlat2 212 202 29 1 outlat 
xoutlat3 213 203 29 1 outlat 
xoutlat4 214 204 29 1 outlat 
xoutlat5 215 205 29 1 outlat 
xoutlat6 216 206 29 1 outlat 
xoutlat7 217 207 29 1 outlat 
xoutlat8 218 208 29 1 outlat 

*.ends stop 

vdd 1 0 1.7 
vss 100 0 -0.6 
* 
* 
* artificial clocks 

outlatches 
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vphil 15 0 pulse 0.5 0.5 20ps 200ps 200ps 0.6n 2n) 
vphi2 14 0 pulse(-0.5 0.5 1020ps 200ps 200ps 0.6n 2n) 
* 
* data = . .00110011 
* lsb is used directly to load the prbsl, so 
* it changes with phi2 
vlsb' 18 0 pulse(0.75 0 1020p 200p 200p 1.8n) 
vdata' 31 0 pulse(0.75 0 20p 200p 200p 3.8n 8n) 
* 
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Appendix Appendix 8 

PRBS counter SPICE input file 

p/s and s/p converters cascaded(p in p out) 
* 
.otions limpts=1000000 itl5=0 
.width out=75 
* 
* 	at 714mhz clock rate 
* 
.subckt latch 1 2 3 4 5 6 7 
jdpassl 2 3 4 jdep 20 off 
* 
* note that the phi2 inverter is 3 times 
* larger than the 
* phil inverter to make sure that in case 
* both pass transistors 
* are slightly on at the same time, the input 
* data always wins 
jel 5 4 0 jenh 40 off 
jdl 155jdep13.5off 
je2 6 5 0 	enh 20 off 
jd2 166 jdep 6.S off 
* 
jdpass2 6 7 4 jdep 20 off 
ci 2 0 2Sf 
c2 4 0 2Sf 
c3 5 0 25f 
c4 6 0 2Sf 
c5 3 0 2Sf 
c6 7 0 2Sf 
ends 

* 
subckt latchi 1 2 3 4 5 6 7 
jdpassl 2 3 4 jdep 40 	off 
* 
* note that the phi2 inverter is 3 times larger than the 
* phil inverter to make sure that in case both pass transisto 
* are slightly on at the same time, the input data always win 
jel 5 4 0 jenh 40 off 
jdl 1 5 5 jdep 13.5 off 
1e2 6 5 0 	jenh 20 off 
3d2 16 63dep6.5 off 
* 
jdpass2 6 7 4 jdep 40 off 
Cl 2 0 2Sf 
c2 4 0 2Sf 
c3 5 0 25f 
c4 6 0 2Sf 
CS 3 0 2Sf 
c6 7 0 2Sf 
ends 

* 
subckt delay 9 2 1 3 7 
xlatchl 1 2 3 4 5 6 7 latch 
xlatch2 1 5 7 8 9 10 3 latch 
ends 

* 
* 
* 
subckt ctlreg 13 11 2 101 100 102 3 7 1 
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* 13 = del data 
* 11 = del(data)' 
xlatl 1 2 3 4 5 6 7 latch 

* the 2 pass transistors are for loading or shifting 
* an inverter is used to "restore" the signal 
* 100 = load' 
* 102 = load 
* 101 = preset value 
jdpl 5 100 8 jdep 20 
xinvl 9 8 1 invi 
jdp2 101 102 8 jdep 20 
* second inverter to give correct polarity 
xlat2 1 9 7 10 11 12 3 latch 

xinv2 13 11 1 mv 
ci 4 0 25f 
c2 100 0 25f 
c3 9 0 25f 
c4 5 0 15f 
c5 102 0 20f 
ends * 

* 
.subckt mv 3 2 1 
e1 3 2 0 jenh 20 off 
Jdl 1 3 3 jdep 6.5 off 
ci 2 0 25f 
ends 

* 
.subckt invi 3 2 1 
jel 3 2 0 jenh 40 off 
Jdl 1 3 3 jdep 13.5 off 
ci 2 0 25f 
ends 

* 
.subckt xnor 2 3 4 5 6 1 
xnorl 7 3 4 1 nor 
xnor2 8 5 6 1 nor 
xnor3 2 7 8 1 nor 
ends 

* 
* 
subckt endnor 7 2 3 4 5 6 1 
jdll7 7jdep6.Soff 
e1 7 2 0 enh 20 off 
e2 7 3 0 jenh 20 off 
1e3 7 4 0 enh 20 off 
je4 7 5 0 jenh 20 off 
je5 7 6 0 jenh 20 off 
ci 2 0 25f 
c2 3 0 25f 
c3 4 0 25f 
c4 5 0 25f 
c5 6 0 25f 
ends * 

* 
.subckt nor 4 3 2 1 
jdl 1 4 4 jdep 6.5 off 
je1 4 2 0 enh 20 off 
je2 4 3 0 jenh 20 off 
ci 2 0 2Sf 
c2 3 0 25f 
ends 

* 
.subckt nor3 5 4 3 2 1 
jdl 1 5 5dep 6.5 off 
Jel 5 2 0 jenh 20 off 
Je2 5 3 0 enh 20 off 
je3 5 4 0 jenh 20 off 
ci 2 0 25f 
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c2 c2 3 0 25f 
c3 4 0 25f 
ends 

* 
jel 1 2 3 jdep 15 off 
di 4 3 4 dep 20 off 

]dl 4 5 5 jdep 55 off 
ci 2 0 8f 
* 
* 
.subckt prbsl 2 3 4 5 6 7 8 9 10 11 101 102 1000 2000 1 
* 
*preset word = 01101, note inversion at inputs 

* the word is read in the direction of shift, i.e. 
* 0>1>1>0>1 
xregl 2 3 12 1 101 102 1000 2000 1 ctlreg 
xreg2 4 5 2 0 101 102 1000 2000 1 ctireg 
xreg3 6 7 4 0 101 102 1000 2000 1 ctlreg 
xreg4 8 9 6 1 101 102 1000 2000 1 ctireg 
xreg5 10 11 8 0 101 102 1000 2000 1 ctlreg 
* 
xxnor 12 4 11 5 10 1 xnor 
* 
ends 

* 
* 
* 
* 2-11 prbs reg outputs and compis. 
* 12 = shift 
* 13 = load 
* 14 = phi2 
* 15 = phil 
xprbs 2 3 4 5 6 7 8 9 10 11 12 13 14 15 1 prbsl 
* 
* this detects the endpoint 11110 
* 16 = ep 
xendnor 16 3 5 7 9 0 1 endnor 
* 
* 
* 13 is level shifted lsb used to load prbsl 
xinvl 17 22 1 invi 
xlsl 13 17 1 100 is 
* 
* 12 = shift prbs regs 
xinv3 20 21 1 invi 
xls2 12 20 1 100 is 
* 
* delay to generate signals for loading parallel output latche 
xlatl 1 16 14 21 22 23 15 latchi 
* 
vdd 1 0 1.7 
vss 100 0 -0.6 
* 
* 
* artificial clocks 
vphil 15 0 pulse 0.5 0.5 20ps 200ps 200ps 0.3n 1.4n) 
vphi2 14 0 pulse(-0.5 0.5 720ps 200ps 200ps 0.3n 1.4n) 
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Appendix Appendix 9 

GaAs-to-ECL output buffer SPICE input file 

the eel buffer (driven by a gaas buffer) 
* simulated at 100mhz (200mb/s) 
* also just works at 500b/s 
* 
* 6pf load and a diode to limit swing. 
* note that termination is eel -2v (or 
* gaas -0.3v if vdd=gnd) 
* 
jdl 1 3 3 jdep 13.5 
]el 3 2 0 jenh 40 
ci 2 0 20f 
* 
jdi 1 3 3 jdep 26.667 
Jel 3 2 0 jenh 80 
ci 2 0 20f 
* 
vdd 1 0 1.7 
yin 2 0 pulse(0.1 0.7 On 0.2n 0.2n 4.8n iOn) 
* 
********************************* 
* a version of gaas output buffer (with 50 ohm 
* termination for driving 
* the ecl buffer 
* (normal buffer also fine) 
* in emergency, this buffer can just be used as 
* an ecl uffer 
* 
xinvl 3 2 1 invi 
xinv2 4 3 1 inv2 
* 
jel 1 4 5 jenh 200 
ri 5 0 50 
Cl 5 0 3p 
* 

*** * * * * * * * *** ** * * *********** 
* 
* the real eel buffer, complete with input protection diode 
* 
jdiod 0 5 0 jdep 100 
* 
vss 11 0 -0.3 
* 
xinv3 6 5 1 inv2 
xinv4 7 6 1 invi 
* 
jdl 1 7 8 jdep 58 
3e2 8 6 0 jenh 70 
* 
leout 1 8 9 jenh 300 
jdiode 0 9 0 jdep 100 
vmet 9 10 0 
r2 10 ii 50 
c2 10 11 6p 
* 
************ *** * * * ** ** ***** ***** **** **** ********* 
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Appendix 10 

GaAs output buffer SPICE input file 

check the output pad buffer (non-inverting) 
* 
jdl 1 3 3 jdep 40 
jel 3 2 0 jenh 120 
ci 2 0 25f 
* 
jd2 1 2 2 jdep 26.5 
3e2 2 100 0 jenh 80 
* 
jd3 1 4 4 jdep 26.5 
3e3 4 3 0 jenh 80 
c2 3 0 35f 
* 
jepd 5 3 0 jenh 260 
jepu 1 4 5 jenh 100 
jdpu 1 4 5 jdep 25 
c3 4 0 40f 
c4 5 0 3p 
jdil 0 5 0 jdep 100 
* 
vdd 1 0 1.7 
yin 100 0 pulse(0.7 0.1 0 200p 200p 800p 2n) 
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Appendix Appendix 11 

3-level circuit SPICE input file 

investigate the lsb/data mixer 
* this is th improved version of it. the main 
* problem lied in the 
* level shifters because of the conflicting 
* requirements for high and low 
* shifts. one could use the new level shifter as 
* in leve14 stuff but 
* because it is inverting it pices a high 
* penalty on propagatiuon delay 
* thru. the output devices. 
* 
.otions limpts=1000000 itl5=0 
.width out=75 
* 
* 
.subckt mv 3 2 1 
jdl 1 3 3 jdep 13.5 
Jel 3 2 0 jenh 40 off 
ci 2 0 25f 
ri 2 0 ig 
r2 3 0 lg 
ends 

* 
.subckt invl 3 2 1 
jdl 1 3 3 jdep 8.333 
]el 3 2 0 jenh 25 off 
ci 2 0 25f 
ri 2 0 ig 
r2 3 0 ig 
ends 

* 
.subckt inv2 3 2 1 
jdl 1 3 3 jdep 6.6667 
jel 3 2 0 jenh 20 off 
ci 2 0 25f 
rl 2 0 ig 
r2 3 0 ig 
ends 

* 
.subckt nor 4 3 2 1 
Idi 1 4 4 jdep 13.5 

	

Je1 4 3 0 enh 40 	off 

	

je2 4 2 0 jenh 40 	off 
ci 2 0 25f 
c2 3 0 25f 
ri 2 0 ig 
r2 3 0 ig 
r3 4 0 ig 
ends 

* 
.subckt norl 4 3 2 1 
jdl 1 4 4 jdep 27 

	

e1 4 3 0 enh 80 	off 

	

3e2 4 2 0 jenh 80 	off 
ci 2 0 25f 
c2 3 0 25f 
ni 2 0 ig 
r2 3 0 ig 
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r3 r3 4 0 ig 
ends 

* 
.subckt nor2 4 3 2 1 
jdi 1 4 4 jdep 6.667 
:Jel 4 3 0 enh 20 	off 
3e2 4 2 0 jenh 20 	off 
ci 2 0 25f 
c2 3 0 25f 
ri 2 0 ig 
r2 3 0 ig 
r3 4 0 ig 
ends 

* 
* 

* as in isi, this is compromise between 2 
* conflicting requirements for 
* high nad low states, only much more severe. 
* therefore the shifted low 
* is not very good at all and the pull-down devices 
* would have to pull against 
* a slightly on pull-up device 
jei 1 2 4 jdep 30 
*dl 4 3 4 jdep 80 	off 
jd2 4 5 5 jdep 80 
ci 2 0 25f 
ri 2 0 ig 
r2 4 0 ig 
ends 

* 
* a ratio fo 1/1.5 is used. though not ideal, 
* its is compromise between 
* a fast rise and shifted logic low closer to -0.5v 
jel 1 2 4 jenh 40 
*dl 4 3 4 jdep 80 
jd2 4 5 5 jdep 60 
ci 2 0 25f 
ri 2 0 ig 
r2 4 0 ig 
ends 

* 
* 
xlsi 10 101 1 2 is 
xls2 9 102 1 2 isi 
xis3 7 3 1 2 lsl 
jel 1 10 ii jenh 150 off 
* jdi 1 10 ii jdep 25 	off 

* 
ci 10 0 16f 
c2 9 0 16f 
c3 7 0 16f 
c4 3 0 16f 
c5 101 0 16f 
c6 102 0 16f 
c7 3 0 l6f 
* 
je3 ii 9 0 jenh 150 off 
3e2 ii 7 2 jenh 180 off 
* 
jdin 0 11 0 jdep 100 

* cout 11 0 5p 
* 
.subckt deinv 3 2 1 
jdi 1 3 3 Idep 6 
Jd2 3 2 0 jdep 12 	off 
ri 2 0 ig 
r2 3 0 ig 
ends 

* 
.subckt or 3 2 1 
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jel 1 2 3 jenh 15 
jdl 3 0 0 jdep 15 	off 
ci 2 0 25f 
ri 2 0 ig 
r2 3 0 ig 
ends 

* 
.subckt latch 5 2 3 7 1 
jdl 2 3 4 jdep 20 off 
xinvl 5 4 1 mv 
xinv2 6 5 1 inv2 
jd2 6 7 4 jdep 20 off 
ci 2 0 25f 
c2 6 0 25f 
ri 2 0 ig 
r2 3 0 ig 
r3 4 0 ig 
r4 5 0 ig 
r5 6 0 ig 
r6 7 0 ig 
ends 

* 
.subckt delay 6 3 5 4 1 
xlatl 2 3 4 5 1 latch 
xlat2 6 2 5 4 1 latch 
ends 

* 
vdd 1 0 1.7 
vss 2 0 -0.6 
vphi2 100 0 pulse(-0.5 0.5 l.in 0.2n 0.2n 0.6n 2n 
vphil 200 0 pulse(-0.5 0.5 0.1n 0.2n 0.2n 0.6n 2n 
vlsb 3 0 pulse(0.1 0.7 0.2n 0.2n 0.2n 1.8n 6n) 
yin 4 0 pulse(0.1 0.7 	0.2n 0.2n 0.2n 1.8n 4n) 
* 
* lsb' 
xlatl 5 3 100 200 1 latch 
* 
.nodeset v(5)0.l v(6)=0.7 v(15)=1.7 
* 2 lsb's, one full one clamped 
xinv2 6 5 1 mv 
xinv3 15 5 1 invl 
* 
* 15 is full and used to drive enh pd. 
* 
* data' 
xiat2 8 4 100 200 1 latch 
* 
* data 
xinv5 13 8 1 mv 
* 
* lsb nor data' to drive enh pd to ground 
xnorl 9 6 8 1 norl 
* 
.nodeset v(8)=0.1 v(13)=0.7 v(9)=0.1 v(10)=0.1 
* lsb nor data to drive pu. 
xnor2 10 6 13 1 nor 
* 
* the new output driver subcircuit 
* 
xout 11 10 9 15 1 2 1000 9000 1500 outbuf 
* dep. inverter to detect lsb 
xdinvl 14 11 1 depinv 
* 
.nodeset v(ll)=0.1 v(23)=1.7 v(14)=0.l 
* invverter to detect data 
xinv6 23 11 1 mv 
* 
* for lsb. 	17 is lsb latched at phil 
xlat3 16 14 200 100 1 latch 
xinv4 17 16 1 inv2 
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xlat4 25 16 100 200 1 latch 
* 
.nodeset v(16)=0.l v(17)=0.7 v(25)=0.l 
* 
* latch for data'. 18 is data, but not xnsb restored 
* 
* the next bit restores the msb. 
* stage * 
xlat5 18 23 200 100 1 latch 
xdell 19 18 200 100 1 delay 
* 
xnor3 20 18 17 1 nor2 
xnor4 21 19 16 1 nor2 
xnor5 22 21 20 1 nor2 
* 
xlat6 24 22 100 200 1 latch 
.nodeset v(18)=0.1 v(19)=0.l v(20)=0.1 v(21)=0.7 
+v(22)=0.lv(24)=0.1 
ri 16 0 ig 
r2 18 0 ig 
r3 19 0 ig 
r4 11 0 ig 
r5 24 0 lg 
r6 25 0 ig * 
* 
* 
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Appendix Appendix 12 

4-level circuit SPICE input file 

check out the levels 
jel 1 2 4dep 18 off 
3e2 1 2 4 jenh 40 off 
*d1 4 3 4 jdep 80 	 off 
jd2 4 5 5 jdep 50 off 
ci 2 0 20f 
ends 
jel 1 2 4 jenh 55 off 
*dl 4 3 4 jdep 80 	off 
jd2 4 5 5 jdep 40 	off 
ci 2 0 20f 
ends 
.subckt invdou 5 2 1 6 
jdl 1 3 3 jdep 90 off 
Jel 3 2 0 jenh 90 off 
* 
jdil 4 3 4jdep 10 off 

1 5 5 jeep 50 off 
1e2 5 4 6 jenh 85 off 
jd3 4 6 6 jdep 40 off 
* 
jel 1 2 3 jdep 55 off 
jdl 4 3 4 dep 80 	off 
3d2 4 5 5 jdep 40 	off 
ci 2 0 20f 
ends 

* 
* 

* xlsl 10 101 1 2 is 
xivndl 10 101 1 2 invdou 
xis2 9 102 1 2 invdou 
xis3 7 3 1 2 invdou 
* jel i 10 11 jenh 100 off 

1 10 11 jdep 200 off 
* 

* ri 1 10 lOg 
ci 10 0 30f 
c2 9 0 30f 
c3 7 0 30f 
c4 3 0 30f 
* 
je3 110 9 0 jenh 600 off 
je2 110 7 2 jenh 600 off 
* 

jdil 12 110 12 jdep 50 off 
3di2 0 12 0 jdep 50 off 
cout 110 0 5p 
vdd 1 0 1.7 
vss 100 0 -0.6 
*vlow 200 0 0.1 
vini 6 0 pulse(0.1 0.75 1020p 0 0 in 4n) 
vin2 10 0 pulse(0.1 0.75 3020p 0 0 in 2n) 
vin3 5 0 pulse(0.1 0.75 20p 0 0 in 2n) 
* 
xout 2 20 6 10 5 1 100 4 8 9 outbuf 
vcur 2 20 0 
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Appendix Appendix 13 

4-level detection circuit SPICE input file 

check out the 14 detection scheme 
* 
* 
jdl 1 3 3 jdep 10 
jel 3 2 0 jenh 30 
* 
xinv 3 2 1 mv 
jdl 1 2 2 jdep 10 
jdil 4 2 4 jdep 20 
* 
jel 1 2 3 jenh 15 
jdl 3 0 0 jdep 30 
* 
jdl 1 2 3 jdep 10 
3d2 3 0 0 jdep 10 
xinv 4 3 1 mv 
* 
vdd 1 0 1.7 
vinpius 2 0 pulse (0.75 1.5 20p 200p 200p 0.8n 2n) 
vinminus 7 0 pulse (-0.5 0.1 20p 200p 200p 0.8n 2n) 
* for 0.75 and 1.5 levels 
xdetl 3 2 1 4 detl 
xdet2 5 2 1 det2 
xdet3 6 2 1 70 det3 
* for 0.1 and -0.5 levels 
xdet4 8 7 1 9 deti 
xdet5 10 7 1 det2 
xdet6 11 7 1 12 det3 
* in practice only one set 
* this is just to show all 

of 3 is used 
possible combinations 
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Appendix Appendix 14 

Single phase latches SPICE input file 

check out a version of single phase latch 
* 
**************** **** * * *** * ** * * *** ***** ********* 
* two single phased latches in pie and mule 
* ~
1e 

pi is active on hi of phi 
* 2 mule is active on lo of phi 
* 3 mule is fully static and uses 4 nor gates 
* 	the input nor gates havea dfet 
* 	pull-down for phi 
* (4) pie is like the pseudo-dynamic latches 
* 	with a permanent feedback 
* 	therefore spikes and race at node v(9) which 
* 	drives a pie latch 
* 
jdi 1 3 3 jdep 13.5 
Jei 3 2 0 jenh 40 
ci 2 0 35f 
* 

1d1 1 3 3 jdep 3.5 
jel 3 2 0 jenh 10 
ci 2 0 35f 
* 
jdi 1 4 4dep 7 
e1 4 3 0 enh 20 
3d2 4 2 0 jdep 14 
ci 2 0 35f 
c2 3 0 3Sf 
* 
jdl 1 4 4 jdep 13.5 
Je1 4 3 0 enh 40 
3d2 4 2 0 jenh 40 
ci 2 0 35f 
c2 3 0 3Sf 
* 
jdpl 2 3 4 jdep 20 
xinvi 5 4 1 invi 
xinv2 6 5 1 inv2 
jdioi 4 6 4 idep S 
jdp2 6 0 4 jaep S 
ci 3 0 35f 
c2 6 0 3Sf 
* 
xnorl S 2 4 1 non 
xnor2 6 3 4 1 non 
xnor3 7 5 8 1 nor2 
xnor4 8 7 6 1 nor2 
* 
vdd 1 0 1.7 
yin 2 0 pulse (0.1 0.75 20p 200p 200p 0.9n 2n) 
*vinbar 5 0 pulse (0.75 0.1 20p 200p 200p 1.8n 4n 
vphi 100 0 pulse (-0.5 0.5 520p 200p 200p 0.3n in 
* 
xiei 5 4 2 100 3 1 pie 
xinvi 6 5 1 invi 
xmu9 106510078 imule 
xpie2 11 12 9 100 13 1 pie 
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Appendix Appendix 15 

GaAs circuit test results 

This Appendix describes in more detail the test results available from the 3 

MODFET mask sets fabricated so far. It has been stated that the circuits were 

modified for a MODFET process, but were eventually fabricated in a GaAs 

MESFET process owing to processing difficulties. The main difference between the 

two was found to be: 

V0  of MODFET = 1.1V 

V0  of fabricated MESFET = 0.8V 

The V0, of the fabricated MESFET process is higher than a standard MESFET 

(0.75V), but substantially lower than that of a MODFET. The Vt's of the 

fabricated MESFETs were similar to that of the designs. Owing to this substantial 

difference in V0,,, all level shifting stages (within the clock generator, and the PRBS 

counter) would have less voltage shifting than intended. For instance, if two diode 

drops were used, then the actual shifting voltage would be 0.6V less than with 

MODFET. In particular, this would affect the clock generator and level shifting in 

the PRBS counter, and the 3-level generation circuits, due to the use of negative 

voltages. However, one of the safety features built into the level shifting stages was 

externally adjustable V and gate voltages of the pull-down loads. Adjustments are 

likely to be necessary to obtain good voltage swings and in some cases, correct 

functionality. Nevertheless, the 300rnV difference in V0  may prove to be too large 

to compensate for some level shifting stages, especially those in the PRBS counter, 

which uses the normal source follower type stage. 

Although level shifting is likely to be affected, all DCFL-based circuits should 

operate functionally. A large noise margin had been built into the MODFET-

modified chips by increasing the 311 ratio to 6, rather than the normal value of 3 for 

MESFETs. This was due to the different 	values of the D-MODFET and D- 

MESFET devices. Unfortunately, this also means that the circuits would be 

expected to operate slower in the MESFET process. 
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Test results 

The test results available so far are: 

Two-phase clock generator - fully functional, shown in Fig. A15.1 

3-level generation circuit - fully functional, as shown in Figs.A15.2 & A15.3. 

In Fig. A15.3, clock feedthrough is clearly visible. This was due to non-

optimum supply voltages used for this particular example. 

3-level detection circuit - LSB detection fully functional, shown in 

Fig. A15.4. Note the half clock cycle shift between input and output due to 

pipelining with a pseudo-dynamic latch. 

A layout fault was found in the output buffer of the 3-level detection circuit at the 

DATA signal output. Although the DATA signal was likely to have been decoded 

correctly internally, an inverter was grounded, rendering the output buffer 

ineffective. A SEM photograph should reveal the actual signal if the chips were 

available. 

The oscilloscope photographs were taken at low clock rates on probe cards to 

initially check for functionality, as are evident from the scope phtos. Future high 

speed tests in Honeywell will he on bonded chips. Although high speed tests are not 

yet available, these test results have successfully demonstrated the operating 

concepts of the ±ve clock generator, the pseudo-dynamic latches, and the 3-level 

generation and detection circuits. 
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Fig. Fig. A15.2 3-level generation circuit: LSB signal (top), 

3-level output signal (middle), DATA input signal (bottom). 
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Fig. A15.3 Different example of 3-level output signal 

(clock feedthrough due to incorrect power supply voltages). 
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Gallium Arsenide Bit-Serial Cells for Digital Filters 

Stephen Lam, Martin Reekie, Brian Flynn, John Mayor 

1. Introduction 

This paper describes the design of some GaAs bit-serial arithmetic and control cells that form 

part of a cell library intended for use in the implementation of digital filters. Device processing 
and fabrication is being carried out by Honeywell Physical Sciences Center using an advanced 

self-aligned 1i.m gate enhancement/depletion MESFET process. The individual cells have been 
assembled into multi-project chips for initial fabrication and design verification. Once validated 
the cells will be used to design a simple FIR filter and a universal adaptor [1] for wave digital 
filters. 

GaAs has long been known for its superior speed capabilities. Digital GaAs IC fabrication 
technology has matured in recent years and LSI products are becoming commercially available 
for the first time. Current major applications and developments include a 32 bit GaAs 

processor [2], 16-kbit SRAM's [2], and the central processor electronics for the Cray 3 super-
computer [3] . Digital signal processing (DSP) is another area where GaAs offers significant 
speed advantages. Bit serial architectures provide a consistent, modular, testable, and efficient 
methodology for general DSP. They also minimise the problem of data communication between 
chips at high bit rates. The ultimate throughput in bit serial circuits can be very high i.ising 

pipelined architectures. The objective of the present work is to realise the highest data rates 
possible by combining GaAs IC technology with pipelined bit-serial structures. To this end cells 
suitable as building blocks for such systems have been designed. 

The cells 

The cells include a programmable serial to parallel converter, a parallel to serial converter, an 

adder, an ECL buffer, a 6 bit multiplier, a programmable word delay and a clock generator. 
The nominal data word length of the serial/parallel converters in the current batch of designs is 
8 bits, but this can be readily extended to 31 bits for specific applications. All of the other cells, 
with the exception of the multiplier, can be used for any word length. A counter has been 
designed for testing purposes. Brief details of each design are given in later sections. 

System timing 

Two signal paths are required to pass information between cells. The first is the single wire 

carrying the bit-serial word itself (LSB first) and the other carries a signal which pulses high 
when the LSB of the signal is available. The system word length is 3 to 31 bits, always longer 
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than the input data word to allow for bit-growth and to maintain accuracy. The word format is 

fixed point fractional 2's complement. In order to maintain good dynamic range, the start of the 
data word is delayed a number of clock cycles after the start of the system word. This delay is 
pre-programmed into the serial to parallel converter. The system uses two phase non-
overlapping clocks at a nominal rate of 500 MHz. 

Circuit configuration 

The most common circuit configuration is direct-coupled FET logic (DCFL), which does not 
require level shifting between logic gates and is therefore most suitable for designs that require 
high density and low power dissipation. The basic inverter Consists of a depletion load pull-up 
and an enhancement pull-down device. The structure of the cells is based on the psuedo-
dynamic DCFL latch. Fully static edge triggered latches are too large for use in pipelined bit-
serial circuits. 

Although the latches used here are similar in appearance to NMOS, several features of their 
operation are different. By nature of the Schottky gate MESFET structure, a significant gate 

current flows when the enhancement pull-down device is ON. The transmission gates (TG) are 
depletion devices and are driven by clock signals that never forward bias the Schottky gate. 
This reduces the current drain on the clock signals and prevents the data from being mixed with 
the clock. Data leakage into the clock signals would affect the operation of other TG's and lead 
to further signal degradation. The clock signals need to be sufficiently negative going, to fully 
turn OFF the depletion TG's. Where non-overlapping clocks are used, their separation must be 

small to prevent the latched signal being lost as gate current in the following inverters. The 
TG's and the driven inverters need to be correctly ratioed to allow good signal transfer. The 
forward inverter is twice the size of the feedback inverter to prevent hazards with the next stage 
at worst case clock skew. 

The cell designs 

5.1. The converters 

These converters allow an eight bit-parallel system to interface correctly with the bit-serial 
components fabricated as part of this work. The bit-serial words used are at least nine bits long 
and may be substantially greater, the actual number of bits and the optimum position of the 
eight data bits being determined by the system application. Therefore the parallel to serial 
converter must be programmable to allow the eight bits of data to be placed at any position 
within the bit-serial word. Any extra LSBs are set to zero while any guard-bits (extra MSBs) 
are set equal to the MSB of the eight-bit data word. PRBS counters are used to carry out this 

operation because of their inherent simplicity. Their disadvantage is their "un-natural" way of 
counting which implies that the system operator requires a table of "equivalents"; to have 3 
guard bits may require the value "15" to be entered. This converter also produces the LSB pulses 
required in a bit-serial system. 

The serial to parallel converter uses only one PRBS counter to count up to the MSB of the data 
word and then loads the eight bit word into output latches, which have ECI. compatible 
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outputs 

All the PRBS have been designed to allow a maximum count of 31. 

5.2. The adder and multiplier 

The multiplier uses a modified Booth's algorithm with two levels of encoding. Under this 
scheme each slice encodes three bits of the coefficient word. The least significant bit overlaps 
the msb of the previous coefficient slice and so a multiplier with a six bit coefficient, as in this 
mask set, requires three slices. 

The multiplier slice consists of a carry/borrow block, a sum/difference block, a data selector, a 
one or two bit sign extension block, and the coefficient recoder. The blocks are controlled by 
the LSB pulse from the previous slice. The LSB pulse is delayed by the the appropriate latency 
to maintain system timing, as in all other bit serial cells. The scheme and the word format 
require the first, middle and last slices to have slightly different sign extension and recoding 
circuits. In the slice the logic blocks are partitioned as far as possible without increasing the 
slice latency so that a high clock rate can be maintained throughout the circuits. 

The latency of the multipliers in a module or system is the major factor in determining the 
system latency. In a recursive system the system latency determines the word length, and 
therefore the ultimate sampling rate for the system. The modified Booth's algorithm reduces 
latency without causing an excessive increase in complexity. The latency of a multiplier is given 
by (1.5m - 1) for an m bit coefficient word, and is independent of the data word length. 

5.3. The clock generator 

The clock generator is a cross-coupled NOR structure with two level shifting buffer stages at the 
output. The output 'high" and "low' signals are ±0.5V and -0.5V, respectively. The need for 
the negative "low" value arises from the use of depletion pass-transistors in the rest of the 
system. The output stage comprises two push-pull depletion devices and a depletion pull-down 

device. The push-pull drivers are driven by two buffered FET logic type level shifters which are 
themselves driven by normal DCFL gates. 

5.4. The variable word delay 

This block provides a programmable word delay of three to thirty one bits. Twenty eight delay 
elements are tapped by three levels of multiplexers (mux), made up of eight 4:1, two 4:1, and 

one 2:1 mux. The LSB pulse also goes through the same process as the system word. Only 
twenty eight stages are needed because all the cell inputs and outputs are pipelined and the 
mux's introduce 1 bit of latency. This block is most useful in FIR filters. 



Future work 

The cells will be individually tested for functionality and then an FIR filter such as that shown 

in Fig. 1 will be built. Because of the chip to chip latencies, ultimate filter performance will not 

be obtained but the modularity and flexibility of bit serial techniques will be demonstrated. 

The next step will be to optimise the cells and integrate them into an adaptor so that a wave 

filter can be implemented, as shown in Fig. 2. Wave digital filters have many excellent stability 
properties that are directly inherited from the reference analogue filters from which they are 
derived. Their main disadvantage is their complexity and the resulting low sample-rate. This 
work should allow construction of wave filters which will be usable at very high frequencies. 
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By choosing a third level below the normal logic 0, in this 
case —0'5 V, problems in both compatibility with convention-
al DCFL circuits and generation are eliminated. Provided the 
gate-source and protection diodes at the receiving end do not 
break down, an incoming negative voltage appears as logic 
'low'. Generation would require an extra pull-down device to 
a negative rail of -0-6V,  already available in the GaAs cells 
for the on-chip clock generator.' This voltage is also well 
above the backgating potential of the process. There is the 
further advantage that the negative-going MSB signal is 
restricted to the I/O pads and buffers only. Fig. 2 shows an 
idealised example of the composite signal corresponding to a 
data word '11001'. 

01 

were matched to the self-aligned gate E/D process from Hon-
eywell Physical Sciences Center. The threshold voltages for 
the enhancement and depletion devices are 02V and —0-5V, 
respectively. Fig. 4 shows the generated composite signal, rep-
resenting DATA and M, and the latched MSB and MSB-
restored data signals, with the associated one bit latency from 
pipelining. The bit rate was 250 MHz. A 5 pF capacitor rep-
resented the between-chip interconnect. The data words were 
'001' followed by '110' when reading the results. Note that the 
signals were LSB first. Correct detection and latching were 
maintained when simulated at 700 MHz clock rate and when 
worst-case process deviations were included. The total power 
dissipation of this circuit was approximately 29 mW, as com-
pared to (2 x 223 mVi) for the conventional system. The esti-
mated layout area is about 413% less than the previous system. 

MSB 

data 	 1110 	0 

composite 
signal 

Fig. 2 Single-wire composite signalling format 

Q, 

Note that while this technique would also be possible in 
other technologies, for example CMOS, output buffers and 
interconnect are not such a problem at lower clock rates, and 
so its advantages are not so apparent. Also, it is not possible 
in CMOS to have signals outside the Vss—VDD  range. 

I/O circuits and simulation: Fig. 3 shows the generation and 
detection circuitry, including the inverting I/O latches. The 
output buffer is similar to the buffer used in the conventional 
two-wire system, and consists of a composite enhancement/ 
depletion MESFET pull-up device driven logically by MSB 
DATA, and two enhancement pull-down devices driven by 
DATA . MSB and MSB. The MSB signal is level-shifted for 
correct switching. The sizes of the NOR gates, inverters, level 
shifter and the output MESFETs are matched for optimum 
capacitive drive. Most of the power is dissipated in the output 
devices, which need to be distributed and placed as near to the 
pads as possible. The receiving end employs a protection 
diode, a carefully ratioed inverter with a depletion pull-down 
device to detect the negative level, and a latch for the data 
signal. The depletion inverter was simulated to have a noise 
margin of about 400mV for the 'off' level. This circuit was 
designed for a nominal clock rate of 500 MHz, or a data bit 
rate of 250 MHz. 

This circuit was simulated using a modified SPICE 2G.6 
program based on the Curtice MESFET model.' The models 
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Fig. 4 SPICE simulation results 

a MSB b Data c Composite signal 

Conclusion: A three-level off-chip signalling technique was 
designed and simulated for GaAs ICs. The results showed 
significant reduction in total I/O circuit area and power con-
sumption. Furthermore, the throughput rate is not affected 
and off-chip signal synchronisation is maximised, making it 
ideal for the next generation of bit-serial GaAs cells and other 
bit-serial GaAs systems in general. 
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By choosing a third level below the normal logic 0, in this 
case —05V, problems in both compatibility with convention-
al DCFL circuits and generation are eliminated. Provided the 
gate-source and protection diodes at the receiving end do not 
break down, an incoming negative voltage appears as logic 
'low'. Generation would require an extra pull-down device to 
a negative rail of —06 V, already available in the GaAs cells 
for the on-chip clock generator.' This voltage is also well 
above the backgating potential of the process. There is the 
further advantage that the negative-going MSB signal is 
restricted to the I/O pads and buffers only. Fig. 2 shows an 
idealised example of the composite signal corresponding to a 
data word '11001'. 

MSB 

data 	1 

composite 
signal 

Fig. 2 Single-wire composite signalling format 

Note that while this technique would also be possible in 
other technologies, for example CMOS, output buffers and 
interconnect are not such a problem at lower clock rates, and 
so its advantages are not so apparent. Also, it is not possible 
in CMOS to have signals outside the Vss-VDD  range. 

I/O circuits and simulation: Fig. 3 shows the generation and 
detection circuitry, including the inverting I/O latches. The 
output buffer is similar to the buffer used in the conventional 
two-wire system, and consists of a composite enhancement/ 
depletion MESFET pull-up device driven logically by MSB 
DATA, and two enhancement pull-down devices driven by 
DATA . MSB and MSB. The MSB signal is level-shifted for 
correct switching. The sizes of the NOR gates, inverters, level 
shifter and the output MESFETs are matched for optimum 
capacitive drive. Most of the power is dissipated in the output 
devices, which need to be distributed and placed as near to the 
pads as possible. The receiving end employs a protection 
diode, a carefully ratioed inverter with a depletion pull-down 
device to detect the negative level, and a latch for the data 
signal. The depletion inverter was simulated to have a noise 
margin of about 400mV for the 'off' level. This circuit was 
designed for a nominal clock rate of 500 MHz, or a data bit 
rate of 250 MHz. 

This circuit was simulated using a modified SPICE 2G.6 
program based on the Curtice MESFET model.' The models  

were matched to the self-aligned gate E/D process from Hon-
eywell Physical Sciences Center. The threshold voltages for 
the enhancement and depletion devices are 02 V and —05 V. 
respectively. Fig. 4 shows the generated composite signal, rep-
resenting I5XTA and M, and the latched MSB and MSB-
restored data signals, with the associated one bit latency from 
pipelining. The bit rate was 250 MHz. A 5 p capacitor rep-
resented the between-chip interconnect. The data words were 
'001' followed by '110' when reading the results. Note that the 
signals were LSB first. Correct detection and latching were 
maintained when simulated at 700 MHz clock rate and when 
worst-case process deviations were included. The total power 
dissipation of this circuit was approximately 29 mW, as com-
pared to (2 x 223 mW) for the conventional system. The esti-
mated layout area is about 40% less than the previous system. 
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Fig. 4 SPICE simulation results 
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Conclusion: A three-level off-chip signalling technique was 
designed and simulated for GaAs ICs. The results showed 
significant reduction in total I/O circuit area and power con-
sumption. Furthermore, the throughput rate is not affected 
and off-chip signal synchronisation is maximised, making it 
ideal for the next generation of bit-serial GaAs cells and other 
bit-serial GaAs systems in general. 
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Fig. 3 Composite signal generation and detection circuit 
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