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#### Abstract

Fire Safety Engineering is required at every stage in the life cycle of modern-day buildings. Fire safety design, detection and suppression, and emergency response are all vital components of Structural Fire Safety but are usually perceived as independent issues. Sensor deployment and exploitation is now common place in modern buildings for means such as temperature, air quality and security management. Despite the potential wealth of information these sensors could afford fire fighters, the design of sensor networks within buildings is entirely detached from procedures associated to emergency management. The experiences of Dalmarnock Fire Test Two [15] showed that streams of raw data emerging from sensors lead to a rapid information overload and do little to improve the understanding of the complex phenomenon and likely future events during a real fire. Despite current sensor technology in other fields being far more advanced than that of fire, there is no justification for more complex and expensive sensors in this context. In isolation therefore, sensors are not sufficient to aid emergency response.

Fire modelling follows a similar path. Two studies of Dalmarnock Fire Test One demonstrate clearly the current state of the art of fire modelling. A Priori studies by Rein et al. [65] showed that blind prediction of the evolution of a compartment fire is currently beyond the state of the art of fire modelling practice. A Posteriori studies by Jahn et al. [45] demonstrated that even with the provision of large quantities of sensor data, video footage, and prior knowledge of the fire; producing a CFD reconstruction was an incredibly difficult, laborious, intuitive and repetitive task. Issues of accuracy aside, these models demand heavy resources and computational time periods that are far greater than the time associated with the processes being simulated. To be of use to emergency responders, the output would need to be produced faster than the event itself with lead time to enable planning of an intervention strategy. Therefore in isolation, model output is not robust or fast enough to be implemented in an emergency response scenario.

Fire fighting is therefore left as an isolated activity that does not benefit from sensor data or the potential of modelling the event. In isolation sensors and fire modelling are found lacking. Together though they appear to form the perfect compliment. Sensors provide a plethora of information which lacks interpretation. Models provide a method of interpretation but lack the necessary information to make this output robust. Thus a mechanism to achieve accurate, timely predictions by means of theoretical models steered by continuous calibration against sensor measurements is proposed.

The concept of super-real time predictions steered by measurements is studied in the simple yet meaningful scenario of concurrent flow flame spread. Experiments have been conducted with PMMA slabs to feed sensor data into a simple analytical model. Numerous sensing techniques have been adapted to feed a simple algebraic expression from the literature linking flame spread, flame characteristics and pyrolysis evolution in order to model upward flame spread. The measurements are continuously fed to the computations so that projections of the flame spread velocity and flame characteristics can be established at each instant in time, ahead of the real


flame. It was observed that as the input parameters in the analytical models were optimised to the scenario, rapid convergence between the evolving experiment and the predictions was attained.
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Figure 6.5 - The plot shows the initial fits applied to the length scale data. As this data represents the immediate growth phase, the fits are not representative of future data and thus the parameters derived form them are also not representative of the future experimental conditions.

Figure 6.6 - The plot shows the fits made to the length scale data at 210s post ignition and once the data prior to the growth transition has been neglected from the fitting process. The fits immediately show a much better projection of the future data than the previous ones shown in grey. These fits correspond to the first accurate optimisation of $c_{2}$ shown in Figure 6.4. 136
Figure 6.7 - The $c_{1}$ and $c_{2}$ parameters for the thinner samples again show good levels of convergence. There is also a similarity between the values of parameters between the experiments.
Figure 6.8-The plot shows results from the PIV measurements on the tilted flame spread experiments. a) shows a vector plot with the position of the flame indicated. b) shows a profile of the velocity component parallel to the surface taken from the pyrolysis zone. 138
Figure 6.9- The image shows a medium sized flame in a tilted experiment. The image is taken just prior to the point of separation of the intermittent portion of the flame. The flame length as would be measured by the image processing software is denoted by $l_{f}$. The intermittent part of the flame pulls away from the surface and rises vertically. The persistent part of the flame remains next to the surface.
Figure 6.10-The streamline plots in the figure are both taken from tilted flame spread experiments. a) shows a typical streamline plot from the laminar pyrolysis region and b) shows the effect on the flow when a turbulent ripple travels along the flame. Close to the PMMA surface (positioned approximately at $y=-10$ ) the flow profile is not affected greatly. (All dimensions are in $\mathbf{m m}$ )
Figure 6.11-The image from the PIV cameras demonstrates how the luminosity of the tilted flame increases towards the flame tip. The leading edge of the flame is marked by the red line and the direction of flow and spread is indicated by the arrow. At the flames leading edge where the flow is very laminar and far less luminous the flame does not register on the short exposure. The flame becomes more turbulent and subsequently more luminous further downstream.
Figure 6.12 - The image shows the conditions of the flame at the end of the experiments. The flame has become more turbulent in nature however this portion of the flame is situated beyond the end of the slab and thus does not affect the spread rate. (The approximate position of the top of the slab is indicated by the black dotted line)
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Figure 6.13 - The plot shows the evolution of the fit to the pyrolysis length data. The fit converges after approximately 300s.
Figure 6.14 - The plot shows the evolution of the fit to the flame length data. The fit converges after approximately 200s.
Figure 6.15 - The plots show the convergence of a) the $c_{1}$ parameter and $b$ ) the $c_{2}$ parameter for a tilted experiment.
Figure 6.16 - The plot shows the evolution of the predicted end time of the experiment. The prediction converges quickly and thus gives approximately 300s lead time as to the end time of the experiment.
Figure 6.17 - The images show the highlighted patterns of the seeding particles by the laser during measurements by the PIV system.
Figure 6.18 - The plot shows the evolution of the $c_{2}$ parameter over the duration of an experiment. When the flow is laminar and a linear fit is applied up to 300s, the value of the parameter converges. When a curve fit is applied to the data post 300s, the value of the parameter alternates between two values. (Corresponding data for $n$ in Figure 6.19)
Figure 6.19-The plot shows the evolution of the n parameter over the duration of an experiment. When the flow is laminar and a linear fit is applied up to 300s, the value of the parameter is fixed at 1.0. When a curve fit is applied to the data post 300s, the value of the parameter alternates between two values. (Corresponding data for $c_{2}$ in Figure 6.18)
Figure 6.20-The values of $n$ produced by the optimisation process (blue squares) alternate between two positions, $n \approx 0.6$ and $n \approx 0.9-1.0$ suggesting two potentially good solutions. The values of $n$ corresponding to adjustable parameters in the curve fitting process converge on the lower of these solutions.
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Figure 6.21 - The plot shows the evolution of the fits made to the pyrolysis length data. There are two main groups of fits, indicated by the dotted lines. Each group corresponds to one of the two alternatives in the convergence in the $c_{2}$ and $n$ data.
Figure 6.22 - The plot shows the estimation at each iteration of the net radiant heat flux to the surface from the flame. Again there are two main groups within this plot each corresponding
roughly to the trends shown by the dotted lines. The group of lower values correspond to the more linear fits of the pyrolysis length data. The group of higher values correspond to the more acceleratory curved fits of the pyrolysis length data.
Figure 6.23 - The plot shows the pyrolysis and flame length data for the second example experiment. Initially the flame grows quite linearly and from approximately 250s begins to accelerate slightly. Around 500s it begins to slow again.
Figure 6.24 - The plot shows the evolution of the length scale relationship parameters of the second example of the larger scale experiments. In the initial steady spread regime the parameters converge. In the middle of the experiment the fit switches to the curve fit type and again the parameters converge. As the spread rate slows at the end of the experiment, the parameters revert back to their original values corresponding to a more constant spread velocity.
Figure 6.25 - The images taken from a webcam within Dalmarnock Fire Test One demonstrate the issues with using camera footage for measurements in a fire scenario. a) shows the PMMA slab prior to the experiment, b) shows the slab during the pre-flashover growth phase of the fire, and c) shows the obscuration of the camera as the smoke layer descends during the flashover event.
Figure 6.26 - The plot shows the temperature output from the thermocouples embedded within the PMMA slab in the Dalmarnock sub-experiment. Flashover occurred at approximately 12:28:00. Thermocouples 5 and 19 were partially exposed to the gas phase hence a more rapid rise in temperature is seen.
Figure 6.27 - The diagram shows the positioning of the surface sensors in the Dalmarnock PMMA sub-experiment. The blue markers represent the positions of thermocouples below the surface and the red markers the positions of thin skin calorimeters. The sensors grouped in coloured boxes correspond approximately to the groups of thermocouples represented by dotted lines in Figure 6.26. (The diagram is not to scale)
Figure 6.28 - The plot shows the $c_{2}$ values for all vertical experiments established from the relationship $l_{f}=c_{2} l_{p}$ using the methodology established in this work. In the early stages of transition away from a completely laminar regime, the values converge.
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Figure 6.29 - The plot shows the data presented above Figure 6.28 with the values removed that corresponds to data from before the change in flame length growth rate shown in Figure 6.2. All experiments show convergence on a value of $c_{2}$ of approximately 1.7 to 1.8.
Figure 6.30 - The plot shows the correlation for data taken from all of the lab experiments that the methodology could be successfully applied to. The slope of the dotted blue line corresponding to the inverse of the constant $K$ in Equation 33 is 4500 which corresponds to a $c_{2}=2.2$. The red line represents $c_{2}=1.8$.
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## Nomenclature

## Standard Notation



## Greek

| $\alpha$ | - | Thermal Diffusivity / Absorptivity |
| :--- | :--- | :--- |
| $\varepsilon$ | - | Emissivity |
| $\mu$ | - | Viscosity |
| $\nu$ | - | Momentum Diffusivity |
| $\rho$ | - | Density |
| $T$ | - | Thickness of Disk |

## Subscripts

| f | - | Referring to the Flame |
| :--- | :--- | :--- |
| g | - | Referring to the Gas |
| ig | - | Referring to Ignition |
| p | - | Referring to the Pyrolysis Process |
| s | - | Referring to the Solid Phase |
| $\infty$ | - | Referring to Ambient Conditions |
| 0 | - | Referring to Initial Conditions |

## 1 Fire Safety and Emergency Response in the Built Environment

Fire Safety is required at every stage in the life cycle of modern-day buildings. The process begins with the conception and design stage of a building. It then continues to be involved throughout the entire life time of structures, in the construction, approval, operation and decommissioning phases. The various elements of Structural Fire Safety can be broadly separated into three main stages: fire safety design, fire detection, passive and automated suppression systems, and active fire fighting by emergency responders. Despite the intertwined relationship between Fire Safety and buildings in modern day construction, these three main aspects of Fire Safety generally occur independently.

The fire safety design or strategy aims to ensure a safe and rapid means of evacuating the occupants of a building in the event of a fire, whilst minimising its growth, spread, and effect on the structure. This involves the definition of egress paths, signalling, smoke barriers and compartmentation, alarms, structural strengthening / reinforcement, structural fire proofing, suppression and detection systems. The design and planning of these elements generally falls under the jurisdiction of Engineers and Architects, who must demonstrate to a local approval authority (such as the Fire Service) and to the building managers that the various aspects of their strategy will fulfil their requirements of keeping the occupants and the emergency responders safe and unharmed until any fire has either been extinguished or burned out. These elements provide the passive response, the first line of planned defence in the occurrence of a fire emergency. Once a signature of approval is given by the local authority to acknowledge the final provision and assembly of an acceptable passive fire safety system, the role of the Engineers and Architects with respect to the building is usually over, thus decoupling their specific knowledge of the system from any future incidents.

From the inauguration of a building, during its daily usage, the responsibility for evacuation of the inhabitants, maintenance of signage, extinguishers, detectors, sprinkler systems etc., and general compliance with the fire safety strategy falls on the building owner. In the event of a fire, it is expected that detectors, which can be of varying levels of sophistication and sensitivity, will provide early warning of the presence of fires, enabling the building occupants to follow the clearly indicated and possibly pre-rehearsed evacuation routes. Fire and smoke barriers should afford the evacuees sufficient protection whilst containing the fire through compartmentalisation or sprinkler systems. Whether automatically or manually, the Fire Service should be alerted to the presence of the fire and deploy a response team to the scene thus surpassing the role of detection and passive response systems.

When a fire fighting unit arrives at the scene of a fire, responsibility for the building passes to them. With little or no prior knowledge of the building layout, current occupancy, fire location and size, or structural health, they must perform a systematic search of the building for any individuals who may still be inside. Once a search is completed, any information gleaned as to the size and location of the fire, building layout and contents, and general state of conditions within the building is pooled and
assessed, and if deemed safe to do so, an attempt is made to extinguish the fire. In more favourable cases such as those concerning more modern buildings which are generally more sophisticated, there is provision for some information to be made available to emergency responders. In most cases this includes availability of up-todate blueprints, afore mentioned and possibly implemented emergency management plans, and security camera footage. Alarm panels may indicate which detectors and fire suppression devices have activated, thus establishing in a crude manner, the approximate location and magnitude of the event. Despite these aids, the Fire Service generally operates from a position of little or no information when it comes to fulfilling their duties, thus forcing reliance on intuition and experience in dealing with the specific circumstances at hand. Throughout this whole process there is little or no knowledge transfer between the parties involved. Responsibility for safety is passed on at the various stages of the building's lifecycle, between people from very different backgrounds and knowledge bases, however the individuals' expertise is not.

### 1.1 FireGrid

Berry et al. [7] have proposed a concept by which the uncertainty and information deficit present at the time of emergency response with respect to fires and structures could be mitigated. Called FireGrid, the project aims to combine sensing and modelling techniques to provide an accurate forecast of live fire events and structural response which can then be used to create and implement a response strategy. The project advocates the use of high performance computing (HPC) over a distributed network to supply extensive and available computational resources to enable the creation of such predictions. Artificial Intelligence (AI) planning techniques could then be implemented to form an intervention strategy based on these predictions, making use of the available resources, both human and mechanical, to attempt to evacuate occupants, fight fires and preserve the structure and its contents. The biggest challenge with regard to fire is the forming of predictions of the fire evolution, which would heavily challenge existing sensing and modelling techniques.

### 1.1.1 Fire Modelling

Fire models have become widely used in modern day fire engineering. There are many examples of fire modelling being used to model real fires; from the replication of laboratory scale experiments [49], to large scale fire reconstruction for the purposes of forensic studies [54]. The next logical step therefore is the use of fire models in a predictive role. Fire models could be used to anticipate the evolution of a live fire emergency, an innovation that is currently being explored [76]. Current fire modelling practices however, in terms of both the modellers and the models themselves, are not mature enough to be used with the confidence required for this process to be effective.

There are two fundamental elements of the modelling process that leave it, as yet, unsuitable for this application; the accuracy of the output and the time taken to
produce it. The Round Robin study conducted by Rein et al. [65] demonstrated that, time constraints aside, current modelling techniques cannot produce the required level of accuracy. Zone models, although capable of producing results at much higher speeds than the more complex CFD equivalent, do not calculate the detailed physical processes and thus will never be reliable enough for the prediction of the fire spread and evolution. CFD models which including the necessary level of physical detail are far too slow generally taking hours to model seconds [18].

Further compounding the problem are the number of input parameters such as fuel lay-out, material properties, and ventilation, that carry significant uncertainty, are illdefined or rely on values than may or may not be found in the literature, a flaw that becomes further accentuated the more detailed the model gets. This becomes a critical issue when the output of egress, fire and structural models needs to be combined together to simulate the full event. Models are currently not fast, precise, reliable or robust enough to guide decision making of this nature in the short time frame of a fire emergency. While technological and scientific progress could overcome the issues of speed and precision, given the inherent uncertainty of the input parameters, it is questionable that the output of fire models could ever be robust enough for this purpose.

### 1.1.2 Sensor Capabilities

Fire, in contrast to other emergencies like earthquakes or floods, is an event that rapidly unfolds in parallel with the intervention. Visually fire fighters have to take in large amounts of complex, changing information and over very short periods of time, and form and reform strategies for intervention based on what they are seeing. As mentioned previously elements of the building systems can sometimes provide some low level information to emergency responders although generally these are not the main purposes of these systems and sensors, which have been designed principally for other things.

Away from fire these and other sensors have evolved rapidly in the last decade and new technologies are being used in building health monitoring, indoor quality management and security of infrastructure [69]. With the development of these technologies research into increasingly advanced methods for the exploitation and adaptation of these sensors has also progressed. Like building systems, some technologies show clear potential for adaptation to aid fire fighters. A practical example is that of video cameras which are already present in many public and private buildings for the purpose of security monitoring. An example of the evolving exploitation of their use is the tracking of people [10]. In controlled situations it has been demonstrated that individuals and groups can be tracked through a sequence of video frames. Bodor et al. [10] highlight the difficulties encountered due to varying lighting conditions. Whilst the authors reported the capabilities of their system to track multiple individuals through a video sequence, they reported its sensitivity to lighting changes such as those caused by sudden cloud cover. While the variation in light intensities occurring during a fire would clearly pose a far greater challenge to such a system, the capability to identify the number and location of occupants of a building and their velocities during an evolving emergency would be of great
assistance to fire fighters and also be of benefit in the seeding of evacuation models [36]. Gavrila et al. [38] take the problem of human tracking a stage further by demonstrating the ability to recognise human gestures and actions. By creating a 3D representation from multiple camera views of a human in a specific pose, this representation can be matched against an existing database to attempt to identify the action being carried out. Obvious applications for such a capability in a fire scenario would be the ability to identify people collapsing or ceasing to move, or individuals that are injured and thus slowing the evacuation of themselves and others.

Mittal et al. [53] and Seitz et al. [68] presented two differing approaches to reconstructing the background scene from video footage, differentiating between the permanent features in the frame and any temporary moving ones. Given the sensitivity of CFD models to the positioning of fuel in the determination of potential fire evolution [45], a resource capable of recreating the initial positions of a fire scene would prove an invaluable tool. Thus it can be shown that through the use of video cameras alone, the amount of information potentially available to an emergency response system is extremely far reaching.

There are examples in the literature where different cameras have been used for the purposes of fire [5][6], but while good punctual results have been obtained, generalization has always proved difficult especially given the complex nature of fire scenarios specifically with regards to the light variation and attenuation. Sensors can track the evolution of physical variables such as temperatures, gas concentrations, light intensity and mechanical stress. These can be interpreted and provide relevant information. Sensors like thermocouples or strain gauges provide punctual measurements of physical variables that in isolation provide data of little value or can mislead conclusions. Tracking of the evolution of physical variables on its own is therefore not a useful option to assist intervention in a fire. An increase in sensor density and complexity however, could provide a greater quantity of useful information that could serve to greatly assist intervention, but could also result in rapid information-overload.

### 1.2 General Problem Statement

Despite the potential of existing modelling and sensing techniques to provide information to benefit emergency response, several of the required components have been developed for different purposes and thus have never been integrated in a manner that satisfies the needs of the fire service. Sensors have evolved rapidly in the last decade and new technologies are being employed in present day buildings, some of which can already provide potentially useful information for aiding emergency responders. Fire models have become of generalized use in the design of modern buildings and are becoming increasingly accepted by building control, the fire service and building managers, although are still yet to find a role in actual fire fighting activities where operations are still managed on the basis of on the spot information and intuition. Clearly, sensor data and fire modelling can not be independently used for emergency response nevertheless; in conjunction they have
the potential to supplement each other to achieve required speed, precision and robustness.

The ideal tool to assist emergency response to fire would provide accurate forecasts of the evolution of the event. It is envisioned that this capability could be possible through some combination of physical models and live sensor data. These predictions would be used to produce a series of potential outcomes of the evolving emergency given a multitude of potentially viable intervention strategies. The outcomes are then optimized and a preferred intervention strategy is defined. The forecasts would be relayed sufficiently in advance of the reality, such that emergency responders can digest the information, make decisions on, and implement the strategy in the manner that is most effective. Furthermore, the forecasts would be presented in a form that is succinct and appropriate for the personnel receiving it, and also compatible with their specific training and knowledge, thus making interpretation and implementation of the output as effective and operable as possible. Continuous checking of the predictions against a constant stream of sensor data would enable the updating of predictions and thus changes of strategy on the basis of an unforeseen evolution of the event. The information produced by such a tool would need to be punctual, precise, reliable, and robust.

### 1.3 Lessons Learned from the Dalmarnock Fire Tests

The two compartment tests that form the major parts of the Dalmarnock Fire Tests [1][15] serve to illustrate the current situation, and help establish which aspects of the global objective of a tool to aid emergency response to fire outlined previously, need most research. These compartment tests were highly instrumented with both tests containing more than 400 sensors each. The instrumentation density was designed to provide measurements with time and spatial resolution comparable to that of field (CFD) models.

Both apartments were the same size and shape, with identically arranged furniture. This precise furniture layout was designed to ensure that the fire followed a well defined sequence and thus was as repeatable as possible. A first item, a sofa, was ignited with a strong ignition source provided by a waste paper basket with accelerant, intended to minimize uncertainty during ignition. The flames were allowed to propagate over the sofa until ignition of a secondary item, the bookshelf, occurred. The ignition of the bookshelf was followed by rapid surface flame spread from bottom to top, leading to flashover. The fire was allowed to continue burning almost until burnout in Test One and extinguished after flashover in Test Two.

### 1.3.1 Lessons Learned from Test One

Dalmarnock Fire Test One comprised a typical compartment fire scenario, characterised by a fuel limited growth phase, flashover, a ventilation limited fully developed fire, and finally extinguished by the fire brigade close to burnout. Test One was seen to be an ideal test of fire modelling capabilities, with studies a priori
[65] and a posteriori [45] demonstrating both the ability of fire models to blind predict compartment fire growth and the model parameters affecting the simulations respectively.

### 1.4.1.1 A Priori

The Round Robin study [65] alluded to previously, demonstrated clearly the capabilities of current modelling techniques to accurately blind predict a compartment fire. Its objective was to compare the blind prediction modelling results of independent teams, to form a sense of the range of predicted behaviours, thus providing incite into the robustness, consistency and sensitivity of current fire modelling practice. The organisers provided each team with a distinct set of information containing details of the compartment layout, furniture, ventilation, photographs, instrumentation etc. Using any model of their choosing, and any techniques and assumptions they saw fit, the teams attempted to predict key aspects of the fire such as smoke layer temperature evolution, and time to flashover and secondary ignition.

Of the specific components requested from the participants, some of those considered of practical use to the emergency responders are heat release rates, time to flashover and maximum average smoke layer temperatures. The predictions for time to flashover ranged from 77 seconds to 850 seconds to no flashover at all. The actual experimental flashover occurred at approximately 325 seconds and as discussed in the later section on Test Two was shown to be an exceptionally robust figure for this setup. Similarly, the scatter associated to the predicted heat release rates (Figure 1.1), a characteristic deemed extremely important in defining the development of fire growth, was again well outside the experimental error.


Figure 1.1 - The predicted heat release rates of Dalmarnock Fire Test One from the a priori Round Robin study [65]. EXP (black dots) indicates the experimental results, dotted lines indicate zone models, and plain lines indicate CFD Simulations.

The predicted maximum average smoke layer temperatures ranged from $200^{\circ} \mathrm{C}$ to $1150^{\circ} \mathrm{C}$ with the actual experimental value $750^{\circ} \mathrm{C}$. Despite the information provided to reduce uncertainty, the results when collated clearly show a poor level of accuracy with a very large scatter well outside the range of expected experimental error. In the cases where a model produced a good match of a specific variable to the experiment, it was not necessarily the case for other variables from that same model. It is clear that in its current state of practice, blind predictive modelling cannot provide reliable, robust forecasts that could be trusted to safeguard and benefit inhabitants and emergency responders during and intervention.

### 1.4.1.2 A posteriori

Jahn et al. [45] conducted a study following the Dalmarnock Tests as a compliment to the blind predictions and in order to establish the sensitivity of a model (FDS v.4) to different input parameters. The overall conclusion of this a posteriori study was that even with prior knowledge of all aspects of the fire, including the initial setup and layout, progression pattern, high resolution sensor data and video footage from the event itself; reproducing the events through modelling was a laborious, nonintuitive, time consuming and repetitive task. At each stage, the model output was compared to the sensor data, and the input file and multiple input parameters were readjusted accordingly. The basic scenario information of fuel layout, geometry and ventilation conditions was found not to be sufficient and only with direct access to the measurements was a satisfactory likeness achieved.

The authors reported that correct assessments of flame spread and the time to ignition of secondary items were crucial to the accurate modelling of the pre-flashover phase. Both of these factors depend heavily on the accurate assessment of flame size and radiation which in turn, the authors found, is extremely sensitive to the correct definition of the size and location of area of heat release, and of the material and thermal properties of the fuel. The findings indicate that while the model was successful in capturing the overall temperature evolution of the room, objects outside of the hot layer did not experience significant heat feed back from it and thus, the benefits of this particular strength of the model was of no use to the prediction of fire spread, secondary ignition and therefore flashover. While this feedback effect may be specific to the particular fuel layout of these tests and will not be the case in all compartment scenarios, the authors highlighted the fact that even given the correct description of heat flux from the sofa to the bookshelf, the flame spread model still was incapable of properly reproducing the heat release rate of the bookshelf. Thus the authors discerned that CFD modelling was not suited to the prediction or reproduction of a pre-flashover fire.

### 1.3.2 Lessons Learned from Test Two

Dalmarnock Test Two [15] provided two main insights into the potential of a system as defined in the global objective (Section 1.2). Firstly, it lends weight to the conclusions from the a priori and a posteriori studies as it illustrates that the aim of designing a reproducible experiment was met. Secondly it demonstrates the benefits and shortcomings of providing raw sensor data to facilitate emergency response.

The fuel layout and ignition method of Tests One and Two was designed to produce as reproducible a sequence of events and thus robust an outcome as possible given the complexity of the scenario and variation in ventilation conditions. The variation in ventilation conditions was designed to show primarily that an automated system with control of the ventilation could be used to affect conditions in the room, while simultaneously demonstrating the robustness of the experimental design.


Figure 1.2 - A comparison of average room temperatures of Tests One and Two. Test Two was extinguished in the later stages of flashover by fire fighters while Test One was left until just prior to burnout.

The success of the design is clearly shown by the comparison of average room temperatures between the two tests in Figure 1.2. As alluded to previously, Test Two demonstrates that the flashover time of these experiments was very robust to the varied ventilation conditions within the compartment. The flashover events both began within 25 seconds of each other despite the extra ventilation and reduced smoke layer in Test Two. The times of secondary ignition of the bookshelves were within 5 to 10 seconds between the two tests. Thus understanding the reasons behind the variations in the blind predictions both between themselves and the experimental times becomes even more critical; as does the understanding of the difficulties in the post experimental modelling.

During each of the tests, sensor data was being streamed live to a control centre where camera footage and temperature measurements were displayed on multiple screens. Doors and windows to the compartment were fitted with mechanisms allowing remote control of their opening and closing from the control centre. Upon activation of smoke alarms, the windows of the compartment were opened via the remote control to begin the venting of the smoke. The situation was then monitored via the sensors available to observe the build up of the smoke layer. When it was deemed that smoke was beginning to accumulate, one of the compartment doors was opened to provide extra ventilation for the smoke layer. This was then repeated for the final compartment door and for the front door to the apartment itself. The average room temperature, pre-flashover, in Test Two was approximately $50^{\circ} \mathrm{C}$ less than in Test One with a greatly reduced smoke layer, yet the secondary ignition and resulting
flashover happened at almost exactly the same time. While initially tenability in the room was maintained and adjacent rooms were kept free from smoke, conditions rapidly deteriorated and from the point of view of the personnel in the control room, the information became both overwhelming in quantity and misleading. It became clear that on the spot interpretation, even of images, was complex and difficult. This is clearly demonstrated by the images in Figure 1.3 where, while both images appear to be showing very different conditions, both images are taken at almost identical times post ignition and just prior to flashover.


Figure 1.3-Images from a) Test One and b) Test Two show the tests at almost identical times post ignition and pre-flashover, taken from the same locations with respect to the experiments. Even though both scenarios are in the early stages of flashover, the conditions appear very different when just the information afforded by the images is taken into account.

### 1.3.3 Summary of the Dalmarnock Test Findings

The first important issue to address are the sources of fire modelling uncertainty. Fire modelling requires many input parameters which can carry significant uncertainty or need values that cannot be found in the literature. In order to successfully match model simulations to real events, a method to enable variables to which the output is extremely sensitive to be properly quantified must be developed. From the point of view of fire forecasting, especially in the growth phase, accurate prediction of flame spread and the order and delay times of subsequent ignitions of other items in the room will make more accurate prediction of the time to flashover attainable. Upward flame spread was identified as one of the critical processes that the CFD tool could not provide adequate results for, even with all other input variables well resolved.

The second issue to address is that of the use of sensors for the benefit of emergency response. The a priori study confirmed emphatically that current modelling practices were not yet mature enough to be used reliably and robustly in the aid of emergency
response in their current incarnation, where as the a posteriori study showed that, given more research into the method of application, the sensor data was essential to attain convergence of modelling and reality. The experiences of Dalmarnock Test Two showed that raw, unprocessed sensor data could be confusing, misleading and could rapidly lead to information-overload for those trying to interpret it. Therefore, the development of a system such as that proposed by Berry et al. [7] that condenses, interprets, and organises output from sensors into a meaningful output for the specific user is essential if sensor technologies are to be exploited to their full potential.

### 1.4 Specific Project Objective

The goal of this work is to demonstrate the potential value of linking sensor data and models in order to make rapid and accurate predictions of a fire scenario. Due to its fundamental role in the escalation of compartment fires, and the modelling of fire growth; flame spread is taken as the scenario. Modelling flame spread in CFD generally relies on empirical parameters; some extrapolated directly from small scale experiments, and typically implies intensive computational loads. It requires the modelling of physical phenomena encompassing length scales from as small as boundary layer thickness to compartment size, and calculations of heat transfer in the solid and gas phases, flame lengths etc all requiring many input variables and extensive computations. The a posteriori studies of The Dalmarnock Fire Tests [45] have shown that flame spread is a critical phenomena that CFD tools fail to accurately predict and essential for the correct forecasting of the pre-flashover fire.

Optimization techniques exist to minimize the influence of empirical variables and to reduce the volume of computations, and as demonstrated with sensors previously, these techniques have been implemented in other fields, specifically in this case to chemical reactors and many other industrial processes [12], but they have rarely been applied to the study of fire. These optimization techniques rely on empirical measurements that are continuously fed to simplified calculation models until these converge to solutions that can extrapolate the behaviour of the physical process. Torero et al. [73] proposed a method by which flammability variables associated to concurrent flame spread could be directly obtained from stand-off measurements. Later, Rein et al. [64] developed the use of Genetic Algorithms, an optimisation technique, to establish the necessary parameters to model the spread of a smouldering front. In both cases, the direct attempts to obtain parameters from experiments were successful and resulted in simplified analytical methodologies.

This project proposes to conduct upward flame spread experiments over polymethylmethacrylate (PMMA). These experiments will vary in size, inclination, and grade of PMMA but should provide sufficient, relevant data that can be treated with a similar simple analytical approach, thus will be ideal to create and test a methodology. Direct measurements of relevant physical variables pertaining to upward flame spread will be obtained from these experiments and introduced into a numerical tool. Any unknown parameters, normally determined via standard test methods or correlations will be obtained by means of a pertinent optimization
technique. Initial simple experiments, assessed for repeatability and bench marked against the literature, will be used to define the parameters, the methodology, and thus the characteristics of a numerical tool. Subsequent experiments of increasing complexity will be used for testing and validation and to evolve and broaden the applicability of the methodology. It is intended that a resulting methodology could be introduced into flame spread models to speed up computations and at the same time generate reliability and robustness.

## 2 Literature Review

### 2.1 Flame Spread

This section of the work presents a summary of information relevant to wall flames, flame spread and flame spread experiments with a view to finding a simple empirical model of the process suitable for the desired application. A brief review of the literature consulted and information derived from it is presented here. (Except where specifically stated, general background information comes from Fernandez-Pello c/o Cox [17] and Drysdale [24])

### 2.1.1 The Wall Flame

Figure 2.1 shows a two-dimensional representation of a wall flame. The pyrolysis length labelled $\mathrm{l}_{\mathrm{p}}$ (or occasionally $\mathrm{x}_{\mathrm{p}}$ ), represents the length over which pyrolysis of the wall material is taking place. For the purposes of this work the term pyrolysis will follow the definition of Drysdale [24] that describes it as, "chemical decomposition to produce fuel vapours ('the volatiles') which can escape from the surface to burn in the flame."


Figure 2.1 - A two-dimensional representation of a wall flame where $l_{p}$ is the pyrolysis length, $l_{f}$ is the flame length, $l_{h}$ is the heated length, $u_{\infty}$ is the ambient flow velocity. Diagram reproduced from Fernandez-Pello [29].

Pyrolysis products of this chemical decomposition resulting from the heating of the solid fuel at or near the surface are released into the adjacent gas phase (m"). Here they mix with the oxidizer (usually air) and form a flammable mixture which if ignited burns as a flame releasing combustion products and heat [24]. The term flame length refers to overall visible length of the flame from the tip to the base and is represented by the notation $\mathrm{l}_{\mathrm{f}}$ (or occasionally $\mathrm{x}_{\mathrm{f}}$ ). The length between the flame tip and the pyrolysis front labelled $\mathrm{l}_{\mathrm{h}}$ (the heated length) represents the non-pyrolysing region being heated by the flame.


Figure 2.2 - The diagram shows the vertical velocity profile resulting from the gas phase temperature variation next to a hot solid surface. Diagram reproduced from Drysdale [24].

The ambient velocity vector is shown by $\mathrm{u}_{\infty}$ and represents the free stream velocity parallel to the solid surface away from the effects of the flame. The velocity profile produced by the gas temperature variation next to and resulting from a hot solid surface is shown in Figure 2.2. The profile caused by a hot flame next to a vertical surface is expected to be similar to this.

### 2.1.2 Flame Spread

Physical descriptions of flame spread are generally separated in to two categories, concurrent flow and opposed flow. As the names suggest, concurrent flow refers to cases when the direction of spread and the direction of airflow are the same and opposed flow refers to cases where they are opposite. For natural convection wall flames the flow is driven by buoyancy and thus rises. In a wall flame correlation therefore, upward flame spread is characterised as concurrent flow and downward
spread as opposed flow. Flame spread can be defined as the progression of the pyrolysis region over the solid, upward spread being the upward progression of the pyrolysis front and downward spread being the downward progression of the base of the flame or the flame leading edge. For upward flame spread, the pyrolysis front can be equated to rate of spread as defined in Tewarson et al. [70] as: -

$$
u=\frac{d X_{p}}{d t}
$$

Equation 1
Where $u$ is the flame spread rate, $X_{p}$ represents the pyrolysis length and $t$ represents time. For the pyrolysis front to progress, the solid fuel downstream of it must be heated to a point where it releases combustibles which contribute to the reaction in the gas phase. The rate at which this heating and subsequent ignition of the combustion products is accomplished governs the rate of progression of the pyrolysis front and thus the flame spread rate. Therefore another representation of the flame spread velocity $\left(\mathrm{V}_{\mathrm{f}}\right)$ is simply the length of solid ahead of the pyrolysis front being heated $\left(l_{h}\right)$ divided by the time taken to ignite it $\left(\mathrm{t}_{\mathrm{ig}}\right)$ (Equation 2): -

$$
V_{f}=\frac{l_{h}}{t_{i g}}
$$

Equation 2
This defines the upward flame spread rate as a solid ignition process. The following breakdown of the elements concerned with Equation 2 considers only upward flame spread over thermally thick solids.

### 2.1.3 Flame Spread as a Solid Ignition Process

### 2.1.3.1 Time to Ignition

Niikoka et al. [56] demonstrated that the total solid ignition delay time $\left(\mathrm{t}_{\mathrm{ig}}\right)$ is the sum of two parts. The first is the time taken for the solid to pyrolyse ( $\mathrm{t}_{\mathrm{p}}$ ) and the second is the time taken for the resultant combustibles and oxidizer to combine to form a flammable mixture $\left(\mathrm{t}_{\mathrm{g}}\right)$. These are referred to as the pyrolysis time and the gas induction time respectively. The relationship is expressed as: -

$$
t_{i g}=t_{p}+t_{g}
$$

Equation 3

For the case of upward flame spread where the flame lies against or close to the fuel surface, the buoyancy produced by the heat from the flame pulls the oxidizing air towards the area where the pyrolysate is. The resulting flammable mixture is ignited by the ideally placed flame producing a rapid piloted ignition therefore for this process, the gas induction time is assumed to be negligible [17], and the time taken to heat the solid from its initial temperature to the temperature at which pyrolysis occurs and produce sufficient combustibles for sustained flaming is deemed the ignition delay time for this problem, i.e. $t_{p}=t_{i g}$. The time taken for the surface of a thermally thick fuel to reach the pyrolysis temperature is found by conducting an energy balance for the surface of the fuel and is shown in Equation 4.

$$
t_{i g}=t_{p}=\frac{\pi k_{s} \rho_{s} c_{s}\left(T_{p}-T_{0}\right)^{2}}{4 \dot{q}_{s}^{\prime 2}}
$$

Equation 4
Equation 4 effectively states that the time taken to heat the surface to its pyrolysis temperature is given by the amount of energy required to heat the surface of the solid from its initial temperature ( $\mathrm{T}_{0}$ ) to the pyrolysis temperature $\left(\mathrm{T}_{\mathrm{p}}\right)$, divided by the rate at which energy is being supplied (net heat flux to the surface). This heat flux is assumed to be constant [71] as are the material properties.

### 2.1.3.2 Heat Flux to the Unburned Surface

As demonstrated by Equation 4, the rate at which heat is transferred to the solid surface governs how quickly it will ignite. Fernandez-Pello [17] writes that heat transfer from the flame to the unburned solid ahead of the pyrolysis front is the controlling mechanism of flame spread. This heat is provided by the flame itself and also possibly from external sources. Upward flame spread is regarded as being the most dangerous form of flame spread due to the high speeds at which it takes place relative to downward and sideways spread. This is mainly due to the positioning of the flame and therefore increased levels of heat production relative to the unburned fuel in the direction of spread. Although hot gases / combustion products downstream of the flame tip do provide some heating of the solid fuel, the literature [17] reports that its effect is minor when compared to the heating provided by the flame itself, thus, the heated length is assumed to finish at the flame tip.

Thomas [71] states that, "Fire has long been regarded as tending to spread upwards by convection and sideways across fire breaks by radiation", which suggests that the convective component of the heat flux to the surface will be the dominant one in upward flame spread. Fernandez-Pello [17][26] describes the varying influences of each of the forms of heat transfer between the flame and solid fuel, with regard to concurrent flow flame spread both forced and naturally induced. When the flame is laminar in character, occurring both when the flame is small, and when larger, in and just downstream of the pyrolysis region, heat transfer to the solid fuel in this region
is dominated by convective transfer from the flame. Away from the pyrolysis region when the flame is larger and takes on turbulent characteristics, the heat flux to the surface becomes increasingly controlled by radiation, believed to be as much as $80 \%$ [59]. As would be expected, there is a transitional region between these two phases where both forms are equally influential on the surface heating. These findings are corroborated by many others including Di Blasi [21] and Hasemi [41] who stresses the importance of the understanding spread of turbulent, radiation driven flames for the better understanding of fire growth in real fire scenarios. Orloff et al. [59] provide more quantitative information regarding this, specifically applied to their studies with natural convection upward flame spread over PMMA. They report that for flames up to approximately 20 cm in length, the heat transfer to the unburned fuel is dominated by convection. As the flame grows beyond this and becomes turbulent, radiation gradually takes over. In most physical models conduction through the solid ahead of the pyrolysis front is neglected as the characteristic length associated to it is orders of magnitude less than that of the flame length, which is the characteristic length associated with convective and radiative transfer. The net heat flux to the unburned fuel surface ahead of the pyrolysis front is given by Equation 5:

$$
\dot{q}_{s}^{\prime \prime}=\dot{q}_{c o n v}^{\prime \prime}+\dot{q}_{f r}^{\prime \prime}+\dot{q}_{e}^{\prime \prime}-\dot{q}_{r s}^{\prime \prime}
$$

Equation 5

### 2.1.3.2.1 Convective Heat Transfer

$\dot{q}_{\text {conv }}^{\prime \prime}$ is the convective heat flux from the flame to the solid and can be described by Equation 6.

$$
\dot{q}_{c o n v}^{\prime \prime}=h_{\text {conv }}\left(T_{f}-T_{0}\right)
$$

Equation 6
The challenging aspect with regards the definition of the convective flux is in the accurate measurement / optimisation of the convective heat transfer coefficient $\left(h_{\text {conv }}\right) . h_{\text {conv }}$ is defined in terms of the Nusselt number which for cases of forced flows parallel to a flat plate, is given by Equation 7: -

$$
N u=\frac{h_{\text {con } v} x}{k}=\xi_{1} \operatorname{Re}^{\xi_{2}} \operatorname{Pr}^{\xi_{3}}
$$

Equation 7
where the values of $\xi$ vary depending on the characteristics (laminar or turbulent) of the flow. For convective heat flux in natural convection flows along a vertical plate, the Nusselt number is given by Equation 6: -

$$
N u=\frac{h_{c o n} x}{k}=\xi_{1}(G r . \operatorname{Pr})^{\xi_{2}}=\xi_{1}(R a)^{\xi_{2}}
$$

Equation 8
again where the values of $\xi$ vary with the flow characteristics.

### 2.1.3.2.2 Radiative Heat Transfer

$\dot{q}_{f r}^{\prime \prime}$ represents the radiative heat flux to the solid from the flame and can be approximated by $\dot{q}_{f}^{\prime \prime}=\sigma \varepsilon\left(T_{f}^{4}-T_{s}^{4}\right)$.

### 2.1.3.2.3 Surface Re-radiation

$\dot{q}_{r s}^{\prime \prime} \quad$ represents surface re-radiation and can be approximated by $\dot{q}_{r s}^{\prime \prime}=\sigma \varepsilon\left(T_{s}^{4}-T_{\infty}^{4}\right)$.

### 2.1.3.2.4 External Radiation Sources

$\dot{q}_{e}^{\prime \prime}$ represents external sources of heat flux. In the context of a real fire this would account for other burning items and heat sources in view of the surface.

### 2.1.4 Length Scales and their Relationships

Figure 2.1, as discussed earlier, shows a two-dimensional representation of a wall flame. There are three specific lengths represented, the pyrolysis length ( $l_{p}$ ), the flame length ( $l_{\mathrm{f}}$ ), and the heated length ( $\mathrm{l}_{\mathrm{h}}$ ). A fourth length that is sometimes included is the burnout length ( $l_{\mathrm{b}}$ ) which for upward flame spread represents the distance moved by the flames leading edge when the fuel source has been exhausted. Orloff et al. [59] showed that for laminar flow, the flame height is found to be directly proportional to the pyrolysis length (Equation 9) i.e.

$$
l_{f}=c l_{p}
$$

Equation 9
and for turbulent flow the relationship follows Equation 10: -

$$
l_{f}=c l_{p}^{n}
$$

## Equation 10

where c and n are constants of the given fire situation. The authors proposed a value for n of 0.78 and c of 5.35 . Other proposals are by Saito et al. [66] who proposed a value of $n=0.66$, Delichatsios et al. [20], who proposed $n=0.8$ and Tewarson et al. [70] who also report $\mathrm{n}=0.66$. The value could be considered as $\mathrm{n}=1$ for laminar spread.

### 2.2 Upward Flame Spread Experiments and Experimental Techniques

A review of previous works involving upward flame spread experiments and the measurement techniques employed by the authors is presented here. Fernandez-Pello [26] states that, "Experimentally, difficulties are encountered in obtaining accurate measurements of the flame spread rate because the process is unsteady, very rapid, and because the flame bathes the un-ignited surface of the fuel." With this in mind, knowledge of the advantages and disadvantages of previous test methods, setups and measurement techniques that have been tested and reviewed will enable the design of a more robust and reliable test. It is also the intention that by mimicking to some degree a test setup from the literature, the results can be benchmarked and measurement techniques employed can be evaluated, to give an extra assessment of reliability and repeatability.

### 2.2.1 Sample Material, Size, and Mounting

Saito et al. [66] use Polymethylmethacrylate (PMMA) for upward flame spread tests which showed sustained upward propagation. They report that a sample height of 250 mm corresponds approximately to conditions for the onset of turbulence. The authors report that observations of their sample, with a width of 300 mm , showed flow and flame propagation characteristics concurrent with a two-dimensional character. This work also reports experiments on Douglas Fir Particle Board of the same dimensions although for this material the authors state that sustained burning was not always seen. The criterion for these experiments was for spread that developed into turbulent flaming over thermally thick materials where the sample was not fully consumed at the completion of the test. In order to satisfy these requirements, a sample thickness of 13 mm was deemed sufficient. The authors flush mounted the test specimens to an inert wall material in order to prevent spread to the sides and rear of the specimen and thus maintain a plane wall flame.

Tewarson and Ogden [70] use PMMA for flame spread experiments due to the level of detailed knowledge available on it in the literature. This same reason is also cited
by numerous authors including Consalvi et al. [14] and Fernandez-Pello and Williams [33]. Tsai et al. [74] used specimens of dimensions 70 mm wide and 6 mm thick with heights ranging from 200 mm to 500 mm . The PMMA samples were mounted against a 2 mm thick steel plate with the intension of preventing flame spread to the sides and rear and also keeping the rear of the specimen sufficiently cool to prevent distortion and sagging.

The setup employed by Fernandez-Pello for both upward [29] and downward [27] spread experiments also used PMMA for its properties when burning. These test samples were 38 mm thick and 200 mm high. This thickness was chosen by the author to ensure the uniform spread of flames and prevent buckling of the sample during exposure. This thickness also ensured that the specimens could be considered thermally thick. This work sought to isolate the face over which the flame spread took place by mounting the sample in a steel frame. The author went further by insulating the samples from the effects of the steel frame by placing 10 mm thick asbestos strips between the sample and the frame. The frame was extended with two baffles aimed at preventing the lateral entrainment of air across the exposed surface and thus maintaining a two-dimensional spread effect. These baffles were angled to prevent re-radiation effects.

Rangwala et al. [62] conducted upward flame spread tests varying the width of the samples. The vertically mounted samples were 500 mm high, 12 mm thick, and varied in width between 25 mm and 150 mm . Again the samples were mounted such that the flames were prevented from spread to faces other than the intended one. In other tests on 25 mm thick PMMA, the same author [61] places thermocouples on the back of the sample. The author reports that the thermal wave never fully penetrates the sample thus the sample can be considered thermally thick.

Di Blasi [21] indicates through the author's analytical studies of PMMA that a sample is considered thermal thick when the thickness is greater than 2.5 mm . The sample is considered thermally thick given that its physical thickness is greater than the depth of thermal penetration [17], i.e. that the rear of the sample remains at ambient temperature.

Orloff et al. [59] used samples 45 mm thick, 410 mm wide and 1570 mm high. This height was to allow the flame to reach a turbulent regime. The authors report the need to ensure a two dimensional spread to the top of the slab. They accomplished this via a similar method to Fernandez-Pello [29] by supplying steel walls running the entire height of the slab along both side edges. The walls were at right angles to the fuel surface and water cooled to prevent radiant heat transfer to the slab. There was a marinate wall at the top of the sample to isolate the face from the top edge and the bottom of the sample sat against the floor thus completely isolating the exposed face from the other edges.

### 2.2.2 Ignition Methods

Saito et al. [66] used a methane $\left(\mathrm{CH}_{4}\right)$ burner with a fixed flow rate, positioned at the centre of the base of the test specimen to provide point ignition of the sample. These authors experimented with removing and maintaining the burner after ignition of the test specimens. Tewarson and Ogden [70] used a rectangular dish containing a methanol ( 10 ml ) pool fire to create a uniform pyrolysis front across the length of the bottom of the test sample. A similar method was used by Orloff et al. [59] who provided 3cc of acetone in a narrow tray along the bottom edge. Tsai et al. [74] created a rack to hold the PMMA samples, that could rotate to the horizontal and in such a position a line fire was initiated. A steel plate was held over the sample leaving a 3 mm strip of PMMA exposed, which was ignited using a butane-fuelled torch. The rack was then rotated back to a vertical position and the protective steel plate removed in order to start the test. Fernandez-Pello [29] reports the use of an electrically heated Nichrome wire embedded across the lower surface of the PMMA. The wire was tensioned and pulled towards the surface by springs to prevent movement as it underwent thermal expansion. When the current was applied the wire heated the PMMA producing pyrolysis products that were ignited by a small pilot flame thus initiating a line fire. Rangwala [61] used three different methods of ignition with the method employed dependant on the type of fuel. For most solid fuels a wick soaked in methanol attached to the base and ignited using a match was a reliable method. A line gas burner was employed for wider samples to ensure an even line fire was created over the entire sample width. The burner was turned off when an even flame height of 4 cm was created over the sample width. For nondripping fuels a resistively heated Nichrome wire coil was used. Voltage was applied using a variable resistance until the sample ignited.

### 2.2.3 Measurement Techniques

Analysis of the literature describing upward flame spread identified several measurable physical parameters that evolve with time and are important to the description of the flame spread process. These parameters must therefore be measured by an appropriate sensing technique in order to capture and subsequently predict flame spread using a physical model. In order to define an appropriate technique for each variable, a study of the literature has been conducted to assess the strengths and weaknesses of some existing techniques. The techniques / sensors should be relatively versatile and preferably inexpensive as experiments are expected to vary in nature and in some cases equipment may be damaged.

### 2.2.3.1 Flame Length Measurement

The simplest method of flame height measurement is through visual estimation during the experiment itself which was employed by Tewarson and Ogden [70]. The authors marked lines at 25 mm intervals and recorded times of arrival at each measurement point using a stopwatch. A similar method was employed by Tsai et al. [74] and Orloff et al. [59].

Saito et al. [66] also used a method of visual estimation, inspecting video images taken throughout the experiments. The authors also utilized other methods for comparison. The authors report that a flame height taken from regularly time-spaced frames from video footage performed sufficiently as compared with averaging of measurements from every frame obtained. The same authors also report considering the use of thermocouples to detect the flame tip through defined temperature increases. This was dismissed due to the inability of the technique to distinguish between the flame and the rising hot combustion products produced by the flame. This work reported that although the trend produced by this technique followed that of others, the measurements were generally larger, and a temperature rise of $40^{\circ} \mathrm{C}$ above ambient indicating the flame tip presence correlated best with other methods.

Fernandez-Pello [29] used still photography with optimised lens aperture and shutter speed to capture the luminosity of the flame tip. Given numerous tips due to the nonuniform nature of the flame, bounds for the data were defined by the highest and lowest of these visible tips upon inspection of the images. Audouin et al. [5] developed a method by which video footage is treated automatically to produce a measure of the flame height. The experiment consisted of a gas burner simulating a pool fire, thus producing a constant flame. A camera set to a rate of 1 Hz captured footage of the fire. By examining the intensity level of each pixel of each image, the author was able to determine a presence probability of flame in each pixel. By setting a threshold presence probability, each pixel was then re-assessed to determine if it contained flame or not. The length of flame in pixels could then be measured and converted to any desired unit of length. Rangwala et al. [62] used a similar method to measure the height and standoff distance of a wall flame.

Consalvi et al. [14] looked at this problem, specifically with the aim of defining flame height in terms of the wall heat flux, thus creating a method convenient for analytic, numerical and experimental studies. The authors found that a correlation existed between the wall heat flux and the non-dimensional characteristic length scale for upward flame spread, and a flame height could be defined via threshold wall heat fluxes.

### 2.2.3.2 Pyrolysis Length Measurement

Saito et al. [66] employed a method of "surface" temperature measurement with thermocouples to track the pyrolysis front and thus provide a measurement of the pyrolysis length in time. The authors placed thermocouples beads of approximately 0.1 mm diameter along the samples vertical centre-line such that the beads of the thermocouples were within $\leq 1 \mathrm{~mm}$ of the exposed sample surface. A temperature of $320^{\circ} \mathrm{C}$ was found to correspond to visually observed 'bubbles' in the PMMA and thus the arrival of the pyrolysis front. The history of the pyrolysis length (and also the flame length) for these PMMA experiments was representative of the acceleratory spread. Consalvi et al. [14] used a similar method melting thermocouples to the surface of the PMMA and reporting that the pyrolysis length can be obtained accurately from this method. Rangwala [61] and Fernandez-Pello
[29] also employed a similar method with the later reporting it difficult to obtain accurate results in contradiction to Consalvi et al. [14].

Tewarson and Ogden [70] used a similar method to the one used for flame height estimation. Line markers at 25 mm intervals were used to estimate the pyrolysis length with times recorded from a stopwatch. Orloff et al. [59] observed the sample from the rear following the evolution of pyrolysis bubbles at the front surface through the transparent samples. Tsai et al. [74] left a thin slit window in the backing to the PMMA enabling an observer to observe visually and record the time at 10 mm intervals. The pyrolysis front was again defined by the presence of bubbles seen at the PMMA's surface.

### 2.2.3.3 Flow Velocity Measurement

### 2.2.3.3.1 Point Measurement

### 2.2.3.3.1.1 Pitot-Static Tube

The Pitot-Static Tube W[9] (Figure 2.3) is a device that correlates pressure to air flow velocity. It consists of a tube filed with air with a diaphragm at one end. The other end is open and placed facing the direction that the airflow is coming from, thus is a mono-directional technique. As the air is stagnated in the tube, the deflection of the diaphragm is correlated to the stagnation pressure. A further measurement of static pressure is made by ports on the sides of the main tube. The dynamic pressure which can be correlated to air flow velocity is simply the difference between the stagnation pressure and the static pressure. The technique is intrusive as it must be placed in the desired measurement location, thus could interfere with the flow. It is also very directional and thus care must be taken to ensure it is aligned with the desired measurement plane.


Figure 2.3-The diagram shows a Pitot-Static Tube used to measure air flow as the result of pressure changes. The main central tube is used to measure the stagnation pressure and the ducts to the side measure the static pressure. This diagram has been taken from W[9].

### 2.2.3.3.1.2 Hot Wire and Pulsed Wire Anemometry

Hot Wire Anemometry is a technique used for point measurement of air flows W[8]. The technique involves a short length of fine wire placed perpendicular to the desired flow measurement. A current is passed through the wire which causes it to resistively heat to a temperature above ambient. When flow passes over the wire it is cooled and the thus changes the resistance / voltage across the wire. This change in resistance can be calibrated to the flow velocity of the air flow over the wire. As this technique relies on temperature changes to compute the velocity of the air, application to fire and flame spread make this technique potentially unviable. Fernandez-Pello and Williams [32] report that the hot wire can respond undesirably to gas temperature changes and flame radiation and thus is not reliable in these situations. The authors recommend the similar technique of Pulsed Wire Anemometry. This technique uses two wires in parallel at a known distance apart (typically of the order of millimetres), again placed perpendicular to the flow. The first wire receives a pulse of electricity causing it to be heated. The second works similarly to the hot wire anemometer except this time it records an increase in temperature of the gas flowing past. The time delay between the second wire detecting the increase in heat in the air flow caused by the first wire and the actual pulse in the first wire is recorded and a simple distance over time calculation gives the flow speed. The authors still report difficulties with the technique however especially when measuring low velocities as the buoyancy produced by the heated air can obscure the actual required reading. Lower voltages and thus lower temperatures can be used to reduce this problem but this has the adverse effect of producing a very low signal which can make detection difficult. The authors report an optimised design for this system which has been applied to downward flame spread over PMMA. Both pulsed wire and hot wire techniques have the disadvantage of being present in the flow and thus potentially disturbing it. Also the soot content of some flames may become a factor in some locations if there is a build up of soot on the wires themselves.

### 2.2.3.3.1.3 Laser Doppler Velocimetry

Laser Doppler Velocimetry W[7] is a technique used to measure flow direction and magnitude in both air and liquids. It comprises two beams of coherent laser light that cross at the desired point of measurement. The interference of the two beams creates fringes at a consistent distance which should be aligned with the flow being measured. When particles pass through the focal point of the beams they reflect light towards a receiver and the product of the frequency of the light received and the known difference between the fringes gives the velocity. A discussion of the technique's application to flame spread is given by Fernandez-Pello and Williams [32]. The authors report that it is possible although difficult to obtain both components of the 2D velocity profile associated with flame spread. The technique should be viewed as appropriate for ambitious projects only. The main advantage of the technique is it is generally unobtrusive to the flow although some particle introduction methods may cause some disturbances.

### 2.2.3.3.2 Plane Measurement

### 2.2.3.3.2.1 Particle Image Velocimetry

Particle Image Velocimetry (PIV) works on the premise of tracking movements of numerous individual particles between two images taken at a known time interval (Figure 2.4). By evaluating the distance moved by a particle between two images and given the known time difference ( $\delta \mathrm{t}$ ) between those images a velocity vector can be calculated that describes the particles movement. By tracking many particles between the two images, and averaging the movement of particles in a defined space, a map of velocity vectors can be calculated to describe the overall movement over the period of time, $\delta \mathrm{t}$.


Figure 2.4 - The images show a PIV Image Pair for an Upward Flame Spread Test.

There are four main hardware aspects associated with the capture of PIV images: -

- The insertion of particles into the flow (seeding)
- The highlighting of the particles in the flow
- The actual capturing of the image (cameras)
- The electronic timing devices / computers to control all or some of the above

Seeding is the process by which particles are introduced into the flow field. This in itself represents a challenge. The particles must be present in sufficient quantity that there is an adequate number of them present in the two concurrent images for cross correlation, the tracking of particles from one image to the next, to take place. Usually in order to achieve this, the particles must be injected by some means into the flow. Thus the challenge to be overcome is in ensuring the entrainment of sufficient particles without disturbing the flow field that is being measured and thus defeating the point of the exercise. There are various seeding techniques available which are usually tailored to the needs and constraints of the specific application.

The highlighting of particles in most cases is achieved through the use of a high power laser, in many cases a pulsed laser, fitted with a light sheet optic. The laser
produces pulsed beams of high energy light that are diverged into a two-dimensional light sheet which is aligned with the desired measurement plane (Figure 2.5).


Figure 2.5 - A laser light sheet highlights the seeding particles around a wall flame.

A fraction of these pulses of light reflect off the artificially introduced seeding particles towards the camera(s). In the case of application to fire, the laser should be of sufficient power that its light emission is superior to the luminosity of the flame. The cameras are directed perpendicular to the light sheet in order to take images of the particles movement through it. The cameras used for PIV are required to be of sufficient quality that the user can externally trigger numerous aspects of the cameras operation such as shutter speed, exposure time, and frame capturing, and depending on the specific application and measurement requirements, that they can achieve a rapid frame rate and shutter speed. For PIV in the presence of flames, the exposure time should be set low enough such that the luminosity of the flame does not register on the exposure and create 'noise' that inhibits the cross correlation process.

The final hardware components are the electronic and computational components that trigger the elements of the image acquisition process. The precise triggering of the laser to coincide with the camera exposure must be controlled to a high degree of accuracy. The downloading and systematic storage of the images from the camera(s) requires varying degrees of data transfer speed and memory capacity. Once the desired image pairs have been acquired, they are post processed to create the desired vector maps. This is done by an iterative process of cross correlation, using an algorithm that tracks the particles between images in a pair, and filtering, the systematic removal of 'noise' by various techniques depending on the data in question.

### 2.2.3.3.2.2 Particle-Track Photography

This process is described by Fernandez-Pello and Williams [32] and employed by the same authors [33] in PMMA flame spread experiments. The process can provide streamline patterns and velocities in flames. Light from a projector is passed through a slit in a rotating disc thus pulsing the light. It is then passed through a lens collimating it to illuminate a central slice along the burning sample. Magnesium oxide particles are injected into the flow and a camera catches their illumination by the projector. The distances travelled by the particles within the pulses can be measured from the images. The duration of the pulses are fixed and were checked in [33] by an oscilloscope reading. The authors report potential sources of error in the system. If the particles are too large their trajectory can be affected by their own inertia, as well as the flow being measured being affected by the method of injection. Heating by the projector also affects the buoyancy driven flow.

### 2.2.3.4 Heat Flux Measurement

Ingason and Wickstrom [44] report a method by which incident radiant heat flux can be measured using a plate thermometer. The authors describe the results of experiments where the output of plate thermometers are compared to that of water cooled gauges in simple cone calorimeter tests. The authors propose this alternate use of the plate thermometer with field testing in mind due to the non-requirment of water to cool the gauge which may be awkward to supply in some field situations. The plate thermometer according to ISO 834 and EN 1363-1 is constructed using a $100 \mathrm{~mm} \times 100 \mathrm{~mm}$ square, 0.7 mm thick steel plate. A thermocouple is welded to the rear centre of the plate and a layer of insulation is applied to the back of the plate sandwiching the thermocouple. The authors report that this setup can be used indirectly with corrections for convective and conductive errors to measure the incident radiant heat flux. Alternative designs (the design outlined above was not designed to measure heat flux) could minimise these errors. The authors suggest reducing the thickness to improve the response time and increasing insulation to reduce conductive errors.

Guidelines for producing a plate thermometer for measuring heat fluxes are given in ASTM E459 - 05. The instrument in this case is referred to as a thin skin calorimeter. The standard outlines the advantages of such a device. It allows for diversity of the construction methods and materials, in order to tailor the design to the specific needs of the situation. The guide lines also allow for an inexpensive instrument making them ideal for situations where exposure levels may be high and the device discarded after use. So long as the device isn't damaged or distorted by temperature it can be regarded as reliable. Calculation methods are similar to those defined by Ingason and Wickstrom [44] and rely on the temperature measurement of the unexposed face of the metal plate and knowledge of the properties of the metal used. A one dimensional heat transfer analysis is used to evaluate the net heat flux for the device. Other users of this technique can be found in [1][2][3].

### 2.3 Polymethylmethacrylate

Much of the knowledge on flame spread (Section 2.1) and the experimental techniques (Section 2.2) described above has been developed through experiments on Polymethylmethacrylate (PMMA) with many works citing the good understanding of its properties and behaviour as the reason for its use. The main property of interest to this work is the temperature associated to the pyrolysis reaction at the surface. The surface thermocouple method of pyrolysis front tracking (Section 2.2.3.2) relies on a temperature threshold to determine when the front has arrived and also to provide an assessment of spread rate (Equation 1) and as such many practitioners of this technique have defined a Pyrolysis Temperature ( $\mathrm{T}_{\mathrm{p}}$ ) for PMMA. Values for $\mathrm{T}_{\mathrm{p}}$ have been approximated for experimental purposes as $329^{\circ} \mathrm{C}[6], 315+/-25^{\circ} \mathrm{C}[66], 363^{\circ} \mathrm{C}$ [59], $390^{\circ} \mathrm{C}$ [33]. Fernandez-Pello [17] states that the pyrolysis temperature is not a fixed value and in fact varies with oxygen concentration and ambient pressure. Dakka et al. [19] showed that, rather than there being a single temperature, the pyrolysis process actually occurred over a range. The study looked at piloted ignition of PMMA and showed that prior to ignition there was significant gasification due to pyrolysis. The study demonstrated that the process of pyrolysis is a two phase reaction and is limited by mass transport. The first of the two phases of the reaction is limited by $\mathrm{O}_{2}$ diffusion into the surface and an increase in $\mathrm{O}_{2}$ concentration saw the onset of the reaction shift to lower temperatures. Thus the concept of a pyrolysis temperature could be said to be false and rather a pyrolysis temperature range be defined. The range would also appear to be scenario specific, dependant on ambient conditions which would explain the ambiguity in the values reported in the literature.

### 2.4 Optimisation Techniques

This work envisages the use of some sort of optimisation technique to account for unknown parameters and trend identification in data that cannot be provided directly by sensors. Previous work ([63] [48]) has shown the tremendous adaptability and propensity for a consistently good solution provided by Genetic Algorithms. The use of these techniques in engineering has become increasingly common in recent times. The concepts behind and potential advantages of use of these and other Evolutionary Algorithms will be reviewed along with other potentially viable techniques.

### 2.4.1 Curve Fitting

Curve fitting or Regression Analysis is the process of fitting a line through a set of data points W[6]. The shape of the curve being fitted is usually described by an equation relating independent and dependent variables using a combination of adjustable parameters and mathematical operators. It is the parameters that must be optimised to create the best fit of the data which is assessed by some criteria such as the least squares method. The minimum number of data points needed for a fit is dependent on the desired shape of the curve and the number of unknown adjustable parameters. These data points to which the curve is fitted act as constraints in the fitting process. The advantages that this technique will bring when compared to other
techniques such as Evolutionary Algorithms will be speed of computation. A description of a fit type in advance specific to this application will be necessary in order that the process be automated according to the FireGrid ethos.

### 2.4.2 Genetic Algorithms

Genetic Algorithms (GAs) are an optimisation tool inspired by natural genetic variation and Darwinian Theory of natural selection [52] W[5]. GAs are a system of creating a better set of candidate solutions to a problem from a previous set using processes inspired by biological genetics. All candidates fall within a search space (which may or may not be predefined) which represents the area in which all possible solutions can exist and is characterised by a fitness landscape where the highest point is the closest to perfection that a solution within the search space can be.

Genetic Algorithms use data strings called chromosomes as an array to store the bits of information with each bit value known as a gene. Each of the genes represents an unknown in the problem and they can have a predetermined range in which the GA will allow their values to lie. The first stage of the process is to produce a random population of chromosomes with the values of the individual genes being somewhere between defined boundaries. The number of individuals created is problem specific and can span to tens or thousands of candidate solutions. It is expected that there are enough solutions to have a comprehensive coverage of the entire fitness landscape at the start. This ensures that the global optimal solution is not missed with results instead representing a lesser or local optimum. Each member of the newly created population is given a fitness rating. This rating reflects how well the chromosome, with its individual gene values, satisfies the overall problem. The fitness is determined by a fitness function which is entirely problem specific. The correct definition of this fitness function is key to the success of the GA. Candidates go through anyone of a number of selection methods and the likelihood of them being selected is based in some way on their fitness rating. The higher a candidate's fitness, the more likely they are to be selected for creating the next generation. Successful candidates are then 'bred' in pairs using a user specified genetic operator to produce two new offspring.

The genetic operator mimics the natural process of chromosomal crossover, exchanging various genes between the two candidates being bred. When the offspring are produced, there is some probability that one or more of their genes may be mutated. The probability of mutation occurring and to what extent it occurs are determined by the user and to some extent governed by the problem at hand. Crossover and mutation serve not only to move the candidate solutions toward the highest point of the fitness landscape, but also to maintain genetic diversity. This helps prevent premature convergence on a local optimum. By weighting the selection for breeding in favour of the fitter solutions in the population, it is hoped that the average fitness of each successive generation is higher than that of the previous. Once a new generation is produced, the fitness' of the new candidates are assessed and the whole process begins again with selection. This process is looped as many
times as the user decides is necessary by which times it is hoped, the candidates have homed in on the global optimum.

The principle advantage of this technique is its resistance to becoming trapped in local optima coupled with an efficient exploration of the parameter space. It also represents a highly adaptive and versatile method of optimization mimicking the process on which it is styled. The major disadvantages of the technique are that it is not efficient for small numbers of parameters and may not represent the fastest most efficient method. It is also classified as an heuristic method meaning while it will generally produce a good solution (providing a good definition of the fitness function is given) it may not be the absolute optimum.

Others have previously applied GAs to engineering problems [25] [60] and specifically to fire engineering problems [63] [48] with success. Applications involve adaptation of the GA to the specific problem by varying the method of selection, crossover, probability of mutation and some cases by creating a hybrid through combination with other optimisation techniques. An example of this could be a hill climbing (gradient based) optimisation that attempts to improve the candidates of the new population produced at each stage by the GA. For the purposes of this work where optimisation is likely to be performed repeatedly, an adaptation where the process is enhanced by previous solutions is envisaged. Steady State GAs use a specific variation on selection which does not produce a majority of completely new individuals at each generation of the cycle. There is far greater generational overlap with only the weakest individuals being replaced by products of the fittest via crossover etc. This makes them ideal for evolving systems where an element of learning and retention of what has already been learned is desired [52]. In each new optimisation it is possible that the initial population is seeded by the fittest candidates from the previous solution thus further enhancing the retentive nature of this hybrid system. For a system such as that proposed by this work where the variables being optimised are expected to converge at each stage when more sensor information is available, retention of solutions between iterations could reduce the computational demands as the process progresses.

### 2.4.3 Ant Colony Optimisation (ACO)

The concept behind this method of optimisation is based on the observed behaviour of ant colonies and their methods of guiding other colony members to sources of food via an optimal route W[4] [22]. The algorithm drawn from these observations draws many direct parallels to this behaviour representing ants by autonomous agents that have certain limited tools such as the ability to communicate information locally. Ants initially set out wandering at random. If they find a food source they will return to the nest laying down a trail of pheromones as they go. If another ant searching for food comes across this trail it will be more likely to follow the trail than continue wondering at random. If it then finds food it will return along the trails reinforcing the levels of pheromones making it more likely that subsequent ants will follow. The more a trail is travelled, the denser the pheromone levels become, and the more ants follow it. The process thus has the advantage that it will find acceptable solutions
from the early stages of application which will improve in time through positive feedback.

An important characteristic of this process is that the pheromones evaporate over time and if no ants find the trail or discover food by following it, the trail will eventually disappear. This process encourages the finding of the shortest (or optimal) path as an ant travelling a longer path will take longer to return hence allowing time for the pheromone trail to evaporate. If the trail is short the ant will return quickly and reinforce the still present pheromones of previous ants thus making the path more attractive to others. Evaporation of pheromone trails helps to avoid convergence on local good solutions as otherwise ants would tend to continue to follow the first trails laid and thus always tend to the same location / local optima even after the food source had been consumed / the solution is no longer a good one.

Another important characteristic of the pheromone trail is that the information it provides is only known locally. This also helps to ensure that the search space is explored more holistically as not all agents are immediately influenced by the first solutions found. Only an ant that comes across a pheromone trail will know of its existence and be able to make the choice as to whether to follow it. Other colony members / agents that don't encounter the trail will continue to search randomly until they find a new source of food or a different trail / potentially better solution. Thus while one ant / agent will find a solution, by working together, a number of agents will find a good or better solution by stimulating both themselves and each other based on success and searching a wider area / search space more effectively.

This method of optimisation lends itself to problems where an optimal path must be found but where the optimal path may change during the process. Thus the technique is potentially well suited to real time applications involving fire where the variable nature of fire means that the optimal solution could change as the fire grows and spreads. This particular advantage is explored as part of the FireGrid project (Section 2.5) by French et al. [36] where a conceptual system for routing building occupants in an evacuation using real time planning is proposed. The best evacuation route(s) is optimised given constraints such as current building conditions, predicted fire and smoke spread, occupant locations and pathway capacities etc. Occupants are then directed on the bases of this, by some means, towards an exit. As the fire spreads or the prediction of the fire spread changes, the most optimal route(s) may change with it. It is proposed that an optimisation technique such as ACO could adapt successfully in real time based on evolving information to safely and efficiently evacuate occupants from a building by reacting to actual fire conditions rather than the occupants simply following a pre-proposed strategy.

### 2.5 Similar Projects and Works

Numerous projects exist that envisage the need for a paradigm shift in the way fires are fought citing the use of computational models in conjunction with optimisation techniques to provide rapid, robust predictions using live sensor data to steer the computations. Thus the need for accurate super real time predictions of fires and structural response will be an essential element to the success of such projects.

The FireGrid project (discussed in Section 1.1) which is the umbrella project under which this work falls brings together many areas of research expertise such as High Performance Computing (HPC), Distributed Grid Systems, Sensing and Digital Communications, Artificial Intelligence (AI), and Fire and Structural Engineering. The projects main goal is the paradigm shift described above and aims to meet this goal through a system where rapid, robust predictions of fires and structural response, inform real time planning of evacuation and emergency response, steered by live sensor data from the emergency itself and a pre-computed database of scenarios. From the point of view of fire and structural engineering, the main challenges to the realisation of this goal are the ability to accurately predict the evolution of the fire and structural response using computational models such as Computational Fluid Dynamics (CFD) and Finite Element Analysis (FE), and the ability to predict these responses rapidly enough to give sufficient lead time to the planning of the evacuation and response. More details on the FireGrid project, the research stemming from it and future work can be found in [7] [16] [45] [75].

Neviackas et al. [55] have proposed a study whose global objective is the paradigm shift mentioned above where sensor data, specifically imaging from regular and thermal cameras of external spill plumes, combined with zone modelling and optimisation techniques are combined to provide information about the fire inside. Initially the project will focus on developing an Inverse Fire Modelling Algorithm using a zone model and genetic algorithm. The input defining the initial population of the GA will comprise output from a database of zone models which will be optimised to provide the closest match between model predictions and sensor data. A concept for Intelligent Evacuation, Rescue, and Recovery (IERR) to aid personnel responsible for making decisions in emergencies such as fires and attacks in and against buildings has been proposed by Miller-Hooks et al. [51]. The authors propose that by integrating blast damage assessment and target vulnerability assessment with online optimisation assisted evacuation software, real time assistance can be provided to emergency responders to enhance the information available to them.

## 3 Flame Spread Model

The ideal model for this application should encapsulate the physics of upward flame spread primarily so that sensor measured physical quantities can be used to steer it and then subsequently validate predictions made from it given additional sensor data. The model should be simple and practical enough that extensive computation is not needed thereby overcoming one of the major problems associated with CFD modelling. It is desired that as many as possible of the parameters contained in the model be physically measurable, to keep the level of optimisation and therefore computational demands to a minimum thus enabling the rapid and robust prediction of upward flame spread. By correctly capturing the physical aspects of the spread process, the parameters established within the model can aid in the calculation of heat transfer to other objects and prediction of secondary ignition if extrapolated to a more complex scenario.

### 3.1 Theoretical Model

The model chosen to test the hypothesis is based on the description of flame spread as a solid ignition process. The basic model describing this is given in Equation 2: -

$$
V_{f}=\frac{l_{h}}{t_{i g}}
$$

Equation 2
$\mathrm{V}_{\mathrm{f}}$ represents the spread rate, $\mathrm{l}_{\mathrm{h}}$ is the heated length being ignited and $\mathrm{t}_{\mathrm{ig}}$ is the time to ignite $l_{h}$. The heated length as described earlier (Section 2.1.4) can be defined in terms of the flame length ( $l_{\mathrm{f}}$ ) and the pyrolysis length $\left(l_{\mathrm{p}}\right)$ which are related using either Equation 9 or Equation 10, the former being a derivation of the later with $\mathrm{n}=$ 1.

$$
l_{f}=c l_{p}
$$

Equation 9

$$
l_{f}=c l_{p}^{n}
$$

Equation 10
Fernandez-Pello [17] states that, due to the nature of the wall flame which is close to the surface, specifically the surface ahead of the pyrolysis front in the direction of flame spread, the heated length can be approximated by the flame length ( $l_{h} \sim l_{f}$ ).

Combined with the expression for $\mathrm{t}_{\mathrm{ig}}$ given in Equation 4, the spread rate can be expressed as: -

$$
V_{f}=\frac{4\left[\dot{q}_{s}^{\prime \prime}\right]^{2} l_{f}}{\pi k_{s} \rho_{s} c_{s}\left(T_{p}-T_{0}\right)^{2}}
$$

## Equation 11

Equation 11 now defines the spread rate as function of physical parameters, some of which are fairly well defined such as material properties, and others such as temperatures, heat fluxes, and lengths which are potentially measurable parameters. Breaking down the term for net heat flux to the surface into constituent parts as per Equation 5, Equation 11 becomes: -

$$
V_{f}=\frac{4\left[\dot{q}_{c o n v}^{\prime \prime}+\dot{q}_{f r}^{\prime \prime}+\dot{q}_{e}^{\prime \prime}-\dot{q}_{r s}^{\prime \prime}\right]^{2} l_{f}}{\pi k_{s} \rho_{s} c_{s}\left(T_{p}-T_{0}\right)^{2}}
$$

Equation 12
By introducing the expression for convective flux given by Equation 6, Equation 12 becomes:

$$
V_{f}=\frac{4\left[h_{\text {conv }}\left(T_{f f}-T_{0}\right)+\dot{q}_{f r}^{\prime \prime}+\dot{q}_{e}^{\prime \prime}-\dot{q}_{r s}^{\prime \prime}\right]^{2} l_{f}}{\pi k_{s} \rho_{s} c_{s}\left(T_{p}-T_{0}\right)^{2}}
$$

Equation 13
Equation 13 is of the form expressed by Fernandez-Pello [17] for laminar flame spread shown by Equation 14 where the convective heat transfer coefficient is represented by physical parameters and the flame length replaced by the expression given in Equation 9.

$$
V_{f}=\frac{4 c_{2}\left[\left(c_{1} k_{g} \rho_{g} c_{p} u_{\infty} / l_{p}\right)^{1 / 2}\left(T_{f}-T_{p}\right)+\dot{q}_{f r}^{\prime \prime}+\dot{q}_{e}^{\prime \prime}-\dot{q}_{r s}^{\prime \prime}\right]^{2} l_{p}}{\pi k_{s} \rho_{s} c_{s}\left(T_{p}-T_{0}\right)^{2}}
$$

Equation 14

The expression for the convective heat transfer coefficient is derived from Equation 7 which is the generic expression of the Nusselt number for laminar flow parallel to a flat plate.

$$
h_{c o n v}=\frac{0.66 \operatorname{Re}^{1 / 2} \operatorname{Pr}^{1 / 3} k}{x}=\left(c_{1} k_{g} \rho_{g} c_{p} \frac{u_{\infty}}{l_{p}}\right)^{1 / 2}
$$

The derivation of this relationship is given in Appendix 1. The type of model given by Equation 14 taken from the work by Fernandez-Pello [17] is referred to by the author in the same work as theoretical models, "which include the dominant controlling mechanisms, but that are simplified enough to provide explicit formulae that can be used in practical applications and overall models of an actual fire with reasonable accuracy", thus identifying the model as fitting the criteria of this work.

### 3.2 Classification of the Model Parameters

### 3.2.1 Material and Gas Properties

The material and gas properties in Equation 14 are assumed to be constant throughout the experiments. Typical values are given below.

Thermal Conductivity of Air $\left(\mathrm{kg}_{\mathrm{g}}\right)=0.026 \mathrm{~W} / \mathrm{m} . \mathrm{k}$
Density of Air $\left(\rho_{\mathrm{g}}\right)=1.1 \mathrm{~kg} / \mathrm{m}^{3}$
Specific Heat Capacity of Air $\left(\mathrm{c}_{\mathrm{p}}\right)=1040 \mathrm{~J} / \mathrm{kg} . \mathrm{K}$
Thermal Conductivity of PMMA $\left(\mathrm{k}_{\mathrm{s}}\right)=0.19 \mathrm{~W} / \mathrm{m} . \mathrm{k}$
Density of PMMA $\left(\rho_{\mathrm{s}}\right)=1190 \mathrm{~kg} / \mathrm{m}^{3}$
Specific Heat Capacity of PMMA $\left(\mathrm{c}_{\mathrm{s}}\right)=1420 \mathrm{~J} / \mathrm{kg} . \mathrm{K}$
(Values taken from Drysdale [24])

### 3.2.2 Scenario Specific Constants

There are various temperatures defined in the model. These values are assumed to be constant but are scenario specific, and thus need to be defined through direct measurement during the tests. $\mathrm{T}_{\mathrm{f}}$ represents the temperature of the flame, $\mathrm{T}_{\mathrm{p}}$ represents the pyrolysis temperature of the material over which the flame is spreading and $\mathrm{T}_{0}$ represents the initial temperature of the material. The constant $\mathrm{c}_{1}$ (Equation 15) forms part of the convective heat transfer coefficient. Elements of this constant such as the momentum diffusivity are difficult to define or measure and are thus grouped into this parameter which can be optimised as part of the system being proposed in this work.

$$
c_{1}=\frac{4}{9} v \alpha \operatorname{Pr}^{2 / 3}
$$

Equation 15
This particular expression is valid only for laminar flow and the derivation that leads to it is shown in Appendix 1. A system that makes use of optimisation such as the one proposed benefits from a generic term like $\mathrm{c}_{1}$ as the flame spread expression in Equation 14 is thus more generic and not reliant on individual expressions for each variant of the convective heat transfer coefficient. The constant $c_{2}$ is defined in terms of the flame and pyrolysis length by Equation 9 for laminar flames and Equation 10 for turbulent flames. Like $c_{1}$, this value can be optimised from measurements.

### 3.2.3 Time Variant Measurable Quantities

Quantities such as length scales, velocities, and heat fluxes need to be measured throughout the experiments to determine how they vary in time. Sensing and measurement techniques have been adapted from the literature (Section 2.2.3) and are described in Section 4.2.

### 3.3 Model Assumptions

There are numerous assumptions embedded within the model described by Equation 14 outlined in the literature [17], some of which are outlined here. Heat transfer by conduction through the solid is considered to be one-dimensional and directed into the solid surface and not parallel too it. This means essentially that conduction ahead of the pyrolysis front in the direction of spread can be neglected and hence is not included in the model. This assumption is justified as the contribution made by conduction is orders of magnitude less than the corresponding convective and radiative contributions depending on the conditions of the flame. The contributions from convection and radiation to the heating of the fuel ahead of the pyrolysis region occur only in the region between the pyrolysis front and the flame tip. Heating from combustion products above of the flame tip is neglected as it is of minor influence when compared to the heat provided in the flame region. Heat flux to the unburned surface in the heating region covered by the flame is assumed to be constant over the entire heated length. The heated length is approximately equal to the flame length.

Due to the position of the flame in the wall configuration covering the solid surface, combustibles are ignited rapidly by the flame when produced. Given this strong piloted ignition, the time to pyrolyse the fuel is significantly greater than the time associated with igniting the combustibles once they leave the fuel surface. Thus this later time can be neglected and the ignition time is assumed to be approximately equal to the heating or pyrolysis time (Equation 4).

The model as defined in Equation 14 assumes a non sooty laminar flame with negligible radiation. For this regime the flame and pyrolysis length are assumed to be linearly proportional according to Equation 9. In order to account for a turbulent regime, the relationship should be adjusted to follow a power law correlation as defined in Equation 10. Material and gas properties are assumed not to vary with temperature. Materials are also considered non-charring. The pyrolysis temperature is defined as a single constant value as is the flame temperature.

## 4 Flame Spread Experiments

Having established a physical model of upward flame spread from the literature, an experiment to reproduce conditions that the physical model describes and from which to collect sensor data to feed the model was designed. The sensing equipment was also developed with the intension of directly providing as many of the model parameters as possible. The setup was based on an established experiment from the literature in order to assess the reliability of the results without excessive repetition and also establish the robustness of the measurement techniques. Based on these experiments a methodology can then be developed to link the sensor data to the model in a form that produces rapid, accurate predictions of the flame spread in conjunction with optimisation techniques. Aspects of the experiments will then change, further complicating the spread scenario to define the limitations of the new methodology.

### 4.1 Experiment Design

The model taken from the literature shown in Equation 14 describes laminar concurrent flow flame spread over a thermally thick solid surface. The experiments described in Fernandez-Pello [29], of upward laminar flame spread, are deemed compatible with the model. The experiments, described in parts in Section 2.2, use PMMA slabs 200 mm high and 38 mm thick. Literature suggests that flames will remain laminar in character in the region of the fuel and that the fuel source can be considered thermally thick. Although the bench mark experiments report spread under various levels of external radiation, data is given for spread rates, pyrolysis lengths and flame lengths without external sources of heat flux which will be the conditions for the initial experiments performed in this work. The initial experiments consist of the simplest scenario to be tested in order to adhere best to the analytical model. Upward flame spread will take place on vertical sheets of PMMA 200 mm high under closely matched conditions to those of the benchmark experiment. These experiments will be used to construct the methodology and assess the sensing techniques developed. The methodology will then be applied to results of experiments that differ slightly to these initial ones. The baffles used in [29] to maintain a two dimensional flow will be removed, the thickness of the PMMA and the quality/grade of the PMMA will all be varied to assess the robustness of the methodology and the sensitivity of the experiment to these changes. Later the scenario will be complicated further to include concurrent flame spread over tilted PMMA sheets, upward flame spread over longer vertical sheets to allow transition to turbulent flame spread, and a large scale sample undergoing secondary ignition during a compartment fire.

### 4.1.1 Benchmark 200mm Experiment

Two steel plates as depicted in Figure 4.1 formed a frame in which to hold the PMMA. The design for these plates was based on the description and diagram from
the benchmark experiment. The plates were mounted on a lead screw driven slide so that they could be moved together to clamp the PMMA sample firmly. In order to insulate the PMMA from the steel supports, 10 mm thick fire board insulation was sandwiched between the plates and PMMA. Baffles which formed part of the steel framing were designed to maintain a two dimensional flow field and tilted away from the fuel surface to prevent re-radiation back to it. The final exposed surface was 200 mm high and 100 mm wide. Fireboard identical to that between the PMMA and plates was placed above and below the surface and flush to it in order to create a wall effect. The chosen ignition method was a Nichrome wire running across the surface at the base of the fuel sample. The wire was heated prior to the experiment and pressed into the PMMA to maintain a smooth wall effect. When the sample was placed in the frame, the wire passed through the steel plates and was tensioned by springs on both sides in order to maintain its position after expansion during heating.


Figure 4.1- A replication of the PMMA sample holder used in the experiments by Fernandez-Pello [29] based on descriptions in the work.

The frame was fixed, via the slide, to a versatile aluminium extrusion frame (Figure 4.2) which enabled the experiment to be moved within the overall setup to accommodate the future changes to the scenario. The extrusion frame system enabled easy, rapid fixing and positional adjustment of all of the sensing equipment relative to the experiment. The entire frame was housed in a smoke box, $2.5 \mathrm{~m} \times 2.5 \mathrm{~m} \times 2.5 \mathrm{~m}$ high, in order to maintain, as closely as possible, identical environmental conditions throughout all experiments.


Figure 4.2 - The diagram shows the housing of the sample holder frame in the aluminium extrusion frame.

The experiments were initiated by a piloted ignition. Current was passed through the Nichrome wire which heated resistively. Upon the visible observation of combustible gases leaving the sample around the wire, the current was stopped and a butane fuelled blow torch was used to pilot ignite the gases along the length of the wire. If ignition did not occur within a few seconds, the process was repeated. Upon ignition, the door to the smoke box housing the experiment was closed.

### 4.1.2 Regular 200mm Experiment

The main difference in this first evolution of the initial experimental setup was the removal of the baffles that were used in the benchmark experiment to ensure a 2D flow field at the exposed face. The thickness and quality of the PMMA sample was also varied. Samples identical to the benchmark samples were used for comparison, whilst 25 mm thick samples of identical and lower quality PMMA were also used. The sample itself was housed as shown in Figure 4.1 and Figure 4.2 minus the baffles.

### 4.1.3 Tilted 200mm Experiment

The setup of the PMMA sample in the steel frame with the exposed face isolated was again identical to the benchmark experiments and as with the regular 200 mm long samples, the baffles were removed. The PMMA samples themselves were either 40 mm or 25 mm in thickness, with the 25 mm thick samples ranging in quality. 40 mm samples consisted only of the higher quality PMMA used in the benchmark experiments. All samples were 200 mm high. The major change in this subset of experiments was the angle of the exposed surface which was set at $30^{\circ}$ to the horizontal as shown in Figure 4.3.


Figure 4.3 - The image shows the setup of the tilted sample and sample holder within the extrusion frame. All other aspects of the housing of the sample are identical to the regular 200 mm experiments.

### 4.1.4 500mm Experiment

In order to achieve a more turbulent flame the length of the PMMA sample was increased to 500 mm . It was placed into the same steel clamping plates with the baffles removed as used in the regular and tilted 200 mm length tests. Due to the increase in sample size, the fire board placed flush with the exposed surface at the top and bottom of the sample was reduced to 50 mm in length preserving the isolation of the exposed face and maintaining a smooth wall effect above and below the sample. Two grades of PMMA were used for these tests, both 25 mm thick. As before there was a higher quality grade, as used for the initial 40 mm thick experiments, and a lower quality grade.

### 4.1.5 1000 mm Sample in a Compartment Fire

This one off compartment fire experiment comprised a PMMA slab, 1000 mm high, 30 mm wide and 25 mm thick, which was placed on the wall of the main experimental compartment of Dalmarnock Fire Test One, with the base one meter above the floor (Figure 4.4). The PMMA was mounted on a larger piece of gypsum plasterboard using Furnace Cement and then mounted on the wall using four screws. The rear face was protected although spread to the outer edges was not prevented.

The sensor wires protruded from the rear of the sample and passed through the plaster board. For this reason the rear had to be protected from any heat damage so spray on insulation was used to prevent the fire from spreading behind the plasterboard. The wires ran down the wall from the plasterboard and were run under the carpet to the data loggers in order to prevent exposure to the severe fire conditions. The wires themselves were individually insulated against the heat and were bunched together and wrapped in rock wool insulation and aluminium foil between the experiment and floor level.

Dalmarnock Fire Test One (discussed in Section 1.3) consisted of a compartment fire in an apartment in Dalmarnock, Glasgow, UK. The fuel was provided by regular living room / office furniture. The furniture in the vicinity of the experiment can be seen in Figure 4.5. Full details of the experiment are available in Abecassis Empis et al. [1].


Figure 4.4 - The image shows the sample mounted in the compartment fire experiment of Dalmarnock Fire Test One.


Figure 4.5 - The photo shows some of the furniture and sensing equipment in the direct vicinity of the PMMA sub experiment.

### 4.2 Measurement Techniques

Based on the review of existing measurement techniques and the parameters required to satisfy the model, various sensing techniques were adopted and adapted to meet the requirements of this work.

### 4.2.1 Pyrolysis Length Measurement

The flame spread model in Equation 14 requires a measurement of the length of the pyrolysis region as an input to the spread-rate calculation. The evolution of the front of pyrolysis bubbles corresponding to the spreading front and thus the pyrolysis length can be visually observed through the transparent PMMA. Under the ethos of FireGrid however it was desired that the process of tracking this front be automated using sensors. For this reason it was decided that a method involving the measurement of sub-surface temperature to track the moving front be used, following loosely the method used by Consalvi et al. [13]. A line of holes at 10 mm spacing were drilled along the centre lines of the test specimens, from the rear side to within two millimetres of the front surface where the flame spread was to take place. Thermocouples were inserted into these holes and secured tightly using metal wires such that the thermocouple beads were pressed tightly against the ends of the holes. This set up is shown in Figure 4.6.


Figure 4.6 - The image shows a test specimen seen from the rear during a flame spread experiment. The 10 mm spaced sub-surface thermocouples can be seen along the vertical centreline of the PMMA slab while the front of bubbles corresponding to the early stages of pyrolysis can also be distinguished, highlighted by the flame.

The choice of this method introduced the need to establish the temperature corresponding to the arrival of the pyrolysis front when measured by the thermocouples at the ends of the drilled holes. Dakka et al. [19] showed that the pyrolysis temperature is not one fixed value as the reaction rate of the solid differs significantly when conditions are changed. Also it appears that the formation of pyrolysis products below the surface of the PMMA occurs in a two-step reaction where oxygen availability on the surface plays an important role. All these effects mean that the pyrolysis reaction of PMMA occurs over a range of temperatures of approximately 200 to $350^{\circ} \mathrm{C}$. An estimate of the variation of the sub-surface temperature with respect to the proven surface temperature range is not easy to establish and thus a simple approach is followed to determine the temperature indicated by the embedded thermocouples that shows the best correspondence to pyrolysis at the surface. This temperature was evaluated using a combination of video footage and temperature data. The experiments were filmed through the rear of the PMMA samples so that the pyrolysis front movement could be visually observed (Figure 4.6) and pyrolysis length vs. time relationships recorded and plotted from these observations. The evolution of a range of temperatures recorded at the subsurface thermocouples was also plotted and the visual observations were superimposed over the isotherms (Figure 4.7). The overlap of these data enabled the matching of a specific range of isotherm temperatures with the spread rate corresponding to the camera observations.


Figure 4.7 - The plot shows the comparison of isotherm evolution plotted with observations from video footage from a flame spread experiment.

The results of three benchmark style experiments were analysed in this way and the results repeatedly showed that the visually tabulated data fell into a range of $80^{\circ} \mathrm{C}$ to $100^{\circ} \mathrm{C}$. The temperature range defined by Dakka et al. [19] reported above represents the surface of the fuel whereas the sensing method employed here gives readings at a depth below the surface, thus the measurements here appear lower due to thermal lag. It can be seen in Figure 4.7 that the gradients of the lines associated with the isotherms within this temperature range are similar so the implications of the choice of a specific isotherm temperature to represent the pyrolysis front would not have significant impact when extrapolated to a flame spread rate. It is believed that the visual observations corresponded to the initial stages of the overall pyrolysis reaction and thus the lower end of the range of temperature over which this process occurs. The results appeared to correlate best with a measurement of $80^{\circ} \mathrm{C}$ so this value was initially chosen as the best representation of the arrival of the pyrolysis front.

### 4.2.2 Flame Length Measurement

To provide a measurement of flame height, a method was devised similar to that of Audouin et al. [5], Conslavi et al. [13] and Fuentes [37] to extract accurate length scale measurements from video footage of the spreading flame. The process was required to eliminate background noise on the images and measure the height of the flame whilst overcoming the effects of the flickering of the flame.

### 4.2.2.1 Measurement Method

The flame spread process was filmed from beginning to end with simple webcam style Charge Coupled Device (CCD) cameras. The exposures are broken down into a grid of pixels, each of which is represented by a light sensitive capacitor, that when exposed to light stores charge. For a black and white image, the amount of charge stored equates to a degree of whiteness. For a colour image, each pixel is represented by four such capacitors with band-pass filters, one red, one blue and two green. The combination of the amount of light received, of each of these three colours, relates to the actual colour that the pixel should be. Individual frames were taken from the video chronologically and converted from coloured frames to grey-scale (black and white) images. The data representing a coloured frame is stored in the form of a three-dimensional matrix, equating to the two-dimensional size of the image in pixels, and three values deep representing the amount of red, green and blue light describing the colour in the pixel. The conversion to grey-scale leaves a twodimensional matrix with each value lying between 0 (black) and 255 (white) which describes a grey version of the colour image (Figure 4.8).


Figure 4.8 - a) a colour image and b) the corresponding grey-scale image.

In order to measure the length of the flame in the image the background noise must first be removed. This is accomplished by binarising the image i.e. setting the pixel values to either zero (black) or one (white), around a threshold set somewhere between 0 and 255 (Figure 4.9). This takes advantage of the naturally high level of luminosity of the flame compared to its surroundings. The background objects should be less bright and thus by setting the threshold sufficiently high will leave only the bright flame in the image. The threshold level should also be set suitably low so as to minimise the losses of the less luminous edges of the flame in this process. For these reasons, a threshold sensitivity analysis was conducted and is presented in Figure 4.11.


Figure 4.9 - The images demonstrate the changes resulting from the conversion from a) the grey-scale image to b) the binarised image.

Once this process has taken place for all of the images in a given second, the binary images can be averaged to give a flame presence probability value between 0 and 1 for each pixel during that discreet period of time. A threshold value must then be chosen, again influenced by a sensitivity study, that either side of which the flame is considered to have been present or not present in each pixel over the measurement time. The image is then binarised a second time using this presence probability threshold.


Figure 4.10 - The presence probabilities for each pixel determined from every frame from a period of one second.

Once presence is established, a simple search and measurement of the extremities of the flame can be performed and given a known distance per pixel ratio for the images, a physical length can be established at each discreet time period. This entire process took place after the experiment itself by extracting the frames from the stored video footage but it is equally possible to perform it in real time.

### 4.2.2.2 Sensitivity to Noise Elimination Threshold

The sensitivity of the results to the background noise elimination threshold yielded clear and consistent results (Figure 4.11). Below a value of 50 out of the possible 255 , very little of the image background is eliminated and the resulting binarised image shows the presence of a flame equal to height of the image. Clearly this is not the size of the flame itself but simply the non elimination of background noise leaving a white presence zone equal to the height of the image.


Figure 4.11 - The graph shows the variation of the resultant flame height with the background elimination threshold. The result was tested for different sets of data and found to be repeatable.

Between the threshold values of 50 and 100 there is significant sensitivity to a change in the threshold. Toward the lower end of this range where the sensitivity is steepest, this is believed to be simply the progressive elimination of background noise until the flame becomes the sole object of measurement. Beyond this the difference is believed to be indicative of the elimination of the less radiant, outer extremities of the flame shown in Figure 4.12.


Figure 4.12 - The resultant images when treated by a range of background elimination thresholds.

Between a range of approximately 100 and 200, very little sensitivity to the variation in threshold is observed. From this it is concluded that within this range is the optimal value for the threshold and thus a value of 130 is selected. Above this until the maximum possible value of 255 at which value the entire image detail would be removed, we see a gradual shrinking of the flame as only the most luminous inner parts remain in the image.

### 4.2.2.3 Sensitivity to Flame Presence Threshold

The sensitivity of the results to the flame presence probability threshold showed that for a range from approximately 0.4 to 0.8 , the results remained fairly constant (Figure 4.13). Thus a median value of 0.5 corresponding to the flame having been present in a pixel for at least half of the discreet measurement period was chosen.


Figure 4.13 - Results of the analysis of the sensitivity of the flame length measurements to the presence probability threshold. The result was tested for different sets of data and found to be repeatable.

### 4.2.3 Heat Flux Measurement

The requirement to measure radiative heat flux to the surface of the unburned PMMA from the flame and potentially from other external sources was carried out through the use of specifically designed thin skin calorimeters.

### 4.2.3.1 Design and Construction Method

The design used in this work comprised a 20 mm diameter, 2 mm thick copper disc with a small hole drilled through the centre at a 45 degree angle. The diameter of this hole was such that the bead of a type K thermocouple [11] could just be inserted into it. A thin point chisel was then used to close the hole and thus pinch the thermocouple bead tightly into the copper disc (Figure 4.14).


Figure 4.14-The thermocouple bead is inserted into the hole in the copper disc and trapped tightly within using a chisel.

The copper disc was then pressed tightly into a flat bottomed hole of equal dimensions set into, and flush with, the surface of the test sample (Figure 4.15). The thermocouple wire passed through a hole just large enough to accommodate it through to the back of the sample and to the data logger. The exposed surface of the copper disk was coated thinly with matt black paint to achieve an emissivity close to one.

a)

b)

Figure 4.15 - The copper disc is set firmly into a flat bottomed hole of equal dimensions with the thermocouple wire passing through the rear of the sample. They are spaced evenly through the surface of the test specimen.

The construction of these sensors was relatively simple, rapid and cheap, and was carried out with reference to international standards [4]. The validation of the choice of material and dimensions that comprised the thin skin calorimeters is detailed in [3], the work of which was carried out in parallel with this work.

### 4.2.3.2 Converting Temperature to Heat Flux

The method for calculating heat flux from temperature was similar to that used by Alston [2]. To calculate the heat flux incident on the disc, an energy balance was performed on the disc as shown below in Equation 16.

$$
\rho c \tau \frac{d T_{s}}{d t}=\alpha_{s} \dot{q}_{i}^{\prime \prime}-\varepsilon_{s} \sigma\left(T_{s}^{4}-T_{0}^{4}\right)-h_{c o n v}\left(T_{s}-T_{g}\right)-\left[\left(4 \varepsilon_{b} \sigma T_{s}^{3}+h_{c r}\right)\left(T_{s}-T_{i}\right)+\dot{q}_{k a t}^{\prime \prime}\right]
$$

## Equation 16

The term on the left side describes the total heat stored in the calorimeter. The right side describes how heat arrives and leaves. The first term on the right side describes the portion of the incoming heat that is absorbed by the disc, which represents the desired measurement. The second and third term describes the heat that is radiated and convected respectively to the gas phase in front of the disc. The final term describes the heat lost to the back and sides of the calorimeter. The term on the right hand side and both the radiative and convective terms all involve known or measurable quantities. Only the conductive losses prove difficult to measure. For that reason it was decided to lump the conductive losses together into one term and to try to quantify them as a portion of the incoming heat flux (Equation 17). This quantification process, performed experimentally, is described below.

$$
\rho c \tau \frac{d T_{s}}{d t}=\alpha_{s} \dot{q}_{i}^{\prime \prime}-\varepsilon_{s} \sigma\left(T_{s}^{4}-T_{0}^{4}\right)-h_{c o n v}\left(T_{s}-T_{g}\right)-\left[A \dot{q}_{i}^{\prime \prime}\right]
$$

Equation 17

### 4.2.3.3 Calibration Experiments

In order to calibrate the heat losses from the discs to their PMMA surroundings, tests were carried out using a gas supplied radiant panel and a calibrated Gardon Type water cooled heat flux gauge. The radiant panel was turned on and allowed time to heat up. A calibrated Gardon Type heat flux meter was placed in front of the panel during this time to measure the heat flux from the panel and assess when it had reached a steady state regime. Once this point had been reached, the heat flux was noted and the heat flux gauge removed. A set of five Thin Skin Calorimeters, set into PMMA samples using the same production method as outlined above and arranged in a cross pattern as shown in Figure 4.16, were placed at an identical distance to the panel heater as the heat flux gauge had been. The temperatures of the discs were recorded and the test was allowed to continue until the temperatures of the discs had approximately reached a steady state. At this point the panel was turned off and the discs left to cool for a prolonged period of time until they and the PMMA had reached room temperature again. This process was repeated for a variety of heat fluxes using fresh discs whenever they showed effects of the heating so as not to change the boundary conditions being assessed. These effects included the blistering
of the black paint used to coat the exposed surface or bubbles appearing in the PMMA in contact with the disc.


Figure 4.16 - A sample of PMMA containing five thin skin calorimeter heat flux gauges sitting in front of a radiant panel undergoing a calibration test.

Once the temperature evolutions of the discs were recorded, they were fed into a rearranged form of the energy balance equation in order to solve for the A value. This A value was then plotted as a function of the temperature for each disk used in the calibration process shown in Figure 4.17.


Figure 4.17 - Plots of the conductive loss factor (A) as a function of the temperature of the disc for the copper discs used in the calibration processes. Heat fluxes ranged from approximately 5 to $15 \mathrm{~kW} / \mathrm{m}^{2}$.


Figure 4.18 - Plot of the calibration curve for $A$ as a function of temperature for copper disc style thin skin calorimeters in PMMA.

An average of all the lines plotted in Figure 4.17 was used subsequently to define A as a function of the temperature of the disc. This can be seen in Figure 4.18.

### 4.2.3.4 Other Parameters in the Heat Transfer Model

For the purposes of the calculation, the emissivity of the surface of the copper disc $\left(\varepsilon_{\mathrm{s}}\right)$ when painted black is assumed to be one, as was the absorptivity $\left(\alpha_{\mathrm{s}}\right)$. As stated earlier, the temperature of the disc $\left(\mathrm{T}_{\mathrm{s}}\right)$ was measured by a thermocouple as was the temperature of the gas $\left(\mathrm{T}_{\mathrm{g}}\right)$, used in the convection term, and the room temperature ( $\mathrm{T}_{\infty}$ ), used in the radiation term. The convective heat transfer coefficient $\mathrm{h}_{\text {conv }}$ was evaluated at each stage in time using Equation 18, with the definition of the Nussalt number (for natural convection in a laminar flow) and subsequently the Grashof number given in Equation 19 and Equation 20 respectively. This is based on the information presented in [42] also adopted in [3].

$$
h_{c o n v}=\frac{N u_{L} \cdot k}{L}
$$

Equation 18

$$
N u_{L}=0.59(G r . \operatorname{Pr})^{1 / 3}
$$

Equation 19

$$
G r=\frac{g \beta\left(T_{f}-T_{\infty}\right) L^{3}}{v^{2}}
$$

Equation 20

Thus given the measurement of the temperature of the copper disc in time, Equation 21 can be used to evaluate the incident radiative heat flux to the surface of the disc and therefore the surface of the PMMA into which the disc is embedded. The incident radiant heat flux to each disc is calculated for each reading. Using the pyrolysis and flame length data, the times at which each flux meter is present in the heated length between the two is established. Then at each moment in time, the heat fluxes from the flux meters present in the heated length are averaged to give the final reading.

$$
\dot{q}_{i}^{\prime \prime}=\left[\frac{\rho c \tau \frac{d T_{s}}{d t}+\varepsilon_{s} \sigma\left(T_{s}^{4}-T_{0}^{4}\right)}{\left(\alpha_{s}-A\right)}\right]-h_{\text {conv }}\left(T_{f}-T_{s}\right)
$$

Equation 21

### 4.2.4 Ambient Velocity Measurement

Particle Image Velocimetry was chosen for the measurement of the ambient velocity vector. Laboratory experiments were carried out to determine the capabilities of the system to identify the ambient velocity vector and the potential to automate this process. The setup of the system and the results of the experiments are described and concluded upon below.

### 4.2.4.1 PIV Setup

### 4.2.4.1.1 Seeding of the Flow

The Seeder shown in Figure 4.19 comprises a cylindrical container containing seeding particles and a brush mounted on a motor, and with an air inlet and outlet. The seeding particles used in these experiments were titanium dioxide, an inert material with a nominal diameter of $0.5-1 \mu \mathrm{~m}$. The brush rotates thus exciting the
particles into the flow created by the air forced though the container. The air outlet pipe leads to a small section of aluminium tube, the end of which is covered with a wire mesh through which the seeded air is ejected. The entire experiment was housed within a sealed compartment approximately $2.5 \mathrm{~m} \times 2.5 \mathrm{~m} \times 2.5 \mathrm{~m}$ (Figure 4.20 ).


Figure 4.19 - The diagram shows the seeder purpose built for these experiments. Air is forced in through the lower inlet and entrains the seeding particles that have been excited by the revolving brush. The particle filled air then leaves through the upper outlet to the experimental compartment.

The compartment had an inlet at ground level in one corner and an extraction duct in the opposite corner a roof level. The seeding was ejected close to the inlet and it was found that this led to the greatest dispersion of seeding throughout the air in the compartment and thus enabled a sufficient amount to be entrained into the measurement zone.


Figure 4.20 - The compartment in which the experiment was housed was filled as extensively as possible with particle seeding.

### 4.2.4.1.2 Illumination of the Measurement Plane

Illumination of the measurement plane was achieved with a Neo 65-15 twin cavity Nd:YAG laser from Oxford Lasers (W[1]) fitted with a light sheet optic. The two laser cavities sat side by side with each producing one pulse per image pair. The pulses were passed through an optic that produced a divergent light sheet which was aligned with the desired measurement plane. The thickness of this sheet was approximately 3 mm .

### 4.2.4.1.3 Target and Camera Setup

A target shown below in Figure 4.21 was designed to fulfil multiple purposes and positioned in the desired plane of measurement. Firstly it allowed for the simple alignment of the light sheet; secondly it enabled accurate focusing of the cameras on the plane of illumination in order that once particles were present they would be in sharp focus; and thirdly it enabled a correction matrix to be established. This need for a correction matrix was introduced by the camera setup.


Figure 4.21 - a) shows the target used to focus the cameras on the measurement plane. b) shows the target in-situ in an experimental setup.

Due to constraints of budget, two cameras were used in parallel in these experiments in order to achieve the required shortness of image exposure time and limit the noise from the radiant flames. When acquiring a pair of images in rapid succession from a single camera, the second exposure cannot finish until the information from the first has been downloaded from the cameras register. Using two separate cameras, one for
each image in an image pair, eliminates this problem but introduces another as in order to correctly assess the distance moved by a particle between two images, the images must be focused exactly on the same place.


Figure 4.22 - An illustration to describe the disparity of images viewed using a two camera setup, and how a set of correction vectors can be described to translate one image onto the other.

As this can not be guaranteed when using two cameras, a matrix must be created that describes the disparity between the cameras views (Figure 4.22). Initially when the image pairs are cross correlated, the resultant vector map will include the difference between the areas that the two cameras are looking at as well as the actual distance moved by the particles. By taking an image of the target from each camera, the matrix describing the disparity can be created and subtracted from the results to leave the true movements of the particles. The cameras used in these experiments were Firewire CCD cameras with a 1392x1040 pixel ${ }^{2}$ resolution. No bandpass filters have been used on the optics.

### 4.2.4.1.4 Image Capture and Synchronisation

The PIV system synchronisation and image recording is performed with R\&D Vision HIRIS software and electronics (W[2]). A timing diagram was constructed to ensure that each laser pulse is released during the period of image exposure and that the time delay between pulses $(\delta t)$ is maintained.

### 4.2.4.1.5 Post Processing

Post processing the image pairs to calculate the velocity vector maps was performed in two stages, the first using VidPIV software from ILA (W[3]) and the second using Matlab to correct for the difference between the two cameras. VidPIV uses a tree structure which iteratively cross-correlates and filters the results. In this manner the
software is also used to produce the correction matrix. Once the uncorrected results and correction matrix are defined, a Matlab script is used to produce the final vector maps and extract and plot any data required.

### 4.2.4.2 Assessing and Extracting the Ambient Velocity Vector

The diagrams presented earlier in Figure 2.2 gave an indication of the expected flow patterns and velocity profiles along a vertically inclined flat plate at a temperature greater than that of the surrounding air thus inducing natural convection. In order to assess the capability of the PIV setup to capture these types of characteristic flow profiles and consequently how the $\mathrm{u}_{\infty}$ value might be extracted from a velocity vector map produced by this setup, a set of smaller sub experiments were performed on PMMA wall flames of fixed pyrolysis length. The results of these experiments were collected and processed as detailed above, and plots produced to assess the resemblance of the results to the theory.


Figure 4.23 - The expected variation in vertical velocity profile in the regions around the thermal boundary layer shown in red.

Figure 4.23 shows how the vertical velocity profile is expected to vary in relation to the thermal boundary layer shown in red. Upstream, away from the effects of the flame, there is no acceleration due to buoyancy from heating. The flow is slowed close to the wall by the frictional drag between the wall and the air and subsequently, less so, between the streamline flows until the ambient velocity is reached. Closer to the flame but still upstream of the leading edge, the flow should develop a peak due to the entraining effects of the flame above it and the profile shape will start to transition between the flow profile upstream and the flow profile within the flame. Downstream of the leading edge of the flame, the profile changes rapidly with the addition of the natural buoyancy introduced by the heat from the flame. The velocity profile here can be seen to track what would be the expected temperature profile. A similar pattern of drag close to the solid surface is expected to that of the upstream entrainment region but this is followed by a rapid increase due to the buoyancy induced by the temperature gradient present in the air through the profile of the flame. Further away from the solid surface passing out of and away from the flame region where the temperature drops away towards ambient, the velocity profile follows a similar form. Further downstream into the plume region, as the thermal profile expands laterally, the accelerated portion of the velocity profile is again expected to follow this trend, once again falling away to ambient with distance from elevated temperature of the solid surface.

The sub-experiment created to assess the ability of the PIV system to capture these profiles consisted of a PMMA wall flame of fixed pyrolysis length of 50 mm . Like the main experiments, the PMMA was sandwiched between pieces of insulation board to create a smooth transition along the wall from board, to PMMA, to board again (Figure 4.24).


Figure 4.24 - The setup of the sub experiments creates a smooth wall with a fixed length of PMMA of 50 mm shown in blue.

The experiment was carried out in three parts by separately analysing three distinct regions around the flame; the entrainment region, the pyrolysis region, and the plume region, all highlighted in Figure 4.24. The entire exposed surface of the PMMA was heated and ignited as quickly and evenly as possible using a blow torch. The compartment containing the apparatus was then filled with seeding for the PIV system and measurements taken shortly afterwards. Once regression of the PMMA surface was observed the test was extinguished and the PMMA was replaced.

### 4.2.4.2.1 Analysis of the Entrainment Region

When characterised, the flow in the entrainment region was not seen to behave precisely as expected. There was significant and erratic fluctuation with respect to direction. The general trend, depicted diagrammatically in Figure 4.25 was that of air flowing / being pulled towards the plate below the flame and rebounding both upwards into the flame and downwards and out away from it. This results in multidirectional flows and recirculation currents in this region. The vertical flow does behave in a similar manner as predicted from the literature although this is not found to be the case consistently.


Figure 4.25 - The diagram shows air approaching the plate beneath the flame and being forced sideways and away from the plate.

The two sequences of vector maps shown in Figure 4.26 illustrate the observed phenomena. The resultant velocity profiles are thus changeable and unreliable with regard to extracting consistent and representative ambient velocity values.


Figure 4.26 - These two sequences of vector maps show how air is drawn horizontally toward the cold solid surface beneath the flame where upon it is forced either upwards or downwards, and away from the surface. In all maps the surface is positioned at $x=0$.

When the profiles from the entrainment region did resemble the conceptual shape (Figure 4.27), there were two distinct aspects to the profiles. The first was the expected frictional drag profile slowing the air flow closest to the solid surface followed by a rapid increase in velocity over a short distance from the wall. The second was a peak as the drag effects of the wall were overcome followed by the falling away of the velocity towards some ambient value with increased distance from the wall. The peak is the result of the air being entrained in to the flame and thus accelerated beyond the ambient value expected in this cold region. As is shown in Figure 4.28 however, these flow patterns are not consistent.


Figure 4.27 - The two plots show vertical velocity profiles from the entrainment region with a close resemblance to the expected shape as defined by the literature.


Figure 4.28- The plots demonstrate the significant fluctuation and inconsistency in the vertical velocity profiles extracted from measurements in the entrainment region.

### 4.2.4.2.2 Analysis of the Pyrolysis Region

In general the vertical velocity profiles for the pyrolysis region (Figure 4.29) match the expected profile well and are highly repeatable. There is consistently a peak corresponding to the increased buoyancy produced by the flame which falls away quickly due to the slenderness of the flame and thus the thermal boundary layer. The profile then levels out to a steady ambient flow.


Figure 4.29 - The plot shows a typical vertical velocity profile in the pyrolysis region.

The high repeatability and distinct characteristics of these data sets provides a means by which automated identification of the ambient flow velocity may be accomplished. Occasional fluctuations were observed but even with this noise, a level region corresponding to ambient flow is still reached as shown in Figure 4.30.


Figure 4.30 - The occasional profile plots showing fluctuations still exhibit a final flat portion corresponding to the ambient air flow away from the influence of the flame.

Comparison between the vertical and horizontal velocity profiles revealed a distinct correlation. The horizontal profile would generally cross the x -axis from positive to negative, indicating a change of direction within the flow. The positive direction corresponds to the flow within the flame moving away from the solid surface as the gas expands and rises, and the negative flow represents the cool air being entrained into the flame. The transition between the two, i.e. zero horizontal velocity, was generally observed to occur at or slightly to the hot side of the zone of ambient velocity flow. This correlation can be seen in Figure 4.31 and is very repeatable. Thus it provides a simple method of verifying the boundary between the region of ambient velocity and that of the flame induced buoyancy aiding automated interpretation of the vector maps to produce a value of $u_{\infty}$.


Figure $\mathbf{4 . 3 1 - a )}$ the horizontal and b) the vertical velocity profiles taken from the same section through a vector map of the pyrolysis region.

### 4.2.4.2.3 Analysis of the Plume Region

Analysis of the plume region further downstream again showed good correlation with the literature. The same pattern of drag region, followed by a peak vertical velocity and then decay down to ambient was seen consistently. With the measurements being further downstream, the hot gases expanding and being forced away from solid surface create a thicker thermal layer. This is clearly evident in the results from this region with the peak typically wider than upstream in the pyrolysis region. A similar pattern demonstrating the clear arrival of the ambient region in the vertical profile coinciding repeatedly with a change of direction of horizontal flow is seen (Figure 4.32).


Figure 4.32 - The plots show typical horizontal and vertical velocity profiles within the plume region of the wall flame.

### 4.2.4.2.4 Conclusions

This analysis demonstrates that the PIV system is extremely capable of capturing the characteristics of the flow field around a wall flame. It is also clear from the analysis that the flow patterns downstream of the base of the flame are more robust to fluctuations and thus more suitable to the automated extraction of the ambient velocity vector $\mathrm{u}_{\infty}$. The entrainment area has been shown to be inconsistent and fluctuant even for a small laminar flame. It is evident that when a vector plot is produced that is consistent with the literature model; the ambient velocity value tends to be significantly lower than for areas downstream of the flames leading edge. Thus this region is not considered as appropriate for the measurement of $u_{\infty}$, particularly when considering an automated process. Downstream of the flames leading edge, the flow profiles are more consistent with the literature and more repeatable and robust to fluctuation. It has also been found that both the horizontal and vertical profiles can be used to locate the edge of the thermal boundary layer and thus the location of the $\mathrm{u}_{\infty}$ input variable to be measured during the flame spread experiments.

### 4.2.5 Temperature Measurement

All temperatures have been measured using Type KX 7/0.2mm fibreglass insulated thermocouples. The data was collected using an Agilent 34980A data logger.

### 4.3 Sensor Positioning

The following section describes the setup and sensor positioning of each variant of the flame spread experiments.

### 4.3.1 Benchmark 200mm Sample Sensor Positioning

The PMMA was clamped between the two plates separated only by the fire board insulation as described previously and shown in Figure 4.1. This setup was fastened to the aluminium extrusion frame as shown in Figure 4.2. Nineteen subsurface thermocouples were inserted into holes spaced at 10 mm intervals along the vertical centreline of the fuel sample. These holes were drilled from the back of the sample 38 mm , finishing 2 mm from the surface. The thermocouple beads were pushed against the inner end of the holes and metal wire was used to hold each one firmly in place. At no time did any of the thermocouples fall out of the holes or indeed appear to come loose during the experiments. Five gas phase thermocouples were inserted from the rear of the samples into holes drilled right through. The beads were positioned 10 mm out from the face of the sample and again held firmly in place by metal wire at the rear. The first of these thermocouples was 20 mm above the base of the sample, and then at 40 mm spacing with the last 180 mm above the base and 20 mm from the top of the fuel surface. The same spacing arrangement was used for the five heat flux meters, the description of which is given in Section 4.2.3. A view of the top and front of the sample is shown below in Figure 4.33 and Figure 4.34. All drilling work was carried out in a milling machine by lab technicians.


Figure 4.33 - A top view of the PMMA sample showing the arrangement of the various sensors. The heat flux meters are on the left, the depth thermocouples tracking the evolution of the pyrolysis front are in the centre, and the gas phase temperature measurement thermocouples are on the right.


Figure 4.34 - The image illustrates the sensor arrangement on a 200 mm PMMA sample.

In total four CCD cameras were used during each experiment. The first was positioned behind the transparent PMMA sample and showed images of the pyrolysis bubbles which were then combined and used in conjunction with the isotherm data. Two more cameras were positioned directly in front of the exposed surface to film the flame which was used to measure the flame height. One of these cameras was positioned close to the surface so that it's viewing angle just covered the 200 mm of PMMA and the other was positioned further away to capture the flame once it grew beyond the size of the fuel sample. It was intended that the closer camera would more accurately capture the flame height covering the fuel and that the second would capture the whole sequence from a distance but perhaps less accurately. A comparison of the early stages could be made later to discern how much effect the distance of the camera from the flame had on the measurements. The final CCD camera was placed such that it had an overview of the experiment. No measurements were taken from this camera. Figure 4.35 shows in detail the positioning of the CCD cameras with respect to the experiment.


Figure 4.35 - The plan view of the benchmark style setup shows the positioning of the CCD cameras and PIV equipment relative to the experiment.

The baffle design taken from the benchmark experiment caused difficulties in the positioning of the PIV system. The desired measurement plane was perpendicular to the surface, starting at the surface and moving out from it. Thus the cameras would need to be positioned at right angles to this plane. The positioning of the baffles meant this was impossible, thus the laser sheet and cameras had to be angled into the fuel surface as shown in Figure 4.35. Once the baffles had been removed for later experiments, the effects of this adjustment, along with the possible effects of the baffles could be assessed.

### 4.3.2 Regular 200mm Sample Sensor Positioning

The setup for the regular 200 mm sample experiments was identical to that of the Fernandez-Pello experiments except with regard to the aspects involving airflow. As the baffles were removed from the plates holding the PMMA in place, the PIV cameras could be positioned at such an angle so as to point parallel to the fuel surface and thus the laser sheet could be aimed perpendicular to it.

### 4.3.3 Tilted 200mm Sample Sensor Positioning

All thermocouples and heat flux meters for the tilted samples were positioned as per the regular 200 mm sample. The CCD camera acquiring images for the flame length measurements was positioned to the side of the sample and aligned with the angle of
the fuel. This was so that the script carrying out the processing technique did not have to be altered and the length produced by it was the length of solid covered and not the height of the overall flame (Figure 4.36). A similar arrangement was made for the PIV cameras, again so that the extracted measurement corresponded to the flow parallel to the fuel surface.


Figure 4.36 - The image shows the dimension regarded as representing the flame length associated to the flame spread model for a tilted flame spread experiment.

### 4.3.4 500mm Sample Sensor Positioning

Surface sensors were identically spaced and fixed as with the 200 mm samples thus comprising 12 heat flux gauges, 12 gas phase temperature measurements and 49 depth temperature measurements. The layout is shown in Figure 4.37. Sensor positioning with respect to depth is as per Figure 4.34. In order to capture the entire flame height when at its largest, the CCD camera had to be moved outside of the smoke box housing the experiment and due to restrictions in viewing angles due to windows, captured the side of the flame rather than the front as before. The PIV setup was as per the regular 200 mm experimental setup.


Figure 4.37 - The image shows the increased sensor density for the larger scale laboratory experiments.

### 4.3.5 Compartment Fire Sensor Positioning

The sensors employed in this experiment are shown in Figure 4.38. The subsurface thermocouples were placed identically to the lab experiments described above and it is assumed that the same isotherm temperature corresponds to the presence of pyrolysis and surface burning. The characteristics of the heat flux meters are also assumed to be identical.


Figure 4.38 - The diagram shows the layout of surface thermocouples and heat flux meters of the PMMA slab in the main experimental compartment of Dalmarnock Fire Test One. The blue circles indicate the location of subsurface thermocouples and the red circles indicate the thin skin calorimeter style heat flux meters.

Due to the constraints of the scenario it was not possible to place a video camera directly in front or to the side of the slab to measure the flame height. The slab was in view of two of the CCD cameras however and a scale was drawn on the wall next to sample to aid the assessment of flame height. It should be noted however that the CCD cameras with a view of the slab were at floor height and set to a low frame rate of approximately one frame per second due to constraints in the data transmission rate resulting from the number of sensors present in the overall experiment. Thus the resultant data was not suitable or numerous enough for the same image processing technique employed for the lab experiments. The setup did not directly contain gas phase thermocouples close to the surface of the PMMA although the compartment did contain approximately 240 gas phase thermocouples, and a tree containing 12 of which was within half a meter of the slab. Although a near surface temperature cannot be extracted directly from these measurements, the high sensor density enables iso-slices to be constructed of numerous planes through room and thus provides an assessment of the level of stratification in time during the experiment. It was clearly not possible to include the PIV system within the setup and as such no measure of surface or ambient local flow velocity was taken for this test.

### 4.4 Results

### 4.4.1 Comparison With Benchmark Experiment

The results of the initial imitation experiments agree very well with the benchmark experiments [29]. Figure 4.39 and Figure 4.40 show the comparison of the pyrolysis length and flame length measurements. The closeness of the data demonstrates that the measurement techniques that have been adapted for the purposes of this work are capturing the phenomena correctly.


Figure 4.39 - The plot shows the close match between the evolution of the pyrolysis length in an imitation experiment and the benchmark experiment. The plot shows both visually observed and measured (isotherm) data from the imitation experiment.


Figure 4.40 - The plot shows the close match between the evolution of the flame length in an imitation experiment and the benchmark experiment.

### 4.4.2 Repeatability of Results

The results for pyrolysis length data from all vertically orientated PMMA samples showed high levels of repeatability. Figure 4.41 shows the data from the vertical 200 mm experiments and the initial 200 mm of data from the 500 mm vertical experiments. There is a good correlation from all data which indicates a range of spread rates between 0.75 and $0.95 \mathrm{~mm} / \mathrm{s}$. The tilted experiments showed a little more variation with two results matching very closely but one progressing significantly slower. It is believed that these experiments are more susceptible to changes in environmental conditions than the upward flame spread tests as the flame is more exposed and thus moves more relative to the unburned surface affecting the heat transfer to it. The slower spread experiment corresponded to a 25 mm thick PMMA sample whereas the two identical experiments both had thicknesses of 40 mm . A fourth experiment on 25 mm thick lower grade PMMA was conducted but the temperature results were lost and thus cannot be compared to see if the trend was concurrent with the thinner samples in this orientation.


Figure 4.41 - The evolution of the pyrolysis length for the first 200mm of all vertical specimens demonstrates the repeatability of the initial setup. Spread rates of the flames are approximately between 0.75 and $0.95 \mathrm{~mm} / \mathrm{s}$.

Flame length results again showed good levels of repeatability and comparison to the pyrolysis length data also showed correlations between the two. When the growth rate differed to other experiments of the same type, the difference could in general be seen in both sets of length scale data. The three initial experiments imitating the setup of the benchmark experiment showed almost identical growth patterns, as shown in Figure 4.42. When the baffles were removed there was more variation, shown in Figure 4.43. The flame length results for the tilted experiments were
concurrent with the results for the pyrolysis lengths, with the experiment on a 25 mm thick sample resulting in spread far more slow than that over the 40 mm thick samples. Flame length data is available for a fourth experiment whose temperature data was lost and showed that the growth rate was very similar to the two 40 mm thick experiments indicating that the reduced spread rate may not be linked with the thickness of the material in this case. The flame length data for the slower growth tilted experiment was notably noisier than the others suggesting that environmental conditions had differed in this case. The flame lengths from the vertical experiments also showed similar characteristics. When the flame reached lengths of approximately 200 mm , the growth rate of this data slowed and became noisier (Figure 4.42). For the longer experiments the data then proceeded to become less scattered as the flame grew further although was always more scattered than the initial very laminar phases. There was also a curvature evident in the growth trends indicating some level of acceleration present at these increased lengths in all of the 500 mm experiments. In all experiments there was also a clear and gradual deceleration as the flame reached the top of the sample and thus its full height. For all lower grade PMMA samples, the flame length data indicated a slower growth rate for all variations of the experiments scenarios.


Figure 4.42-The evolution of the flame length for Experiments 1 to 3 demonstrates the repeatability of the initial setup.


Figure 4.43 - The plot shows the more varied nature of the flame length growth when the baffles from the benchmark imitation experiments are removed. It also shows the different nature of the flame of the lower grade PMMA (Experiment 5).

The temperatures measured directly in front of the exposed face showed very consistent results with temperature traces for all vertical PMMA specimens generally hitting a plateau of approximately $700^{\circ} \mathrm{C}$ (Figure 4.44, Figure 4.46). Temperatures for the tilted samples levelled off at a slightly lower temperature of approximately $650^{\circ} \mathrm{C}$ but again this was consistent for all experiments of this type (Figure 4.45). It was evident from the results when the flame had drawn closer to the vertical surface, as the temperature readings would drop due to the thermocouple beads protruding from the rear of the flame.


Figure 4.44 - The plot shows the temperature data for five gas phase thermocouples distributed evenly along the height of the exposed face of a benchmark style vertical spread experiment. The thermocouple beads are 10 mm from the surface and their heights above the base of the sample are given in the legend.


Figure 4.45 - The plot shows the equivalent data as shown in Figure 4.44 for a tilted experiment. There is a noticeable difference in the time taken for the thermocouples positioned towards the upper end of the sample to come into contact with the hotter gases produced by the flame.


Figure 4.46 - The graph shows the gas phase temperature measurements from a 500 mm high vertical spread experiment.


Figure 4.47 - The plot shows the results for the $u_{\infty}$ measurements for the benchmark imitation experiments. The results were fairly scattered and ranged between 200 and $450 \mathrm{~mm} / \mathrm{s}$.


Figure 4.48 - The figure shows the $u_{\infty}$ measurements for the regular 200 mm experiments. The data was less scattered than was the case with the other tests but spanned the same range of magnitude.

The ambient velocity ( $\mathrm{u}_{\infty}$ ) measurements made using the PIV system varied across all experiments. The majority of the data showed a more or less constant ambient velocity for the duration of the experiments but ranged from 100 to $1000 \mathrm{~mm} / \mathrm{s}$ between tests. There was no clear correlation between the faster velocities measured and experiments with faster spread rates or vice versa. Neither was there a correlation between the more scattered $u_{\infty}$ data and similarly scattered $l_{f}$ data. Comparison of the data for the benchmark experiment where baffles were included (Figure 4.47) to maintain a steady 2D flow, with the data produced when the baffles were removed (Figure 4.48) showed unexpected results. While the data generally spanned similar ranges as would be expected, data from the tests with the baffles was far more scattered than data without, which showed the steadiest results of all the experiments.

The data produced by the heat flux meters was highly scattered and irregular and showed no indication of trends or correlations. The only noticeable feature was the far lower measurements in the tilted surface experiments as compared to the measurements from vertical surfaces (Figure 4.49). The data from all vertical spread experiments was of a similar order of magnitude. The proposed reasons for the highly irregular data are detailed in Section 4.4.3.3.


Figure 4.49-The figure shows the difference in magnitude of incident radiant heat flux data from the benchmark imitation experiments in comparison with the same data from the tilted PMMA experiments.

### 4.4.3 Assessment of Experimental and Measurement Techniques

### 4.4.3.1 Pyrolysis Length Measurement

The comparison of Figure 4.41 and Figure 4.42 shows a noticeable delay between the measured pyrolysis front reaching the top of the PMMA sample and the flame reaching its full height. This is attributed to the selection of an isotherm temperature corresponding to the earlier stages of pyrolysis as detailed in [19]. At this stage pyrolysis bubbles, although clearly present in the video footage, may not be producing sufficient amounts of gases to sustain flaming at the surface at that location. This can be corrected for by re-plotting a range of isotherms and comparing the times each isotherm indicates as the end of the experiment with that of the flame length plot. Results indicate that an isotherm of $100^{\circ} \mathrm{C}$ measured at the thermocouple depth corresponds best with the flame measurements, shown in Figure 4.50 below. The $80^{\circ} \mathrm{C}$ and $100^{\circ} \mathrm{C}$ isotherm have an approximately 50 s difference in their projected experimental end times. As indicated earlier (Figure 4.7), the visual results were initially noted as being within a range of $80^{\circ} \mathrm{C}$ to $100^{\circ} \mathrm{C}$ from which the former was initially chosen. Given this latest observation however, the upper bound appears to be a more suitable choice and as such, the results given later will be representative of a $100^{\circ} \mathrm{C}$ isotherm.


Figure 4.50 - A plot comparing the pyrolysis length given by a $100^{\circ} \mathrm{C}$ isotherm and flame length from the same experiment. The pyrolysis data indicates that the front will arrive at the top of the slab at the same time as the flame stops growing.

The density of data points provided by this technique is of course limited by the number of thermocouples with one thermocouple providing one data point. With the thermocouples spaced at 10 mm intervals there is not significant scope for increased data density in this technique. In the later stages of the experiments fairly accurate trends can be interpreted in the data but early on, trend identification is problematic and reliant on observation of flame length data guided by any available pyrolysis length data points. Thus the data density appears to be at a lower bound with regard to usefulness and practicality. There is noticeable scatter in the thermocouple readings which can be attributed to the condition of the holes in the PMMA. Although effort was made to drill the holes as accurately, consistently, and cleanly as possible, and the holes were cleaned and dried prior to use, it was noted that some holes were not always drilled to within precisely 2 mm of the front surface. This would have resulted in some thermocouples being farther from the surface than others and thus having more thermal lag which has a noticeable effect on the results produced. It was also noted that there was occasionally residue left from the drilling process which will have affected the thermal contact with the inner end of the hole and the thermocouple bead. A similar technique was used by Rangwala [61] and Fernandez-Pello [29] who both reported similar problems due to inaccuracy in the thermocouple junction placement. Overall the technique delivers enough information to be usable, much more so in the later stages of the experiments. With more precision and investigation, a very useful technique could be developed for future applications.

### 4.4.3.2 Flame Length Measurement

The image processing technique is very well suited to this particular problem under the specific environmental conditions. The technique yields a high density of repeatable, reliable and robust data. Some minor changes were made to the positioning of the CCD cameras following the initial experiment as it became clear when the flame has reached the boundary of the cameras view by the repeated results in the data (Figure 4.42) with the coordinate of the upper pixel adjudged to be part of the flame equalling the height of the image. This is distinguishable from the usual steady flame height at the end of the experiments where there is scatter about a mean. The camera positioning was adjusted after noticing this problem after the first experiment performed, and better results were seen immediately in subsequent experiments (Figure 4.42). When the results of the two cameras measuring flame length, one close and one further away, were compared there was little to no difference between the two sets of results. This was the case for all three of the benchmark style experiments. For later experiments only one camera was used at a distance sufficient to ensure the later stages of the experiments were correctly recorded but not so far away as to risk introducing inaccuracy into the results.

Results consistently start to exhibit more scatter as the flame length approaches 200 mm and the flame reaches the expected transition to turbulence but this appears to subside once the transition has been made. A data smoothing algorithm can be utilised to reduce this if necessary which should facilitate identification of trends in the data. The processing of images naturally results in the need to analyse larger quantities of data and thus results in increased computational demands than is the case with other techniques. Processing times could be reduced greatly though through more optimised programming and more powerful computational resources. The only doubt remains with respect to the broader applicability to fire scenarios where the levels of light intensity range greatly and the conditions are not as restricted as those that constitute these experiments. These problems are demonstrated by the video footage of the Dalmarnock Fire Tests where visibility is lost at flashover thus depriving the PMMA Sub-Experiment of flame length data.

### 4.4.3.3 Heat Flux Measurement

In general the data produced by the thin skin calorimeters is noisy and erratic therefore making the identification of trends difficult. In the majority of the experiments the initial readings were negative changing to positive readings as the flame grew and became turbulent in nature. A typical heat flux evolution produced by the calorimeters is shown in Figure 4.51.


Figure 4.51 - The plot shows the raw output of incident radiant heat flux $\left(\mathrm{W} / \mathrm{m}^{2}\right)$ as measured by the thin skin calorimeters and produced by the method outlined in Section 4.2.3.

As the flame tip becomes level with a disc and the disk is heated and becomes part of the calculation, there is a lag time while the disc responds to the heating effects of the flame and thus until the thermocouple registers that change. In the initial stages, the temperature of the copper disc and thus the energy stored in it is relatively low. The flame temperature however has far less lag time associated with its measurement and is therefore already recorded as being significantly higher than the solid temperature. Thus the first term on the RHS of Equation 21 is approximately zero as the energy stored in the disc and the re-radiation from it are minimal due to the small increase in solid temperature. The second term on the RHS (convective heat transfer to the disc from the flame) is much larger as the flame temperature is quickly established as much higher than that of the disc resulting in this term being much higher than the first and therefore in the negative readings of the radiative heat flux shown in the first portion of Figure 4.51. Due to some difficulties with the reliability of the ignition method (discussed in Section 4.4.3.6) there was sometimes preheating of the lower heat flux meter by conduction through the solid. When the ignition source was removed the temperature of the first disk would then drop slightly as the flame was still very small. This produces a negative value for heat stored in the disc and further reduces the radiative heat flux reading from the calorimeter. As a result of this any negative results have be set to zero to indicate a negligible radiative flux at the time of the reading (Figure 4.52).


Figure 4.52 - The plot shows the incident radiant heat flux output from the thin skin calorimeters for a benchmark style experiment with negative values set to zero to indicate a negligible radiant heat flux.

The data output from this technique tends to evolve in peaks. This appears to be the result of a combination of the method used to ascertain which heat flux meters are in the heated length and the thermal lag described above. As the lowest calorimeter has been in the heated region for the longest period of time, it appears to contribute a greater amount to the value averaged from all the discs in the heating zone contributing to this average. The contributing discs nearer the top of the flame are still displaying the effects of the lag time described above and thus when the pyrolysis front passes the lowest heat flux meter and its contribution becomes invalid, the average falls.

Despite the erratic behaviour of the data there are correlations between this and other data. Figure 4.53 shows a comparison with the flame length data in which trends are very clear. At approximately $100-150$ s when the flame length data shows a transition to turbulence and reaches the 200 mm mark, the levels of radiant heat flux begin to register as non negligible which agrees with previous observations in the literature. At approximately 250s the flame begins to show signs of acceleration with a curvature developing in the flame length data and which corresponds with a spike in the measurements from the thin skin calorimeters. The reading falls away again around 300s as the flame reaches its peak length. This corresponds to the pyrolysis length reaching the top of the PMMA sample and passing the final heat flux meter resulting in no further readings for this data.


Figure 4.53 - The graph shows the correlation of incident radiant heat flux measured by the thin skin calorimeters and the flame length for a benchmark style experiment.

A brief analysis was carried out to establish the ranges of temperatures that the heat flux meters experienced whilst considered to be within the heated length between the flame tip and pyrolysis length. The lower bound temperature was generally around $50^{\circ} \mathrm{C}$ and the upper bound at approximately $225^{\circ} \mathrm{C}$ for the 200 mm high experiments and $325^{\circ} \mathrm{C}$ for the 500 mm high experiments. The conduction loss factor A (Figure 4.18) was calibrated for temperatures from $0^{\circ} \mathrm{C}$ to $250^{\circ} \mathrm{C}$ and thus spanning the ranges experienced by the majority of the experiments.

### 4.4.3.4 Ambient Velocity Measurement

The main advantage of this technique lays in its ability to measure multiple points or more accurately, an area rather than a simple point measurement therefore ensuring that a representative value of $\mathbf{u}_{\infty}$ is measured. The measurement area allows it to adapt to the variable nature of the spreading flame in a way that single measurement point cannot. The data output was very consistent giving confidence in the technique. It also has other potential uses with regards to measurement of thicknesses relating to the flame which were not employed in this work thus yielding a potentially powerful measurement technique.

There were however problems with reliability encountered during testing which have implications for automated use of such a system and also resulted in a less than satisfactory level of data output from the technique. The software proved to be unstable and repeatedly crashed during testing. The time taken to reset the settings upon resumption of the programme wasted valuable measurement time. This problem was not encountered during testing and could not be resolved at the time of testing. A delay was also encountered in refilling the measurement chamber with
seeding. The flow to the seeder was halted during measurements to ensure no interference with the flow being measured and thus levels of seeding were reduced through extraction of the hot gases. The seeder was initially designed to disperse the particles gently in to the direct vicinity of the flame but later adapted to simply fill the entire experimental environment with seeding particles. Had the initial design been focused on the final dispersion strategy, it is believed that more data points could have been achieved during the experiment. It should be noted that the technique, both hardware and software aspects, is not designed for automated use and significant effort would be needed to automate the entire technique from beginning to end. Like the image processing there is a lot of data associated with the images and the cross correlation algorithm necessitates large computational power if it is to be fast enough to be used in real time.

### 4.4.3.5 Temperature Measurement

Temperature measurements generally gave good consistent results. The gas phase thermocouples gave a good approximation of the flame temperature considering the fairly simplistic method employed. The results from all experiments showed a repeatable consistent plateau in the $700-850^{\circ} \mathrm{C}$ region. A more two dimensional array of thermocouples may have been better for tracking the flame temperature and ensuring a peak value was obtained, When the flame grew and drew in closer to the fuel surface later in the experiment, the thermocouples could be seen protruding from the rear of the flame and the corresponding temperature reading fell (Figure 4.54). This proposal does however run the risk of further disturbing the flow and thus interfering with the velocity measurements and potentially the spread process itself.


Figure 4.54 - The plot shows the plateau reached by the thermocouple data during a benchmark experiment. As the flame grows and is drawn closer to the PMMA, the lower thermocouples begin to protrude from the flame and the readings subsequently drop.

### 4.4.3.6 Ignition Method

The ignition method successfully fulfilled its purpose of producing a line fire at the base of the PMMA slabs. There was a tendency however for the flame to spread slightly unevenly due to the heat flux meters in the vicinity of which spread was slower than elsewhere across the face. The method was not always completely robust however as frequent power surges caused tripping of fuses for thick wire before a flame could be established while thinner wire tended to break violently when the pilot flame was applied. When the wire snapped it had to be reset into the surface of the PMMA on each occasion which involved removal of the test specimen and thus the embedded and gas phase thermocouples as well. With both outcomes there was preheating of the PMMA followed by a delay due to resetting in which heat could spread through the PMMA sample thus potentially changing the initial conditions once ignition was achieved. These problems led to a balancing act between getting sufficient heat into the solid quickly enough to enable instant piloted ignition without breaking the wire or overloading the fuse. If the heating was performed too slowly with the intension of protecting the wire then there was a risk of preheating the surface ahead of the ignition line which upon ignition would lead to a faster flame spread in this region. Sensor wise this affected the first reading of the embedded thermocouples and the lowest heat flux meter.

### 4.4.4 Assessment of the Model Assumptions and Correlation to the Literature

### 4.4.4.1 Dominant Heat Flux Variation

Analysis of the literature regarding the expected heat flux to the unburned fuel ahead of the pyrolysis front (Section 2.1.3.2) indicated that the dominant mode of heat flux would vary with the size and characteristics of the flame. In laminar regions (for small flames or the regions of large flames just ahead of the pyrolysis region) convective flux to the surface should dominate. As the flames grow larger and more turbulent, it is expected that the radiative flux will surpass the convective flux. This is evident in the results of the larger experiments with a sample height of 500 mm , and the data output from one such test is used as an example below.

Figure 4.55 shows a comparison of the convective and radiative components of the heat flux from the flame to the surface. The radiative component is measured as detailed in Section 4.2.3 and the convective component is calculated according to the relevant part of Equation 14. Figure 4.56 shows the evolution of the flame length during the spread process and the characteristics of this plot correlate well with the heat flux data (Figure 4.55). Figure 4.55 clearly shows that for the initial 150s post ignition the convective heat flux is the dominant mechanism. Figure 4.56 shows that at this stage the flame is small and video footage shows the flame to be laminar in nature, thus corroborating with the literature. There is a transitional period around 200s where the two components are approximately equal. This corresponds to a flame height in the region of 200 mm which agrees with the findings of Orloff et al. [59].


Figure 4.55 - The plot shows the comparison of the calculated convective and measured radiative heat fluxes during an experiment.


Figure 4.56 - The gradient of the flame length vs. time plot demonstrates the differing heat transfer processes occurring in the experiment. Pyrolysis length measurement is displayed for reference.

Between 200 and 500s the radiative portion becomes more dominant, approximately double that of the convective flux and the increase in gradient of the flame height in time represents an acceleration which would be expected in a turbulent regime. From 500 s the radiative component then falls away, reaching a negligible value after 600s. At 500s the pyrolysis length composes approximately 420 of the 500 mm . Video footage indicates that the region of the flame covering the remainder of the nonpyrolysing fuel is quite laminar in nature. Thus it would be expected that the heat transfer in this region be dominated by convection and the corresponding change in spread rate would show a deceleration. The radiative flux reading can be seen to fall away to zero prior to the pyrolysis front reaching the top of the slab. This is due to the relative positioning of the thin skin calorimeters and the pyrolysis front. The measurement takes into account only flux meters present in the heated length $l_{h}$. As the pyrolysis front passes the final meter, in the case of the example experiment 30 mm below the top of the sample, the calculation of radiative heat flux ceases, thus the a value of zero for radiative flux is indicated.

### 4.4.4.2 Heating Ahead of the Flame Tip is Negligible

An assumption of the model is that heating from combustion products ahead of the flame tip is neglected as it is of minor influence when compared with the heat provided by the flame itself. The plot in Figure 4.57 shows the evolution of a selection of the depth thermocouples along side a line representing the approximate evolution of the location of the flame tip.


Figure 4.57 - The figure shows the temperature traces of five of the depth thermocouples spread over the height of the sample and an approximation of the evolution of the flame tip. The lower thermocouples show heating prior to arrival of the flame tip where as the upper ones remain at more or less ambient temperature prior to being considered as being within the heated length.

Once the flame tip passes the height of the thermocouple it can be considered to be within the heated length and thus any heating from that point on is attributed to the flame. The assumption appears to be justified as demonstrated by the higher positioned thermocouples that in general have not risen above their initial temperature. The lower thermocouples do show preheating but as this has begun prior to ignition it can be attributed to preheating from the ignition source rather than the flame itself. The heat flux meters of the same experiment show a similar trend with all but the lowest at ambient temperature when they become considered as within the heated length and thus valid for measurement.

## 5 Basic Methodology

Chapter 1 portrayed the need to provide emergency responders with accurate robust information about an evolving emergency to enable them to form an optimised response strategy for each specific emergency they attend. The aim of this work is to demonstrate how combining sensor data with modelling can counterbalance the shortcomings of each of these two entities when used in isolation towards this goal. The model described in Chapter 3 symbolizes the phenomenon taking place in the basic experiments (Section 4.1.1) and thus should be able to predict the future flame spread and flame characteristics if steered by collected data. For this to happen, a process needs to be defined to combine the sensor data recorded by the techniques defined in Chapter 4 with the physical model. The process should attempt to estimate any parameters that remain unknown again steered by the sensor data. The result should be that all the constituent parts of the model are evaluated and are representative of the experiment. By projection forward in time, the conditions at any point in time between the time of forecast and the end of the experiment will be known. The method by which this is accomplished is detailed below and followed by a detailed breakdown of each stage of the process.

### 5.1 Overview of the Process

The process that has been developed is depicted in the flow diagram in Figure 5.1. There are three main stages to this process which are continuously iterated to provide a dynamic optimisation of the parameters in the model and thus the prediction that it provides. The first phase of the process is data assimilation. The raw data from the sensors is pooled, processed to transform it into a form that is compatible with the model, and filtered to remove error-ness data. The second phase is the population of the model. The parameters contained in the model can be separated into two distinct types at this stage. The first is measured data or predefined constants supplied either as a constant value or a defined time variant relationship. The second type is unknown parameters which are found by means of an appropriate optimisation method. The paths that the methodology can take during the population phase are defined by the transitional stages that the flame will go through as it grows. The methods by which the transient behaviour is described and by which the unknown parameters are optimised are directly related to these transitions. The final phase is the projection of the model and constituent parameters so that the conditions of the experiment can be defined at each point in time between the time of projection and projected end of the experiment. The process then loops back to the first phase, where data is being continuously assimilated, to assess the current data set (original data plus data acquired since) for any changes in conditions. If a condition change has occurred, data prior to it is discarded to exclude it from the optimisation process. All data deemed representative of the current conditions is then sent on to the second phase to populate the model. If the model is truly representative of the experiment and the data processed from the sensor output is an accurate measure of the phenomenon it represents, the output at each iteration should result in convergence of the evaluated parameters as more sensor data becomes available and the error bars
associated with the prediction and each of its constituent parts should shrink. If the parameters diverge, then the physical model is not capable of describing the process in its integrity and needs to be refined.


## POPULATION OF THE MODEL (cont)
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Figure 5.1 - The flow chart shows the relationships between all the elements of the prediction process.

If conditions within the scenario change, the process effectively starts again, thus convergence of the parameters describing the scenario may take place in numerous phases, each corresponding to a change in conditions. There are three stages expected to be observed during these experiments; an initial laminar phase where convection dominates the heat transfer to the non-combusting fuel, a secondary phase where the regime transitions to a more turbulent flame and radiative heat transfer becomes comparable the convective transfer and finally, a third regime when the flame becomes fully turbulent and the spread velocity shows significant acceleration with radiative transfer from the flame becoming dominant. The simplest scenario will be that the same physical model describes all phases and the differences between phases are encapsulated in the evaluated parameters. Nevertheless, this might not be the case and if a single physical model cannot reproduce all phases, multiple models may need to be constructed and criteria for transition between models need to be defined. Experimental data will be then contrasted with these criteria to establish the physical model to be used.

### 5.2 Data Collection, Processing and Filtering

The data analysis segment consists of collection of the sensor data from the beginning of the incident / experiment to the present moment in time and the arrangement of this data chronologically and in a form suitable for the model to utilize. While in some cases data can be extracted more or less directly in a form that is useful such as gas phase temperatures, other data such as the flame length and ambient velocity measurements will involve the processing of the raw data to varying extents into a form required by the model. Well defined parameters such as material properties and universal constants are read from a database. For the purposes of these experiments, the techniques that require pre-treatment and the specifics of the individual processes have been detailed in Section 4.2 including the conversion of camera images to flame length data and vector maps to extract relevant ambient velocity vectors, the extraction of isotherm data from depth temperature measurements, and the determination of heat fluxes from temperature measurements within the thin skin calorimeters. With the data in the correct format, it must be also arranged chronologically and in some cases filtered or smoothed before being inputted to the model. Flame temperature measurement for example requires the filtering of the measurements to include only those from thermocouples present in the region of the flame which in turn requires analysis of the flame length data. Once the relevant measurements are isolated a decision can be made as to whether an average or maximum temperature is taken. A similar approach is needed to establish which of the thin skin calorimeters are lying between the pyrolysis front and the flame tip and can be assumed to be measuring the heat flux from the flame to the surface, thus requiring the sensor information from two other sources to make the information usable in the model. The ambient velocity vector once processed from the PIV image pairs and extracted from the correct location in a vector map is
simpler as it is not expected to change significantly and thus is simply averaged as more data becomes available.

### 5.3 Population of the Model

The second stage of the process is the population of the model. The methods employed in this stage of the process are separated into distinct sets. The set of methods chosen is defined by the characteristics of the flame as are the methods themselves. In order to decide which set of processes to perform, the nature of the flame over the period of time for which data is available must first be defined. If the flame or environmental conditions are adjudged to have changed in nature during the time period represented by the current data, data representing conditions before the change must be discarded. It is important that the data that is used to populate the model and establish which processes are used to accomplish this, represents only the current state of the experiment. This will ensure that, provided the process works correctly, the prediction generated will be a forecast of the current state. Once conditions within the experiment have been established and data relevant to those conditions has been isolated the model can be populated. There are two distinct classifications of parameter within the model; the parameters that are either predefined or directly measured (the "known" parameters), and the "unknown" parameters which have not been directly measured and thus must be optimised from the available data.

### 5.3.1 Assessment of Current Experimental Conditions

### 5.3.1.1 Changes of Conditions

Once the data has been assimilated from the sensors, converted to a form concurrent with the requirements of the model, and been filtered to remove data that is clearly error-ness, the data is assessed to spot any significant changes. Changes are indicated by variation in trends and may be representative of a transition of flow regime from laminar to turbulent, or a difference in the environmental conditions. This process is included to ensure that the fits applied to the data in the next stage of the process and the optimised parameters that result from them are representative of the current conditions only and not influenced by non-relevant data.

### 5.3.1.2 The Nature of the Flame

The nature of the flame determines the shapes of fits and the methods of evaluating unknown parameters, and as such a correct assessment of it ultimately determines the accuracy of the prediction itself. Before fitting and optimisation are performed, the data is inspected and a decision made as to whether the flame is laminar, turbulent or transitioning between the two. The information used to determine this is a combination of the trends shown by the length scale data, the size of the flame, and the amount of incident radiant flux measured by the thin skin calorimeters.

a)

b)

Figure 5.2 - The plots show two sets of flame and pyrolysis length data. (a) a typical laminar flame and (b) a larger more turbulent flame.

The example shown in Figure 5.2 demonstrates the two flame regimes. The first plot represents a laminar flame where the growth in flame length appears steady and linear. The overall flame length doesn't exceed 200 mm which Orloff et al. [59] reported as corresponding to the onset of turbulent behaviour. In the second plot, the flame has exceeded 200 mm in length and shows a slight acceleratory trend and thus would no longer be considered laminar.


Figure 5.3 - The figure shows two typical examples of graphs comparing the incident radiative flux measured by the thin skin calorimeters (blue squares) and the estimated evolution of the convective flux to the surface based on the $c_{1}$ value obtained at the previous iteration. . (a) a typical laminar flame and (b) a larger more turbulent flame.

The third and final form of data used to make this judgement is the respective levels of convective and radiant heat flux. This data is not available at this stage of the first iteration of the process as provision of both forms of heat flux relies on optimisations made in a previous iteration. The heat flux readings from the thin skin calorimeters rely on a fit of the pyrolysis and flame length data to establish which meters are within the heating region. The estimation of the convective heat flux relies on provision of the $\mathrm{c}_{1}$ parameter which is optimised later on in the process. Thus, for the first iteration which occurs relatively soon after the ignition, the flow is assumed to be laminar. In subsequent iterations when data is available, plots are produced such as those shown in Figure 5.3 using fits and optimisations from a previous iteration. In the first of the two plots shown in Figure 5.3, the thin skin calorimeter data is registering zero incident radiant heat flux (see Section 4.4.3.3) thus indicating that the flame can be considered laminar. In the second plot, the data from the thin skin calorimeter is comparable to that of the estimated convective flux indicating that the flame is in a transition phase and the relevant levels of radiative flux should be established.

### 5.3.2 The "Known" Parameters

### 5.3.2.1 Length Scale Parameters

The values of the length scale parameters, $1_{p}$ and $1_{f}$, vary in time as the flame spreads. To aid the optimisation and prediction processes, a fit is applied to the measured data for each of these two parameters. The fit consists of a function describing how the parameter varies in time. The function used is determined by the nature, laminar or turbulent, of the flame. Length scale data is supplied to the model in the form of these fits i.e. as some function of time, which enables the projection of the trend shown by the data into the future.

Examination of the pyrolysis and flame length data from the experiments and inspection of the literature [17] [59] clearly demonstrates that the two parameters are closely linked and that trends in both sets of data mirror each other to a large extent. This knowledge is important as it suggests that the fits made to these two sets of data should be of the same form i.e. if one set of data is clearly developing linearly, the other should be expected to develop in the same manner and thus linear fit models should be applied in both cases.

This knowledge is also extremely useful in cases where data is sparse as it enables the fitting process to compensate to some extent for a lack of data. This is seen to be the case in the experiments reported here where the number of pyrolysis length data points is limited by the number of depth thermocouples and trends are difficult to identify early on by this data alone. By contrast, the flame length data is generally dense enough to clearly show a trend from the very early stages. The process of applying a fit to the pyrolysis length data is thus more robust as the uncertainty involved in deciphering a trend from the data is removed and the correct style of fit
can be made. In these cases the pyrolysis length data has only to guide the magnitude of the fit thus reducing uncertainty and therefore error.

Inspection of the experimental results has shown there to be two patterns of growth present within the range of conditions encountered in these experiments. In the early stages of the experiments the flame spreads linearly and thus the length scales follow a corresponding trend. As the flames grow, the spread is seen to accelerate portrayed by a curvature in the development of the data in time. The linear growth corresponds to a laminar flame state while the accelerative trend is indicative of a turbulent regime. Thus the method of fitting is predetermined by the result of the assessment of the nature of the flame described above (Section 5.3.1.2) and the application of these fits is described below.


Figure 5.4-The plot shows corresponding sets of flame length data (blue triangles) and pyrolysis length data (red squares). The fits made to the data (continuous lines) represent how they are thought to have varied in time up to 90s post ignition.

### 5.3.2.2 The Linear Regime

At any stage when the flame behaves in a laminar fashion, a simple straight line fit pattern is prescribed to the pyrolysis and flame length data. This may be in the initial loop or in subsequent loops when the flame is adjudged to be either laminar in nature or in a transition phase but still evolving linearly. As alluded to previously, there is a close relationship between flame length and pyrolysis length which is characterised when the flame is laminar in nature by Equation 22 which states that the two are
linearly related. Equation 22 is identical to Equation 10 with n equal to one for laminar flow.

$$
l_{f}=c_{2} l_{p}
$$

Equation 22
If the flame has been deemed to be laminar through inspection of the data a linear fit is applied to both the pyrolysis and flame length data in the form: -

$$
l_{p}=m(t)+c
$$

Equation 23
An example of the fits produced by this fit model is shown in Figure 5.4. Inspection of the data in this figure shows consistent growth over this period and it remains smaller than 200 mm .

### 5.3.2.3 The Accelerating Regime

For accelerating spread rates, usually the result of fully turbulent flows, the simple straight line fit can no longer be used to describe the evolution of the data and some form of curve fit must be applied to capture the acceleratory trend for projection into the future.

Initially a set of alternative fit options such as parametric, log and power fits were applied by curve fitting software following inspection of the data. The fit type adjudged to follow the trends in the data best at each iteration of the process was utilized essentially making the process one of trial and error and intuition. This method was discarded because arbitrary fits convey no knowledge of the physical process, and also because based on interpretation of the data at each stage, there could be a tendency to vary the fit type which discourages the convergence of the fits and consequently of the parameters that are subsequently optimised from them. It could be the case that where parabolic curves were prescribed that fitted the immediate data well; when extrapolated into the future; they failed to represent the likely path of the variables in any reasonable way.

Aside from these practical flaws, the ethos of the work was to automate the process as much as possible and this particular system laid too much dependability for success on intuition. Hence a generic fit describing $l_{p}$ or $l_{f}$ as a function of time was sort that could be manipulated through the optimisation of its variable parameters to satisfy the expected range of behaviours. The fit was derived from a combination of the focal flame spread model describing flame spread as a solid ignition process, coupled with the definition in the literature [70] that the spread rate is equal to the derivative of the pyrolysis length with respect to time, i.e.

$$
V_{f}=\frac{d l_{p}}{d t}
$$

Equating the two definitions of spread rate the following relationship is established: -

$$
\frac{d l_{p}}{d t}=\frac{4 c_{2}\left[\left(c_{1} k_{g} \rho_{g} c_{p} u_{\infty} / l_{p}^{n}\right)^{1 / 2}\left(T_{f}-T_{p}\right)+\dot{q}_{f r}^{\prime \prime}+\dot{q}_{e}^{\prime \prime}-\dot{q}_{r s}^{\prime \prime}\right]^{2} l_{p}^{n}}{\pi k_{s} \rho_{s} c_{s}\left(T_{p}-T_{0}\right)^{2}}
$$

Equation 25
Grouping of the constants then transforms this into the following form:

$$
\frac{d l_{p}}{d t}=K_{1}\left[K_{2}+Q l_{p}^{\mathrm{n} / 2}\right]^{2}
$$

Which when rearranged gives: -

$$
d t=\frac{1}{K_{1}\left[K_{2}+Q l_{p}^{n / 2}\right]^{2}} d l_{p}
$$

This expression can then be integrated to give time as a complex function of pyrolysis length (Equation 26) with adjustable parameters $\mathrm{K}_{1}, \mathrm{~K}_{2}, \mathrm{~K}_{3}$ (introduced as the constant of integration), Q , and n to be manipulated to produce the optimal fit of the time - length data.

$$
t=\frac{2}{K_{1} Q^{4} n}\left[\frac{1}{2}\left(Q l_{p}^{\frac{n}{2}}-5 K_{2}\right)\left(Q l_{p}^{\frac{n}{2}}-K_{2}\right)+3 K_{2} \operatorname{Ln}\left(Q l_{p}^{\frac{n}{2}}-K_{2}\right)+\frac{K_{2}^{3}}{\left(Q l_{p}^{\frac{n}{2}}-K_{2}\right)}+K_{3}\right]
$$

Equation 26
The full derivation of this Equation is given in Appendix 2. Ideally the expression would express $l_{p}$ as a function of time allowing the pyrolysis length at any point in time in the future to be calculated directly but the complexity of the expression makes this impossible (at least for this mere mortal) and thus the function is used in this form.

Equation 26 is thus used in the given form to find the optimum fit of time as a function of pyrolysis length for the current isotherm data rather than pyrolysis length as a function of time as was previously the case with the linear fit. The same fit shape is also applied to find time as a function of flame length given that the same model should be applied to both length data according to the justification given previously (Section 5.3.2.1). The fitting process itself is made using commercial curve fitting software optimising the fit with a least squares method. The fit can and has also been made using a Genetic Algorithm. For this application, the curve fitting software was chosen over the GA on the basis of speed of computation, taking far less computational time and effort to derive a good fit. No comparison of the quality of fits derived by the two methods is made here.

### 5.3.2.4 Flame Temperature and Ambient Flow Velocity

Two constituent parameters of the term expressing the convective heat flux from the flame to the surface are the flame temperature $\left(\mathrm{T}_{\mathrm{f}}\right)$ and ambient flow velocity $\left(\mathrm{u}_{\infty}\right)$. Both of these quantities have measurement techniques associated with them. Inspection of the $\mathrm{u}_{\infty}$ data produced by the PIV system shows that, during each experiment, there is very little variation in the magnitude of this parameter and thus a constant value is considered to represent this data sufficiently. The value supplied to the model is thus simply an average of all data points from the current data set.

The flame temperature is taken from the measurements produced by the gas phase thermocouples. These thermocouples are close to the exposed surface of the PMMA and are assumed to be measuring flame temperature when they are enveloped by the flame. Before a choice of temperature can be made, the readings that correspond to a thermocouple within the flame must be segregated from the others. The process that isolates the desired data makes use of the fit made to the flame length data. For a thermocouple to be considered within the flame, the flame tip must be higher than that thermocouple. By substituting the height of the thermocouple into the fit model (Equation 26) in place of $l_{p}$, together with the values of the adjustable parameters (K1, K2 etc.) produced by the fit of the flame length data, a value of time corresponding to the flame tip arrival at the thermocouple is derived. This process works equally well for the linear fit when the model (Equation 23) is rearranged to make t the subject.

A representation of this is shown in Figure 5.5. Each data point style represents a different thermocouple with the corresponding height shown in the legend. As the flame tip reaches the height of the thermocouple the data changes from grey to coloured. Only coloured data is considered as a potentially valid flame temperature.


Figure 5.5-The plot shows the gas temperature measurements over the first 60s. The readings are only considered for the measurement once the sensors themselves are within the flame. The height of each thermocouple above the ignition location is shown in the legend.

When the data points produced over the entire duration of the experiment are viewed as a whole, a distinct and consistent trend is observed. As the thermocouples come into close proximity with the flame, the readings they produce rise and level off to form a plateau. The magnitude of this plateau is reasonably consistent for all thermocouple readings in an experiment. A sample of data showing this trend is shown in Figure 4.54. This trend implies that the temperature of the flame is essentially constant and is represented by the value at which this plateau occurs. Thus the flame temperature is calculated and presented to the model as the maximum temperature measured by a thermocouple adjudged to be within the flame.

### 5.3.3 The "Unknown" Parameters

The ideal scenario would be that all parameters in the model fall into the "known" category, that is, that they are either pre-defined constants (such as material properties or universal constants) or measurable parameters. This scenario would remove much of the uncertainty and calculations associated with the production of a prediction. As this is not always practical or possible, some parameters remain unknown once all data has been pooled and these outstanding parameters must be estimated by some means. The method by which some parameters are optimised is dependent on the earlier assessment of the conditions of the flame, much as the choice of fits applied to the length scale data was. In all cases the method of
optimisation aims to use as much information from the data and literature as possible to remove as much uncertainty from the resulting values as possible.

### 5.3.3.1 Spread Rate

An estimation of the evolution of the spread rate over the time interval being analysed is required in order to optimise the remaining unknowns. The spread rate can be established from the pyrolysis length data using the relationship described in Equation 24 provided that there is no burnout at the flames leading edge. When the base of the flame remains stationary, the rate of change of the pyrolysis length corresponds to the rate at which the pyrolysis front progresses. The spread rate is derived from the fit as opposed to the data itself as the isotherm data points are too sparse and/or noisy to get a good approximation. This consequently makes the success of the process more heavily reliant on obtaining a representative fit of the pyrolysis length data. The process applies equally well to the linear and curve fits.


Figure 5.6 - The plot shows a fit applied to the pyrolysis length data (in red) and the subsequent spread rate derived from it (in blue).

### 5.3.3.2 Length Scale Relationship Parameters

The values of pyrolysis length and flame length are related by the parameters $\mathrm{c}_{2}$ and n according to the correlation defined in Equation 10.

$$
l_{f}=c_{2} l_{p}^{n}
$$

## Equation 10

When the flame is adjudged to be laminar or transitioning towards turbulence but still showing steady linear growth, a linear fit is applied to the pyrolysis and flame length data. The parameter $c_{2}$ can be found directly from the ratio of flame length to pyrolysis length (Equation 27) as n is adjudged to be unity (=1) for a laminar flame.

$$
c_{2}=\frac{l_{f}}{l_{p}}
$$

Equation 27
The plot of $c_{2}$ in time derived from this ratio shows convergence on a single constant value (Figure 5.7) as the initial conditions become less influential on the ratio. This value is taken as representative of $c_{2}$ and used to populate the physical model for the laminar, linearly evolving flame regime.


Figure 5.7-The plot shows the value of $c_{2}$ (green line) resulting from the ratio of flame length (blue line) to pyrolysis length (red line). The value converges on a constant value which is used in the subsequent prediction.

When the flame has become turbulent and the radiation from it has become the dominant mechanism of heat transfer ahead of the flame front, the spread velocity is seen to accelerate and a curved fit is used to describe the length scale data as outlined in Section 5.3.2.3. In this case the parameter n is not automatically fixed as unity $(=1)$ as for the laminar flame, and the values of $\mathrm{c}_{2}$ and n must be established in unison and by a different method to that described above for a linear growth situation.

The curve fits applied to the flame and pyrolysis length data (in Section 5.3.2.3) are used as part of an optimisation to determine the values of the parameters $c_{2}$ and $n$ as represented in Equation 10. In this case there are only two unknowns and these unknowns have limited ranges. These ranges can be assigned from a combination of the literature (See Section 2.1.4) and the experimental data. A "brute force" method (described below) is used to find the optimum values of each parameter based within these ranges. The optimum is defined as the combination of $c_{2}$ and $n$ that minimises the difference between the flame length line fit and the line produced by applying the values of $n$ and $c_{2}$ to the pyrolysis length line fit according to Equation 10 i.e. by minimising the value of $y$ in Equation 28 under the constraints of the ranges of its constituent values: -

$$
y=\int_{t_{0}}^{t_{\text {turenet }}}\left|l_{f, f i t}(t)-c_{2} l_{p, f i t}(t)^{n}\right|
$$

Equation 28
The value of $\mathrm{t}_{0}$ represents the time at the beginning of the current data set from which the fits were made. This could be either the time of ignition of the experiment or the time at which a change of conditions was adjudged to have occurred (see changes of conditions 5.3.1.1). The value of $t_{\text {current }}$ represents the time at which the optimisation is being made. The optimal values of $\mathrm{c}_{2}$ and n are found by a "brute force" method. This means that all possible combinations (within reason) of the values of $c_{2}$ and $n$ from their respective ranges are applied to the pyrolysis length fit as per Equation 28 and a value of y is found for each and every combination. The combination that produces the minimum value of $y$ represents the optimum.

The crux of this method thus relies on a good definition of the ranges of the parameters. If the bounds of the ranges are too tight, the optimal solution may lye outside of them and thus may never be discovered. If, on the contrary, the bounds are too distantly spaced, the number of computations that must be performed to adequately cover the search space using a brute force method may make this technique unpractical. A practical set of bounds for these parameters can be defined however through a combination of previous results from the literature and analysis of the available experimental data.

Data for the parameter n is available in the literature (listed in Section 2.1.4) where values are reported ranging from 0.66 to 0.8 for fully turbulent flow and 1.0 for laminar flow. For this work these bounds are widened to allow the process to explore
the possibility that a good solution could lie outside of the conventionally accepted values. The upper bound was set at $\mathrm{n}=1.5$ and the lower bound at 0.5 . If the values for the optimum solutions converge on these boundary values, it will indicate that the optimum result most likely lies out with these bounds and that they should be widened further still. If the solution converges within the conventional 0.66-0.8 range then this would give added confidence that the process is working. Given the fairly linear nature of the small flames in most of these experiments, a value closer to 1.0 would seem acceptable.

The bounds of the $c_{2}$ parameter are set using a combination of the bounds of $n$ and the maximum and minimum values of $\mathrm{p}_{\mathrm{p}, \mathrm{fi}}$ and $\mathrm{l}_{\mathrm{f}, \mathrm{fit}}$. According to Equation 10, the value of $c_{2}$ shifts the value of $1_{p}{ }^{n}$ to that of $1_{f}$. Using this relationship and given that all of the values of $l_{\text {p,fit }}$ and $l_{f, \text { fit }}$ are known, the largest value that $c_{2}$ could need to be to cover all possible eventualities, and thus the upper bound for this value in the optimisation, is given by the largest value of $\mathrm{l}_{\mathrm{f}}$, the smallest value of $1_{\mathrm{p}}$ and the smallest possible value of $\mathrm{n}(\mathrm{n}=0.5)$ applied to Equation 29. The minimum bound is given by Equation 30.

$$
\begin{gathered}
c_{2, \max }=\frac{l_{f, \max }}{l_{p, \min }^{n_{\min }}} \\
c_{2, \min }=\frac{l_{f, \min }}{l_{p, \max }^{n_{\max }}}
\end{gathered}
$$

Equation 29

Equation 30

A set of candidate values of $c_{2}$ and $n$ are then produced that substantially and evenly cover the range between the upper and lower bounds calculated for each of the parameters. Every combination of the candidate values of the two parameters is then applied to Equation 28 and the value of y for each combination is logged. Once all combinations of the candidate parameters have been processed, the combination that produced the smallest value of y is taken as the optimum.


Figure 5.8 - The plot shown the evolving optimisations of the $\boldsymbol{c}_{2}$ and $n$ parameters during an experiment where a transition to turbulence occurs. Linear fits are applied until 300s post ignition when enough data is available to demonstrate that a change of conditions has occurred and the fit type switches to the turbulent curve fit.


Figure 5.9 - The plot shows the comparison of the parameter $n$ derived from different components of the optimisation process. The green line represents the value optimised from the curve fits as described. The red and blue lines represent the output from the line fits applied to the pyrolysis and flame length data respectively.


Figure 5.10 - The plot demonstrates the similarity between the derived value of $n$ and the average of the values derived from the curve fits shown in the previous figure (Figure 5.9).

Figure 5.8 -shows an evolution of the n and $\mathrm{c}_{2}$ parameters for a larger scale vertical upward flame spread experiment. Each data point on the chart corresponds to the result of an iteration of the entire process being described. From the first iteration which takes place using data up to 100s post ignition to the iteration comprising data to 300 s post ignition, the flame is behaving linearly. The value of $n$ is fixed automatically at 1.0 and $c_{2}$ is derived as the ratio of flame to pyrolysis length as per Equation 27. The outputs of the optimisations over this period converge. Post 300s the curve fit is used to describe the data and the brute force optimisation method described above is employed to evaluate the parameters. Once again the parameters can be seen to converge, almost immediately on a final value.

The resultant values of these constants, especially in the case of $c_{2}$, are sensitive to the quality of the fits from which the constants are optimised. If the fits do not adequately represent the data, the parameters derived from them will not represent the experiment. If the fits fluctuate significantly between iterations, so will the constants. The flame length data is numerous, and while it can be noisy, it generally provides a robust fit with a low level of fluctuation. The pyrolysis data by contrast is sparser and a single lagging reading by a badly positioned depth thermocouple can affect the shape of the fit more so than a single bad value of flame length data. Thus a fluctuating or non convergent $\mathrm{c}_{2}$ and or n value output is likely to be the result of a fluctuating or non convergent fit to the pyrolysis length data.

The derivation of the curve fit shape described earlier involved the grouping of constants for ease of calculation to form an expression that was then integrated. The result was the complicated expression shown by Equation 26 that expressed $t$ in terms of lp and some adjustable parameters. These adjustable parameters are the grouped constants and one of these values is $n$. Thus, each time a curve fit is produced a value for the $n$ parameter is also produced. The three values of $n$ (one produced by the brute force optimisation, one by the fit to the flame length data, and one by the fit to the pyrolysis length data) produced during the same experiment from which the values displayed in Figure 5.8 were drawn, are compared in Figure 5.9 -. The plot shows how the values obtained from the fits track the optimised value fairly closely. The average of the n values resulting from the fits can therefore represent a viable alternative method of deriving $n$. The average of the $n$ values produced from the curve fits is compared to the optimised value in Figure 5.10.

### 5.3.3.3 Heat Flux and Constituent Parameters

The final unknown parameters that require optimisation in order to fully populate the model all constitute values pertaining to the heat flux from the flame to the unburned surface. Assessment of this heat flux is complex as it involves the resolution of the total flux to the surface into its constituent convective and radiative portions. While the definition of total heat flux to the surface as a single term might suffice if the aim of the work were simply to predict the spread rate in the future, it is necessary to have this distinction when considering the real life scenarios in which this process could be used. If the overall aim of the process is to better predict a fire growth which requires the accurate prediction of secondary ignition of surrounding items, then the correct proportions of heat transfer by conduction, convection and radiation to other items in the rooms is essential. The resolution of the heat flux into its constituent parts is achieved through the exploitation of knowledge of the dominant heat transfer mechanisms in the flame in its varying states (laminar and turbulent) of growth.

When the flame is laminar, the literature [17][59][71] tells us that convective transfer to the unburned surface ahead of the pyrolysis front is the dominant mechanism of heat transfer and the levels of radiative heat flux to the surface from the flame can be considered negligible in comparison. Indeed examination of the data from the thin skin calorimeters confirmed this as shown in Section 4.4.3.3. The initial iterations of the prediction process generally take place under laminar conditions with a small flame and as such represent the simplest condition with respect to heat flux. This can be exploited to obtain an accurate assessment of the contributions of the convective and radiative components of heat flux from the flame. In these early stages the total heat flux to the surface can be considered entirely as convective and the terms for incident radiation and re-radiation can be neglected. By eliminating these terms from the model, the total heat flux to the surface is expressed as: -

$$
\dot{q}_{r}^{\prime \prime}=\left(c_{1} k_{g} \rho_{g} c_{p} u_{\infty} / l_{p}\right)^{1 / 2}\left(T_{f}-T_{p}\right)
$$

Having already established all other quantities in this expression and thus in the model, the only parameter remaining undefined is $c_{1}$. Being the only unknown value it can be solved for directly by rearranging the expression of the flame spread model (Equation 14).

In turbulent and transitioning regimes, the radiant heat flux to the surface will become significant and an accurate estimation of its magnitude and how it varies over the course of the experiments is required in order to make an accurate and complete prediction. As stated above, all other parameters in the model have been established by other means, thus the total heat flux to the surface can be solved for by rearranging Equation 11.

$$
V_{f}=\frac{4 c_{2}\left[\dot{q}_{s}^{\prime \prime}\right]^{2} l_{p}}{\pi k_{s} \rho_{s} c_{s}\left(T_{p}-T_{0}\right)^{2}}
$$

Equation 11
The total heat flux must then be broken down into its constituent parts. These are shown in Equation 5.

$$
\dot{q}_{s}^{\prime \prime}=\dot{q}_{c o n v}^{\prime \prime}+\dot{q}_{f r}^{\prime \prime}+\dot{q}_{e}^{\prime \prime}-\dot{q}_{r s}^{\prime \prime}
$$

## Equation 5

In these experiments there are no significant external sources of heat flux so this term can be neglected. If the terms representing radiative heat flux are grouped to give a term for net radiative heat flux to the surface, Equation 5 can be reduced to: -

$$
\dot{q}_{s}^{\prime \prime}=\dot{q}_{c o n v}^{\prime \prime}+\dot{q}_{r, n e t}^{\prime \prime}
$$

Thus the only remaining obstacle to be overcome is the fact that $\dot{q}_{r, n e t}^{\prime \prime}$ must be derived from one equation with two unknowns. The solution to this problem is achieved by making the assumption that the value of $\mathrm{c}_{1}$ remains more or less constant throughout the experiment. Having established the value of $c_{1}$ early in the process when the entire quantity of heat flux to the surface was convective, and having derived the other constituent parameters of the convective heat flux term by measurement or prior definition of the values, the magnitude of the convective heat flux throughout the remainder of the experiment is deemed to have been established. Thus the net radiative fraction of the total heat flux can be found by deducting the convective fraction from the total. This can be done with confidence of obtaining an good answer provided that the value of $c_{1}$ is accurate. Confidence that a representative value has been established for $\mathrm{c}_{1}$ can be gained when the value of this parameter remains constant or converges in the initial iterations of the process during the laminar stages of the experiments.

Having derived the net radiative heat flux to the surface, the incident portion can be defined by the expression: -

$$
\dot{q}_{r f}^{\prime \prime}=\dot{q}_{r, n e t}^{\prime \prime}-\dot{q}_{r s}^{\prime \prime}
$$

The re-radiation term is expressed as: -

$$
\dot{q}_{r s}^{\prime \prime}=\sigma \varepsilon\left(T_{s}^{4}-T_{\infty}{ }^{4}\right)
$$

The surface temperature $\left(\mathrm{T}_{\mathrm{s}}\right)$ is not directly measured, but is known to vary between $\mathrm{T}_{\mathrm{p}}$ and $\mathrm{T}_{0}$ where $\mathrm{T}_{0} \approx \mathrm{~T}_{\infty}$. Thus the radiant heat flux from the flame to the surface can be expressed as a range by the following expression: -

$$
\dot{q}_{r, n e t}^{\prime \prime}-\sigma \varepsilon\left(T_{p}^{4}-T_{\infty}^{4}\right) \leq \dot{q}_{r f}^{\prime \prime} \leq \dot{q}_{r, n e t}^{\prime \prime}
$$

Equation 31

This result hinges therefore on the assumption that $\mathrm{c}_{1}$ remains constant for the duration of the experiment which must be justified. As discussed, the literature [17][59][71] suggests that while the flame is laminar it is dominated solely by convective flux. When the flame regime transitions to turbulence, the lower portion of the flame still maintains a laminar regime becoming turbulent higher up in the flame (Figure 5.11). This suggests that the dominant heat flux mechanism for a turbulent flame may vary throughout the height of the flame, being dominated by radiation where it is distinctly turbulent but maintaining a laminar convection dominated regime in the region immediately around the pyrolysis front. Toward the end of the experiments when the pyrolysis front is close to the top of the PMMA slab, the turbulent region is no longer contributing to the heating of the final portion of unburned PMMA and convection once again becomes the dominant heating mechanism. The laminar / turbulent nature of a large wall flame can be observed visually from images (Figure 5.11).


Figure 5.11 - The image taken from a web camera and used to measure flame length shows the transient behaviour of the larger flame. A more laminar region exists at the bottom (below the line) becoming more turbulent with height (above the line) through the flame.


Figure 5.12 - The plot shows the evolution of the total heat flux to the unburned surface (green line) at the final step of the optimisation process along with a comparison of the breakdown of the individual convective and net radiative components (red and blue lines) estimated by the programme.

The assumption that the value of $\mathrm{c}_{1}$ remains approximately constant throughout can be demonstrated by performing this methodology as if the flame remained laminar throughout the entire experiment. When the flame is laminar, the methodology assumes all heat flux to be convective and assumes the net radiation to the surface to be negligible. Thus, the original expression for total heat flux to the surface: -

$$
\dot{q}_{s}^{\prime \prime}=\dot{q}_{c o n v}^{\prime \prime}+\dot{q}_{f r}^{\prime \prime}+\dot{q}_{e}^{\prime \prime}-\dot{q}_{r s}^{\prime \prime}
$$

Can be expressed simply as:

$$
\dot{q}_{s}^{\prime \prime}=\dot{q}_{c o n v}^{\prime \prime}
$$

And the flame spread model becomes: -

$$
V_{f}=\frac{4 c_{2}\left[\left(c_{1} k_{g} \rho_{g} c_{p} u_{\infty}\right)^{1 / 2}\left(T_{f}-T_{p}\right)\right]^{2}}{\pi k_{s} \rho_{s} c_{s}\left(T_{p}-T_{0}\right)^{2}}
$$

Equation 32

When this methodology is carried out with this alteration for a larger experiment which makes the transition to turbulence, the value obtained for $\mathrm{c}_{1}$ follows the evolution shown in Figure 5.13.


Figure 5.13 - The plot shows the evolution of the $c_{1}$ parameter (right hand axis green) when the model is forced to consider the flame as laminar. The pyrolysis length data (left hand axis - red) illustrates the growth of the flame over the same period of time for comparison.

In the initial stages of the experiment the flame is laminar and thus the model described above in Equation 32 can be considered appropriate at this point in the experiment. By extension, the value of $c_{1}$ which is converging on a value of approximately 9 to 10 , and which is obtained using this model can be considered reasonable. The flame then goes through a period of acceleration which corresponds to a turbulent regime. Throughout this period, the radiative heat flux from the turbulent flame accounts for a significant portion of the total heat flux. The total heat flux in this period must be greater than in the initial period characterised by laminar flaming as the flame is spreading faster. This is due to the extra radiative heat flux from the turbulent flame adjacent to the unburned surface. The model in Equation 32 therefore is no longer valid and the value of $\mathrm{c}_{1}$ can be assumed to be incorrect. Near the end of the experiment when the pyrolysis front is nearing the end of the PMMA sample, the region of turbulent flaming is no longer adjacent to the little remaining unburned PMMA. At this point the spread rate decelerates. Figure 5.13 shows that the pyrolysis front nears the end of the 500 mm PMMA slab at approximately 600 s post ignition. Figure 5.14 shows the corresponding flame length data. The increased density of data points in this data shows the trends more clearly. At 600s the growth rate of the flame can be clearly seen to be decelerating. This deceleration is attributed to the loss of the radiative heat flux as the portion of the flame that it is associated with has moved beyond the top of the PMMA slab. The heating regime is now once again dominated by convection as the flaming in the heating region ( $l_{h}$ ) is laminar in nature and the model in Equation 32 is valid once more. The corresponding $c_{1}$ data is now valid again and is seen to be converging on its original value.


Figure 5.14-The plot shows the same $c_{1}$ trend as in Figure 5.13 this time compared to the flame length data. The greater density of this data demonstrates more clearly the pattern of the growth corresponding to the behaviour of $c_{1}$.

In the two regions, at the beginning and end of the experiment, where the model is valid and it is believed that the heating is dominated by convection alone, the value of $c_{1}$ appears to converge on a similar value suggesting that it remains reasonably constant throughout the experiment. Given a similar analysis, results from other experiments also show a similar result.

### 5.4 Prediction and Convergence

Once the data is collected and correlated, the unknown parameters established and all parameters of the model established, the spread rate is then forecast forward as a function of the pyrolysis length to establish when the pyrolysis front will reach the end of the slab, and what the size of the flame and level of radiation from it will be. In the case of a prediction made during the laminar stages where the net radiant heat flux term is discarded, the spread rate model becomes independent of pyrolysis length and predicts a continuous constant value as depicted in Figure 5.15. As more data becomes available from the sensors, the accuracy of the prediction and data fits can be appraised and if necessary re-evaluated. With each re-evaluation the interpretation of the spread rate from the start of the experiment or the last change of conditions becomes more accurate and convergent. The same convergence is seen for the curve fits (Figure 5.16) although in this case the predictions are no longer independent of the pyrolysis length.


Figure 5.15 - The solid lines in the plot represent the spread rate from the start of the experiment to the time of prediction give in the legend. The dashed line represents the forecast forward in time based on the data gathered and trends seen up to the present time.


Figure 5.16 - The solid lines in the plot represent the spread rate from the start of the experiment to the time of prediction given in the legend. The dashed line represents the forecast forward in time based on the data gathered and trends seen up to the present time.

### 5.5 Worked Example

To demonstrate the process more clearly, an example is made using Experiment 1. This experiment is an imitation of the benchmark experiment, with a 200 mm long, 40 mm thick, PMMA slab positioned with the exposed face vertically orientated.

### 5.5.1 First Iteration

The raw sensor data is collected, transformed into an appropriate form and collated chronologically at 60 seconds post ignition. The flame length data (Figure 5.17) over the first 60s shows a reasonably steady linear growth. The pyrolysis length data (also Figure 5.17) at this stage contains just two readings. The PIV ambient velocity measurement ( $u_{\infty}$ ) contains only one reading and this is taken as representative of the entire time step. The gas phase temperature data shown in Figure 5.18 shows the readings for all five of the gas phase thermocouples. The programme only considers readings from thermocouples that are currently below the level of the top of the flame (shown in colour). All other readings (shown in grey) are discarded. The value of flame temperature is taken as the maximum single value of those in consideration i.e. taken within the flame. At this stage the thin skin calorimeters do not show any significant incident radiant heat flux.


Figure 5.17 - The plot shows the pyrolysis (lp) and flame (lf) length data collected over the first 60 seconds of the experiment.


Figure 5.18 - The plot shows the gas temperature measurements over the first 60 s . The readings are only considered for the measurement once the sensors themselves are within the flame. The height of each thermocouple above the ignition location is shown in the legend.

With the data correlated and displayed, a decision must be made as to whether the flame is laminar or turbulent so that appropriate fits and suitable optimisation techniques can be applied. Inspection of the flame length data indicates a steady linear growth. The flame is also still less than 200 mm in length and the level of incident radiant flux is still negligible so the flame is deemed to still be laminar and a linear fit is applied to the length scale data shown in Figure 5.19. The future data, unavailable to the model at the time of prediction, is also shown in this plot to demonstrate the overall accuracy of the fits at this stage given the data available to them. From these fits, the value of the $c_{2}$ parameter can be derived from the ratio of the two according to Equation 22 and shown in Figure 5.20. The value converges as the influence of the initial conditions reduces and the final value is taken as a constant to represent the period since the beginning of the experiment. With the trend of the pyrolysis front evolution established, the spread rate over the initial 60 s of the experiment can be estimated from the gradient of this line and is shown in Figure 5.21 as a continuous line.


Figure 5.19 - The flame is deemed to be laminar over the first 60 seconds so a linear fit is applied to the length scale data. The data available to the model is shown in colour on the plot with future data ghosted. The dotted line represents the fit to the flame length data and the continuous line the fit to the pyrolysis data.

The final set of optimisations concern the heat flux to the unburned surface. As the flame has been deemed fully laminar and the thin skin calorimeters indicate there is no significant radiant heat flux from the flame, only the convective component is considered which leaves $c_{1}$ as the final unknown of all parameters needed for the flame spread model. With all other parameters established, the flame spread model is solved for this value. With the evolution of all time variant parameters and all constants established, the spread rate is forecast forward in time. In the case of this first iteration the spread is independent of the time variant values and is simply forecast as a constant in time (Figure 5.21).


Figure 5.20 - The plot shows the $c_{2}$ parameter (in green) derived from the ratio of flame (dotted red) to pyrolysis (continuous red) length. In time the value converges as the effects of the initial conditions of the plots becomes less influential.


Figure 5.21 - The plot shows the spread rate estimated from the initial 60s of data and the prediction resulting from it.

### 5.5.2 Condition Change and Transition to Turbulence

At the beginning of each iteration, the levels of radiant heat flux measured by the thin skin calorimeters are compared to the convective heat flux derived by the parameters optimised in the previous step. As the flux reading from the calorimeters is averaged from the meters believed to be between the flame tip and pyrolysis front and thus requires knowledge of the position of each over the time step, the fits to the length scales from the previous step are used to provide the radiative flux data. Figure 5.22 shows this comparison at the start of the third iteration at 120s post ignition. The levels of radiative flux have become comparable with the convective flux, and thus can no longer be considered negligible.

Inspection of the evolution of the $c_{1}$ parameter at each iteration up to this stage shows that it has remained steady which gives confidence that its value is a good representation of the experiment. Its most recent value is then fixed for the remainder of the process to avoid over-estimation in subsequent iterations as the heat flux can no longer be attributed solely to the convective flux.


Figure 5.22 - At the third iteration the level of incident radiant heat flux becomes comparable with the convective flux established with the optimised parameters from the previous iteration. This indicates that the flame has begun to transition to turbulence.


Figure 5.23 - Inspection of the flame length data at the fourth iteration indicates a change of growth rate beginning approximately at 75 seconds post ignition.

At the beginning of the fourth iteration, a trend change in growth of the flame becomes apparent (Figure 5.23). Despite the change in growth rate appearing to originate at approximately 75 s post ignition, the trend is only obvious given data to 150 s . With the flame approaching 200 mm and levels of radiant flux increasing, a transition to turbulence is deemed to have begun and data from before the change corresponding to the strictly laminar phase is discarded as not representative of the current regime. The remaining data highlighted in Figure 5.24 is taken forward to form new optimisations based on the data thought to represent the current flame and spread conditions. Initially the data appears linear with the resultant fits shown in Figure 5.25 . As more data is accrued the flame length data indicates that the flame is accelerating and from this point onwards, the derived curve fit is applied (Figure 5.26). With a high data density, the fit to the flame lengths converges quickly while the fit to the sparser pyrolysis length data takes longer (Figure 5.27).

With the fit regime now using the curve form, the method of $\mathrm{c}_{2}$ optimisation must be altered and the n parameter included with it as described in Section 5.3.2.3. With the upper and lower bounds of $n$, and the lower bound of $c_{2}$ prescribed, the upper bound of $\mathrm{c}_{2}$ is found by maximising its value using an appropriate form of Equation 10 with the maximum value of $1_{\mathrm{f}}$ and minimum value of $1_{\mathrm{p}}$ taken from the fit results and the lower bound value of $n$. An equally spaced range of values of $c_{2}$ and $n$ are established between their respective bounds and every combination of the two is applied to the latest pyrolysis length fit. The combination of the parameters that produces the best match to the flame length fit is selected.


Figure 5.24 - A decision is made at 150 s post ignition that a condition change occurred approximately 75 s post ignition. Data from before this time is discarded and only current data (in blue and red) is used for the next set of fits and optimisations.


Figure 5.25 - The plot shows length data fits for the first two iterations following the detection of the change of conditions in comparison to the last fit prior to it. The coloured data represents the information available to the programme when making the new fits.


Figure 5.26 - The relevant flame length data, post regime change, begins to show signs of acceleration prompting a change to a curve fit.


Figure 5.27 - The plot demonstrates the evolution of curve fits applied in the subsequent steps following the perceived change from linear growth. With a high density of data points the fit to the flame length data converges almost immediately whereas the fit to the pyrolysis length data takes longer due to its sparse nature.

### 5.5.3 Reassessment and Convergence

As more data becomes available to the programme this process can be repeated to check the accuracy of the fits, optimisations and prediction. If the output of the previous loop is found to be outside permissible levels of accuracy, it is replaced by the output of the latest loop. The data is also checked for indications that the flame has changed in nature i.e. from laminar to turbulent, or that the environmental conditions have changed in a way that is effecting the spread rate or characteristics of the flame in such a way that necessitates the re-evaluation of parameters pertaining to the flame such as the heat flux from it and expected length etc. At each iteration, providing there has not been a major change in conditions, the optimised parameters and fits should converge if the physical characteristics of the experiment are being correctly measured and representative fits applied.

### 5.5.3.1 Length Scale Fits and Related Parameters

Examination of the evolution of the $n$ and $c_{2}$ parameters in Figure 5.28 demonstrates the changes to each parameter as the flame transitions form laminar to turbulent and the style of data fit changes accordingly. During the initial phase of linear fits, n is automatically set at $\mathrm{n}=1$ but is subsequently evaluated upon the change to curve fitting where it converges quickly on a value of approximately 0.68 which is in line with the lower end of the conventionally accepted range given (and referenced) in Section 2.1.4. The $\mathrm{c}_{2}$ parameter is also seen to converge rapidly at each stage of the process. It remains constant throughout the early laminar stages and quickly reconverges following removal of data from the laminar phase. Once the fit type becomes curved it again converges quickly.


Figure 5.28 - The plot shows the evolutions of the $n$ and $c_{2}$ parameters at each stage of the iteration process. Both parameters are seen to change and re-converge following the change from linear to curve fitted data as the flame began to accelerate.

### 5.5.3.2 Heat Flux to the Unburned Surface and Related Parameters

The measured and optimised parameters related to the heat flux segment of the equation all show good levels of convergence. The ambient velocity ( $u_{\infty}$ ) measurement shown in Figure 5.29 is approximately constant throughout the entire experiment. The flame temperature $\left(\mathrm{T}_{\mathrm{f}}\right)$ (Figure 5.29) also varies little and approaches a plateau reasonably quickly. With $\mathrm{c}_{1}$ fixed in the early laminar stages of the experiment the estimated level of convective flux to the surface can be predicted accurately as a function of the pyrolysis length from the early stages of the experiment.

The first estimate of the net radiant heat flux occurs in the next iteration after the $\mathrm{c}_{1}$ parameter has been fixed, when the thin skin calorimeter measurements indicate that the incident radiant heat flux has become significant. As the experiment progresses the optimised value of net radiant heat flux at the PMMA surface $\left(q_{f r}-q_{r r}\right)$ converges on a value close to zero shown in Figure 5.30. This is expected as the experiment is small and the most turbulent areas of the flame are generally above the top of the PMMA slab by the time they occur. Also the curvature in the flame spread data that indicated acceleration was slight.

As a confirmation, the same process outlined in Section 5.3.3.3 where the process considers the heat flux solely as convective was carried out resulting in the alternative $c_{1}$ evolution shown in Figure 5.31. If the radiative heat flux is more or less negligible throughout the experiment then the value of $\mathrm{c}_{1}$ and the subsequently derived convective flux should be more less equal for both methods. Inspection of Figure 5.31 shows that the values of $c_{1}$ remain reasonably similar. When the maximum difference in $c_{1}$ values was selected and convective fluxes calculated from those values were plotted (also Figure 5.31). There was very little difference between the two indicating that the level of radiant flux would indeed have been small.


Figure 5.29 - The plot shows the evolution of measurements of ambient air velocity $\left(u_{\infty}\right)$ and flame temperature $\left(T_{f}\right)$ at each iteration. Both remain relatively constant over the whole process.


Figure 5.30 - The plot shows the net radiant heat flux to the flame $\left(q_{f r}-q_{r r}\right)$ as a function of the pyrolysis length as estimated by the programme at each iteration of the methodology. Prior to the first estimate at 120s, this element of the heat flux was estimated to be negligible and the flame completely laminar.


Figure 5.31 - The plot shows the $c_{1}$ evolution when the convective heat flux is evaluated early in the experiment and fixed, in comparison with the value when convection is forced to represent the net heat flux to the unburned surface. The convective heat flux plots produced by the maximum difference between the two at 240 s are plotted for comparison.

### 5.5.3.3 Spread Rate, Predictions and Experimental End Time

The convergence of the spread rate approximations and experimental end times is essentially a product of the convergence of the pyrolysis length fit. The post condition change spread rates and predictions are shown in Figure 5.32 and show convergence at the same rate and in the same order as the pyrolysis length fits as do the predicted experimental end time shown in Figure 5.33. An accurate answer is obtained at 270 s and remains virtually unchanged in subsequent predictions.


Figure 5.32 - The plot shows the evolution of the spread rates $\left(V_{f}\right)$ and predictions post condition change. There is a clear convergence of the spread rates derived from the curve fit and of the predictions made from them. Predictions pre condition change are displayed ghosted for comparison.


Figure 5.33 - The plot shows the expected time that pyrolysis front will reach the top of the vertical slab plotted against the time of the prediction. This result is entirely dependent on the quality of the fit to the pyrolysis length data.

### 5.6 Summary

A comprehensive methodology has been developed that makes robust rapid predictions of flame spread by combining sensor data and an analytical physical model from the literature. The methodology has been developed and tested with the data from the benchmark style experiments. For these experiments, scenario specific parameters describing the flame were seen to converge rapidly.

It is believed that the chosen model and methods will apply equally well to the other laboratory experiments that have been performed (described in Section 4.1). The versatility of the model means it should be capable of fully encapsulating all of the expected conditions present within these experiments and the methodology should be capable of making accurate spread rate predictions and determining unknown values through the simple optimisation techniques devised.

The methodology has been developed with the ethos of the FireGrid project in mind. It is entirely possible that an automated system based on this methodology could be developed and run in conjunction with the laboratory experiments to produce an accurate and crucially live super real time prediction of an upward flame spread experiment. The next stage in the development of this methodology will be to test its robustness through the application to other increasingly more complex experiments.

## 6 Application of Methodology

Now that the methodology has been developed linking the model described in Chapter 3 to the measurement techniques described in Chapter 4, the methodology needs to be tested in order to assess how versatile it is and to what range of scenarios it can reasonably be applied without over-extending its capabilities. This is important to prevent over-confidence and future misuse beyond its current capabilities and to assess where future work is required both in furthering its particular range of application and accuracy, and with regard to the overall goal of the project to which this work is linked which is the development of a tool to aid fire fighters. It may be the case that the sensing techniques and optimisation methods that have been developed are heavily tuned to the benchmark experiments on which they were developed and can not be extended further. The other extreme is that the model and sensing techniques are versatile enough to be applied to any surface in any complex compartment fire scenario such as that of Dalmarnock Fire Test One. An attempt has been made to leave the methodology as flexible as possible (within the realm of concurrent flow flame spread) and not to tune it too finely to processes observed in the initial experiments. An example of this are the heat flux terms in the model which were deliberately left in a configuration that could be applied to all concurrent flow flame spread, rather than being derived further to describe natural convection flame spread even though this is generally the case in the experiments performed in this work. It is hoped therefore that the model will be able to operate in most if not all concurrent flow flame spread scenarios. The experimental scenarios carried out to provide data on which to test the methodology are described in detail in Section 4.1. They include a reduction in the restrictions placed on the flow around the flame by the baffles, tilting the PMMA sample over which the flame spread takes place, lengthening the sample to encourage the onset of turbulent flaming and complicating the environmental conditions around the experiment.

### 6.1 Unrestricted Air Flow

The first test of the robustness of the methodology was to remove the baffles that were part of the initial experiments on which the methodology was formed. These baffles, based on the design of the benchmark experiment [29], were intended to maintain a 2D airflow at the surface. A similar technique was used by other authors [59] for larger turbulent experiments. Other than the removal of the baffles, the setup was as per the benchmark experiments (as described in Section 4.1.2) with an identical PMMA sample. Figure 6.1 shows the convergence of the $\mathrm{c}_{1}$ parameter for this experiment. The parameter, initially appearing to converge on what is eventually the final value, deviates in the $3^{\text {rd }}$ and $4^{\text {th }}$ iterations. The timing of this deviation appears to correspond to the slowing in growth rate of the flame as it transitions from a weak and very laminar flame, to a more luminous and substantial flame. This trend, shown in Figure 6.2, is seen in all of the vertically inclined experiments and occurs over a short period with flame lengths typically within the range of 100 mm to 250 mm and corresponds to the start of a transition towards a turbulent flame regime. The growth rate in the flame length slows and is typically characterised by a period
of noisy data, after which the data appears to settle. The growth before and after is usually linear, growing more slowly after the transition.


Figure 6.1 - The plot shows the $c_{1}$ values derived for the initial baffle-less experiment. As the flame changes from very laminar to a transition phase the optimised value of $c_{1}$ deviates. When the transition is detected and the data from prior to it removed, the optimised values re-converge.


Figure 6.2 - The plot shows a typical flame length evolution for a vertical experiment. In all vertical experiments there is change in the growth rate of the flame length for lengths in the range of 100 to 250 mm . For this particular experiment it occurs at approximately 120 mm as indicated on the plot.

The first two values of $\mathrm{c}_{1}$ shown in Figure 6.1 are produced prior to the end of the transition. The next two values are produced after the transition but prior to the detection of it. Thus the data used to optimise the $3^{\text {rd }}$ and $4^{\text {th }}$ values represents two different sets of conditions and thus does not produce a valid assessment of $c_{1}$. Once the transition is picked up and the data removed, the parameter quickly re-converges. The nature of the growth of the flame in these early stages and the subsequent transition also affects the optimisation of a representative $c_{2}$ parameter. During this early, more rapid growth phase, the projections of the pyrolysis length and flame length data are more divergent. Once the transition has been passed however the two sets of data can be seen to parallelise and the $\mathrm{c}_{2}$ parameter quickly converges. The data presented in Figure 6.3 gives a very clear representation of this as the transition is very abrupt in this case. Up to a time of approximately 80s post ignition, the value of $\mathrm{c}_{2}$ will change. Once the data corresponding to the time prior to that change has been isolated and removed, and sufficient new data has become available to allow the fits to capture the new trends in the data, the value of $c_{2}$ will converge. The $c_{2}$ plot for the experiment whose flame length data is shown above in Figure 6.2 and $c_{1}$ parameter in Figure 6.1 is given in Figure 6.4.


Figure 6.3-The plot shows a set of pyrolysis and flame length data for a 200 mm long experiment. This data set clearly shows how the change in growth rate of the flame length with respect to the pyrolysis length with cause the value of the $c_{2}$ parameter (the ratio of the two lengths) to converge once the transition has passed.


Figure 6.4 - The plot shows the $c_{2}$ values corresponding to the $c_{1}$ values shown in Figure 6.1 and the flame length plot in Figure 6.2. Like the $c_{1}$ parameter, convergence is reached at the $5^{\text {th }}$ iteration, once the data from prior to the growth transition is detected and removed from the optimisation process.


Figure 6.5 - The plot shows the initial fits applied to the length scale data. As this data represents the immediate growth phase, the fits are not representative of future data and thus the parameters derived form them are also not representative of the future experimental conditions.


Figure 6.6 - The plot shows the fits made to the length scale data at 210s post ignition and once the data prior to the growth transition has been neglected from the fitting process. The fits immediately show a much better projection of the future data than the previous ones shown in grey. These fits correspond to the first accurate optimisation of $c_{2}$ shown in Figure 6.4.

The $c_{2}$ values (Figure 6.4) follow the same trend as the corresponding $c_{1}$ parameter. Once the data prior to the growth transition where the flame length and pyrolysis length are divergent is removed, the parameter converges rapidly. This coincides with the fits themselves converging. The initial fit shown in Figure 6.5 shows how the fits to the initial data diverge and hence give a $c_{2}$ value that is not representative of future conditions. When the initial data is removed the fits almost immediately change to project the future trends more accurately (Figure 6.6) and thus to provide a base for accurate parameters to be optimised from. From this stage onwards, the fits vary very little as the future data only confirms their accuracy when it becomes known to and included in the process. As the process remained linear throughout the entire duration of the experiment, the parameter n is automatically set to unity $(\mathrm{n}=1)$ and thus is not an issue.

Two further tests were performed with this same setup but varying the sample, both in thickness and quality. Firstly the sample thickness was reduced from 40 mm to 25 mm , with all other variables maintained. The second test involved a lower quality PMMA, again 25 mm in thickness. This lower grade PMMA had a propensity to drip and degenerate more quickly then the grade used in previous tests. Again, there was an initial growth until a transition to a steady state spread upon which the optimised parameters converged (Figure 6.7).


Figure 6.7 - The $c_{1}$ and $c_{2}$ parameters for the thinner samples again show good levels of convergence. There is also a similarity between the values of parameters between the experiments.

### 6.2 Tilted Surface

Observation of the flame spread in the tilted experiments suggests that the model will be applicable to these experiments. The flame was observed to lye against the PMMA surface in the direction of spread and was generally very laminar in character. Thus the characteristics, especially in the initial stages when the flame was smaller, were similar to those of the benchmark experiment. The literature [24] confirms that spread along an inclined surface will behave concurrently above an angle of $25^{\circ}$. The samples in these experiments were set to $30^{\circ}$ to the horizontal. Analysis of the PIV results shows that in terms of the vertical velocity profiles, the two scenarios are very similar. Figure 6.8 shows a typical vector plot and a velocity profile for the component parallel to the fuel surface. The characteristics of the velocity profile are very similar to that of the vertical wall flames presented in Section 4.2.4.2. This implies that the technique used to extract the ambient flow velocity $\left(\mathrm{u}_{\infty}\right)$ will still be practicable for this scenario.


Figure 6.8 - The plot shows results from the PIV measurements on the tilted flame spread experiments. a) shows a vector plot with the position of the flame indicated. b) shows a profile of the velocity component parallel to the surface taken from the pyrolysis zone.

In terms of the heat transfer to the surface, the flames observed in the tilted experiments behaved more or less like laminar wall flames. The results indicate that the heat transfer to the surface is dominated by convection for the entire experiment. The levels of radiative heat flux to the surface that were measured by the thin skin calorimeters for all tilted experiments were negligible compared to the vertical experiments (Figure 4.49). As the flames got larger towards the end of the experiments they began to show signs of turbulence. A ripple effect was observed intermittently travelling up the flame, being released as a turbulent eddy near the flame tip. The image in Figure 6.9 shows a flame approximately midway through a tilted experiment. The image is taken just prior to the release of the intermittent portion of the flame. The rippling effect is also captured in this image approximately half way up the flame. It was observed through these experiments that when the intermittent portion of the flame was released it moved more or less vertically away from the surface thus at an angle of $60^{\circ}$ to the PMMA.

As the intermittent parts of the flame are the most luminous and therefore the most radiant portions of the flames, it is believed that this extra separation from the surface in comparison with the vertical flames is partly responsible for the decreased levels of radiative heat flux seen by the thin skin calorimeters. Streamline plots (shown in Figure 6.10) show that as the turbulent ripples pass through the flame, flow conditions near to the surface remain reasonably steady. As the flame nears the end of the experiment it begins to show a more turbulent nature however by this stage the turbulent section of the top of the flame has grown beyond the length of the sample and thus no acceleration is seen in the results. The conditions of the flame at this stage are shown in Figure 6.12.


Figure 6.9 - The image shows a medium sized flame in a tilted experiment. The image is taken just prior to the point of separation of the intermittent portion of the flame. The flame length as would be measured by the image processing software is denoted by $l_{\text {. }}$. The intermittent part of the flame pulls away from the surface and rises vertically. The persistent part of the flame remains next to the surface.


Figure 6.10-The streamline plots in the figure are both taken from tilted flame spread experiments. a) shows a typical streamline plot from the laminar pyrolysis region and b) shows the effect on the flow when a turbulent ripple travels along the flame. Close to the PMMA surface (positioned approximately at $y=-10$ ) the flow profile is not affected greatly. (All dimensions are in mm )


Figure 6.11 - The image from the PIV cameras demonstrates how the luminosity of the tilted flame increases towards the flame tip. The leading edge of the flame is marked by the red line and the direction of flow and spread is indicated by the arrow. At the flames leading edge where the flow is very laminar and far less luminous the flame does not register on the short exposure. The flame becomes more turbulent and subsequently more luminous further downstream.


Figure 6.12 - The image shows the conditions of the flame at the end of the experiments. The flame has become more turbulent in nature however this portion of the flame is situated beyond the end of the slab and thus does not affect the spread rate. (The approximate position of the top of the slab is indicated by the black dotted line)


Figure 6.13 - The plot shows the evolution of the fit to the pyrolysis length data. The fit converges after approximately 300 s.


Figure 6.14 - The plot shows the evolution of the fit to the flame length data. The fit converges after approximately 200s.


Figure 6.15 - The plots show the convergence of a) the $c_{1}$ parameter and b) the $c_{2}$ parameter for a tilted experiment.


Figure 6.16 - The plot shows the evolution of the predicted end time of the experiment. The prediction converges quickly and thus gives approximately 300 s lead time as to the end time of the experiment.

In terms of the prediction of spread rate, the scenario presented by the tilted flame spread experiments represents fairly simplistic conditions. The spread rate is essentially constant and the rate of convergence of the parameters concerned with this scenario is only limited by the rate at which isotherm data points become available and thus the fit to this data becomes steady (Figure 6.13). The flame length data which usually provides the greatest insight into conditions in the experiment shows that the flame growth is very steady over the duration of the experiment. The fit to the flame length converges rapidly (Figure 6.14) as do all optimised parameters (Figure 6.15 and Figure 6.16). The methodology is deemed to be more than capable
of providing an accurate prediction of this scenario. Like the previous set of experiments, a variety of PMMA samples were tested in this configuration. All samples were 200 mm in length, but as before, thicknesses of the samples varied between 40 and 25 mm , and both the lower and higher grade PMMA was tested at 25 mm thickness. The results showed equally linear spread and the methodology performed equally well for all samples.

The transition in the flame length growth seen clearly in the vertical experiments is more subtle and prolonged in the tilted setup. It is thought that this is in part due to the slower rates of spread and thus growth of these experiments, and also due to the nature of the definition of the flame length. As Figure 6.9 shows, the flame length is defined as the longest length parallel to the fuel surface for the purposes of the model. The characteristic of the flame in this phase is more turbulent and is exemplified by intermittent buoyant plumes which rise at an angle from the surface, thus the length defined in the model is not always the total length of the flame. This factor can therefore disguise somewhat the true growth of the flame in a more turbulent regime.

Caution should be taken when considering the extrapolation of this result to the bigger picture of, for example, a compartment fire scenario. There is the potential that during this process, information is lost as to the potential effect of the flame on the surroundings. The radiation from the flame that is seen by the PMMA in this case is small and thus neglected in the model. This does not necessarily mean that the level of radiation from the flame to other items will be as insignificant. Linked to this is the assessment and prediction of flame height. When the flame is larger as pictured in Figure 6.12 the turbulent eddies which account for the most radiant parts of the flame are actually angled with respect to the surface. As described above, the length of the flame for the purposes of heat transfer to the surface in the flame spread model is different to the actual length of the flame. The parameters optimised in this process are specific to the goals of the flame spread process and can not necessarily be extrapolated to a wider picture.



Figure 6.17 - The images show the highlighted patterns of the seeding particles by the laser during measurements by the PIV system.

### 6.3 Transition to Turbulence

The purpose of the larger experiments was to test the methodology's ability to capture the characteristics of a turbulent spreading flame. In Section 5.3.2.3, the derivation of a curve fit designed to capture the trend of an accelerating spread process was described. The previous smaller samples that were tested did not provide sufficient height for the spread to develop into a fully turbulent regime and thus could not be used to assess the capabilities of this aspect of the methodology. Towards the ends of some of these tests the flames appeared quite turbulent so the height of the sample was increased from 200 mm to 500 mm to provide conditions conducive to turbulence.

In the first example, the initial iterations of the methodology were performed when the flame was smaller and laminar. In these iterations, a linear fit was applied to the data, and the fits and optimised parameters converged very much as the benchmark experiments did. The plot of the $c_{2}$ parameter in Figure 6.18 shows convergence up to 300 s. Other parameters and fits showed similar convergence. Iterations performed after 300 s were performed using the curved fit as inspection of the data available to the model at that time showed a slight acceleratory trend. By this stage the $\mathrm{c}_{1}$ parameter had been fixed and the model was optimising the values of $c_{2}$ and $n$ as well as the net radiant heat flux to the surface.

From the time of change to the curve fit form of the methodology, the optimised length scale parameters, $c_{2}$ and $n$, no longer converged on a single value and instead alternated between two alternative regimes. This is shown in Figure 6.18 for $c_{2}$ and Figure 6.19 for n .


Figure 6.18-The plot shows the evolution of the $c_{2}$ parameter over the duration of an experiment. When the flow is laminar and a linear fit is applied up to 300s, the value of the parameter converges. When a curve fit is applied to the data post 300s, the value of the parameter alternates between two values. (Corresponding data for $n$ in Figure 6.19)


Figure 6.19- The plot shows the evolution of the $n$ parameter over the duration of an experiment. When the flow is laminar and a linear fit is applied up to 300s, the value of the parameter is fixed at 1.0. When a curve fit is applied to the data post 300 s , the value of the parameter alternates between two values. (Corresponding data for $c_{2}$ in Figure 6.18)

The results of the $\mathrm{c}_{2}$ and n parameter optimisations show two competing solutions with the results at each iteration falling into one solution or the other. (For ease of description they have been separated into red and black, as depicted by the colour of the lines approximating their trends in the plots.) While this duel solution situation is not an ideal scenario, it does at least show a level of convergence, with two distinct solutions rather than random scatter.

The n value was compared to the other n values that are produced as a result of the curve fits of the flame and pyrolysis length data (Figure 6.20). Both values of the adjustable curve fit parameters converged. Further more the convergence corresponded to the red solution. Further analysis shows that the cause of this 'bi convergence' is related to the behaviour of the curve fit to the pyrolysis data. Figure 6.21 shows the plots of the fits made at each iteration. The lines tend to fall into two distinct trends much like the values of $c_{2}$ and $n$, (again depicted by red and black dotted lines) and furthermore the groups matched.

When the line fits are compared with the entire collection of isotherm data from the experiment, the fits corresponding to the red solution matched the later data most accurately. The fits corresponding to the black solution showed a much slower growth. This characteristic of this later group of fits is due to 'lagging' thermocouple readings when the bead is too far from the surface or in poor thermal contact with the PMMA, with the result that the time associated with the arrival of the isotherm is later than it would have been had the sensor been positioned properly. The time delay results in the trend of the data appearing more linear than it should which is reflected in the fits corresponding to the black solution. When the curvature of the curved fit is very shallow i.e. almost linear, the values of $c_{2}$ and $n$ reflect this. The value of $c_{2}$ produced by these almost linear shaped fits can be seen to correspond to the value that the early (actual) linear fits converged on. The value of $n$ produced is close to 1.0 which is the default value for a linear fit. When later data from better placed thermocouples becomes available to the fit, the effect is to pull the curve back towards the red solution and the corresponding values of $c_{2}$ and $n$ move away from the linear values. In this case, the values of $n$ fall around the more 'acceptable' range as defined in Section 2.1.4.

The optimised fits of the net radiant heat flux to the surface (Figure 6.22) support this explanation. The fits corresponding to the black solution converge on a lower and seemingly constant value. This is consistent with a linear fit as a near constant heat flux would lead to the near linear spread rates extrapolated from the pyrolysis fits of the black solution. The heat flux fits corresponding to the red solution converge on a more or less constant rate of growth which is consistent with an acceleratory spread rate.


Figure 6.20 - The values of $n$ produced by the optimisation process (blue squares) alternate between two positions, $n \approx 0.6$ and $n \approx 0.9-1.0$ suggesting two potentially good solutions. The values of $n$ corresponding to adjustable parameters in the curve fitting process converge on the lower of these solutions.


Figure 6.21 - The plot shows the evolution of the fits made to the pyrolysis length data. There are two main groups of fits, indicated by the dotted lines. Each group corresponds to one of the two alternatives in the convergence in the $c_{2}$ and $n$ data.


Figure 6.22 - The plot shows the estimation at each iteration of the net radiant heat flux to the surface from the flame. Again there are two main groups within this plot each corresponding roughly to the trends shown by the dotted lines. The group of lower values correspond to the more linear fits of the pyrolysis length data. The group of higher values correspond to the more acceleratory curved fits of the pyrolysis length data.

Two further experiments were carried out in this setup, one with an identical setup to the example just discussed, and another with lower grade PMMA. All samples for this setup were 25 mm thick. The second experiment did produce a good convergent solution. The test began as per the previous vertical tests in a laminar spread regime and changed in nature, transitioning to a more turbulent steady spreading flame when the flame height reached approximately $150-200 \mathrm{~mm}$. As seen before, at this stage the parameters and fits converged. Later the data began to show a slight acceleration and the process changed to the curve fitting version of the methodology. On this occasion the optimised parameters settled on one solution. Later when the pyrolysis front approached the top of the plate, the spread appeared to slow and the parameters, although still being estimated from the curve fit type, re-converged on the values seen at the beginning of the experiment. The length scale data and the corresponding n and c 2 values are shown in Figure 6.23 and Figure 6.24 respectively.


Figure 6.23 - The plot shows the pyrolysis and flame length data for the second example experiment. Initially the flame grows quite linearly and from approximately 250s begins to accelerate slightly. Around 500s it begins to slow again.


Figure 6.24 - The plot shows the evolution of the length scale relationship parameters of the second example of the larger scale experiments. In the initial steady spread regime the parameters converge. In the middle of the experiment the fit switches to the curve fit type and again the parameters converge. As the spread rate slows at the end of the experiment, the parameters revert back to their original values corresponding to a more constant spread velocity.

The results from this second analysis coupled with the alternating convergence seen in the previous example indicate that the sample height may not be sufficient to produce a significantly turbulent accelerating flame spread. The acceleration seen in these experiments is very slight and only really evident for a short period prior to the ends of the tests. The results do appear to show however that the methodology is capable of capturing the trends and optimising reasonable parameters from the data. A longer experimental sample may afford a more comprehensive look at the turbulent regime and the parameters associated with it. The results of the analysis of the third experiment of this type did not show any notable acceleration in the spread rate to justify the application of the curve fit type. It was found that the linear fits provided a good description of the data to the end of the experiment. The $c_{2}$ and $c_{1}$ parameters converged well in the early stages and were seen to describe the data from later in the experiment well. While not an ideal test of the second part of the methodology, the results from the application of the methodology to these experiments indicate that the derived curve fit will produce a good solution. The results show that the fit will give answers in the same range as those reported from turbulent experiments in the literature (Section 2.1.4). The results of the first example of these experiments also show that the optimisation using this fit style will derive parameters that describe linear data with the equivalent values to those derived from direct linear fits. Thus should the situation arise where a premature application of this fit is performed with data that is not fully turbulent, this misapplication will not necessarily force the optimised parameters to resemble those concurrent with turbulent flame spread. Nevertheless, a larger experiment would be needed to fully ascertain the proficiency of this methodology when applied to turbulent spread.

### 6.4 Complex Compartment Fire Environment

A PMMA sample was placed in the main fire compartment of Dalmarnock Fire Test One [1]. Due to the timing of the tests, this experiment was setup and carried out prior to the other experiments described here and thus without the hindsight of their findings. In the best case it was intended that the data from this test could be used to demonstrate that the methodology, then still to be developed, could be used in a complex fire scenario such as the scenario in Dalmarnock. In the worst case though, the inability to produce a prediction of spread rate and optimisation of scenario specific parameters would serve to highlight the current limitations of the technique and future work requirements which in reality turned out to be the case.

The main obstacle to the successful application of the methodology in its current state was a lack of relevant sensor data which posed many problems. Although there were hundreds of sensors present in the experimental compartment, only a handful of them were directly tailored to the PMMA experiment in the way the techniques outlined earlier in Chapter 4 were. The first problem was the difficulty in defining an ignition time which was not a calculation included in the original methodology where the time of ignition was simply observed and noted. Studying the video footage after the ignition of the waste paper bin in the compartment, the fire was seen to spread on to the sofa where it grew in size and eventually ignited the base of one of the two bookshelves. The fire quickly spread up the bookshelves which were set in
a corner configuration and were loaded with combustible items leading to flashover in the compartment. At this point a thick black smoke layer descended obscuring the various cameras views of the PMMA which had not ignited by this stage (Figure 6.25). At no point during the experiment while the cameras were functional could flames be seen coming from the PMMA although inspection afterwards showed that half of its thickness had been consumed. Not only does this obscuration prevent simple definition of the ignition time and location on the slab, it also precluded any measurements of the flame heights using the image processing techniques defined in Section 4.2.2 which provided the greatest source of information previously.


Figure 6.25 - The images taken from a webcam within Dalmarnock Fire Test One demonstrate the issues with using camera footage for measurements in a fire scenario. a) shows the PMMA slab prior to the experiment, b) shows the slab during the pre-flashover growth phase of the fire, and c) shows the obscuration of the camera as the smoke layer descends during the flashover event.

The PIV measurement of the ambient flow velocity ( $\mathrm{u}_{\infty}$ ) was not present in the test. Aside from the fact that the equipment is too valuable to be risked in such a hazardous environment, the tricky nature of the measurement technique and the impracticalities of providing seeding to the flow make it unviable for such an experiment. There were only 23 depth thermocouple measurements spread twodimensionally over the face of the PMMA sample rather than the line distribution of the laboratory experiments. This arrangement was due to the undefined location of the ignition and the extra width of the slab in comparison with the laboratory experiment. There were also only four thin skin calorimeters spread over the centreline of the sample. The sensor density of the surface sensors was thus less than the laboratory experiments. The comparatively low density of sensor data prevented both the clear definition of an ignition time and the obtaining sufficient information to fully populate the model to make a prediction. Also with only one set of results no assessment could be made of the repeatability of the test.

The sensor data that is available however can help to demonstrate the required adaptations of the methodology and experimental techniques necessary to overcome the extra challenges brought on by the complexities of this environment. An ignition criterion needs to be defined most likely based on a combination of depth thermocouple readings, gas phase thermocouples, and heat flux meter readings. The simplest would seemingly be the use of gas phase thermocouples close to the surface to detect a large temperature gradient that would be expected from the sudden presence of the flame. This may be complicated by the presence of a hot upper layer but a distribution of thermocouples in the compartment could be used in conjunction with the thermocouples close to the solid surface, by indicating the likely height and uniformity of the hot layer throughout the compartment as was performed with the results from Dalmarnock in other works [1] [15]. The method of measurement of radiant heat flux to the surface must be improved either through the development of the thin skin calorimeter technique or by another method if it were to be used to this purpose. This technique may be complicated however as the levels of radiant heat flux in a small laminar flame may be difficult to detect.


Figure 6.26 - The plot shows the temperature output from the thermocouples embedded within the PMMA slab in the Dalmarnock sub-experiment. Flashover occurred at approximately 12:28:00. Thermocouples 5 and 19 were partially exposed to the gas phase hence a more rapid rise in temperature is seen.

The third option would be through the tracking of the depth temperature as was used to define the arrival of the pyrolysis front in the laboratory experiments. This is complicated though by the preheating that the sample is exposed to both through radiation from the fire and the hot smoke layer prior to ignition (Figure 6.25 b )). The thermocouple traces from the depth sensors are shown in Figure 6.26. The temperatures remained relatively low prior to flashover which occurred at
approximately 12:28:00 at which stage three trends emerged in the data which are indicated by the thick dotted lines in the plot.


Figure 6.27 - The diagram shows the positioning of the surface sensors in the Dalmarnock PMMA sub-experiment. The blue markers represent the positions of thermocouples below the surface and the red markers the positions of thin skin calorimeters. The sensors grouped in coloured boxes correspond approximately to the groups of thermocouples represented by dotted lines in Figure 6.26. (The diagram is not to scale)

The temperatures of the thermocouples in the group corresponding approximately to the black dotted line appeared to have ignited not long after flashover (12:28:00) and increase steadily from this point. These are mainly in the upper region of the specimen (surrounded by the black dotted line in Figure 6.27) that will have experienced more preheating due to the hot smoke layer prior to flashover (Figure $6.25 \mathrm{~b})$ ). The readings from the lower thermocouples in this group lagged slightly behind the reading from the upper ones but their trends are still distinct from the thermocouple readings corresponding to the red and green dotted lines. The remaining thermocouples corresponding to the red and green dotted lines rose to a plateau of approximately $100^{\circ} \mathrm{C}$. Due to the length of time they remained at this plateau it appears that there may not have been an ignition in these regions at flashover but that ignition occurred later. The group of thermocouples corresponding to the red dotted lines in both Figure 6.26 and Figure 6.27 showed a sudden rise in temperature at approximately 12:36:30. Other sensors in the room indicate that this coincides with the ignition of a collection of paper items on a nearby desk. This may
have acted as a strong piloted ignition given that this area of the surface would most likely have been producing pyrolysis products due to heating from the post flashover smoke layer and possible flaming in the region denoted by the black box in Figure 6.27. The remaining thermocouples are heated by the descended smoke layer then show ignition trends separately. These are generally the lowest thermocouples in the sample (denoted by the green dotted lines in Figure 6.26 and Figure 6.27) and the trends indicate the occurrence of downward flame spread over the lower portion of the sample.

This information serves to demonstrate that the definition of an isotherm temperature is not as clear cut as before due to the lack of a flame acting as a pilot for the combustion products produced by heating of the sample. Though at times the PMMA may have been pyrolysing, there may not necessarily have been any flame spread. This emphasises the importance of being able to define the ignition both in terms of time and location. It also serves to demonstrate that the pyrolysis front tracking technique may not be applicable, at least in its current state to these types of scenarios. These approximate and qualitative trends appear to show that due to heating effects typical of the compartment fire scenario, the ignition of the top of the sample was abrupt due to preheating and the flame spread over the remainder of the PMMA sample was more downward. Thus in order to test the methodology in an upward flame spread regime, future tests of this nature should consider carefully the placement of the specimen with respect to other items in the room to try to force an ignition near the base of the sample earlier on.

Overall this experiment demonstrates that the most limiting factor is the amount and quality of sensor data available that is specific to the purpose defined by the methodology and that the evolution of future experiments should be guided by the end use scenario, be it a compartment fire or other wise. Measurement techniques should be developed with anticipation of worst case environmental scenarios to prevent gaps in potentially crucial data sets brought about by previously unforeseen severe environmental conditions.

### 6.5 Assessment of Findings

It has been demonstrated that the methodology in its current form works well for lab scale concurrent flow experiments where the ignition is well defined and the flame is the only source of heating. The predictions made converged on accurate solutions predicting future conditions well. These solutions were obtained rapidly providing good lead time. Also the majority of the process for these simple scenarios has been automated to tie in with the ethos of the FireGrid project.

The quantity and quality of pyrolysis length data points proved to be a significant factor affecting the success of the methodology in predicting the outcome of an experiment and in obtaining convergence in the optimisation of parameters describing the data. Specifically the successful convergence of the length scale parameters $n$ and $c_{2}$ in this scenario is governed by the quality of the depth thermocouple technique. This may also be a result of the somewhat heavy reliance of
the methodology on the quality of the assessment of how this measurement is evolving. The pyrolysis length is the essential piece of information that connects the goals of the prediction. The aim of the work is to provide an accurate prediction of the spread of the flame over the surface, an accurate prediction of heat transfer to other items and thus an accurate prediction of the growth phase of a fire. The way the methodology is set out places a heavy reliance on the accurate measurement of the pyrolysis length to achieve these goals.

All lab scale experiments ignited with the ignition wire method showed a similar development process at the beginning of the experiments. There is an initial growth phase as the flame establishes itself, whereupon it transitions to a steady state linear growth. At this stage the relationship between the flame length and pyrolysis length $\left(c_{2}\right)$ is quickly established. The comparison of the $c_{2}$ values for all vertical experiments expressed as a function of the flame length is shown in Figure 6.28. This plot represents the 200 mm high experiments and the first 200 mm of the longer experiments. The values for this parameter derived for all experiments shows convergence on a value of approximately 1.8. The plot indicates that before the convergence i.e. during the initial small growth period, the flame will be governed by the conditions resulting from the ignition such as preheating by conduction.


Figure 6.28 - The plot shows the $c_{2}$ values for all vertical experiments established from the relationship $l_{f}=c_{2} l_{p}$ using the methodology established in this work. In the early stages of transition away from a completely laminar regime, the values converge.


Figure 6.29 - The plot shows the data presented above Figure 6.28 with the values removed that corresponds to data from before the change in flame length growth rate shown in Figure 6.2. All experiments show convergence on a value of $c_{2}$ of approximately 1.7 to 1.8.

Once the flame has grown to a certain size however, it will become independent of the initial conditions and heat transfer from the flame to the solid will be completely dominant in the spread process in comparison to any effects brought on by the ignition method. When $c_{2}$ data corresponding to optimisations performed prior to the transition is removed, the remaining data is far less scattered as shown in Figure 6.29. This plot shows a correlation exists throughout these experiments showing the value of $c_{2}$ is equal to approximately 1.8 under constant spread conditions when the flame is the dominant mechanism of heat transfer.

A correlation also appears to exist throughout the experiments for the value of the $\mathrm{c}_{1}$ parameter. For most of the successful applications of the methodology, the flame spread was entirely or at least in part steady state or constant. While this is the case, the spread can be shown to be independent of the pyrolysis length and the radiative heat flux to be negligible and thus the model in Equation 14 can be reduced to the following expression by the grouping of other constant parameters: -

$$
V_{f}=K \cdot c_{1} \cdot u_{\infty}
$$

Equation 33

Where the value of the introduced constant K is given by: -

$$
K=\frac{4 c_{2} k_{g} \rho_{g} c_{p}\left(T_{f}-T_{p}\right)^{2}}{\pi k_{s} \rho_{s} c_{s}\left(T_{p}-T_{0}\right)^{2}}
$$

Thus, through rearrangement of Equation 33 the value of $c_{1}$ should be linearly proportional to the ratio of spread rate to ambient flow velocity according to:

$$
c_{1}=\frac{1}{K} \cdot\left(\frac{V_{f}}{u_{\infty}}\right)
$$

The plot in Figure 6.30 shows that the data does show adherence to this model except for one of the experiments. Analysis has shown that the $\mathrm{u}_{\infty}$ measured for this experiment is the lowest of all experiments and a factor of 10 increase would bring it to a magnitude in line with other experiments and also into adherence with the correlation as indicated by the triangular turquoise data point on the plot. It is possible that the dt between PIV images was under-prescribed in the original vector map calculations but for now the data point is neglected.


Figure 6.30 - The plot shows the correlation for data taken from all of the lab experiments that the methodology could be successfully applied to. The slope of the dotted blue line corresponding to the inverse of the constant $K$ in Equation 33 is 4500 which corresponds to a $c_{2}=2.2$. The red line represents $c_{2}=1.8$.

The blue dotted line on the plot corresponds to the best fit of the results of the experimental data. According to the definition of the constant in Equation 34, the value of $\mathrm{c}_{2}$ resulting from this best fit is $\mathrm{c}_{2}=2.2$. The red line represents the result of $\mathrm{c}_{2}=1.8$ that the correlation in Figure 6.29 indicates. The trends shown in Figure 6.29 and Figure 6.30 demonstrate that there is continuity in the optimised parameters resulting from the laboratory experiments. This would be expected given the high levels of repeatability in the sensor data and thus shows that there is also a level of repeatability inherent in the methodology.

Extrapolation to the more complicated scenario provided in the Dalmarnock Fire Test Sub-Experiment was not possible. Conditions within the scenario prevented some of the measurements techniques used in the lab such as PIV measurements from being used. The test also demonstrated the vulnerability of other techniques that were used, such as video footage and pyrolysis front tracking by temperature, to the complex conditions of a real fire scenario. Other parameters and methods must therefore be defined and included within the methodology to provide ignition time(s) and location(s). Future experiments should follow an evolution that gradually spans the gap between the laboratory experiments reported here and the conditions present in the Dalmarnock Tests.

Overall for application of the current methodology to concurrent flow flame spread, the limiting factor when extrapolating to more real fire scenarios is the amount and quality of sensor data. While the model should be sufficient for all concurrent flame spread scenarios, both new and current sensing techniques will need to be developed to make them more versatile to overcome the challenges provided by the more complex scenarios and environmental conditions.

## 7 Conclusions

This work has demonstrated that prediction of concurrent flow flame spread and properties of the spreading flame can be performed accurately and rapidly (faster than the event itself) by using a combination of data from purpose designed sensor techniques and 'simple' physical models that are representative of the processes being forecast. A methodology has be developed that performs this process using data from laboratory scale experiments involving concurrent flow flame spread ignited from a single ignition source. As data was collected from the sensors, the predictions generated and the scenario specific parameters optimised were seen to converge on accurate solutions. As the flame spread process evolved and the flame changed in nature, the output from the methodology re-converged to capture the new conditions and make fresh predictions based on them. An assessment has also been made of the limitations that must be overcome to make this technique viable in an end use scenario such as the compartment fire of the Dalmarnock Fire Tests.

The physical model adopted in this work proved ideal for this specific application. It describes the level of physics of the flame and spread process in terms of physical properties that are measurable by relatively simple and inexpensive sensors without the need for excessive, time consuming computation. The model used here is applicable to concurrent flow flame spread over various lengths, inclinations, and grades of 'thermally thick' PMMA. It is simple enough that calculations do not necessitate significant computational power. At the same time it captures the relevant phenomena for both the accurate calculation of flame spread and parameters that could be used in the assessment of heat transfer to the surroundings in conjunction with a larger prediction scenario.

The real crux of the method is the quality of measurements and density of measurement points. High quality and high density of data ensures that the conditions within the fire are captured rapidly and accurately. The evolution of the experiments has shown that sensing techniques can accurately capture the conditions of the experiments but need to be further developed to make them more robust to the variety of potential environmental conditions under which they may be needed to function. An entire range of qualities of sensing techniques were seen in this work. The heat flux gauges, although producing frequent data, were not suitable for a heat flux as weak as the ones present in the experiment and thus could only provide a qualitative assessment of when the radiant flux from the flame might have become significant. At the other extreme, the image processing of the flame length was high in quality and data density and provided a very clear indication of the evolution of the flame and likely conditions of the experiment. Somewhere between these extremes, the pyrolysis length measurement technique provided a magnitude and a basic trend when more data became available but after a change of conditions, time was required to accrue enough data points to make an accurate assessment of the new conditions. This technique was limited by the number of sensors and thus the number of data points produced. This shortcoming was counteracted slightly by the known relationship between this length and the flame length mentioned previously. It is important to understand and include such relationships in such methodologies to
ensure that physical characteristics are being captured correctly and enhance the knowledge of the situation being evaluated.

Despite the small role played by the Particle Image Velocimetry system in the actual application, it served as a good example of the balance needed between high quality data from complex measurement systems and the need for robust regular measurements. While the data it provides is highly detailed and affords high levels of information to a minute scale, the process of obtaining the measurements and condensing the output to a useful form is complex, highly intuitive and occasionally unreliable. Thus the robustness and reliability concerned with performing the actual measurement comes into question rather than output itself. The study of the Dalmarnock sub-experiment showed that the measurement techniques need to be robust to the range of expected fire conditions and thus should be designed with these conditions in mind. The most pertinent example of this is the image processing of camera images to measure the height of the flame which, in the controlled conditions of the lab experiments, provided reliable, robust, frequent data but was rendered useless in the compartment fire scenario due to the smoke layer build up. Thus the broader scope of application environments should be considered when designing measurement devices in future work.

The methodology developed here successfully coupled the sensor data from the lab scale experiments to the physical model. It produced predictions of flame spread rates and scenario specific parameters that converged in time on accurate solutions as more data was assimilated. In this respect it fulfilled its requirements well. The convergence showed that the adopted measurement techniques were capturing the physical characteristic of the scenario and the methodology was interpreting the data correctly with the use of an appropriate model.

The methodology makes use of existing knowledge of flame spread and flame characteristics to define the evolution of the time variant parameters and to optimise the scenario specific parameters. The knowledge of the relationship between pyrolysis and flame lengths in the spread process enabled the methodology to define the length being heated as part of the 'flame spread as a solid ignition' model from the data sets. This information also played an important role in evaluating the evolution of the pyrolysis front as the pyrolysis length data alone was not sufficient for this. The flame length data being far more populous depicted the trends of the growth of the flame far more clearly and when coupled with the pre-defined relationship between the length scales, could be used to define the like shape of the fit to the pyrolysis length data. This fit could then be extrapolated to give the spread rate over the period of time represented in the data.

The flame exhibits both laminar and turbulent characteristics in the experiments and knowledge of the heat flux composition in each of these regimes enables the methodology to separate the contributions of the convective and radiative portions due to the flame. This will be important when the scenarios are extended beyond a single burning item and knowledge of heat transfer between surfaces and surrounding mediums becomes important to successful prediction of fire growth. In
the current methodology the separation of the heat flux components allows for the optimisation of unknown parameters associated with a particular type of flux.

For the experiments analysed in this work, convergence of the scenario specific parameters and the predictions was highly reliant on the fit applied to the pyrolysis length data. More data points and a more robust method of measuring this would make the overall process more rapid and robust. More heat flux sensors and crucially for this application, a more accurate measurement of the various components of this parameter would help considerably, especially with the separation of convective and radiative heat flux to the unburned surface. Overall the methodology strikes a fine balance between the use of existing knowledge of the processes involved while not being reliant on existing correlations for provision of unknown parameters. Quantitative data is extracted from the sensor data by making use of pre-defined relationships but at the same time is not dependent on them.

Having established the nature of the disparity between the successful application of the methodology to the laboratory experiments described in this work and the failure to apply this methodology to the conditions observed in Dalmarnock Fire Test One, an evolution of experiments can be anticipated that will enable the methodology and sensing techniques to be developed to the level required for use in a scenario like Dalmarnock. Linear spread in a concurrent flow regime has been comprehensively covered here and concurrent turbulent flame spread has also been undertaken with some success. Longer experiments to provide longer periods of turbulent behaviour and confirm the models ability to capture the radiant heat flux and acceleration during a turbulent regime should be conducted. A collection of downward or sideways flame spread experiments at laboratory scale should be conducted to ensure that the methodology extrapolates to similar scenarios at this scale when used with an appropriate model. Once simple scenarios have been comprehensively covered and methodologies developed to encapsulate these basic spread processes, the experiments should progress in complexity toward the scenario observed in Dalmarnock Fire Test One. This could be achieved through the complication of the surrounding environment with radiant panels or pool fires providing external sources of heat flux to the surface other than simply the heating produced by the flame itself. This could then be extended to predictions of multi-item ignition and subsequent surface flame spread. In order for these experiments to be successful, the measurement techniques would also need to evolve to ensure that sufficient data is available to the models. The end use scenario should be kept in mind when developing the techniques to ensure they are not as specific to the experimental scenario as the techniques developed in this work proved to be.

In summary, this work has demonstrated the potential of integrating modelling and sensing techniques to achieve rapid robust predictions of fire scenarios which would support fire fighters in mitigating an evolving fire emergency. Sensing techniques alone can provide huge quantities of data but lack appropriate interpretation. Models provide a method of interpretation but lack the information and data to make their output robust and reliable. Combining the two in the form of theoretical models steered by continuous calibration against sensor measurements will compensate for the deficiencies of the individual tools when used in isolation.
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## Appendix 1. - Derivation of $\mathbf{h}_{\text {conv }}$ Term for Equation 14

Equation 14 introduces a term for the convective heat flux to the surface that describes it as a function of physical parameters: -

$$
\dot{q}_{c o n v}^{\prime \prime}=h_{c o n v}\left(T_{f}-T_{p}\right)=\left(c_{1} k_{g} \rho_{g} c_{p} \frac{u_{\infty}}{l_{p}}\right)^{1 / 2}\left(T_{f}-T_{p}\right)
$$

Eq. 1
The value $\mathrm{h}_{\text {conv }}$ is the convective heat transfer coefficient which through comparison, can be seen to take the following form: -

$$
h_{c o n v}=\left(c_{1} k_{g} \rho_{g} c_{p} \frac{u_{\infty}}{l_{p}}\right)^{1 / 2}
$$

Eq. 2
Equation 3 shows the Nusselt number for laminar flow, parallel to a flat plate of length $x$ which is also product of the heat transfer coefficient.

$$
N u=\frac{h_{\text {con }} x}{k}=0.66 \mathrm{Re}^{1 / 2} \operatorname{Pr}^{1 / 3}
$$

Eq. 3
where the Reynolds number is defined by; -

$$
\operatorname{Re}=\frac{x u_{\infty} \rho}{\mu}=x u_{\infty} \nu
$$

Eq. 4
And the Prandtl Number is defined by: -

$$
\operatorname{Pr}=\frac{\alpha}{v}
$$

Eq. 5
Thus substituting Eq. 4 into Eq. 3: -

$$
\begin{gathered}
h_{\text {conv }}=\frac{2}{3}\left[x u_{\infty} v\right]^{1 / 2} \operatorname{Pr}^{1 / /} \frac{k}{x} \\
h_{\text {conv }}=\left[\frac{4}{9}\right]^{1 / 2} v^{1 / 2}\left[\operatorname{Pr}^{2 / 1 / 2}\right]^{1 / 2}\left[k^{2}\right]^{1 / 2} \frac{u_{\infty}^{1 / 2}}{x^{1 / 2}} \\
h_{\text {conv }}=\left[\frac{4}{9} v \operatorname{Pr}^{2 / 3} k^{2} \frac{u_{\infty}}{x}\right]^{1 / 2}
\end{gathered}
$$

Eq. 6

$$
\text { Given } \quad \alpha=\frac{k}{\rho c_{p}} \quad \text { and thus } \quad k=\alpha \rho c_{p}
$$

Eq. 7
Substituting Equation 7 into Equation 6 gives: -

$$
\begin{gathered}
h_{\text {conv }}=\left[\frac{4}{9} \nu \operatorname{Pr}^{2 / 3} \alpha k \rho c_{p} \frac{u_{\infty}}{x}\right]^{1 / 2} \\
h_{\text {conv }}=\left[c_{1} k_{g} \rho_{g} c_{p} \frac{u_{\infty}}{l_{p}}\right]^{1 / 2}
\end{gathered}
$$

Where $c_{1}$ is a constant of the form: -

$$
c_{1}=\frac{4}{9} v \alpha \operatorname{Pr}^{2 / 3}
$$

Eq. 8

## Appendix 2. - Derivation of Pyrolysis Length Curve Fit

The curve fit defined in Chapter 5 is derived from the flame spread model defined in Chapter 3 with the expression relating the flame length as a power function of the pyrolysis length substituted in: -

$$
V_{f}=\frac{4 c_{2}\left[\left(c_{1} k_{g} \rho_{g} c_{p} u_{\infty} / l_{p}{ }^{n}\right)^{1 / 2}\left(T_{f}-T_{p}\right)+\dot{q}_{f r}^{\prime \prime}+\dot{q}_{e}^{\prime \prime}-\dot{q}_{r s}^{\prime \prime}\right]^{2} l_{p}{ }^{n}}{\pi k_{s} \rho_{s} c_{s}\left(T_{p}-T_{0}\right)^{2}}
$$

Grouping the constant terms as: -

$$
\begin{gathered}
K_{1}=\frac{4 c_{2}}{\pi k_{s} \rho_{s} c_{s}\left(T_{p}-T_{0}\right)^{2}} \\
K_{2}=\left(c_{1} k_{g} \rho_{g} c_{p} u_{\infty}\right)^{1 / 2}\left(T_{f}-T_{p}\right) \\
Q=\dot{q}_{f r}^{\prime \prime}+\dot{q}_{e}^{\prime \prime}-\dot{q}_{r s}^{\prime \prime}
\end{gathered}
$$

And also substituting the following expression for $\mathrm{V}_{\mathrm{f}}$ : -

$$
V_{f}=\frac{d l_{p}}{d t}
$$

The following relationship can be defined: -

$$
\frac{d l_{p}}{d t}=K_{1}\left[K_{2}+Q l_{p}^{1 / 2}\right]^{2}
$$

Which when rearranged gives: -

$$
d t=\frac{1}{K_{1}\left[Q l_{p}^{1 / 2}+K_{2}\right]^{2}} d l_{p}
$$

By substituting, rearranging and differentiating to form an expression for $\mathrm{dl}_{\mathrm{p}}$ : -

$$
\begin{gathered}
d t=\frac{d l_{p}}{K_{1} u^{2}}-(\mathbf{1}) \quad \text { where } \quad u=Q l_{p}^{1 / 2}+K_{2} \\
l_{p}^{\text {y/2 }}=\frac{1}{Q}\left[u-K_{2}\right] \\
l_{p}^{\mathrm{n}}=\frac{1}{Q^{2}}\left[u-K_{2}\right]^{2} \\
l_{p}=\left[\frac{u^{2}+K_{2}{ }^{2}-2 u K_{2}}{Q^{2}}\right]^{1 / 1 /} \\
l_{p}=y^{1 / n} \quad \text { where } \quad y=\left[\frac{u^{2}+K_{2}^{2}-2 u K_{2}}{Q^{2}}\right]
\end{gathered}
$$

$$
\begin{gathered}
\frac{d l_{p}}{d y}=\frac{y^{y_{n}-1}}{n} \\
\frac{d l_{p}}{d y} \cdot \frac{d y}{d u}=\frac{d l_{p}}{d u}=\frac{y^{y / n-1}}{n} \cdot \frac{2}{Q^{2}} \cdot\left[u-K_{2}\right] \\
\frac{d l_{p}}{d u}=\frac{2}{Q^{2}} \cdot\left[\frac{2 u-2 K_{2}}{Q^{2} n} \cdot\left[u-K_{2}\right] \cdot y^{y_{n}-1}\right. \\
\frac{d l_{p}}{d u}=\frac{2}{Q^{2} n} \cdot\left[u-K_{2}\right] \cdot \frac{1}{Q^{2} \cdot\left[u-K_{2}\right]^{2}} \\
\frac{d l_{p}}{d u}=\frac{2}{Q^{4} n} \cdot\left[u-K_{2}\right]^{3} \\
d l_{p}=\frac{2}{Q^{4} n} \cdot\left[u-K_{2}\right]^{3} \cdot d u
\end{gathered}
$$

And substituting the resultant expression for $\mathrm{dl}_{\mathrm{p}}$ into (1): -

$$
d t=\frac{d l_{p}}{K_{1} u^{2}} \quad \Rightarrow \quad \int d t=\frac{2}{K_{1} Q^{4} n} \int \frac{\left(u-K_{2}\right)^{3}}{u^{2}} d u
$$

$$
\int d t=\frac{2}{K_{1} Q^{4} n} \int\left(u-3 K_{2}+3 K_{2} u^{-1}-K_{2}^{3} u^{-2}\right) d u
$$

Integrating gives: -

$$
t=\frac{2}{K_{1} Q^{4} n}\left[\frac{u^{2}}{2}-3 K_{2} u+3 K_{2} \operatorname{Ln}(u)-\frac{K_{2}^{3}}{u}+K_{3}\right]
$$

Substituting: -

$$
u=Q l_{p}^{1 / 2}+K_{2}
$$

And rearranging gives: -

$$
t=\frac{2}{K_{1} Q^{4} n}\left[\frac{1}{2}\left(Q l_{p}^{\frac{n}{2}}-5 K_{2}\right)\left(Q l_{p}^{\frac{n}{2}}-K_{2}\right)+3 K_{2} \operatorname{Ln}\left(Q l_{p}^{\frac{n}{2}}-K_{2}\right)+\frac{K_{2}^{3}}{\left(Q l_{p}^{\frac{n}{2}}-K_{2}\right)}+K_{3}\right]
$$

## Appendix 3. - Experimental Results

## Pyrolysis and Flame Length Measurements
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## Ambient Air Velocity Measurements
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## Heat Flux Measurements
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## Flame Temperature Measurements
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