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Abstract

Psychological adjustment to chronic pain has been recently explored within three

separate frameworks: a behaviour-focused account of chronic pain acceptance within

the broader remit of Acceptance and Commitment Therapy; an emotion-focused

approach with various research programs investigating the role of anger, fear, de-

pression and also shame and positive emotions in chronic pain; and a cognition-

focused perspective more recently reframed in terms of illness perceptions as part

of a wider model of response to health threats, the Self-Regulatory Model. Although

these frameworks have broad areas of overlap, limited research has been directed

at integrating acceptance, emotions and illness perceptions into a common, com-

prehensive account of psychological adjustment to chronic pain. Such an account

would be beneficial both for providing a parsimonious approach that would guide

further research and for developing pain management interventions that would take

advantage of existing research from all three domains.

The aim of the present thesis was to explore the possibility of integrating these

separate areas by studying the relationships between the main concepts (acceptance,

emotions, and illness perceptions) in the context of chronic pain.

Based on a review of the relevant conceptual and methodological issues of each

domain, a theoretical analysis of the similarities and differences between them was

developed, with particular emphasis on the potential of existing models to sup-

port an integrative account. This analysis provided specific hypotheses regarding

each domain and the interrelationships between them, which were investigated in

a longitudinal study on a heterogeneous sample of 265 chronic pain patients using

the services of the NHS Lothian Pain Clinic and several patient support organisa-

tions. Data were collected via postal and online questionnaires at 3 time points,

at 41/2-month intervals (21% attrition rate). Validated questionnaires were used to

measure the relevant constructs, with additional questions obtaining information

regarding health status, medical history and demographics.
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The confirmatory analysis (employing a variety of statistical procedures, from cor-

relation to multiple regression, factor analysis, cluster analysis and structural equa-

tion modeling) largely confirmed the expected relations within and between domains

and was also informative regarding the most suitable data reduction methods. A

detailed psychometric analysis of the questionnaires used offered a complemen-

tary view on the theoretical and methodological issues involved. An additional

exploratory analysis focused on identifying the comparative characteristics of ac-

ceptance, emotions, and illness perceptions in predicting health status indicators,

controlling for contextual factors such as medical history and demographics. Al-

though no significant longitudinal changes were identified in most parameters (con-

firming the clinical observation of chronic pain as a stable condition), the longitu-

dinal data allowed an analysis of the stability of the concepts and of the magnitude

of their relationships in this patient sample. The analysis of intra- and interper-

sonal variation via hierarchical longitudinal modeling confirmed the stability of the

data, highlighted the necessity of studying variation at both levels, and revealed in-

teresting moderation effects, explained via the proposed concept of ‘discrimination

ability’ and several alternative mechanisms.

These results can be considered as first steps towards an integrative model of psy-

chological adjustment to chronic pain. It is proposed that the behavioural, cognitive

and emotional aspects need further conceptual clarification and these future efforts

can be supported by the Cognitive-Affective Model of the Interruptive Function of

Pain, within the wider framework of the Self-Regulatory Model.
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Chapter 1

Introduction

For health psychology, chronic pain adjustment is one of the most difficult issues

to investigate. The blurred boundaries between physical symptoms and subjec-

tive experience are particularly apparent in pain perception, not only making a

biomedical approach ineffective, but also raising substantial barriers in the search

for explanation and control of the phenomenon within a biopsychosocial framework.

Multiple lines of investigation have been followed, leading to the inevitable problem

of overlap and selection between models.

The necessity of integrative efforts, both theoretical and empirical, becomes in-

creasingly evident given the proliferation of research and intervention programs. A

comparison between programs in order to select the most effective under certain

conditions would inevitably involve losing the valuable contributions of the rejected

alternatives. A more fruitful approach would require a detailed theoretical and em-

pirical investigation of parallel research directions in order to identify both their

common elements and unique contributions, and use them as building blocks for

future research within an integrative framework to inform intervention (professional

and personal) aimed at improving adjustment to chronic pain. The present thesis

attempts such an investigation.

1.1 The present thesis

Psychological aspects of living with chronic pain are currently explored within three

main frameworks, which can be considered as mainly focusing on three psycho-

logical domains: behaviour, emotion and cognition. The behavioural approach is

centred on the concept of chronic pain acceptance, as a special case of a more gen-

eral characteristic, psychological flexibility, developed within the theoretical basis

of Acceptance and Commitment Therapy (ACT; Hayes et al., 1999b; Hayes and

1
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Smith, 2005). This recently developed therapeutic approach builds on the operant-

behavioral and cognitive-behavioral traditions, adding new influences from human-

istic and experiential traditions, among others, and a detailed philosophical foun-

dation. The interest in emotion can be considered to unify various approaches to

chronic pain research, from the study of emotion as a component of the pain experi-

ence to accounts of the role of discrete emotions, mainly anger, fear and sadness, but

also shame and positive emotions. All these approaches share a common theoretical

basis in emotion research, although they have been mostly studied separately. The

approach that has recently emerged from the cognition-focused literature in health

psychology is the self-regulatory model of health behaviour (SRM; Leventhal et al.,

1992, 1997). Although in essence it is a model of the cognitive-affective interactions

in guiding health behaviour, its research applications have mainly focused on the

cognitive component, as described by the concept of illness perceptions.

All three frameworks have generated valuable empirical research and clinical inter-

ventions in health psychology and chronic pain. However there are substantial areas

of overlap between them, and few efforts have been directed so far at integrating

them in a comprehensive account of behaviour, emotion and cognition in adjust-

ment to chronic pain. The aim of the present thesis is to explore the possibility of

integrating these separate areas of research by studying the relationships between

the main concepts of these approaches (acceptance, discrete emotions and emotion

regulation strategies, and illness perceptions) in the context of chronic pain, and

by examining existing models in order to identify the ones that could best support

further integrative efforts.

1.2 Overview of chapters

Such an integrative attempt needs to be based on a thorough understanding of

existing theory. The first four chapters review and critically analyse the literature

focusing on each of the four substantive areas: pain, acceptance, emotions, illness

perceptions.

Chapter 2 gives an overview of chronic pain, from the fundamental issues of defini-

tion, epidemiology, and classification, to the description of current theories, physio-

logical mechanisms and treatment. Assessment of pain is discussed in more detail,

and a brief historical account of the study of the psychological aspects involved is

presented.
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Chapter 3 reviews the theoretical and empirical support for the concept of chronic

pain acceptance. ACT theory is described from its philosophical and general psy-

chology bases to its account on psychopathology and the inherent difficulties in

reconciling its distinct context-focused approach with the assumptions of the main-

stream scientific approach. The concepts of acceptance, psychological flexibility

and chronic pain acceptance are further described, and the relevant research briefly

reviewed.

Chapter 4 addresses the various lines of research on the role of specific emotions

and emotion regulation strategies in chronic pain adjustment, and also on affect

as a component of the pain experience. A general overview of emotion research

and the related issue of measurement is followed by a brief historical account of

emotional issues in chronic pain. Research on the affective component of pain is

next reviewed, followed by separate analyses on the role of five discrete emotions

(anger, sadness, fear, shame and happiness), and on the role of emotion regulation

and interactions between emotions.

Chapter 5 focuses on the SRM. Its theoretical foundations, model statements, mea-

surement and applications in various areas of health psychology are presented first,

followed by an overview of the SRM research in chronic pain within the wider

perspective of cognition-focused literature.

Chapter 6 attempts to link behaviour, emotion and cognition by reviewing pre-

vious studies focusing on interrelations and existing models of pain and chronic

pain adjustment. It also discusses methodological issues relevant for any integra-

tive effort, such as the requirements of developing and testing theoretical models.

It is proposed that the cognitive-affective model of the interruptive function of pain

(Eccleston and Crombez, 1999) together with the SRM have the potential to sup-

port further integrative efforts. Based on the theoretical analyses so far, specific

hypotheses and exploratory goals are set for the present empirical study.

Chapter 7 describes the present study, from the data collection procedure and sam-

ple characteristics, to the results of confirmatory and exploratory statistical analy-

ses. Further details regarding the statistical approach used in structural equation

modeling and the data preparation are given in Appendices B and C. Complemen-

tary analyses of the psychometric properties of the questionnaires used are presented

in Chapter 8.
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Chapter 9 brings together the theoretical and empirical findings and offers interpre-

tations of the various results in light of the previous theories and research presented.

In accord with Diefenbach et al. (2008), it is proposed that working towards an in-

tegrative account of behaviour, emotion and cognition in chronic pain adjustment

is better served by multiple detailed analyses of the interactions between various

related concepts rather than by adding variables to increasingly complex (and in-

evitably redundant) models.



Chapter 2

Living with chronic pain

2.1 Introduction

For many people, chronic illness is a challenge on many domains of their lives.

Adapting to the changes that illness brings on one’s personal, occupational and

social life demands significant psychological resources. Research in health psychol-

ogy builds on the observation that one’s decisions in such circumstances can have

a significant impact on one’s health status, in terms of both symptom reduction

and well-being. However it is often difficult to identify the ‘right thing’ to do, feel

or think in such situations. Decades after the biopsychosocial model of illness has

been proposed to replace the biomedical approach (Engel, 1977), a wide variety of

theories are available to inform interventions and alleviate the sufferer’s experiences

of illness, yet many questions and difficulties remain in both research and practice.

The difficulties of understanding the psychological implications of chronic illness

increase in the situation where pain is a major symptom. The organismic reaction

to pain dominates the individual’s consciousness to such a degree that the constant

exposure to this phenomenon blurs the boundary between psychological and physi-

cal suffering and often defies efforts to manage the condition. The all-encompassing

nature of pain leads to major difficulties in research as well. Separating this complex

phenomenon into distinct and measurable constructs to make possible the accumu-

lation of knowledge and improvement of intervention has proven to be a challenging

task. This chapter aims to sketch the complexity of chronic pain as an object of

study and to review the efforts to describe, measure, explain, and treat it.

5
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2.2 Chronic pain - definition

Pain is defined by the International Association for the Study of Pain (IASP) as

“an unpleasant sensory and emotional experience associated with actual or potential

tissue damage, or described in terms of such damage” (Merskey and Bogduk, 1994).

According to IASP, pain “is a psychological state”. An accompanying note follows

this definition in the IASP document, highlighting the subjective nature of pain,

and also its variable relationship with both nociception and language descriptions.

The double nature of pain, sensory and emotional, is underlined to differentiate it

from other similar experiences (such as pricking, or dysesthesias) which may not

involve both qualities.

Two aspects of the IASP definition and note deserve mentioning at this early stage,

as a preview of the more detailed analysis that follows. First, the emotional com-

ponent of pain is considered related to its unpleasantness. This note is particularly

relevant to the present study. The unpleasantness is considered to reflect the threat

associated with tissue damage (Chapman, 2004). But from the point of view of emo-

tion theory, unpleasantness is only one extreme of the valence continuum, which is

only one of several dimensions of emotional life (Fontaine et al., 2007). It is usually

related to withdrawal (as opposed to approach) behaviours, to negative emotions

and to defense responses (as detailed in Subsection 4.2.1). Moreover, dimensional

views of emotion are competing with discrete emotions theories and componential

approaches in explaining affective phenomena. Briefly, there is more to emotion

than unpleasantness, and behind the limited focus of this definition lies a complex

relationship between emotional life and the affective and sensory components of

pain and related behaviours (reviewed in Chapter 4).

The second aspect is pain reported in the absence of any pathophysiological cause.

The IASP Task Force on Taxonomy mentions that, although in this case causes

are usually psychological, such pain is undistinguishable from pain caused by tissue

damage and they advise ‘accepting’ the patient’s report as pain. This summarizes

one of the long-lasting controversies in pain research and practice, with dramatic

emotional consequences in the doctor-patient relationship. The relationship (and

distinction) between psychological and physical in chronic pain is a sensitive topic,

and central to the efforts to establish causality in order to devise effective treatment

options.

Pain has been usually classified into acute (phasic), subchronic (prolonged) and

chronic (clinical) (Millan, 1999). Acute and subchronic pain accompany tissue
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injury and subside with healing. In contrast, chronic pain is defined usually as pain

that lasts longer than the normal tissue healing time: 3 months, or 6 months for

research purposes (Merskey and Bogduk, 1994). However, besides the situations

when pain is prolonged beyond the course of the concurrent injury/disease, chronic

pain describes also cases in which the co-occuring disease is chronic in nature.

In such situations the distinction between acute and chronic pain is less clear.

Another type of situation characterised by chronic pain is the presence of pain

for long periods of time in the absence of any associated tissue injury, neither as

an initial trigger or as an accompanying condition. In all three situations, the

time dimension introduces changes that make the pain similar in many respects:

physiological, social, psychological, functional.

A frequent distinction in chronic pain is made between malignant (cancerous) and

non-malignant (benign) pain. Although there are no physiological differences known

at present, the differences related to the implications of the treatment dynamics

in the current medical system, the strong connection with tissue pathology and

treatment toxicity in cancer pain and the distinct time implications of terminal

cancer pain justify the separation (Bonica, 2001, Ch. 10). The focus of the present

review and study is benign chronic pain.

2.3 Epidemiology and impact of chronic pain

A recent systematic review (Harstall, 2003) reported a mean prevalence of chronic

pain in the general population estimated at 35.5% with a range from 11.5% to

55.2% (according to data from mostly Anglo-Saxon and West European countries).

The prevalence estimates vary depending on the definition used, country, study

methodology. For example, severe chronic pain prevalence has been estimated at

11%, chronic widespread pain at 7.2%. A later study in 15 European countries and

Israel (Breivik et al., 2006), reported that Spain has the lowest estimate of 12%

and Norway the highest, 30%. In Scotland, sampling in primary care has led to

an estimate of 18% according to McEwan, 2004, while a community study, Elliott

et al., 1999, reported 46.5%.

The prevalence of chronic pain depends on gender and age, with women more likely

to report pain than men (due to both social and biological factors), and some

conditions such as joint pain and fibromyalgia increasing in prevalence with age.

Various surveys reported pain prevalence estimates in older adults of up to 86%

(Hadjistavropoulos and Craig, 2004).
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Chronic pain impacts the society dramatically on multiple levels, from the physical

and mental health, employment and daily life functioning of the sufferer to the eco-

nomic costs associated with unemployment, welfare and healthcare. For example,

a study by Maniadakis and Gray (2000) estimated the total economic burden of

chronic backpain in the UK in 1998 at �6 to 12 billion. Chronic pain sufferers

use healthcare services more frequently and frequency increases with level of pain-

related disability, according to reports of respondents to a community telephone

health survey (Blyth et al., 2004).

2.4 Pain theories - from the body-mind split to the body/self

neuromatrix

Understanding of pain has evolved dramatically in the last decades. Until the

middle of 20th century, pain was described in terms of a response proportional with

the amount of damage to the physical body. Descartes’ mechanistic model of pain

(part of his dualist view of the human being) is considered the first theory in the

field, and states that the pain is the direct result of an external nocive stimulus,

just as the sound of a bell which hangs at one end of a rope is the direct result of

someone pulling the other end (Melzack and Katz, 2004). This “alarm bell” theory

of pain led to the development of the specificity theory: pain is the result of the

activity of a pain center in the brain, activated via impulses through pain fibers

the spinal cord by specific local pain receptors responding to injury. Lack of visible

injury or disease was diagnosed as a psychiatric condition (in Descartes perspective,

a matter of the mind and not of the body). It is important to note that, despite the

mismatch with clinical data (Melzack and Wall, 1970) and the dramatic theoretical

developments that overrode it, this theory still prevails in medical education today,

according to some reports (Jay, 2007, p. 259), and also to a large extent in the

mainstream culture.

Initial attempts to overcome the limitations of the specificity theory are generally

grouped under the name of pattern theory (Melzack and Wall, 1970). The main pro-

posal consists in stipulating various mechanisms of pain modulation to account for

the lack of direct correspondence between the nocive stimulus and the pain response,

such as summation of intensities of various stimuli in the spinal cord, the existence

of specific circuits in the spinal cord that reverberate in situations of intense stimu-

lation, the existence of control mechanisms that normally prevent summation and
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are damaged in pathological conditions, or the production of spatiotemporal pat-

terns that differentiate pain from other sensations (Melzack and Wall, 1970). These

theoretical advances changed the focus from periphery to the central nervous sys-

tem in explaining pain. A further step forward was Melzack and Wall’s gate control

theory of pain: modulation of impulses from the periphery is achieved by a gating

mechanism in the spinal cord. The gating mechanism is influenced both by the

amount of activity in the nerve fibers that transmit non-nociceptive impulses from

periphery and by nerve impulses descending from the brain. Their seminal article

in 1965, in addition to stimulating research on the physiology of pain modulation,

represented the starting point of a broader understanding of pain as encompassing

also psychological phenomena: ”the model suggests that psychological factors such

as past experience, attention and emotion influence pain response and perception

by action on the gate control system” (Melzack and Wall, 1965).

As a result of several decades of research into the psychophysiological mechanisms

of pain, theory has recently gone beyond the peripheral and spinal processes in-

volved towards the understanding of the brain mechanims. A theory that addresses

this aspect is the neuromatrix model of pain proposed by Melzack in recent years

(Melzack, 2001; Melzack and Katz, 2004). It stipulates the existence of a body/self

neuromatrix comprised of sensory, affective and cognitive neuromodules. It receives

inputs from sensory signalling systems and cognitive and emotion related brain ar-

eas and delivers as outputs pain perception (in its sensory, affective and cognitive

dimensions), action programs and physiological stress-regulation programs. There-

fore, according to this model, pain is a multidimensional experience produced by a

distributed neural network which includes but is not limited to the somatic sensory

pathways, and most importantly can even act without them in certain conditions

(e.g. phantom limb pain).

The neuromatrix model is a telling summary for the current advances in under-

standing the psychophysiology of pain, which will be briefly described in the next

section. Moreover, it bridges the psychophysiological gap between pain and our un-

derstanding of emotion and cognition: the neuromatrix is seen as a unified system

which performs a “cyclical processing and synthesis of nerve impulses” (Melzack

and Katz, 2004) and constantly generates patterns (neurosignatures) that update

the current state of the body as a whole1 . This unified pattern includes subsets of

1This constant update conceptually resembles theoretical proposals of several emotion theories,
such as the conscious access to continuous changes in the organism’s neurophysiological state in
the core affect model (Russell, 2003), but also with the continuous interpretation of experience
stipulated by process models of emotion (such as appraisal models, Ellsworth and Scherer, 2003),
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neurosignatures created by neuromodules which correspond to (but are not equal

to) events in various parts of the body, which determine awareness (via a so-called

“sentient neural hub”) and movement (via the action neuromatrix). Some of these

neurosignatures are experienced as different qualities of pain and generate specific

actions and physiological changes. From this point of view, the neuromatrix model

is more than a model of pain, is a model of central processing. It speaks eloquently

of the difficulty of separating the physical, psychological and social aspects in both

research and treatment. This unitary conception has extremely important implica-

tions for pain measurement (detailed in section 2.7.3).

2.5 Pain - physiological mechanisms

A brief insight into the physiology of pain is absolutely necessary for understand-

ing the phenomenon of chronic pain. At present, our knowledge about pain dis-

tinguishes between peripheral, spinal and supraspinal systems that transmit and

modulate the neural impulses which generate pain perception and pain behaviours.

There are both neural and chemical mechanisms that take part in this process (Jay,

2007). While pain is often the product of nociception (i.e. the perception of noxious

stimuli), the two terms are not interchangeable, as pain can also be experienced

in the absence of nociception (Melzack and Katz, 2004). Nociception is described

in terms of four processes: transduction, transmission, modulation and perception

(Suchdev, 2002).

According to Jay (2007), Suchdev (2002), and Bonica (2001), at the peripheral level,

in case of tissue injury, a local biochemical response takes place and various inflam-

matory and algesic substances are released (including prostaglandins, histamines,

bradykinins, substance P). The local sensory neurons are activated (and their sen-

sory thresholds modulated) by these substances and/or other mechanical, termal

or biochemical stimuli. The conversion of the local biochemical response to injury

into a neural response is called transduction. Transmission of the neural impulse

from the periphery to the spinal cord is achieved by mainly two types of nociceptive

sensory fibers: A-δ fibers are myelinated and have smaller nociceptive fields (they

participate in generating the immediate, sharp pain after the injury); C fibers are

unmyelinated and have terminations spread over a wider area (therefore participate

while the existence of specific patterns of activation resembles discrete emotion theories (Ekman,
1999). It is yet unclear how these models would best communicate; one first attempt to bring
together emotion and pain theory is the sequential processing model of pain affect (Price et al.,
2001), presented in Chapter 4. The neuromatrix model still awaits more precise conceptualisation
and testing; the difficulties of testing it with linguistic data will be discussed in Subsection 2.7.1.
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in the generation of a delayed, diffuse pain). The smaller proportion of A-δ fibers in

the visceral structures (innervated by the autonomic nervous system) is part of the

explanation for the lack of specificity of visceral, sympathetic and muscular pain.

The dorsal horns of the spinal cord are the location of the first synapse and an

important center for the integration of sensory information from both noxious and

benign stimuli. Modulation of the neural impulse related to tissue injury is mainly

performed by the substantia gelatinosa, which (as stipulated by Melzack and Wall’s

gate theory) is a set of interneurons with an inhibitory effect on the transfer of

information to the ascending pathways towards the brain. Activity in the non-

nociceptive sensory fibers has an excitatory effect on substantia gelatinosa, as have

descending pathways from some brain structures (such as cortical and diencephalic

systems, the medulla, periaqueductal gray).

There are multiple and complex ascending pathways that participate in various as-

pects of pain perception. The spinothalamic tract is the main ascending pathway

and is divided into two systems. The neospinothalamic tract has large myelinated

fibers connected via the thalamus directly with the somatosensory cortex, and thus

participate in generating the sharp, localised pain immediately after tissue damage

which possibly helps locate the injury and assess its severity. The paleospinothala-

mic tract has both large and small fibers, less myelinated, which synapse in various

structures (periaqueductal gray, hypothalamus, reticular formation, thalamus and

other brain stem and midbrain structures) which transmit the impulses diffusely to

cortical and limbic structures; this pathway is responsible for the long-lasting and

poorly localised pain experienced some time after injury, and possibly also for some

affective and sympathetic responses and arousal. Other ascending pathways par-

ticipate: the spinoreticular tract and the spinomesencephalic tract (involved in au-

tonomic, behavioral and motivational aspects of pain), the trigeminothalamic tract

(equivalent to the spinothalamic tract for the head and neck), the dorsal column

system (with a role in transmitting visceral nociceptive information, and possibly

inhibition of pain), the propriospinal tract (with possible role in maintaining chronic

pain), the spinohypothalamic tract (with possible affective and motivational roles).

Multiple cortical and subcortical centers receive information from the ascending

pathways and interact with each other to generate the pain experience. The most

notable, according to present knowledge, are: the reticular formation (influenc-

ing arousal and motivational, affective and autonomic responses), the thalamus (a
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major relay station connecting with various cortical areas), the limbic system (ap-

parently involved in motivational and emotional responses), the hypothalamus (par-

ticipating in the autonomic and neuroendocrine control of pain), the somatosensory

cortex (responsible for the discriminative aspects of pain perception), the frontal

cortex (involved in behavioural and motivational aspects). Research in this area

is still at the beginning. However, according to Melzack’s neuromatrix model, it

is thought that the distributed processing of the sensory information by all these

centers generates neurosignatures that are perceived as pain and acted upon. In

some situations (such as phantom limb pain), current sensory information is not

necessary for production of neurosignatures. These centers also participate in feed-

back mechanisms of pain modulation, via various neuroendocrine pathways that

release serotonin, norepinephrine, cholecystokinin and endogenous opiates in which

the periaqueductal gray plays an important role. Other neurotransmitters and neu-

ropeptides have been found important for pain modulation: calcitonin gene-related

peptide, somatostatin, substance P, dopamine (Jay, 2007; Suchdev, 2002; Bonica,

2001)

The complexity of the neural networks involved in pain perception, modulation

and behaviour is just beginning to be unveiled. However, the broad array of cen-

ters and pathways involved in pain (very few dedicated only to pain perception),

speaks quite eloquently of the psychological implications of experiencing pain: it

is an organismic response, that dominates (and overwhelms at times) the individ-

ual and involves all aspects of his/her psyche: emotional, motivational, cognitive,

behavioural, autonomic. It also highlights the difficulty of disentangling all these

aspects, in both research and treatment. The situation becomes even more compli-

cated in chronic pain, where the interrelationships between them are modified by

the long-term experience of pain.

Given the complexity of the pain process, there is no surprise that many things can

go wrong. Depending on etiology, various peripheral, spinal and central mechanisms

have been described to participate in the onset and perpetuation of chronic pain.

One of the main mechanisms is the process of sensitisation: repeated stimulation,

instead of decreasing sensitivity as in other sensory fibers, determines a lowering of

the threshold and an increase of response duration. In the case of continuous stim-

ulation of nociceptors due to various accompanying health conditions (for example

osteoarthritis), a peripheral mechanism that contributes to pain is the sensitisation

of the sensory neural fibers to both noxious and non-noxious stimuli by the inflam-

matory and algesic substances via both neuroactive and vasoactive pathways. At
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the spinal level, sensitisation of afferent fibers determines spinal reflexes that en-

hance nociceptor reponse, muscle tension and sympathetic activity (Bonica, 2001).

Spinal receptive fields suffer various anatomical and physiological changes that lead

to hypersensitivity to new sensory inputs. The phenomenon of wind-up has been

proposed as an additional mechanism: wide-dynamic range neurons, under constant

C fiber stimulation, are changing their on-off functioning to a constant activation,

which also impacts on the sympathetic regulation of the affected area. At the cen-

tral level, sensitisation is the result of physiological and morphological changes that

influence the descending modulation of pain-related neural impulses (Jay, 2007).

The phenomenon of sensitisation is often referred to as neuroplasticity (Melzack

and Katz, 2004).

In neuropathic pain (pain due to partial or total nerve lesion), several other mech-

anisms have been proposed, such as spontaneous activity in damaged nerve fibers,

demyelination due to chronic irritation, changes in the physiology of dorsal root

ganglia, or anatomical changes such as the formation of axonal sprouts or neuroma,

which lead to spontaneous activity (Jay, 2007). If the lesions are at the level of

the central nervous system (for example due to spinal injury, thalamic lesions, or

multiple sclerosis), the pain patterns are also due to deafferentation and neuroen-

docrine imbalances between various centres which lead to disinhibition of the pain

network. The study of the mechanisms involved is progressing rapidly, and various

competing hypotheses are under scrutiny (Bonica, 2001, Ch. 23).

The lack of any adaptive significance of chronic pain as opposed to acute and sub-

chronic pain has lead to the latter to be considered as good (physiological), while

former is seen as bad (pathological; Millan, 1999). Evolutionary interpretations

of chronic pain describe it as a by-product of neural plasticity that is adaptive in

learning and memory processes (Sufka and Turner, 2005).

2.6 The problem of classification

The complexity of the mechanisms involved in chronic pain is reflected in the diffi-

culties of identifying distinct types of chronic pain manifestations. From the initial,

time-related definition of chronic pain, several attempts have been made to charac-

terise this phenomenon from a more comprehensive perspective.

Several taxonomies have been developed based on expert consensus and multiple

criteria. One such example is the classification of the International Association
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for the Study of Pain (IAPS), which includes five axes: region of the body, body

system involved in pathology, temporal characteristics, patient-reported intensity

and time since onset, presumed etiology (Merskey and Bogduk, 1994). A list of

chronic pain syndromes following similar criteria is made available in the same

document. Although more clinically meaningful than the various classifications

based on single criteria, these taxonomies are difficult to use in research and clinical

practice, as categories are not mutually exclusive, not fully reliable and not directly

related to clinical interventions and outcomes; they also exclude information on

psychosocial characteristics, which make them less applicable to interdisciplinary

pain management interventions (Bonica, 2001, Ch. 2).

Another set of taxonomies have been developed based on empirical data. For exam-

ple, a graded classification of chronic pain severity was developed based on measures

of pain intensity and temporal characteristics and pain-related disability (Von Korff

et al., 1992). According to this classification, four Chronic Pain Grades can be dis-

tinguished reliably: Grade 1 - low intensity, low disability, Grade 2 - high-intensity,

low disability, Grade 3 - high, moderately limiting disability and Grade 4 - high,

severely limiting disability. Another, complementary, classification of chronic pain

based on various indicators of pain severity, perceived responses of significant others

and interference with activities distinguishes between three profiles: dysfunctional

(increased pain severity, life interference and affective distress), interpersonally dis-

tressed (with little perceived support) and adaptive copers (decreased pain severity,

life interference and distress, with higher perceived control; Turk and Rudy, 1990).

The authors recommend using this taxonomy in addition to the medical classifica-

tion of pain conditions.

A recent approach (Von Korff and Miglioretti, 2005) extends this multivariate per-

spective on chronic pain by including the time dimension: on the basis of several

measures of current chronic pain status and other variables that have been proven

to predict future pain severity, a risk score is computed that leads to distinguishing

possible and probable chronic pain. Possible and probable chronic pain correspond

to the 50% and 80% probability thresholds of future clinically significant pain. This

prognostic approach shifts the focus from labelling the current status of the patients

to the possible risks they face (and the ways to reduce them), while viewing chronic

pain as a continuum within which the severity of the condition can change and is

inherently uncertain, rather than a fixed, immovable, stigmatising diagnosis. The

risk score has been shown to be a good predictor of future chronic back pain ac-

cording to Chronic Pain Grades classification (Von Korff and Miglioretti, 2005), as
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well as a better predictor, compared to pain duration, of future clinically significant

pain, physical function, pain-related worry, unemployment and long-term opioid

use in back pain, headache and orofacial pain patients (Von Korff and Dunn, 2008).

Results have been replicated on a UK low back pain sample (Dunn et al., 2008).

Although these empirical classifications lead to more objective and reliable results,

their utility is limited by the theoretical focus of the variables included (Bonica,

2001, Ch. 2).

To date, there isn’t a commonly agreed taxonomy of chronic pain and classifica-

tion is constantly evolving. For example, previous diagnoses of reflex sympathetic

dystrophy and causalgia have been recently transformed into complex regional pain

syndromes I and II (without or with nerve damage; Merskey and Bogduk, 1994),

and a proposal has been made to describe fybromyalgia and other related diagnoses

as central sensitivity syndromes (Yunus, 2008). Many of the individual health con-

ditions fall in more than one of the current diagnoses and are described by a complex

mix of pain-related symptoms, triggers and aggravating factors, comorbid illnesses

and idiosyncratic reactions and adaptations.

In addition to the idiosyncratic features, manifestations common to all conditions

are present in most epidemiological data, especially with regards to psychosocial-

behavioural aspects (Turk and Rudy, 1990). Chronic pain is generally characterised

by a lack of a close temporal and spatial relationship with a stimulus (as opposed to

acute pain) and uncertainty regarding the future course of the condition, which lead

to physiological, psychological and social changes. Interference with autonomous

nervous system functioning can lead to muscle tension, decreased heart rate and

blood pressure, and failure of immune responses. The continuous challenge of the

chronic condition also leads to associated physical and psychological problems such

as fatigue, insomnia, anorexia, depression, apathy. This common profile has lead to

considering chronic benign pain as a relatively homogeneous condition, for which

similar interventions can be applied (Bonica, 2001, Ch. 10).

2.7 Assessment

The complexity of the physiological mechanisms of pain and its difficulties of clas-

sification are parallelled by the multitude of issues involved in measuring pain and

pain related outcomes and risk factors. I will refer here only to the clinical assess-

ment of pain in humans, and exclude the issues related to measurement in animal
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subjects and to experimental methods in acute pain research, for which I would

direct the interested reader to other sources (e.g. Kruger, 2001).

2.7.1 Assessment of pain intensity and pain quality

It is commonly acknowledged at present that pain is a multidimensional phe-

nomenon. However, clinical assessments usually focus on pain intensity, even if

it is known that this aspect addresses only a small part of the whole phenomenon

and its impact on the individual (Turk and Okifuji, 2001, Ch. 1). Several methods

of measuring pain intensity have been developed: threshold approaches, magnitude

estimation, signal detection theory, unidimensional subjective rating scales, obser-

vation and verbal pain assessment (Skevington, 1995, Ch. 2). While the first three

methods focus on aspects related to nociception and are part of a set of methods

known as quantitative sensory testing (QST; Fillingim and Lautenbacher, 2004),

the last two address aspects related to the overall experience of suffering.

Threshold approaches focus on assessing a few related concepts: sensation threshold,

pain perception threshold (the intensity at which the sensation becomes painful),

pain tolerance level (the minimum intensity at which the pain becomes unbearable),

the pain sensitivity range (between pain perception and pain tolerance levels), and

the drug request point. They are measured with various methods of pain induction

via thermal, mechanical, electrical or chemical stimuli applied usually in ascending

or descending intensity series. These approaches have been used extensively in ex-

perimental conditions in researching various factors that influence the link between

a physical stimulus and a pain sensation, from individual characteristics to context

and interactions of factors (Skevington, 1995, Ch. 2). Especially because of these

interfering factors they are of limited use in global clinical assessments of chronic

pain, where little control is possible over individual differences even if some context

characteristics can be kept constant. Their use in clinical assessment is focused on

helping diagnosis of abnormalities in pain processing, predicting response to acute

surgical pain or chronic pain interventions and measuring intraperson pain percep-

tion changes, for example due to treatment (Edwards et al., 2005b; Arendt-Nielsen

and Lautenbacher, 2004).

Magnitude estimation is a psychophysical ratio scaling method adapted to the study

of pain: the subject is asked to estimate the relative intensity of a set of painful
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stimuli. Thus, instead of the dichotomous information obtained in threshold mea-

surement, the researcher obtains continuous data regarding the whole range of in-

tensity perception. The estimate is expressed in either verbal terms or in different

other modalities, such as using handgrip force (procedure known as cross-modality

matching; Skevington, 1995, Ch. 2). Although it constitutes an improvement in

the precision of measurement compared to threshold approaches, magnitude esti-

mation has a limited use due to the cognitive complexity of the task. Moreover,

it has a similar focused use in clinical practice as threshold measures. In the ef-

forts to eliminate subjectivity from pain self-report, it excludes from the concept

of pain intensity many aspects that mediate the relationship between stimuli and

pain sensation; therefore it pays for reliability of measurement with a limited oper-

ationalisation of the concept itself.

Signal detection theory (SDT) is based on similar pain induction trials with stimuli

of different intensities; two receiver operating characteristics are computed: the in-

dex of discriminability (low values would indicate an interference with the sensory

processes) and the pain report criterion (high values might reflect a stoic attitude

towards reporting pain). Separating sensory discrimination from response bias has

been considered an important advantage of SDT. However the method has similar

drawbacks to the previous two, limiting its applicability in clinical settings (Skev-

ington, 1995, Ch. 2).

Evidence is accumulating for the usefulness of QST in clinical settings, for identi-

fying patterns of pain perception relevant for diagnosis and treatment and as an

additional measure of pain severity or treatment outcomes, besides its application in

the experimental research of pain mechanisms (Fillingim and Lautenbacher, 2004).

However, it is difficult to use in everyday clinical practice due to the equipment and

control requirements of performing accurate testing and it has limited application in

the study of chronic pain. Moreover, it is based on a definition of pain as nociception

and therefore on the assumption of stimulus-sensation equivalence. Paradoxically,

this limited focus has made it useful in revealing the influence of a multitude of fac-

tors on pain reporting and thus the complexity of this phenomenon (Fillingim and

Lautenbacher, 2004). The key behaviour in all methods is the self-report of pain

perception for each trial, which inevitably is subject to various social and psycholog-

ical influences in addition to physical conditions (such as presence of an analgesic).

Efforts of eliminating self-report together with its various influences from pain as-

sessment have focused on physiological measures (muscle tension, cardio-vascular

parameters, nociceptive withdrawal reflexes, evoked potentials, brain imaging) but
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has not yet resulted in identifying a reliable indicator of the pain response (Arendt-

Nielsen and Lautenbacher, 2004). Instead of trying to eliminate these influences,

other methods reviewed below have focused on pain intensity as a subjective ex-

perience viewed as the result of interactions between multiple person and context

related factors.

The simplest and most widely used methods are the unidimensional subjective

rating scales, such as the visual analogue scale (VAS): usually a horizontal line of

10 cm with verbal labels at the two ends and no numerical divisions. Variations

are VAS for pain relief or for sensory and affective aspects of pain intensity. The

advantages of VAS are the speed and facility of application and the high correlations

with more comprehensive methods, although there are doubts regarding its accuracy

(Skevington, 1995, Ch. 2). Its disadvantages stem from the same simplicity, which

leads to limited information obtained and therefore limited relevance. As a global

measure, it is impossible to assess what factors have the biggest impact on the

unique scores; for example, research suggests that emotional qualities of pain are

most represented in the global score in some patient groups (Clark et al., 2002).

Also, the use of a single scale does not allow controlling for intraindividual variability

and this leads to a decrease in the reliability of the measure. Other forms are

the Verbal Rating Scales (VRS, lists of adjectives describing pain at increasing

intensities) and Numerical Rating Scales (NRS, usually 11-point scales, from 0 to

10, on which the respondents are asked to locate their pain intensity); both are

frequently used due to reasons similar to the VAS and with similar drawbacks

(Jensen and Karoly, 2001).

One obvious source of information regarding the individual’s pain is the observation

of behaviour. It is actually the only method applicable where self-report is not

available, such as in infants or unconscious patients. Gestures such as guarding,

bracing, restricted movements, vocalisations such as moaning, grunting, and facial

grimaces are coded by trained observers and used to estimate pain intensity based

on its impact on these behaviours (Skevington, 1995, Ch. 2). Besides being time-

consuming, observation has the obvious drawback of not being able to ascertain the

specific meaning of the behaviour without the addition of self-report (for detailed

accounts of the assessment of facial expression and behaviour in pain see Keefe and

Smith, 2001, and Craig et al., 2001).

Verbal pain assessment overcomes to some extent the drawbacks of unidimensional

pain intensity scales and observational methods: more comprehensive than the

former, easier to administer than the latter. However in doing so it needs to tackle
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the limitations generated by the subjectivity of pain language. The McGill Pain

Questionnaire (MPQ; Melzack, 1975) is an illustrative example of these methods.

MPQ was the first attempt to go beyond pain intensity into the field of the subjective

experience of pain and try to measure pain quality and it remains one of the most

used instrument for pain assessment today. The idea behind MPQ developed during

discussions between its author, Ronald Melzack, and chronic pain sufferers. He

noticed the rich vocabulary used to describe pain and developed a list of pain

descriptors which were categorised by respondents in a later study into three classes:

sensory - discriminative, motivational - affective and cognitive - evaluative (Melzack,

2005).2 Efforts to use this qualitative data in a quantitative manner led to the

development of the MPQ. The questionnaire consists of a list of 20 sets of between

two and six adjectives from which the subject is requested to choose the words that

best describe their pain, maximum one word per set. The questionnaire includes

additional questions related to global assessment of present pain intensity on a

5-level scale with anchor words, location of pain on line drawings of the human

body, and temporal properties of pain. In each set, adjectives are ordered based

on previous research regarding their relative level of pain intensity, which indicated

a high degree of consensus between subjects’ ratings (both doctors and patients).

Melzack recommended administration by a trained researcher or nurse. Four types

of data can be obtained: two highly correlated pain rating indexes (based on mean

scale values and on the rank values of words), the number of words chosen and

the present pain intensity (Melzack, 1975). Alternative scoring methods have been

subsequently proposed (Melzack and Katz, 2001).

The reliability and validity of MPQ is supported by studies that have identified sim-

ilar adjective categorisation patterns for different populations, a good test-retest

reliability coefficients for short periods, confirmation of the 3-dimensional struc-

ture (although findings are not consistent, especially regarding the distinction be-

tween emotional and evaluative dimensions), sensitivity to pain reducing interven-

tions, and a relatively good discriminative capacity between various pain syndromes

(Melzack and Katz, 2001). It has been used for measuring effectiveness of clinical

interventions, distinguishing pain qualities in different disorders, developing exper-

imental pain induction methods that are similar with clinical pain regarding pain

qualities (Holroyd et al., 1992).

2Crawford (2009) however notes the existence of a different discourse in the initial articles:
descriptors were derived from existing clinical literature.
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However MPQ is subject to many critiques. Its validity has been questioned due to

response format (Keefe, 1982), reliance on the questionable assumptions of precision

in language use and lack of variability in word comprehension and on questionable

questionnaire development methodology (Skevington, 1995), unclear structure and

lack of discriminant validity of the subscales (Holroyd et al., 1992), misclassification

of some descriptors (Fernandez and Towery, 1996), and even its role in redefining

specific medical conditions as invariably painful (Crawford, 2009). The evidence

supporting its clinical utility in differentiating patient groups is also not consistent

across studies (Skevington, 1995). Moreover, the list of descriptors might be actually

a way of imposing a language of pain on the patients without taking into account

the different meanings that the words have for individual patients, or other more

suitable words or expressions that could communicate their experience; lacking a

context to interpret the descriptors more reliably, patients might simply respond

by ‘guessing’ to comply with the questionnaire completion task (Skevington, 1995).

Despite these critiques, MPQ is still used in clinical practice and research in its

original format, and very few modifications have been proposed (Melzack and Katz,

2001, p. 45).

The controversy related to MPQ reflects more global issues of measuring pain in-

tensity and pain qualities through language. The subjectivity of personal pain

experiences combined with the high variability of language use lead to real difficul-

ties in pain measurement. This problem is mirrored in emotion measurement (see

Section 4.2.3). In using pain descriptors or emotion labels, one cannot simply rely

on the assumption that words are directly encoding some ‘real’ neuro-psychological

entities and ignore the intersubjective nature of language use and the interaction

between language and neurophysiology. Although the neurophysiological basis of

these phenomena cannot be denied, a perhaps more adequate description is that

pain experience (as emotion) is actually co-constructed during the interaction at

diadic or societal levels rather than directly extracted more or less reliably from

a ‘true’ inner reality (such as Melzack’s ‘neurosignatures’, or the Ekman’s ‘innate

emotion programs’). Thus, any pain measure is participating in the construction of

pain perception (Crawford, 2009). Intersubjectivity might account at least partly

for the problem of instrument variance in some verbal pain measures (Holroyd

et al., 1996). Generally, when using language in measurement, we are inevitably

encumbered by one of its most useful features: its flexibility in creating meaning in

interaction.
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2.7.2 Assessment of other pain related aspects

Measuring pain perception is obviously not enough to describe such a multifaceted

phenomenon. There is an increasing interest in the multidimensional assessment

of pain in both initial diagnosis and treatment evaluation. Various aspects of the

sufferer’s experience, such as functional impairment, emotional distress, health-care-

seeking behaviours, work status, are considered both indicators of pain severity and

distinct constructs which influence and are influenced by pain perception.

One of the most used measures of physical and emotional functioning is the Sickness

Impact Profile (SIP), a 136-item questionnaire administered via interview or self-

report which generates a 12-dimension profile of physical and psychosocial disability:

ambulation, mobility, body care and movement, social interaction, communication,

alertness, emotional behaviour, sleep and rest, eating, work, home management,

and recreation (Bradley and McKendree-Smith, 2001). The variety of the aspects

included is indicative of the extent of the impact of pain (shorter, more focused

versions of the SIP have been developed consequently).

Another, more comprehensive, instrument is the West Haven - Yale Multidimen-

sional Pain Inventory (WHYMPI; Kerns et al., 1985), which was developed from a

cognitive-behavioural perspective and consists of twelve empirically derived scales.

Five of them focus on the pain experience: interference in various domains of life,

support from significant others, pain severity, life control, and affective distress. A

second set of three scales measures others’ punishing, solicitous, and distracting re-

sponses to the sufferer’s behaviour. A third set of four scales assesses participation

in 4 types of activity: household chores, outdoor work, activities away from home

and social activities (Jacob and Kerns, 2001).

Both SIP and WHYMPI are applicable to chronic pain sufferers irrespective of the

diagnosis or body area affected. Indeed, multidimensional pain assessment have led

to new classifications of chronic pain sufferers, intended to help the development

of biopsychosocial interventions applicable across diagnoses (Von Korff et al., 1992;

Turk and Rudy, 1990; Von Korff and Miglioretti, 2005, as mentioned in Section

2.6).

A comprehensive assessment becomes increasingly important when efficacy, effec-

tiveness and efficiency of the treatment methods are under scrutiny. Numerous

concepts need to be assessed in such studies: pain reduction, patient satisfaction,
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quality of life, reduction in health-care utilisation (medication, number of treat-

ments), increases in functional activities (including return to work and reduction in

disability payments; Okifuji and Turk, 2001). Turk and Dworkin (2004) reported

on a consensus reached in the chronic pain research field regarding the assessment

of treatment outcomes from six core domains: pain reduction, physical function-

ing, emotional functioning, patient satisfaction, negative health states and averse

events, and patient disposition.

2.7.3 General issues in pain assessment

None of the measures described above could be considered a gold standard in pain

assessment. Pain experience is not reducible to any of them, a more achievable

goal is to aim to assess validly and reliably the various aspects of pain experience

(Arendt-Nielsen and Lautenbacher, 2004), or manifestations present at various lev-

els of the chronic pain condition: nociception, pain perception, pain appraisal, pain

behaviour, and social roles for pain and illness (Dworkin and Sherman, 2001). But

even this comparatively limited aim is encumbered by issues intrinsic to the phe-

nomenon itself.

The correlated dimensions of pain

One of the obstacles in measuring pain dimensions is the difficulty of distinguishing

between one concept and other related concepts. To ensure validity, a measure

needs to be specific, and it is difficult to get specific when measuring a phenomenon

that is as pervasive as pain. We have seen in the previous sections that pain is a

systemic response, and it is perceived at the phenomenological level as an event

that invades the whole person and has important repercussions at all levels of the

person’s life. According to the neuromatrix theory of pain, the neurosignatures that

signal pain are subsets of a unified and continuously updated pattern which brings

to awareness the state of the body as a whole (see Section 2.4).

Particularly in self-report, the distinctiveness of these subsets is not easily appar-

ent. For example, measuring pain intensity or duration via self-report can activate

evaluative processes which scan all the other levels of pain experience. Beyond the

momentary physical sensation, the respondent estimates the intensity by its causes

and consequences (‘it hurt so much I could not move’). Thus, pain intensity reports

can be influenced by assessment of physical or psychosocial disability due to the
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measurement method, not only to the impact of one dimension over another in the

sufferer’s life.

As a consequence, it is difficult to assess to what extent the associations between

pain dimensions are due to measurement methods or ‘real’ causal effects (unidi-

rectional or reciprocal). Some studies show low or even no correlation between

reported pain intensity and pain related disability (Jensen et al., 1992), while oth-

ers consider intensity and associated disability as indicators of a main latent factor,

pain severity (Von Korff and Miglioretti, 2005)3.

Recall bias

Respondent recall bias is another issue that can affect reliability. Pain assessment

via self-report usually involves asking sufferers to remember their experiences dur-

ing the previous period of time. Recently, ecological momentary assessment of pain

using electronic diaries has become more widely used (Jamison et al., 2001). Its

main advantages are the lack of recall bias and the potential to analyse intraindi-

vidual variation (Litcher-Kelly et al., 2004). A number of studies have indicated a

high rate of agreement between retrospective reports and momentary pain ratings

(for example, Jamison et al., 2006). While pain intensity, persistence and associated

disability are shown to be relatively reliable, other indicators of pain-related health

status are more influenced by recall bias (such as pain related disability, doctor

visits, pain onset time). It is influenced by individual characteristics (present pain

severity, depression, frequency of health-care use, etc.) and special consideration

needs to be paid to minimise this effect (Von Korff, 2001).

The subjective nature of pain

Apart from measures of physical function, which address only the most basic level

of the pain phenomenon and thus are less influenced by self-report bias, all the

other instruments for assessing different pain dimensions are confronted with the

issue of subjectivity (Dworkin and Sherman, 2001).

For example, there can be no generally agreed criteria for pain intensity. Each

person sets his/her own norms regarding what it means to be experiencing a lot

of pain, and how much one can bear; this inevitably decreases between-subjects

3This issue becomes more sensitive in studies that aim to distinguish between determinants
and outcomes of pain, in both cross-sectional and longitudinal designs. Parameters of association
between concepts can be over or underestimated due to measurement; this aspect can become
particularly relevant in structural equation models (as discussed in Chapter 6).
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reliability, as differences between subjects can be due to their perception of present

or retrospective pain intensity but also to their endorsing different intensity criteria.

Also, the sufferer’s own norms might not necessarily be stable across time, decreas-

ing within-subjects reliability. These difficulties have contributed to the concerns

related to malingering: when assessing a symptom that does not have an objective

measure, and when reports can be influenced also by other personal gains (emo-

tional, financial), there may be a doubt about the authenticity of the report. These

doubts make the issue of pain reporting more contentious, although the incidence

of pain fabrication is estimated to be low (Craig and Hadjistavropoulos, 2004, p.

309).

A related problem is the idiosyncratic nature of pain. Each sufferer may have unique

experiences that would fit in general categories such as pain intensity, quality, pain

related cognitions and emotions, etc. Selecting only a few examples in a question-

naire (and thus obtaining a low score) might mean that one has a low level of the

particular characteristic, or that one simply did not find in the selected list the ex-

amples that related to one’s own experiences. A partial solution is the development

of illness-specific questionnaires, such as the Neuropathic Pain Scale (Jensen and

Karoly, 2001) or the Western Ontario and McMaster Universities Osteoarthritis

Index (WOMAC; McConnell et al., 2001).

What makes pain measurement more difficult is the intersubjective nature of pain

(Crawford, 2009). As mentioned in section 2.7.1, it is unlikely that the neurosigna-

tures possibly identifiable in brain activity (Melzack and Katz, 2004) are directly

and uniquely related to words such as throbbing, shooting or stabbing, or even to

other pain related nonverbal behaviours. A transformation of pain is taking place

from tissue trauma to the subjective pain experience and the expressive behaviour

of the sufferer, to the attribution of pain and response behaviour of the carer; mul-

tiple intrapersonal and contextual factors intervene in all stages (this process is

further described in the communications model of pain; Hadjistavropoulos et al.,

2004). These social influences have active roles in the construction of a verbal in-

terpretation of one’s inner pain experience, and are not easy to distinguish even via

multidimensional pain assessment.

2.8 Treatment

Considering the complexity of physiological mechanisms involved and the difficul-

ties related to assessment and diagnosis, the sometimes overwhelming problems
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related to the treatment of chronic pain are not surprising. Usually, the treat-

ment involves a mix of pharmacological approaches, physical therapy, psychosocial

interventions, and a long list of complementary treatments such as acupuncture,

chiropractic, aromatherapy, natural remedies, homeopathy, nutrition, biofeedback,

hypnotherapy, reiki, etc.

The mechanisms of pharmacological and physical treatments target various loca-

tions of the pain response (Bennett, 2006; Bonica, 2001; Jay, 2007), starting with

local anaesthesia (such as lidocaine and capsaicin), local reduction of inflamma-

tion (aspirin, ibuprofen), local reduction of muscular tension and restoration of

muscular function (muscle relaxants, trigger-point injections, physiotherapy, relax-

ation), modulation of the pain perception mechanisms at the spinal level (transcuta-

neous electrical nerve stimulation, spinal cord stimulation), chemical modification

of the activity of various neurotransmitters (opioids such as morphine, codeine

etc. acting directly on opioid receptors; antidepressants such as amtriptyline and

imipramine blocking the reuptake of norepinephrine and serotonin; anti-epileptics

such as gabapentin and pregabalin, acting as gamma-aminobutyric acid analogs),

local inhibition or interruption of pain transmission through specific pain path-

ways (e.g. intrathecal drug delivery, neurolytic blocks), to stimulation of central

inhibitory mechanisms (e.g. Deep Brain Stimulation). In case of an associated con-

dition (e.g. osteoarthritis, angina), interventions can be targeted at diminishing the

progression of the chronic health condition and its effects on the nervous system.

Most of the interventions are still in need of more clinical trials. Their properties

in relation to specific patient characteristics are still unclear, as the responses to

most of the treatments are characterised by significant variability. Therefore treat-

ment algorithms are continuously changing based on new research, and in individual

cases one often meets with a history of multiple prescription changes and interven-

tions. Changes in legislation (especially related to prescription of opioids) add to

the complexities of medication treatment (Jay, 2007).

Psychosocial interventions vary widely, and include operant-behavioral therapy

(OBT), cognitive-behavioral therapy (CBT), and more recently acceptance and

commitment therapy (ACT). The theoretical aspects of these three psychological

interventions will be reviewed in the next section. Other approaches involve pa-

tient education, ergonomic training, biofeedback, vocational therapy and family

and marital therapy.

These services are offered increasingly by multidisciplinary pain management teams,

which have been shown to give the best results for various categories of patients,
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compared with waiting lists, treatment as usual or other non-multidisciplinary treat-

ments (Gatchel and Okifuji, 2006; Scascighini et al., 2008). A multidisciplinary

treatment would usually mix medication, physical and psychosocial interventions

and sometimes complementary therapies in various combinations depending on the

patient group and the strengths of the pain team. It is not known which com-

ponents of the multidisciplinary programmes most benefit which types of patients

(Scascighini et al., 2008). Yet these programmes are not readily available to all

sufferers due to financial reasons, and their aims are rarely about total elimination

of pain but rather target symptomatic control, decrease in healthcare utilisation,

increase in function and return to work (Gatchel and Okifuji, 2006). Patients how-

ever often expect a cure (particularly early in the patient’s chronic pain trajectory),

and the limited results are directing them to alternative services, often involving

complementary therapies, which although offer relief in a certain proportion of the

population, do not meet the patients’ expectation either (Rosenberg et al., 2008).

The treatment difficulties add to the patients’ continuous perception of pain, their

feelings of social isolation, their frustration for the associated disability and treat-

ment side effects, and many other problems related to the consequences of the

condition for their personal, occupational and social life. The psychological impli-

cations of the chronic pain experience are not easy to cope with, nor are they easy

to describe and conceptualise in research. These efforts are the topic of the next

section.

2.9 Psychological aspects of chronic pain

The conceptualisation and treatment of chronic pain has been shaped consider-

ably by the evolution of psychological thought. The initial development of the

psychophysical approach was simultaneous with the reign of psychoanalysis. The

former focused on pain as a result of external stimuli such as physical damage ac-

cording to the specificity theory of pain, while the latter viewed pain as a manifesta-

tion of repressed psychological conflict. The two disciplines were thought to address

types of pain that were mutually exclusive and therefore any psychological factor

was considered to intervene only when pain did not have an identified organic basis.

Psychoanalytic and later psychodynamic approaches had mainly a descriptive scope

and did not lead to a model with significant applications in pain management, or

any empirical support (Hadjistavropoulos and Craig, 2004; Asmundson and Wright,

2004)
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The development of Melzack and Wall’s gate theory of pain and the propagation

of behaviorist approaches led to the appearance of the first psychological approach

to pain with direct practical application, detailed in Fordyce’s seminal book, “Be-

havioral methods for chronic pain and illness” (Fordyce, 1976). Fordyce’s theory

attempts to go beyond the previously opposed diagnostic categories of organic and

psychogenic pain, and introduces a distinction between respondent and operant

pain: as any other illness or health behaviour, pain is partly a response to spe-

cific antecedent stimuli (respondent) and partly subject to the positive or aversive

consequences of its occurrence, either in the person’s history or in the present cir-

cumstances (operant). Fordyce presents a new perspective on chronic pain in be-

havioral terms: as a set of chronic illness-related behaviours subject to learning and

change given the right input from behaviorally-trained health care professionals and

social environment. OBT interventions address the operant pain that occurs as a

by-product of the underlying disease or trauma. Three areas of possible change are

identified: direct and positive reinforcement of pain, indirect positive reinforcement

of pain by avoidance of aversive consequences, and failure of positively reinforcing

well behaviour. Fordyce analyses each separately and offers structured programmes

of intervention; this work represents the beginning of pain management as it is

practised today and methods such as working to quota, pacing, working with the

patient’s family are still applied to a large extent as they were first conceived, often

under the term of “contingency management” (Bonica, 2001, Ch. 88).

The behaviorist approach is a significant progress compared to the psychoanalytic

theory, as it minimises the importance of untestable personality factors in chronic

pain and highlights the role of environmental factors, paving the way to a multi-

faceted understanding of pain. Moreover, Fordyce dismisses the explanatory power

of the organic-psychogenic distinction and any use of a personality-related variable

as a cause of pain behaviour. The following quote summarises clearly Fordyce’s

position and also highlights the difficulties in measuring any constructs related to

pain and in studying their interaction:

the essence of the problem lies in assuming that there are real mental

and physical events which can and do interact. In fact, there are simply

phenomena which we describe in physical language or mental language;

we delude ourselves to believe that because we can impose both mental

and physical concepts on such an abstraction as ‘pain’, that, in fact,

such a causative sequence exists (Sternbach and Fordyce, 1975, as cited

by Fordyce, 1976, p. 28)
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Critics of the operant-behavioral view highlight the fact that, in practice, spe-

cific behaviours and contingencies are not invariably desirable or negative, and the

relations between them are rarely simple. It is difficult and even ethically ques-

tionable to intervene by withholding emotional and financial support without the

full cooperation of the sufferer. And it is unrealistic to consider all the network of

contingencies in the sufferer’s environment outside clinical settings (Hadjistavropou-

los and Williams, 2004). Moreover, between the external stimuli and the person’s

behaviour, there are numerous mediating psychosocial factors, such as attitudes,

beliefs, expectations, emotions (Skevington, 1995, p. 87), even if these prove par-

ticularly difficult to measure and study. For example, a sustainable increase in

exercising habits cannot be achieved only by making changes in the sufferer’s en-

vironment; his/her thoughts and feelings about how exercising will help might also

need to be addressed. The acknowledgement of the inadequacy of the behaviorist

approach to internal events and the change of clinical and research focus towards

these factors led to the development of the CBT approach to chronic pain.

CBT uses structured techniques to teach patients to identify, monitor and change

maladaptive thoughts and feelings related to pain and behaviour. The patient needs

to actively participate in learning skills that help them manage their condition, such

as relaxation, imagery and coping self-statements (Bonica, 2001, Ch. 89). The ini-

tial formulation focused more on cognitive aspects and specific skills, while the

integration of affective factors is a more recent effort. At present, CBT programs

integrate a broad variety of techniques, including operant methods, patient educa-

tion, fitness training, problem-solving, stress management, etc. (Hadjistavropoulos

and Williams, 2004). This change of focus from immediate observable behaviour

to the patient’s inner experience of the world led to some extent to a welcomed

change in treatment outcomes from immediate behavioral changes to slower, but

more stable improvements via cognitive change (Turner and Clancy, 1988)4.

In practice though, both OBT and CBT have some major drawbacks sourcing from

the control-based approach to behaviour change, to which Acceptance and Com-

mitment Therapy (ACT) offers a solution. Dahl et al. (2005, p. vii) describe the

frequent motivational issues this approach generates. The pain management team

generate therapeutic agendas based on a functional analysis of the specific activities

the patients’ avoid and the maladaptive thoughts they hold. These agendas might

not match the patients’ own views and plans, and without their full involvement it

4The application of cognitive psychology and CBT in chronic pain will be reviewed in more
detail in Chapter 5.
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is difficult to obtain improvement especially via a time-limited intervention. The

issue of self-motivation is made more salient by the use of techniques such as ex-

posure and thought reconstruction, which require patients to expose themselves to

more pain and in a sense acknowledge that their current way of thinking is wrong.

As Kratz et al. (2007, p. 299) explain, “approaching a recalcitrant problem like

chronic pain with control-based strategies alone may leave the chronic pain sufferer

vulnerable to frustration, demoralization, and endless preoccupation with reducing

pain. The addition of pain acceptance may offer the potential for improved quality

of life by filling the often substantial gaps in pain management left by control-based

strategies.”.

The application of ACT to chronic pain aims to fill this gap by a distinct approach,

summarised by Dahl et al. (2005, 2004) via three main characteristics. First, the

agenda is built by the patient through value clarification. ACT aims at reorganis-

ing the values system of the person in order to motivate therapeutic change instead

of persistence in avoidance behaviours. Second, although experiential avoidance

remains a core pathological process, in ACT it refers not only to situations and

movements, but also to the unwillingness to remain in contact with pain-related

experiences (sensations, thoughts, emotions) and efforts to change or reduce these.

Thus, the exposure in ACT is oriented towards the thoughts and sensations them-

selves as part of the situation5. Third, the thoughts are not challenged, as in CBT,

the person’s reaction to them is the target of the therapeutic change: avoidance

reactions are to be replaced with a mindful and accepting attitude. Several studies

indicate ACT-based interventions show promise when compared to OBT or CBT-

type interventions (Dahl et al., 2004; McCracken et al., 2005, 2007a; Vowles et al.,

2009; Wicksell et al., 2007, 2008a, 2009), although critics of the ACT approach

question the theoretical basis and the technical novelty of the method (e.g. Ellis,

2005).

Pain management methods have developed concurrently with theoretical efforts to

identify concepts and measurement tools that would support the search for causal

mechanisms and tests of treatment efficiency. Fordyce’s model remained faith-

ful to the simple behaviourist framework of positive and negative reinforcement

of pain behaviours measured by observational methods within clinical diagnosis

5In contrast to OBT, the functional analysis in ACT acknowledges the presence and influence
of internal events, but views them as part of the behavioural context.
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and treatment (Hadjistavropoulos and Williams, 2004). In contrast, the cognitive-

behaviourist approach has generated a richness of constructs and models in the

attempt to operationalize its main domains: cognition and affect.

The development of ACT for chronic pain led to the concept of chronic pain accep-

tance. A detailed review of its theoretical basis and its relationship to pain will be

the topic of Chapter 3. The search for a better way to measure emotion led from

generic terms such as depression or stress to constructs such as fear avoidance,

anxiety sensitivity, anger expression. The search for a better operationalization

of cognition led to the development of constructs such as pain-related beliefs and

expectations, coping, catastrophizing, illness perceptions. Detailed views of the at-

tempts in each of these two areas are described in Chapters 4 and 5. Obviously, these

three main domains do not function as separate factors in chronic pain. There are

conceptual overlaps and complex interactions between them. Relationship patterns

might also differ depending on other psychosocial factors such as demographics and

various characteristics of the chronic pain condition or of the environment. These

will be detailed in Chapter 6, as a first attempt to integrate the three perspectives

on psychological adjustment to chronic pain.



Chapter 3

Acceptance

3.1 Introduction

The ACT approach to chronic pain, as briefly stated in Chapter 2, focuses on

behaviour. But in contrast to the OBT approach, it is not only observable, external

behaviour that is targeted, but also internal, mental behaviour. Thus, its main

concepts, psychological flexibility (PF) and chronic pain acceptance (CPA), include

in their definition phenomena otherwise described as part of cognition or emotion.

This overlap would suggest a solid basis for integrating behaviour, emotion and

cognition. However, ACT’s distinct approach to scientific investigation represents

a sizeable obstacle for an integrative attempt.

This chapter starts with a review of the theory behind CPA and the difficulties of

testing it from a mainstream scientific perspective. It then attempts to clarify the

concept of acceptance and to describe its application in other health-related areas.

The research and measurement of acceptance in chronic pain are next reviewed.

The chapter ends with several proposals for future research and several caveats

regarding the interpretation of research results in a chronic pain context, in light of

the theory.

3.2 The theory

To get a better understanding of the concept of acceptance in chronic pain, one needs

to situate it in the wider perspective of functional contextualism (FC) and behaviour

analysis (BA), on which ACT is based. Understanding the theory is especially

important in the context of comparing the three frameworks (acceptance, emotions

and illness perceptions) as applied to chronic pain and the exploratory efforts to

integrate them. In the previous chapter I have mentioned three changes that ACT

31
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introduces to the practice of chronic pain management: value clarification, exposure

to avoided mental content, and mindfulness learning. I will next describe the theory

developed to bind these methods together and then discuss the meaning that it

projects on the construct of acceptance.

ACT is a therapeutic method with a wide application in clinical and health psychol-

ogy. It was developed by Steven C. Hayes and colleagues in recent decades in an

attempt to overcome the limitations of cognitive-behavioural therapy. It borrows

methods from various sources: the human potential movement (gestalt, experien-

tial, client-centered), behaviour and cognitive-behavioural therapy, various Eastern

and Western mystical traditions. Technically (i.e. from the point of view of the

therapeutic tools), it is an eclectic approach to therapy. However its authors add

to it the effort of integrating these methods in a detailed multi-layered system: it is

a clinical theory based on a psychological theory located in a distinct philosophical

approach to science (Hayes et al., 1999b, p. 16).

At the philosophical level, they locate ACT within FC: an approach to science

based on pragmatism and context. It opposes mechanistic approaches to science

which assume that reality is organised into discoverable parts and its real structure

is stable and generalisable irrespective of the researcher’s intentions and situation.

By contrast, FC assumes that “what is true is what works” in a particular situation

depending on the set goals of the scientist (Hayes et al., 1999b, p. 20). It strives

to understand all phenomena as “acts-in-context” and organise them in functional

units depending on the situational goals of analysis. As the general goal of FC is

to predict and influence behaviour (the world)1, direct causes of behaviour need to

be external to the behaviour and manipulable (at least in principle): “all analysis

must trace phenomena back to the environmental context, both historically and

situationally” (Hayes et al., 1999b, p. 23).

At the psychological level, Relational Frame Theory (RFT) further develops the idea

of contextual relationships. “The basic premise of RFT is that human behaviour

is governed largely through networks of mutual relations called relational frames.

These relations form the core of human language and cognition, and allow us to

learn without requiring direct experience.”(Hayes and Smith, 2005, p. 17).

As opposed to animals for which learning is mainly based on classical and operant

conditioning (in other words by direct interaction with the environment), human

1“Functional contextualists have an intensely practical goal for analysis: the prediction and
influence of events as an integrated goal” (Hayes et al., 1999b, p. 22).
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cognitive abilities extend further to include these networks. A relational frame is

defined as “a specific class of arbitrarily applicable relational responding that shows

the contextually controlled qualities of mutual entailment, combinatorial mutual

entailment, and transformation of stimulus functions” (Hayes et al., 2001, p. 33).

They are characterised as ‘frames’ and ‘arbitrarily applicable’ because they can

be applied to any events and can be unrelated to the physical properties of the

stimuli. They are ‘relational’ as they associate events. Context control reflects the

necessity of a given situation in which the frames apply. The three properties refer

to bidirectionality of the associations (mutual entailment), which can be applied to

relations between multiple stimuli (can be combinatorial) and lead to changes in

any particular stimulus depending on the relations it develops with other stimuli

(transformations of stimulus functions). As it is not a central theory for chronic

pain, but a separate behaviorist account of cognition on which ACT is developed,

RFT will not be further detailed. Suffice it to say that these processes are considered

to enable humans to achieve a more extensive control of the environment, but to

have drawbacks in the domain of internal events (Hayes and Smith, 2005, p. 17).

RFT uses terms such as human language, cognition, knowing (based on language),

mind, minding and verbal event as equivalent terms. These denote a process that

is more than human vocalisation or social communication: “we mean symbolic

activity in whatever domain it occurs (gestures, pictures, written forms, sounds,

and so on)” (Hayes et al., 1999b, p. 10). A variety of mental processes such as

“evaluating, categorizing, planning, reasoning, comparing, referring, and so on”

(Hayes et al., 1999b, p. 49) are included in this definition. The distinction verbal -

nonverbal is not to be confused with the common usage of the term: “Gestures, signs

and pictures are ‘verbal’ if their effects depend on their participation in relational

frames, but they are ‘nonverbal’ if that is not true” (Hayes et al., 1999b, p. 42).

The characterisation of symbolic activity as both beneficial and harmful is framed in

evolutionary terms, as evolving for purposes of social control and danger signalling

(Hayes et al., 1999b, p. 71). Benefits are reaped when dealing with the external

world, while harm is inflicted when applying it to internal events. “Humans are

tremendously advantaged by this ability. We can create physical stability and com-

fort by interacting cognitively with the world. We can verbally construct dangers,

needs, and futures and take action based on these formulations. But we can also

struggle for no reason and hold on when we should let go” (Hayes et al., 1999b, p.

69)
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At the clinical level, ACT places symbolic behaviour at the centre of its theoreti-

cal construction: “most forms of psychopathology and human suffering are verbal

behavior gone awry” (Hayes et al., 1999b, p. 51). In contrast with CBT which dis-

tinguishes between adaptive versus maladaptive thoughts, ACT targets the process

itself as a source of pathology: “It is not that people are thinking the wrong thing -

the problem is thought itself and how the verbal community supports its excessive

use as a mode of behavioral regulation” (Hayes et al., 1999b, p. 24).

In earlier formulations, ACT summarises the problem in four words: fusion, eval-

uation, avoidance and reasons (FEAR). Fusion characterises symbolic activity in

situations where the symbol, the event it describes, and the person experiencing it

are seen as identical (fused together): for example, the word “depressed”, depression

as an internal event (or crying as an external event) and the person living it are in

an inflexible self-perpetuating relational frame. The existence of such a relational

frame allows attribution of valence functions to events (evaluation) according to

conventions. The negative valenced events are then avoided in order to sustain the

fusion with opposite positively valenced events and symbols. Reason giving further

enhances such inflexible relational frames by construing internal events (and their

symbols) as causes of overt behavior, thus encouraging the fusion and the avoidance

behaviours (Hayes et al., 1999b, pp. 72–77).

More recent formulations (Hayes et al., 2006; Blackledge and Barnes-Holmes, 2009)

further develop this model into six core processes centred around the concept of

psychological inflexibility versus flexibility, defined as “the ability to contact the

present moment more fully as a conscious human being, and to either change or

persist when doing so serves values ends” (Hayes et al., 2004b, p. 5). Three of them

are categorised as mindfulness and acceptance processes: acceptance (as opposed

to experiential avoidance), cognitive defusion (versus fusion) and being present (op-

posed to attachment to the conceptualized self). The other three are commitment

and behaviour change processes: contact with the present moment (versus domi-

nance of the conceptualized past and feared future; weak self-knowledge), valued

living (versus lack of value clarity/dominance of pliance and avoidant tracking) and

committed action (versus inaction, impulsivity and avoidant persistence). These

processes are rather ways of organising the intervention goals and techniques, than

distinct phenomena amenable to individual measurement.

ACT aims to change not the content, but the function of symbolic behaviour by ma-

nipulating the context that determines their relations with overt behaviour (Hayes

et al., 1999b, p. 24). For this purpose they employ a variety of techniques that are
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claimed to target the above processes, sometimes described as ACT: accept, choose,

take action.

The client is exposed to the realisation that previous attempts of control have

brought only temporary relief and worked against him/her in the long term, by am-

plifying and adding to the initial problem. The resulting state of creative hopeless-

ness makes the client open to a new approach: observing mental processes without

acting upon them. Mindfulness, willingness or acceptance are used interchangeably

to describe this state.

This state of observation is accompanied by “establishing contexts in which the

distinction between derived and direct stimulus functions is more experientially ev-

ident, and in which verbal stimuli have multiple effects, only some of which are

derived” (Hayes and Smith, 2005, p. 150). In other words, exposing the clients to

situations in which they could perceive their problem from different perspectives,

and thus be able to reduce its influence over their behaviour. The process is called

defusion, or deliteralisation and is aimed at reducing the inflexibility of relational

framing by creating a context in which thoughts have a reduced control over be-

haviour, for example by focusing on the real or imagined physical properties of a

thought: its sound, its colour, its size, etc. They trace defusion back to the CBT

concept of distancing. However while distancing is only a first step towards evalu-

ating and disputing thoughts, defusion means noticing without acting upon them;

not even judging them as good or bad, as attributing valence contributes to the

problem, as explained above (Hayes and Smith, 2005, p. 53). Via defusion, the

role of thoughts in regulating behaviour and emotion is undermined, rather than

reinforced.

Another barrier to behavioural flexibility is an exaggerated attachment to a rigid

set of verbal rules about the self, which ACT labels ‘the conceptualized self’. Di-

minishing the influence of these rules reduces the client’s involvement in the war

between verbal polarities that threatens his/her sense of stability. Reestablish-

ing flexibility involves supporting the development of a style of self-relating more

sensitive to ‘here-and-now’ contextual influences (labelled ‘ongoing self-awareness’

and ‘self-as-observer’). Focusing on the self-as-observer, which is described as the

unchanging perspective or “watcher” of all personal experience, reestablishes this

sense of stability, while focusing on the awareness of the changing momentary expe-

rience widens the opportunities for change and also for observing previously avoided

mental content.
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The above methods target the rigidity of the problematic behaviour pattern. But for

real change to take place, initiation of new behaviour patterns need to be guided by

something situated beyond verbal processes. ACT proposes that values are above

evaluation and judgement. Values are life directions that need to be clarified or

defined and then chosen, and it is assumed that a person already has the ability to

do so. Value clarification enables the client to select appropriate goals and commit

to the relevant actions. Commitment is not towards goal attainment per se, but

towards the value as a direction which guides the selected goals. Thus, failure

to reach a goal is only an opportunity to regroup and continue the never-ending

journey. “Values are vitalizing, uplifting and empowering. They are not another

mental club to beat yourself with or another measurement to fail against [. . . ] Values

are chosen life directions.” (Hayes and Smith, 2005, p. 155). In ACT, commitment

is also not a guarantee that verbal events will not take place; committed, value-

based action only prevents rigidity of relational frames to escalate, and is described

as contrasting with the vicious cycle of evaluation, avoidance, reason giving, fusion.

In my opinion, ACT brings several positive changes to mental health practice. For

example, it brings a welcomed focus on changing standards regarding normality

versus mental illness, and thus concurs with the increasing understanding of the

positive aspects of interpersonal variability in the mainstream culture. Instead of

striving to conform to a increasingly limiting socially defined ideal, the celebration

of life and experience in all its forms is a liberating idea in itself. The therapeutic

effect of legitimating the presence of all mental content is acknowledged in many

therapeutic traditions. Value clarification is another needed addition. The access

to intrinsic motivation (even if it is, essentially, still based on assimilated cultural

norms) is considered as one important source of healthy psychological and social de-

velopment and it is diminished by negative performance feedback, which supports

the increased success of an accepting approach compared to challenging of mal-

adaptive thoughts (e.g. Ryan and Deci, 2000). The focus on distancing is another

valuable ingredient. Putting life into perspective and considering a wider variety

of options and influences than one’s usual routine can be in itself a much needed

breath of fresh air. And whether one does it by repeating a phrase many times, by

humour, by contemplating a paradox or by an open discussion with someone with a

different perspective, it is a good opportunity for change, and can be considered in

essence a problem-solving strategy. These three examples are only a few subjective

considerations, and certainly the therapeutic practice may highlight many more. In

research though, the flexibility of ACT leads to some limitations, described in the

next section.
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3.3 Difficulties of testing ACT from the perspective of the scientific

method

The elaboration of RFT as a psychological model of cognition and of FC as a distinct

approach to philosophy of science can be considered a strength of the therapeutic

approach of ACT. However, the fact that FC is described as incompatible with the

mainstream approach to scientific investigation represents in my opinion a consid-

erable barrier to theory testing, especially in the context of an effort to integrate

ACT concepts with other approaches, as in the present thesis2. A clarification of

these incompatibilities is therefore necessary.

Hayes et al. (2001, p. 4–7) made a distinction between the mainstream approach,

viewed as mechanistic (concerned with reducing a phenomenon to parts, relations

and forces) and mentalistic (considering internal events as causes), and functional

contextualism, which focuses on the pragmatic value of the analysis and the contex-

tual determination of the phenomenon studied3. They stated that, while contextual-

ists criticise mechanists for splitting phenomena into components and reifying them,

the main mechanist argument against contextualism is vagueness and imprecision

generated by the focus on situational variability (Hayes et al., 1988). Certainly,

what is generally labelled ‘mainstream science’ or ‘the scientific method’ is not a

methodological monolith, but rather a collection of methods of investigation which

share a certain rigour (Sankey, 2008). Nevetheless, by positioning itself explicitly in

opposition to “elemental realism” (Hayes, 2009), ACT is exposed to methodological

inconsistency. As Hayes (1993, p. 24) states,

The weakness of functional contextualism is that its methods threaten

its root metaphor. Contextualists can borrow mechanistic methods in

the services of their goals, but they can in turn be swayed by the im-

plicit values of these methods and become mechanists. Accomplishing

practical outcomes requires a division of the whole into parts. Most

especially, if one becomes interested in behavioral influence, one must

distinguish between events that are – at least in principle – manipulable

and those that are not.

2The consequences of this stated philosophical incompatibility for an integrative theory will be
further discussed in Section 6.3.

3This distinction is based on an earlier categorisation of philosophical systems into four major
models, or “world hypotheses”: formism, mechanism, organicism and contextualism (Pepper,
1942, as cited in Hayes et al., 1988).
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The focus on context and function-related variability leads to two practical problems

in theory testing, one related to measurement, the other to identifying structural

(or functional) relations. In concept description ACT uses a distinct paradoxical

language to highlight contextual variability, which makes the operationalisation dif-

ficult. Moreover, the mechanisms by which behaviour is determined by contextual

influences (external and internal events) are also described as variable without clear

specifications of predicted patterns, limiting the testability of the theory. These as-

pects might not have a dramatic impact on therapeutic practice, where the context,

methods and relationship are more salient, and language use is flexible and subor-

dinated to the principle of workability. In research however they do pose problems.

By adopting “mechanistic methods” in investigating ACT, the researcher must also

meet the requirements of these methods (e.g. unidimensionality and homogeneity

of causal processes in structural equation modeling; see Chapter 6). The following

section is a critique of ACT from the perspective of the research methods used.

3.3.1 Contextual variability in concept definition

In ACT, the analysis of behaviour patterns is based on workability, which is an

essential element of keeping one’s behaviour in line with the chosen life directions.

Behaviour change does not take place by replacing one set of behaviours with an-

other, less ‘maladaptive’, set, but by the process of changing their functioning

from inflexibility to flexibility. Thus, no specific observable or internal behaviour

(thought or emotion) can be characterised as consistently related to a specific con-

cept. In communicating ACT, the authors use metaphor and paradox to convey this

message, while the therapeutic methods rely on experiential techniques to induce

change. The words and definitions used are therefore considered only means to an

end, not fixed or general descriptions of a assumed reality.

The authors state that the use of metaphors and paradox is more suitable to ACT

and represents a solution to the problematic situation in which “attempts by both

the writers and readers of this book to understand destructive verbal processes will

themselves be based on verbal processes” (Hayes et al., 1999b, p. 12). The following

paragraph eloquently reflects this approach:

Don’t believe a word in this book. It is one of the burdens of ACT that

if the model is correct, then the model must be held lightly.[. . . ] Act

is not a dogma, but it is not a nondogma either. The confusion and

incoherence in this paragraph is deliberate, not because we are trying
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to confuse the reader, but because language is fundamentally incapable

of going beyond itself except in the experiential glimpses provided by

paradox and confusion” (Hayes et al., 1999b, p. 281)

A few examples of context-dependency might clarify this general point. Exerting

control over events is considered beneficial or detrimental, depending on the type of

event targeted (e.g. external or internal; Hayes and Smith, 2005, p. 534. Rigidity as

induced by rule-governed behaviour is sometimes helpful (e.g. in committed action),

an often it is not (e.g. when resulting in avoidant behaviours; Hayes et al., 1999b,

p. 29, 237). Both flexibility and consistency are recommended (Hayes and Smith,

2005, p. 189), but only general criteria are given (such as changeability, or adequacy

in relation to chosen values), leaving the reader (therapist, or patient) the freedom

to decide how to apply them flexibly in their specific situation. Any situation can

have multiple contrasting interpretations, as what is changeable and adequate is

often a matter of negotiation between the parties involved.

In practice, it is up to the therapist and patient to apply these criteria adequately

and ACT certainly recommends a nuanced and context-related interpretation of

these issues. In research however this flexible view unfortunately translates into lack

of clarity, which poses significant problems in operationalising central concepts such

as psychological flexibility, acceptance, avoidance, etc. in self-report measures. For

example, an item referring to efforts to control one’s life can be answered positively

by both an avoidant person and an accepting person, depending on the contextual

interpretation. How would such items differentiate reliably between the two?

The therapeutic relation offers the chance to negotiate and agree upon a most

suitable interpretation. But as questionnaire items do not offer the option of lengthy

clarifications, measuring these concepts by self-report is prone to error. Of course,

the issue of measurement error is not limited to ACT, it extends to the whole

field of psychological and social sciences, and the role of context has been often

described as an enduring dilemma for psychological measurement and theory testing

(Meehl, 1978). The differences between ACT and other conceptual frameworks is

the inclusion of contextual variability as a fundamental component of the theory,

the acknowledgement of the limitations of language and thought to communicate

about RFT and ACT, and the rejection of the ‘mainstream’ method of searching

4It can be argued that the description of acceptance in a self-help book (Hayes and Smith, 2005)
is not adequate for the present argument, as it is not an example of technical language but of every
day language. However, these descriptions are particularly important for acceptance measurement
via self-report, as questionnaire items involve a translation between these two registers.
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for distinct elements of a phenomenon and the stable relationships between them.

These aspects raise doubts about the reliability of self-report in relation to ACT

processes and bring forth the fundamental question of whether using measurement

in testing ACT empirically at a higher level of generalisation is actually consistent

with the philosophical approach of ACT.

Without trying to answer such a fundamental theoretical question, it is important

to highlight that, in practice, ACT does attempt to define psychological flexibil-

ity as consisting of six overlapping processes, and specific measurement tools for

the six core processes have also started to be developed (e.g. of acceptance and

cognitive fusion in pain; Wicksell et al., 2008c). However, the contextual focus of

ACT does not agree with predicting clear distinctions between these processes, or

stable functional relationships between them, which makes theory testing difficult,

as explained next.

3.3.2 Contextual variability in theory testing

ACT’s contextual approach to concept description extends to the process of theory

formulation and testing. Statements of causal relationships can be found in the

literature, for example concerning cognitive entanglement, negative self-referential

evaluations and negative evaluations of private experiences leading to unproductive

attempts to regulate private experience (such as suppression of thoughts and emo-

tions), which in turn lead to inability to take action (and immediate reduction of

avoided content, followed by long term increase of such content; Hayes et al., 2004a,

p. 555). However these statements are rather guidelines for therapeutic practice

than predictions of stable relationships between distinct elements, and are difficult

to test statistically as general structural relations, due to the contextual variabil-

ity and lack of conceptual distinctiveness stipulated by the functional contextualist

approach of ACT.

Moreover, ACT states that, according to FC, thoughts and feelings, as all other

public or private events, cannot cause the behaviour of the same person, as they

are not external to the behaviour, but can however participate in overall causal

relationships (Hayes et al., 1999b, pp. 55–6). This statement cannot be translated

unambiguously into models of structural relationships at an intrapersonal level. If

taken literally in a behaviorist framework, ACT states that there are no causal con-

nections between any internal events, therefore a structural equation model would
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only relate to the theory if it measures external factors as causal variables and

behaviour as outcome variable, possibly with a moderating role of internal events.

The theoretical emphasis on the role of context is in my opinion not sufficiently

harmonised with current theory testing, which relies heavily on results of quanti-

tative studies and gives a central role to measurement and statistics. Hayes et al.

(2006) argued for the effectiveness of ACT practice mainly based on correlational

studies, research on the impact of ACT techniques and on change processes, most of

the using measures such as the Acceptance and Action Questionnaire (AAQ; Hayes

et al., 2004a) or comparing ACT processes with various other constructs related

to physical and psychological health and functioning. While experimental studies

and randomised controlled trials can be considered theoretically closer to a context-

dependent application of ACT principles (although they also involve dividing the

phenomenon into component parts), correlational studies that focus on identifying

general relationships between multiple variables related to ACT, alternative theories

and relevant outcomes address a higher level of generalisation. This analysis at a

general and conceptual level, while certainly offering a valuable addition to the more

applied studies, is more accurately described in terms of the ‘mainstream’ search

for behavioural regularities and less in tune with strict functional contextualism.

The role of context would require a clearer description in relation to theory testing.

The meaning of the term “context” in ACT is closely connected to the concept of

“relational framing” (see Section 3.2) and therefore refers to the functional associ-

ations between events (internal and external), both historically and situationally.

However in research this contextual dependency would need to be translated into

more specific predictions or methodological choices. Contextual dependency might

refer to causal heterogeneity: the structure of causal relationships is potentially

changing depending on environmental and personal characteristics. This would re-

quest the formulation of multiple local models in which to include variables such as

“family support”, “work conditions”, “prior medical history” etc.5 Or it could be a

way of recommending qualitative methodology and de-emphasize the use of quanti-

tative research, which relies at least on some degree of generalizability of measure-

ment and causal relationships, as stated above. The lack of specific methodological

recommendations encumbers theory testing with the available scientific tools.

5Such variables are usually considered as contextual in a broader sense, therefore the term
context will also be used in the following chapters to refer to demographics and other social or
environmental influences.
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The efforts of ACT researchers to inform practice based on quantitative studies

could be considered as indicating their commitment to theory testing, even if this

objective is subordinated to the wider goal of events prediction and influence, as

stated in Section 3.26. In order to pursue this objective further, I consider that

a more clear and testable formulation at the level of concepts and their relation-

ships would be necessary both for guiding practical applications and for making

ACT more amenable to comparisons with other research areas in the same applied

domains.

3.4 The concept

The difficulties detailed above make ‘acceptance’ a difficult concept to measure and

research. In ACT, acceptance sometimes is considered a synonym of mindfulness

and willingness and sometimes includes all other processes: defusion, mindfulness,

self-as-observer and active value-based behaviour.

”The ACT model itself suggests that acceptance can involve many dif-

ferent psychological components, including cognitive defusion, choice,

abandonment of a control agenda, exposure, and active willingness and

commitment. It is not known whether acceptance functions differently

with or without any of these elements” (Hayes et al., 1999b, p. 282)

Acceptance is viewed as an antonym of experiential avoidance (EA), a central con-

cept to the ACT model of psychopathology. EA is defined as “a phenomenon that

occurs when a person is unwilling to remain in contact with particular private ex-

perience (e.g. bodily sensations, emotions, thoughts, memories, images, behavioral

predispositions) and takes steps to alter the form or frequency of these experiences

or the contexts that occasion them, even when these forms of avoidance cause behav-

ioral harm” (Hayes et al., 2004a, p. 554). The authors source EA in most systems

of therapy: behavioural, client-centered, gestalt, existential, as emotional or cogni-

tive avoidance (Hayes et al., 1999b, p. 58). They provide research results from the

fields of thought and emotional suppression and coping styles literature to support

their statement about destructive effects of experiential avoidance. The paradoxical

effects of thought or emotion suppression and the negative outcomes related to the

6For example, Hayes and Shenk (2004) advocate concept clarifications and theory improvement
as opposed to attachment to specific techniques from religious practices or earlier theories, when
commenting on the issue of mindfulness and meditation.
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use of emotion-focused and avoidant coping strategies is considered related to ex-

periential avoidance as forms of behavioural control (Hayes et al., 1999b, pp. 60-1).

Therefore it can be stated that EA behaviourally is a synonym of these concepts,

and measures of one can be an indicator of the other, while reversed scores can

indicate the degree of acceptance. No specific differences are stated.

Acceptance is also opposite to effortful control. Defining acceptance by exclusion

has multiple anchor-points: it is not wanting, you cannot do it half-heartedly, al-

though you can set some appropriate conditions to it, it is not trying, it is not a

matter of belief, it cannot be self-deceptive or manipulative. “Willingness is not re-

sisting your pain, ignoring your pain, forgetting your pain, buying your pain, doing

what the pain says, not doing what the pain says, believing your pain, not believing

your pain” (Hayes and Smith, 2005, p. 125). These paradoxical clarifications and

the use of metaphors (e.g. “holding your pain as you would hold a delicate flower

in your hand” in Hayes and Smith, 2005, p. 125) are not very helpful for delimiting

the connotations of the concept from a measurement perspective, although they

could be useful in a therapeutic context for catalysing a change of perspective.

With all these conceptual clarifications, acceptance as used in ACT seems an elusive

idea. The authors state that the meaning of active forms of acceptance is hard to

describe (Hayes and Smith, 2005) and that it “is tricky because it’s an action that

humans can learn but minds cannot” (Hayes and Smith, 2005, p. 125). This has

obvious implications for self-report measures of acceptance. A person that answers

‘yes’ to a question like “Anxiety is bad” or “It’s ok to experience pain” might be usu-

ally behaving in ways that we think are usually grouped in the category/continuum

we name acceptance, or might adhere only verbally to this attitude, while behaving

in an avoidant manner. A certain degree of overlap between behavior and verbal

report is likely to exist in any self-report measure, as is a degree of measurement er-

ror. However the difficulty to assess this extent of this error is increased in concepts

with less clear operationalisations.

Another issue that makes acceptance a difficult concept to define and operationalize

is the multiple contradictory meanings that the word has in common use:

Acceptance, in the sense it is used here, is not nihilistic self-defeat;

neither it is tolerating and putting up with your pain. It is very, very

different than that. Those heavy, sad, dark forms of “acceptance” are

almost the exact opposite of the active, vital embrace of the moment

that we mean (Hayes and Smith, 2005, p. 7)
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Recent theoretical formulations replaced acceptance (versus experiential avoidance)

with “psychological flexibility” (versus inflexibility). By giving-up control and

adopting this open-minded attitude to experience, one opens up to an entire new

world of experience in which both suffering and satisfaction are possible and mean-

ingful. The main goal is behavioural flexibility which gives one the freedom to

pursue the chosen values (Hayes and Smith, 2005, p. 125). The term acceptance

now labels only one of the six core processes in ACT (see Section 3.2).

A recent investigation of the construct validity of acceptance (Kollman et al., 2009)

points out the multidimensional nature of the concept. In an effort to obtain a

unidimensional measure, they exclude other aspects such as present-focused atten-

tion, openness, valued action, etc. Their operational definition of acceptance is “the

active following of internal events (e.g., feelings, thoughts, memories and physio-

logical reactions) without ‘taking steps to alter the form and frequency of these

experiences’” (p. 206). They compare it with “cognitive reappraisal” and “per-

ceived control over emotional reactions” on a sample of anxiety or mood disorder

patients, and conclude that this limited operationalisation of acceptance is signifi-

cantly different from these two other processes, although it is not related to relevant

outcome measures such as worry, social interaction anxiety and well-being aspects.

The lack of clinical validity is explained by the limited definition: “actively allow-

ing internal events” might not be effective by itself, but in combination with the

other processes (additively or interactively), or it might participate in more com-

plex temporal or contextual relationships that ensure its clinical effectiveness. The

commonly used acceptance measures, such as Acceptance and Action Questionnaire

(AAQ; Hayes et al., 2004a) pay for their clinical utility with a less exact concept

definition. Kollman et al.’s (2009) study speaks eloquently of the difficulties in

measuring and researching acceptance, and especially in matching the mainstream

scientific approach with FC.

3.5 Acceptance and health

In chronic illness, acceptance has been mostly researched in relation to coping, as

one of the many coping strategies available or as an alternative to coping. In a

review of the theoretical frameworks on adjustment to chronic illness as applied

to rheumatoid arthritis, Walker et al. (2004) placed acceptance among the psycho-

logical models, in close connection with stress and coping and the role of stable

characteristics such as neuroticism and optimism, and in opposition to biomedical

and biopsychosocial models. Acceptance was described as a cognitive process that
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participates in making sense of the illness experience, gaining control and restoring

self-esteem (according to Taylor, 1983, as cited by Walker et al., 2004). To sup-

port their interpretation of acceptance, the authors cited previous studies linking

acceptance with increased sense of control, lower psychological distress and bet-

ter psychological adjustment, but also mentioned research reporting associations

between acceptance and increased anxiety and depression, and lower well-being.

Acceptance was also described as a synonym of positive yielding control in a study

of adjustment to breast cancer (Astin et al., 1999). These operationalisations of

acceptance are different from its meaning in ACT and RFT, which consider them-

selves contextual and not mentalistic (see Section 3.2).

Acceptance as described in ACT has recently been applied in several health-related

research areas (in addition to applications in mental health): diabetes (Gregg et al.,

2007), epilepsy (Lundgren et al., 2008), substance abuse (Ostafin and Marlatt, 2007;

Luoma et al., 2008; Heffner and Parker, 2003), insomnia (Lundh, 2005), weight

control (Lillis and Hayes, 2007), anorexia nervosa (Heffner and Eifert, 2002), HIV

(Batten and Hayes, 1997). While some of these applications are involved strictly

with the theory and practice of the therapeutic method, some also involve research

and measurement and in this case either use general measures of acceptance (AAQ;

Hayes et al., 2004a) or mindfulness, or versions of the AAQ adapted for the specific

condition.

A detailed comparison of different operationalizations of acceptance in health lit-

erature is beyond the purpose of this study. Suffice it to say that given the wide

variety of interpretations, the meanings attached to the concept via a specific mea-

sure deserve special attention. I will next focus on clarifying these meanings in

relation to chronic pain.

3.6 Chronic pain acceptance

Even if in chronic illness acceptance has also been used with no relation to ACT, in

chronic pain the concept has been developed based on ACT and research is related

to improving acceptance-based pain management programmes. The behaviorist

roots of acceptance fit well theoretically and practically with the strong behaviorist

tradition of chronic pain management, and with the successful application of fear-

avoidance models in this area (reviewed in Chapter 4).
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3.6.1 Measurement and research

Chronic pain acceptance (CPA) was initially defined as: “acknowledging that one

has pain, giving up unproductive attempts to control pain, acting as if pain does

not necessarily imply disability, and being able to commit one’s efforts toward living

a satisfying life despite pain” (McCracken, 1998, p. 22).

The Chronic Pain Acceptance Questionnaire (CPAQ; McCracken, 1998) is the mea-

sure of choice in the field. A first version was developed based on a pool of 34 items

describing different aspects of acceptance (from AAQ), with a 7-point Likert re-

sponse format (from ‘never true’ to ‘always true’). Item selection was based on

item-total, inter-item and reliability statistics; the resulting 24-item version had

good internal consistency (Cronbach’s α = .85; Geisser, 1992, in McCracken, 1998).

McCracken (1998) reported good item distributions, item-total correlations and in-

ternal consistency (α = .84), lack of correlation with gender, age and chronicity

of pain (probably representing time since pain onset). Acceptance scores were also

significantly related to pain-related anxiety, avoidance, depression, physical and

psychosocial disability, uptime and work status when controlling for related demo-

graphics and pain intensity (as measured by VAS). Correlation with pain intensity

was relatively low (r = −.28). It was acknowledged that this data supported the

construct validity of chronic pain acceptance, although shared method variance,

self-report related biases, the preliminary status of CPAQ development and the

cross-sectional design recommended a cautious interpretation. An alternative in-

terpretation was considered: “those who suffer with less severe pain, disability, and

distress may find their pain more acceptable as a result” (p. 26).

McCracken et al. (1999) compared patients classified as dysfunctional, interperson-

ally distressed and adaptive copers based on WHYMPI scores (Turk and Rudy,

1988) and found significant group differences on pain-related anxiety and accep-

tance, when controlling for pain intensity and depression. These two pain-related

concepts significantly participated to correct classification of 72.5% of dysfunctional

sufferers and 90.9% of adaptive copers (none of the interpersonally distressed suf-

ferers were asigned correctly7). As WHYMPI scores include similar concepts (such

as perceived life control, affective distress), these results also reflect the similarity

of instruments and do not represent a strong test of the theory.

7The authors mention two possible reasons: interpersonally distressed sufferers might be dif-
ferentiated by characteristics of their social environment rather than their own responses to pain,
and the small numbers in this group might have biased the classification procedure
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Initial factor analyses of the CPAQ 34 item pool (McCracken, 1999) suggested a 3-

component structure: Life Focus (“engaging in normal life activities”), Acceptance

of Chronicity (“recognising the pain might not change”) and Avoid/Control (“need-

ing to avoid or control pain”)8. Another component, Cognitive Control (“Believing

that controlling thoughts controls pain”), was eliminated due to low correlations

with the other factors and lack of fit with the concept definition (suggesting that

cognitive control is not related to acceptance). The remaining factors had good in-

ternal consistency. The author stated that the limitations of relying on the original

pool of items, and the lack of cross-validation on independent samples recommended

further studies.

McCracken and Eccleston (2003) compared acceptance (CPAQ) with coping (mea-

sured by the Coping Strategies Questionnaire; CSQ, Rosenstiel and Keefe, 19839)

in predicting distress and disability in chronic pain patients. Acceptance was as-

sociated with better work status, more daily uptime and less pain, physical and

psychosocial disability, depression, and pain-related anxiety, but also with some

coping strategies (coping self-statements, ignoring pain and praying and hoping).

In multiple regression analyses, acceptance contributed to a bigger share of the

variance explained in most of the variables above, compared with coping strategies.

The study was replicated by McCracken and Eccleston (2006) to take into consid-

eration the newer psychometric advances on CSQ and CPAQ. Similar results were

found with the new coping subscales (distraction, ignoring pain, distancing from

pain, coping self-statements and praying). They interpreted the positive associa-

tions between some coping strategies and difficulties in functioning as indicating

they are “unhelpful strategies”, while acceptance showed its utility in relation to

patient functioning by being associated with positive outcome measures10.

8Items were first selected based on item distributions, item-total correlations and examination
of initial factor analyses for single-item scales. A principal component analysis of the remaining
27 items (oblique rotation) suggested a 4-factor solution. Checks of stability and reliability of
factor structure were subsequently performed on part of the sample.

9Catastrophizing was excluded as the authors did not consider it a coping strategy, but rather
an emotional distress response.

10This common error is the researcher’s permanent temptation, although in numerous other
studies the authors do warn against interpretations of causality. In this case, an alternative
interpretation is that praying, distraction and distancing are most frequently used by people that
report greater difficulties in functioning. This can be due to sufferers praying more when they
suffer more, to increased suffering leading to more praying or to reporting more praying and
suffering because of a different process influencing both variables (e.g. a belief that this is what is
expected from them, that they will negotiate a better position in the relationship with the others
via this discourse). Only a thorough analysis of all these possibilities might shed more light on
the causal relationships.
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It is important to note that the capacity to ‘predict’ scores on such measures is

statistical, not substantive, and can be due not to the clinical utility of acceptance-

based intervention compared to coping or to its having “more utility than coping

for understanding adjustment to chronic pain” (McCracken and Eccleston, 2003,

p. 201), but to conceptual overlap between acceptance (CPAQ) and measures of

distress and disability. McCracken (1999) admits to the possibility of content con-

tamination between the concept of acceptance and outcome constructs such as daily

functioning: for example if acceptance is defined by engaging more in daily life ac-

tivities, its high correlation to measures of daily functioning does not reflect its

predictive power or a causal mechanism, but an overlap of meaning. Given the

behavioural focus of ACT, CPA is defined simultaneously as a set of contextual in-

fluences, the resulting behaviour, and the flexible relational pattern between them;

and this overlap is a direct consequence. No clear solutions to this problem are

given, except statements regarding the usefulness of measuring acceptance by overt

behaviour and the researcher’s freedom to focus on less contaminated factors (p.

98).

Viane et al. (2003) further reported results regarding the clinical utility of accep-

tance as a predictor of mental well-being (but not physical well-being) when con-

trolling for pain intensity and catastrophic thinking. They also investigated the

construct validity by analysing CPAQ factor structure and comparing it with an-

other measure of acceptance, a subscale of the Illness Cognitions Questionnaire

(ICQ; Evers et al., 2001)11. In their study, contrary to McCracken (1999), Cog-

nitive Control showed medium positive correlations to Life Focus and Acceptance

of Chronicity, while Avoid/Control was barely related to the other factors. Total

CPAQ scores were only moderately related to ICQ acceptance scores (15% shared

variance), suggesting they measure distinct concepts. The authors noted that, while

the relationship with control is inconsistent, acceptance is consistently defined by

focus on living a satisfying life and accepting that pain might not change and search

for a cure might be in vain.

Risdon et al. (2003) further examined the concept of acceptance and the difficulty

of measuring it by identifying multiple understandings of acceptance in pain-related

discourse in British culture, using a Q-methodological analysis12. One resulting ac-

count equated acceptance with taking control: recognising that pain is part of your

11This subscale focuses on beliefs of adjustment and effective coping with the condition, not on
specific behaviours.

12This method required participants with diverse understandings of the term to sort 80 state-
ments selected from the acceptance literature based on the similarity with their views
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life, trying to control it, without including disability or helplessness in its meaning.

A second account, living day to day was characterised by uncertainty regarding

the future and own identity, in the same time with recognising pain. A third one,

acknowledging limitations, also involved recognising pain, but without efforts to

control or feelings of uncertainly, rather a restructuring of goals given the current

limitations. Other discourses were empowerment (finding strength from within),

accepting loss of self (rebuilding a new identity which includes awareness of the

negative aspects related to loss), more to life than pain (focusing on other mean-

ingful aspects in life), don’t fight battles that cannot be won (acknowledging the

lack of control one has over many life events, including pain), and spiritual strength

(finding strength in spirituality) (p. 375). Some themes overlapped between the

some accounts, but each had its own nuanced interpretation. The authors proposed

three overarching themes: focusing on other aspects of life, acceptance of chronicity

(in accord with the findings of McCracken, 1999) and refusal of acceptance as sign

of equating pain with failure or inferiority. The theme of controlling pain was in-

consistently related to acceptance in this study, as some accounts included control

while others excluded it. This inconsistency is mirrored in the controversy regarding

the role of cognition in ACT.

Given the above findings regarding CPAQ, McCracken et al. (2004b) replicated the

previous analysis (McCracken, 1999) on a new sample and reached a similar 4-factor

solution: activity engagement (AE), pain willingness (PW), thought control and

chronicity (overlapping to a large extent with Life Focus, reversed Avoid/Control,

Cognitive Control, and Acceptance of Chronicity respectively13). Thought control

and chronicity were further eliminated based on low correlations to pain-related

measures in 3 categories: medically oriented variables (pain intensity, medical vis-

its, pain medications), physical functioning (hours of daytime rest, physical disabil-

ity and work status) and psychosocial issues (depression, pain-related anxiety and

psychosocial disability). Thus, the two factors remaining in the current version of

CPAQ were PW (comparatively more related to pain intensity, medical visits and

pain medications, physical disability) and AE (more related to work status14; Mc-

Cracken et al., 2004b). According to the updated definition, “acceptance of chronic

pain entails that an individual reduce unsuccessful attempts to avoid or control pain

13Items that did not belong to the same scale in the two studies were redistributed based on
correlations with subscales, contributions to their internal consistency and face validity.

14Both scales were equally related to hours of daytime rest and psychosocial measures, according
to multiple regression equations.
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and focus instead on participation in valued activities and the pursuit of personally

relevant goals”15 (McCracken et al., 2004b, p. 159).

Significant research efforts have been focused on investigating the clinical utility of

CPA, with both cross-sectional and longitudinal designs. A further cross-sectional

study (Viane et al., 2004) reported that acceptance (the ICQ subscale) was associ-

ated with lack of attention to pain (measured by the Pain Vigilance and Awareness

Questionnaire) when controlling for pain intensity and demographics. This asso-

ciation was replicated in a diary study that related acceptance scores with lack of

attention to pain and higher engagement, motivation and efficacy related to daily

activities, as measured by averaged responses to individual items in electronic diary

assessments for a 2-week period (also controlling for pain intensity and demograph-

ics). The authors considered these results as supporting evidence for the two factors

of CPAQ: PW and AE. They proposed that the link between acceptance and lack

of attention to pain is either mediated by engagement in activities or generated by

a strong motivation to control and escape pain. They also noted the yet unknown

mechanisms that relate acceptance to engagement in activities, but hypothesised

that it is achieved by adjusting goals to the new limitations. Further mediation

analyses of cross-sectional data (Vowles et al., 2008a) provided limited support for

a role of acceptance as a mediator of the effects of catastrophizing on patient func-

tioning.

The limitations of the cross-sectional design have been acknowledged by propo-

nents of CPA (McCracken et al., 2004b), and longitudinal designs have also been

attempted. In a 2-stage longitudinal study, McCracken and Eccleston (2005) pre-

sented additional evidence in support of the role of acceptance in chronic pain,

by analysing correlations between scores of acceptance at time 1 and variables re-

lated to functioning at time 2 (on average 4 months apart). They found scores of

greater acceptance at time 1 associated consistently with better emotional, social,

and physical functioning and less medication use, controlling for pain at time 2

and demographics16. Unfortunately, not controlling for the influence of the health

status at time 1 prevented these analyses from representing a strong test of the

temporal relationship. Without such control, even if the test minimises the bias

due to common measurement context (situational influences of current pain, mood,

15This new format of CPAQ suffers from two main problems: increased overlap with measures
of pain-related disability, and method bias (all PW items are reverse coded, while all AE items
are positively worded). These are discussed in detail in Chapter 8.

16Results of multiple regression varied depending on the outcome measure and specific subscale
considered.
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or social context17), contrary to the authors’ affirmation it does not “strengthen

the case for a directional relationship”. The alternative hypothesis that CPA scores

are to a large extent overlapping conceptually with measures of functioning remains

unchallenged18, although method overlap was partially addressed in this study by

diversifying measures of patient functioning beyond self-report.

A stronger test of the clinical utility of acceptance in relation to functioning in

chronic pain would be the identification of a relationship between acceptance as a

stable trait (or changes in acceptance scores) and improvements in health related

outcomes over time, with or without a pain management intervention. Vowles et al.

(2007a) described the contributions of changes in pain, acceptance and catastrophiz-

ing scores in explaining changes in treatment outcome variables (depression, pain

related anxiety, physical disability, psychosocial disability, daily rest due to pain,

and direct physical performance measures) following an acceptance-based interven-

tion (contextual cognitive behavioural therapy, CCBT). Results indicated a small

but significant contribution of acceptance, catastrophizing and pain scores to im-

provements of treatment outcomes. However, concept overlap was not controlled

in this design either, as all measures might indicate physical and psychosocial im-

provement from different perspectives19.

Obviously, the controversies and weaknesses of chronic pain acceptance measures

and of the methods used to test the ACT model cannot be considered as proof

against the usefulness of acceptance in chronic pain interventions. In addition to

questionnaire-based studies, the role of acceptance in pain is also supported by ex-

perimental studies of pain induction. For example, participants in a cold pressor

task showed more tolerance of pain if presented with an acceptance-based instruc-

tion, compared with control-oriented or placebo rationales (Hayes et al., 1999a).

Chronic low back pain patients experienced greater post-activity pain if given a

distraction task (random interval repetition) during a pain-inducing activity, com-

pared with a non-distraction condition (Goubert et al., 2004b). Gutierrez-Martinez

17For a description of this type of method bias see Podsakoff et al., 2003, p. 885
18The authors argued that “the stable levels of acceptance and functioning over time that sub-

jects show do not provide an opportunity to demonstrate relations between changes in acceptance
and changes in functioning” (p. 168), although they reported moderate stability for PW, AE and
total CPA scores and functioning measures, and even significant increases in PW, total CPA scores
and daily uptime. In a more recent study using the same methodology (McCracken and Vowles,
2008), time 1 values were controlled only for dependent variables with significant changes from
time 1 to time 2. In these cases acceptance scores were no longer significant predictors.

19Using predictors measured simultaneously with the treatment outcomes (whether computed
as gain scores or controlling for pre-treatment values) does not allow causal inferences based on
results of regression models (Gelman and Hill, 2007, p. 190–2).
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et al. (2004) tested acceptance-based instructions (disconnecting pain-related inter-

nal events from literal actions) with control-based instructions (changing or control-

ling such events) in an experimental pain inducing task (an identity matching-to-

sample task involving successive exposures to increasingly painful electrical stimuli).

Choosing to continue the task and be exposed to painful stimuli was motivated by

material rewards and instructions related to the usefulness of the experiment in

learning about chronic pain strategies. Among patients that chose to be exposed to

more stimuli, ACT instructions led to higher tolerance (higher number of shocks the

participants chose to be exposed to) and lower believability of pain (percent of par-

ticipants who stopped the task after reporting high levels of experienced pain after a

stimulus20). Evidence from experimental studies continues to accumulate, although

not all in support of an unconditional superiority of acceptance compared to other

methods (examples include Keogh et al., 2005; Feldner et al., 2006; Kingston et al.,

2007; Masedo and Esteve, 2007; Roche et al., 2007; Vowles et al., 2007b)21.

Evidence has started to accumulate from assessments of acceptance-based inter-

ventions. Dahl et al. (2004) reported good results of a brief ACT intervention for

chronic stress and pain in a sample of public health sector workers at risk of high

sick leave utilisation, compared to medical treatment as usual. The ACT interven-

tion resulted in fewer sick days and treatment use, but no differences in level of

pain, stress or quality of life. Related approaches such as mindfulness training were

shown to be useful in addressing the initial stages of response to loss in chronic

pain patients, with reduced depression and state anxiety in comparison to a control

group (medical treatment or waiting list for psychological treatment), but no differ-

ences in measures of later stages of grieving or trait anxiety, which is unsurprising

for a brief 8-week intervention (Sagula and Rice, 2004). An acceptance-based inter-

disciplinary treatment has proven to be successful in decreasing chronic pain related

physical and psychosocial disability and distress in a group of patients with long-

standing pain, in comparison to a waiting phase control group (McCracken et al.,

2005). Further assessments have shown promising results of acceptance-based inter-

ventions for the rehabilitation of adolescents with idiopathic chronic pain (Wicksell

et al., 2007), treatment of highly disabled chronic pain patients (McCracken et al.,

2007a), applied in outpatient settings (Vowles et al., 2009), longstanding chronic

pain and whiplash associated disorders (Wicksell et al., 2008a) and longstanding

pediatric pain (Wicksell et al., 2009).

20Implying that they “believed” their pain sensation and acted upon it.
21A review of this literature is beyond the scope of the present study
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However, limitations of current methods and findings should be considered an in-

centive to continue research in order to better describe and explain the processes

at work and devise improved measurement tools. Areas of further development are

outlined next.

3.6.2 Future directions

In my opinion, clarifying CPA will benefit from taking into consideration four major

aspects: a) its relation to psychological flexibility in newer ACT formulations; b) its

similarities and differences compared to earlier and present concepts and theories

used in pain management (such as operant pain and coping, or emotions and illness

perceptions); c) its connection to outcome measures such as pain intensity and

functioning and; d) its component processes and the relationships among them. I

will briefly detail these four areas.

Relation to psychological flexibility

The current measurement of CPA is based on earlier ACT formulations (CPAQ) or

coping traditions (ICQ). As reviewed in Section 3.2, more recent ACT formulations

describe avoidance of inner events such as pain, emotions, thoughts as only one

aspect of the phenomenon that leads to increased pain related disability. Other

aspects are: fusion with pain-related thoughts, loss of contact with the present

moment, lack of values clarity, lack of consistent values-based action, and dominance

of the conceptualised self. All these aspects work in a self-amplifying loop that leads

to psychological rigidity and loss of vitality. A functional analysis of the patient’s

situation needs to tackle all these aspects in order to develop an intervention (Dahl

et al., 2005).

It is time for the measurement tools to be aligned to the new therapeutic practice.

For AAQ, this has only meant the replacement of ‘experiential avoidance’ with

‘psychological flexibility’. For CPAQ, even if it is based on adaptations for chronic

pain of the initial AAQ item pool, the questionnaire development process took a

very different path. Thus, it is not clear if the relationship between CPAQ and AAQ

is one of equivalence, nor if it reflects accurately the conceptual relations between

CPA and psychological flexibility. This particular aspect deserves further study and

is beginning to be addressed.

McCracken and Vowles (2007) developed a revised version of the Brief Pain Cop-

ing Inventory (BPCI-2), which includes 2 subscales: pain management strategies



54 CHAPTER 3. ACCEPTANCE

(PMS), and psychological flexibility (PF, with reversed items referring to avoid-

ance and pain control, and non-reversed items describing engagement in activities,

awareness of pain related internal events and taking value-based actions). Valid-

ity analyses indicated that both scales are correlated with CPAQ subscales, but

only PF is associated also with mindfulness and pain intensity, which indicates a

broader definition of PF compared with the definition of acceptance as measured by

CPAQ. The authors specified that their previous research on acceptance referred to

its meaning as one of the 6 processes of psychological flexibility (p. 705), and that

they have also addressed mindfulness, values and cognitive fusion separately (e.g.

the development of a values inventory for chronic pain by McCracken and Yang,

2006), but not committed action and self-as-context. They also characterised the

newly developed PF subscale as including acceptance, mindfulness, values and cog-

nitive defusion. However, distinctions are not clear cut. For example, it can be

argued that the CPAQ items referring to engagement in activities despite pain are

conceptually similar with the ACT description of committed action.

A new alternative measure of psychological inflexibility was developed recently by

Wicksell et al. (2008c) and focuses on avoidance of pain and cognitive fusion. The

questionnaire development process started from an item pool describing avoidance,

acceptance, cognitive fusion and values orientation following a similar methodology

to McCracken et al. (2004b). Thus, the questionnaire suffers from weaknesses sim-

ilar to CPAQ related to the use of the EFA methodology (not modelling method

bias and original intended components and relying on sample fluctuations rather

than theory to guide item selection), in addition to including items characterised

by content contamination in relation to measures of psychosocial and physical func-

tioning. The use of more theory-driven initial item writing and statistical methods

would enable the development of a more comprehensive measure of psychological

flexibility.

Further research clarifying the extent to which the six core processes of psychological

flexibility overlap and the possible causal relations between them is bound to also

shed light on CPA processes and the degree to which chronic pain related flexibility

overlaps with general psychological flexibility, although these efforts will have to

address directly the opposition between functional contextualism and elemental

realism and clarify the usefulness of establishing these distinctions and relations at

a higher level of generalisation. An empirical analysis of the relationship between

CPA and PF is presented in Chapter 7.
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Relations to other concepts

The situation of acceptance in the wider context of chronic pain management is a

more complex issue. Even if acceptance is presented as a novel approach compared

to OBT and CBT (see Section 2.9), the differences between CPA and concepts such

as operant pain and coping still await further clarifications.

Is the concept of chronic pain acceptance a restatement of the operant pain con-

struct? As described previously, Fordyce (1976) mentioned three instances of be-

haviour modification: direct positive reinforcement; indirect positive reinforcement

via avoidance of aversive consequences other than pain; and lack of positive rein-

forcement of well behaviours. The first two seem the opposite of pain willingness,

while reinforcement of well behaviours seems to describe engagement in valued ac-

tivities despite the presence of pain. Thus, the two CPAQ subscales seem to be

closely related at a conceptual level to operant pain instances, even if there are sub-

stantial differences in the interpretation of these phenomena in OBT as compared

to ACT and RFT. Further investigation of this relation could be informative both

historically and practically.

Is the concept of chronic pain acceptance a slightly different coping strategy? The

questionnaire studies reviewed above showed that the differences are significant.

“Acceptance-based models may provoke the average cognitive behavioral chronic

pain therapist to consider more broadly the targets of his/her therapy, and whether

self-control of maladaptive thoughts and feelings is the most workable way forward

for the individual case in their particular circumstances” (McCracken and Eccleston,

2006, p. 28). The similarities are also important to investigate.

Research on the relationship between acceptance and other pain-related concepts

such as emotions and illness perceptions is still at the beginning. Researchers rec-

ommended further “investigations to examine issues of ‘experiential avoidance’ in

chronic pain more broadly, including avoidance of emotions and other cognitive con-

tent” (McCracken and Eccleston, 2005, p. 168). They hypothesised that “behaviour

showing acceptance is produced from an interaction of past and ongoing experience

with current social, emotional, and verbal influences” (McCracken et al., 2004b, p.

165). These connections will be detailed in Chapter 6 and explored statistically in

Chapter 7.
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Relation to outcome measures

In theory and practice, ACT has a paradoxical and unpredictable relation with the

symptoms themselves. In discussing the results of a brief ACT intervention with

no impact on pain and stress, only in sick leave and medication utilisation, Dahl

et al. (2004) stated:

“On the one hand, ACT does not target the symptoms directly. On the

other hand, the ACT model proposes that avoidance of symptoms may

actually compound symptoms that might exist absent avoidance. Thus,

the overall level of symptoms ought to lessen as acceptance of negative

psychological content increases and as focus on valued life domains in-

creases. According to the model, increasing acceptance should precede

lessening of symptoms.” (p. 798)

Correlational studies report either weaker relationships to perception of pain inten-

sity compared to other measures of patient functioning (McCracken and Eccleston,

2006; McCracken et al., 2004a), or none (McCracken and Eccleston, 2005). This

low connection is interpreted as the result of acceptance not targeting pain, but the

change in attitude regarding the sufferer’s relationship with pain. This differentia-

tion between pain perception and physical and psychosocial functioning is central

to the concept of acceptance, as it refers exactly to the process of separating the

pain experience from its consequences by diminishing its impact on the person’s

life.

This approach is presented as an advantage of ACT interventions in comparison to

previous approaches:

“If pain is indeed chronic and not eliminated by whatever behavioral

effort is expended, coping may be an exhausting process of constant

attempts to engage with pain as means for lessening its impact. [. . . ]

a process of acceptance, receiving or having pain without attempts at

control, appears likely to give more freedom from pain, and allow more

effort toward meaningful life functioning.” (McCracken and Eccleston,

2006, p. 28)

Higher correlations are reported with other chronic pain outcomes such as physical

and psychosocial disability, work status, reported average daily uptime in the past

week, depression and pain-related anxiety. In this context, the content overlap
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of CPA and patient functioning measures (discussed in Section 3.6 and Chapter

8) poses a significant problem, which might need to be specifically addressed in

further research. More specifically, development and selection of measures for both

correlational and longitudinal studies needs to consider the specific mechanisms

targeted by ACT processes22 and their impact on the relevant areas of functioning,

rather than the use of unspecific instruments23

Acceptance is potentially more efficient in selected aspects of the pain experience:

“the pain experience includes many components, the sensory and affective aspects

of pain, emotional distress, physical impairment, and functional changes in many

areas of daily activity. Some aspects are likely to be more responsive to change

oriented strategies while other may be best accepted” (McCracken, 1998, p. 25).

Also, other contributing factors are important: “The acceptance-related processes

we examined are not critical issues for all patients to the same extent. There are

likely other issues such as social factors, practical problems of life, and other health

problems, that also contribute to varying degrees to patient functioning over time.”

(p. 168) (McCracken and Eccleston, 2005)

The role of social factors in acceptance began to be examined with a study by

McCracken (2005), which suggested that both solicitous (e.g. offering to help) and

punishing responses (e.g. getting angry) of others are negatively associated with

both CPA scores, while social support and distracting responses are only associated

with PW. More research is needed to clarify these issues.

Component processes

As detailed in Chapter 8, the two CPA components of pain willingness and ac-

tivities engagement are questionable. First, it is yet unknown whether they are

distinct aspects of CPA if method bias were controlled. Second, the existence of

additional components equivalent to the six components of psychological flexibility,

or components characteristic only to the chronic pain experience has just began to

be explored (Wicksell et al., 2008c).

22A brief discussion on measurement of change processes in RCTs is available in Dahl et al.
(2004, p. 799)

23On the other hand, use of purpose-built tools will not enable comparisons across interventions.
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3.6.3 Interpretation caveats

Given this strong connection to clinical practice, some cautionary statements re-

garding the implications of ACT in chronic pain research are necessary. More

specifically, the paradoxical statements within ACT reviewed in Section 3.3 land on

sensitive ground in the area of chronic pain. What to accept and what to change

are sensitive issues for the patients, and no generally applicable guidelines can be

given. In talking about emotional pain, ACT advises to accept “forms of pain that

either necessarily come along with healthy actions or are historical in their nature,

conditioned, and not based on the current situation” (Hayes and Smith, 2005, p.

122). However the chronic pain sufferers find it difficult to figure out which part

of their pain comes necessarily along with their actions. Most actions that they

performed without pain before the onset of their medical condition are now as-

sociated with pain, experienced intensely and overwhelmingly. McCracken (1998)

underlined that the question of what and when to accept and control is “must be

carefully considered on an ongoing basis by the provider of services as well as the

patient”, that “there may be more than one route to acceptance of pain” and that

it is not to be inferred that “all patients with pain should give up trying to reduce

it” (p. 25). Efforts to control pain are problematic “when they (a) dominate the

patients life and do not succeed, (b) lead to unwanted side effects or complications,

and (c) move the pain sufferer increasingly away from the things that are important

to them, such as health, work, friends, and family. ” (McCracken et al., 2004a, p.

4).

Naturally, improvement in individual cases is a matter of applying flexibly the

ACT principles considering the specific context. However for assessment of both

initial status and treatment outcome as well as for interpreting research findings and

relating them to practice, it is important to acknowledge that considering individual

CPA or PF scores as locations on latent continua is not consistent with ACT theory,

but rather an ‘elemental realist’ approximation of an ‘act-in-context’.

3.7 Conclusion

This chapter has reviewed the theoretical and measurement aspects of CPA, as the

main concept of ACT applied to chronic pain. ACT is a promising new approach to

clinical practice, based on explicit and detailed accounts of psychological (RFT) and

philosophical (FC) assumptions, and offering and integrative view of psychopathol-

ogy, focused on the function of internal and external events in influencing behaviour.
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It contrasts inflexibility, avoidance and rule-based behaviour patterns with flexible,

mindful and value-based functioning. On the other hand, the focus on flexibility

and contextual variability leads to a reduced precision in construct assessment and

theory development which may hinder research, especially attempts to integrate

ACT concepts with other related approaches.

CPA, defined as willingness to experience pain and engagement in valued activities

despite pain, has stimulated considerable research into chronic pain adjustment,

mainly supporting its clinical utility. Nevertheless, the drawback of reduced pre-

cision also reflects in CPA via an overly broad definition and a degree of content

overlap with outcome measures of health status, which might partly account for the

positive results in the literature. Further examination of the relations between ac-

ceptance and other psychological constructs and health status indicators in chronic

pain is necessary. The next two chapters will focus on two of them: emotions and

illness perceptions.
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Chapter 4

Emotions

4.1 Introduction

The previous chapter has focused on avoidance as a behavioural conceptualisation

of chronic pain adjustment, from the perspective of ACT. Although cognition and

emotion play an important role in ACT theory and practice, they are not consid-

ered as determinants of behaviour as they cannot be directly manipulated and are

not independent events (e.g. Hayes et al., 2001, p. 176). In contrast, many other

approaches to chronic pain management have given emotion a central causal role.

This chapter reviews a variety of approaches to pain-related emotion and its role in

living with chronic pain. First, it summarises several important issues from emo-

tion theory which are relevant for the study of emotions in chronic pain. It then

briefly reviews the study of emotions in health psychology. The rest of this chapter

is dedicated to emotional life in chronic pain, from the emotional qualities of the

pain experience to the role of discrete emotions such as anger, fear, sadness, shame

and happiness and their regulation and interactions.

4.2 The theory

The role of emotional life in chronic pain is better understood when situated in the

bigger perspective of emotion theory and research. The difficulties and controversies

at this general level are comparable with the challenges facing pain and acceptance

research and impact on the application of emotion theory to chronic pain.

The field of emotion research, also termed ‘affective sciences’, focuses on a fuzzy

category of phenomena which guide the individual’s adaptive response to the envi-

ronment. Related terms such as affect, feelings, mood, motivation are often used

interchangeably with ‘emotion’, and sometimes differentiated in relation to specific
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research goals. I will use here the term ‘emotion’ to describe the entire range of

affective phenomena, and specify limited definitions where necessary.

There are numerous definitions and theories of emotion, and it is beyond the scope

of this chapter to provide a comprehensive review of the theoretical complexity

of this field. I will therefore focus on a few key issues that will enable a better

understanding of previous research on the emotion-pain link. First, I will give an

overview of the process of emotion elicitation as it is understood by the most in-

fluential emotion theories, covering both categorical and dimensional approaches to

emotion, and focusing on the important issue of the biological and cultural deter-

minants of emotion. I will then outline some relevant theoretical views on emotion

regulation and conclude this theoretical section by overviewing some implications

for the measurement of emotions.

4.2.1 Emotion as a process - between biology and culture

Despite the variety of emotion theories, there seems to be a relative consensus re-

garding the basic components of an emotional episode. In a typical sequence, an

event (whether external or internal) is followed by an interpretation, leading to an

appraisal, which generates physiological changes, conscious awareness and an action

potential resulting in behaviour (Power and Dalgleish, 2008, p. 131). The sequence

formed by these components has been however the topic of heated debate, with two

main competing proposals. One states that the event is followed automatically by

physiological changes and the ensuing behaviour, and the awareness and contextual

interpretation of these changes lead to the conscious emotional experience. The

second focuses on the appraisal of the antecedent event as an essential component

in the generation of physiological, experiential and behavioural aspects of the emo-

tional episode. The debate, recently represented by proponents of network theories

versus appraisal theories of emotion, can actually be traced back to the contrast

between Platonian and Aristotelian views of emotion, and has marked the devel-

opment of philosophical and psychological thinking about emotions throughout the

centuries (Power and Dalgleish, 2008).

These two apparently contradictory proposals have been integrated in multi-level

emotion theories (e.g. Leventhal and Scherer, 1987; Izard, 1993; Power and Dal-

gleish, 2008), which stipulate that a number of automatic and appraisal-driven

processes can take place in the generation of emotional episodes, and the complex-

ity and flexibility (and also the difficulty and associated risks) of emotional life
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lie in the interplay between these pathways. For example, Leventhal and Scherer

(1987) described three levels of emotional appraisal: perceptual-motor, schematic

and conceptual-cognitive. Izard (1993) differentiated four hierarchically organised

systems of information processing, neural, sensorimotor, motivational and cognitive,

each placing constraints on the other systems and participating in various degrees

in emotion generation and regulation (only the first being both a necessary and

sufficient condition). Power and Dalgleish (2008) stipulated four interacting repre-

sentation systems (schematic, propositional, analogical and associative; SPAARS),

and two major processes of emotion elicitation, one via the schematic level (i.e.

based on an appraisal of the present event in relation to the individual’s goal struc-

ture and his/her knowledge of the world, self and others), and one via the associative

level (i.e. short-circuiting the appraisal process at the present time, although the

development of such a direct route assumes the occurrence of an appraisal in the

individual or evolutionary past).

Most emotion theorists now acknowledge that emotional responses result from vari-

ous automatic and cognitively-mediated processes determined both biologically and

culturally. An essential question in emotion elicitation regards the interaction of

biology and culture in the development and manifestation of our everyday emo-

tional experience. Many models can be located on a continuum from predominance

of biological factors to a more important role of culture and cognitive processes,

from which different arguments are advanced regarding the question of whether

emotional experience is better described in terms of distinct categories or extends

along several selected continua.

The categorical approaches are based on an evolutionary and functionalist perspec-

tive: specific categories of physiological and behavioural responses have evolved in

relation to specific types of environmental challenges (Levenson, 1994). Despite

sharing this fundamental claim, discrete emotions theories take different stances

regarding the nature-nurture issue.

Some discrete emotion theorists focus on the biologically predetermined aspects as

the core of emotion. Ekman’s neuro-cultural theory of emotion (Ekman, 1972, as

cited in Ekman, 1994) focuses on anger, sadness, happiness, disgust, fear and sur-

prise as a set of evolved biological functions which have a number of properties: dis-

tinctive universal signals, specific physiological changes, automatic appraisal mech-

anisms, universal antecedent events, distinctive appearance developmentally, pres-

ence in other primates, quick onset, brief duration, unbidden occurrence, distinctive

thoughts, memories, images and distinctive subjective experience (Ekman, 1999).
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The theory specifies two sets of determinants of emotional expression: pan-cultural

factors (possibly due to evolution, innate neural programs or common learning ex-

periences) are responsible for the universal aspects, while cultural differences would

be seen in the eliciting circumstances, consequences and display rules of specific

affects (Ekman and Friesen, 1971).

More recent views within this model (Keltner et al., 2003) take into consideration

the evidence for cultural and context-related variability of emotional expression and

perception and state the importance of studying individual variability, but their

main interest is in emotions as biological functions, which, in their perspective,

can be identified in everyday emotional experience. However, critics of the neuro-

cultural model assert that, precisely due to the intervention of multiple cultural

and contextual factors, these innate biological functions do not manifest directly in

the everyday emotions of an adult, whether they are categorical or not. Therefore

they are not easily and reliably measurable by self-report, facial or behavioural

expression, or physiological changes, as components of everyday emotional responses

(e.g. Fernandez-Dols and Ruiz-Belda, 1997).

Izard’s Differential Emotions Theory, although it agrees with the neuro-cultural

model regarding the existence of a number of biologically predetermined emotion

systems, also grants a more important role of cultural and individual factors in

emotional development. It considers emotion as one of six personality subsystems

(with the homeostatic, drive, perceptual, cognitive and motor subsystems), and

details the increasingly complex interaction between them in the individual devel-

opment. Therefore Izard acknowledged the possibility of complete independence

between emotional components in adult life and focused on early life development

in order to identify the role of these biological processes (Izard, 1994).

Other theorists, while agreeing with a biological influence on emotion categorisa-

tion, describe emotion categories as resulting from the present interaction with the

environmental challenges, as filtered by the individual’s interpretations. These cat-

egorical criteria are termed ‘core relational themes’ (Lazarus, 1991), ‘action tenden-

cies’ (Frijda, 2008), ‘cognitive evaluations of a juncture in action’ (Johnson-Laird

and Oatley, 1992), or simply appraisals (Power and Dalgleish, 2008), and emerge

from the interaction with types of tasks that individuals are frequently confronted

with in similar ways. The number of discrete emotions varies in these theories, but

an important common aspect is the acknowledgement of the cognitive and environ-

mental determination of emotion categories. For example, Lazarus (1991) states
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that many emotions that “may have emerged on the basis of greater human cog-

nitive and social complexity [. . . ] may be [. . . ] no less primary in the process of

survival” (p. 81).

Partly as a consequence of viewing emotion categories as the result of the inter-

action between innate and environmental factors, these theories give a different

interpretation to emotion measurement. Instead of being indicators of innate pro-

grams, measures of emotional experience via self-reports, changes in physiology or

behaviour (including facial expression) tap into various emotion components which

acknowledged to have a “loose and variable relation” (Frijda and Tcherkassof, 1997)

in everyday experience, or even become dissociated in certain situations (Power and

Dalgleish, 2008).

This approach concurs with other theories of a more sociological inclination which

also highlight distinct emotion components from a communication perspective. For

example, Buck’s (1999) developmental-interactionist theory describes emotion as

resulting from the activation of primary motivational-emotional systems (primes)

by a challenging stimulus and manifesting in three readout systems: arousal, ex-

pression, and experience. These readouts develop to serve distinct functions: the

arousal system aims to ensure physiological adaptation and homeostasis, the ex-

pressive behaviour system is developed for communication and social coordination,

and the subjective experience system targets self-regulation. The different pressures

they are subject to in the individual’s developmental history result in a relative inde-

pendence of these systems, but also in an increasingly complex interaction pattern.

It also describes a developmental process in which primes (viewed as phylogenetic

adaptations to typical environmental challenges), interact with general purpose sys-

tems (such as conditioning, learning, higher-order cognition and language) and the

social and physical environment in the course of individual development to generate

higher-level affects (social, moral and cognitive).

The proponents of dimensional theories of emotion are generally of a more social-

constructivist orientation, although they certainly acknowledge the role of evolu-

tionary mechanisms, and adopt equally varied approaches. For example, Watson

and Tellegen (1985) proposed two orthogonal dimensions to best represent the struc-

ture of emotional experience, positive and negative affect, based mainly on factor

analyses of self-reports of mood states, and viewed them as complementary to cat-

egorical approaches; an alternative and compatible (but less preferable in their

opinion) description of this two-dimensional space is via pleasantness and arousal.
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In a reformulation of this model, Watson et al. (1999) described a three-level hi-

erarchical structure with the pleasantness-unpleasantness dimension at the highest

level, followed by the positive and negative affect dimensions (relabelled Positive

Activation, PA, and Negative Activation, NA), and discrete affects at the lowest

level, and allowed for context-dependent structure flexibility. PA and NA were

viewed as reflecting the subjective components of two evolved general behavioural

systems, namely approach and withdrawal1, while the pleasantness dimension is

also a result of an “innate and essentially universal classifactory response” (p. 828).

Russell (2003) and Barrett (2006a) proposed an alternative model built around the

concept of core affect: “the constant stream of transient alterations in an organ-

ism’s neurophysiological state that represents its immediate relationship to the flow

of changing events” and is available to consciousness via assessments of valence and

arousal either as object-less mood or in relation to present stimuli (Barrett, 2006a,

p. 48). Attributed core affect, together with its momentary change (alone or com-

bined with information processing and behavioural planning), are considered the

primitive building blocks of all emotional experience, including prototypical emo-

tion episodes. The conceptualisation of core affect into discrete emotion episodes is

also the focus of Barrett’s (2006b) conceptual-act model and can be considered an

effort to bridge dimensional and categorical views. This model is somewhat similar

to an earlier attempt to combine the dimensional and categorical approaches, this

time from the perspective of achievement and decision-making: Weiner’s (1985)

social-cognitive (attribution) theory of emotion. It states that the experience of the

outcome of an event is assessed initially based on the criterion of success or failure,

thus generating an “outcome dependent-attribution independent” positive or neg-

ative emotion. A consequent causal attribution based on several dimensions (locus

of control, stability, controllability, and perhaps also intentionality and globality)

generates specific emotions, such as pride, anger, pity, shame etc.2

Some appraisal theorists go beyond the discrete versus dimensional approach and

describe a dynamic process, in which different types of appraisals (regarding stim-

ulus characteristics, its motivational relevance, the individual’s power and abilities

to cope, and the social implications) are continuously and often simultaneously

1These are similar to two of the three systems stipulated by the Reinforcement Sensitivity The-
ory (Gray and McNaughton, 2003), which distinguishes between behaviour inhibition, behaviour
activation and the fight-flight system, and to Lang’s (1995) two motivational systems based on
neural functioning, appetitive (approach) and aversive (avoidance), although in the latter theory
they support the alternative dimensions of valence and arousal.

2This theory, although only part of a broader theory focused on motivation and not emotion,
has had a considerable impact on health psychology via its cognitive aspects (i.e. attributions).
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interpreting and reinterpreting the environment and thus guiding the individual’s

physiological, experiential and behavioral responses (Ellsworth and Scherer, 2003).

Both phylogenetically and ontogenetically, emotional differentiation is the result

of cognitive development which allows an increasing number of appraisals. The

focus shifts from a category/dimension analysis to a process analysis, and from

this perspective the difference between the regulatory role of emotions and emotion

regulation becomes increasingly difficult to perceive.

The diversity of competing theories and the difficulty to interpret the accumulating

evidence and gather decisive data make the quest for the ‘best’ theory impossible, at

least at present. As an example, neuropsychological evidence, although already sub-

stantial and considered essential to these disputes, is amenable to various competing

interpretations. Many emotion researchers supporting the categorical structure of

the biological determinants of emotion interpret the neurophysiological evidence as

proof of separate neural systems, although there is limited consensus on the number

and functions of the distinct systems (Panksepp, 2000, 2008; Murphy et al., 2003;

LeDoux, 2000). Dimensional interpretations of the existing evidence have also been

presented (Watson et al., 1999; Barrett and Wager, 2006), and several other inter-

pretations can be located between dimensional and categorical views (e.g. Buck,

1999). Beyond the involvement of multiple subcortical and cortical structures (e.g.

thalamus, hypothalamus, amygdala, hippocampus, nucleus accumbens, the ante-

rior cingulate, prefrontal and frontal cortex) and neurotransmitters (e.g. dopamine,

serotonin, norepinephrin, oxytocin) in the generation of emotional experience, the

clarification of these controversies still awaits further evidence.

I have presented above only a general overview of the multitude of issues and inter-

pretations in this complex field, but I will attempt based on this limited description

to draw an important conclusion for the application of emotion theory in health

and chronic pain research. The biological influence on emotional experience is cer-

tainly amenable to different interpretations, from categorical innate programs to

dimensional appetitive and aversive mechanisms. However there seems to be a

consensus regarding the fact that emotional life is described categorically in most

cultures (with both common elements and cultural variability involved; e.g. Scherer

and Wallbott, 1994). These distinctions are in the Western culture summarised

by discrete emotion terms, among which anger, joy, sadness, fear and disgust are

reliably identified. Based on these convergent research results I would argue that

discrete emotion terms play an essential role in both the description and the struc-

turing of emotional experience. In everyday emotional life, the selection of adaptive
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responses relies on one’s ability to use the distinctions between broad categories

of situations operating in one’s cultural environment. As tokens for intra- and in-

terpersonal exchanges of meaning, these labels are the product of the interaction

between biological and cultural forces and can be considered useful both in terms of

characterisation of emotional episodes, and as instruments for emotion regulation.

4.2.2 Emotions and emotion regulation

Emotions are both regulatory forces aiding adaptation and objects of regulatory

efforts. The field of emotion regulation (ER) developed mainly from the literature

on emotion-focused coping, with significant influence from psychoanalytic litera-

ture, and studies deliberate and automatic efforts to influence the type, duration,

subjective experience and expression of intra-individual emotional episodes (Gross,

1999). Other authors include in the ER definition not only the modification of

emotional reactions, but also their monitoring and evaluation, and underscore its

goal-directedness (Thompson, 1994).

As opposed to coping, which includes actions directed at non-emotional goals and

can extend on longer periods of time, ER refers to efforts directed at modifying a

time-limited emotional reaction, and can use both coping strategies such as rumina-

tion, suppression, or social comparison, and other mechanisms such as regulation of

expression and physiological changes. These regulatory efforts can aim at decreas-

ing or increasing both positive and negative emotions and can address any of the

components of an emotional episode, from selecting and modifying the antecedent

events (via attentional processes), to changing its cognitive interpretation to mod-

ulating the response components (Gross, 1999, 2008). ER is also different from

emotion sensitivity, which refers to the onset of emotional episodes rather than the

control on its total duration or other properties (Koole, 2009).

Two main approaches can be distinguished in the study of ER. One focuses on

the immediate consequences of specific ER strategies (such as reappraisal, suppres-

sion, social comparison, or rumination) in specific contexts. The second addresses

individual differences from the perspective of trait-like abilities or deficits in ER

(such as alexithymia, coping style, or emotional intelligence) and their relation to

achievement or mental and physical health3 (Gross, 1999). Between the multitude

3A more recent approach adopts a dynamic outlook and attempts to identify the effects of ER
efforts via differences in the intensity or frequency of a specific emotional state in a given time
period, and their connection with other phenomena such as reports of physical health (e.g. Paquet
et al., 2005).
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of ER strategies and the general trait, there is a third level of analysis which tries

to classify ER efforts depending on various relevant criteria. For example, in a

review of the literature, Koole (2009) used a dual classification, based on the target

of ER efforts (attention, cognition, physiology), and its functions (satisfying hedo-

nic needs, supporting goal achievement, optimisation of personality functioning)4.

However the author acknowledged the purely theoretical nature of this taxonomy

and the lack of empirical evidence to support it.

To date, the only taxonomy with preliminary empirical support is a recent proposal

which distinguishes between internal and external, and functional and dysfunctional

strategies (Phillips and Power, 2007). The functionality of ER strategies refers to

the possible adaptive or maladaptive medium-to-long term consequences of the ten-

dencies to use particular types of strategies, while the internal-external distinction

follows an established tradition in developmental and clinical psychology and refers

to the intra- or interpersonal resources the individual accesses. The simplicity of

such a taxonomy, far from intending a judgemental outlook on ER, is imposed

by the limitations of the self-report method (Power, 2008). Preliminary data on

the validation of the Regulation of Emotions Questionnaire are supportive of these

distinctions and their relevance for emotional and behavioural problems, general

health and quality of life in adolescents (Phillips and Power, 2007). This approach

however necessitates further empirical testing, especially concerning the causal re-

lationships with psychological distress and the distinctiveness of these categories in

other populations.

4.2.3 General issues in emotion assessment

As with pain and acceptance, the complexity and elusive nature of the phenomenon

invite the question: can we measure emotion validly and reliably? Beyond the issues

of recall bias and the intersubjective nature of emotion, which are similar to the

measurement of pain, emotion assessment is subject another difficulty: while sepa-

rating related dimensions was an issue in pain measurement, emotion measurement

is encumbered by the low coherence of emotional response components.

As discussed in the previous section, some functionalist views hold that the emo-

tional reaction implies coordinated changes in multiple systems, which sustain the

adaptive role of emotions to this process. Thus, a researcher studying emotion

4In this classification, ACT methods might be considered ER strategies, for example mind-
fulness as targeting attention, or value-based action as cognitive integration, both functioning to
increase flexibility of personality systems.
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would need to consider the three main systems where emotional activation mani-

fests: physiology, evaluative language and behaviour (Lang, 1995). But coherence

of the emotional activation systems is still a matter of dispute.

Physiological ‘signatures’ for distinct emotions have been identified in controlled ex-

periments (Levenson, 2003). Other studies reported coherence between self-report,

facial behaviour and physiology in lab film viewing induced emotions of amusement

and sadness, although a higher correlation was found between subjective experi-

ence and behaviour than between both and physiology (Mauss et al., 2005). But

the very fact that strict experimental control is needed to achieve coherence speaks

against the reliability of physiological measures of emotion in daily life. For example,

Myrtek (2004) reported a lack of correlation between heart response to emotional

and mental work load versus momentary self-report of conscious emotions, in both

laboratory and ambulatory settings5.

The expression of emotion via facial behaviour or actions is also loosely related

to self-report in everyday situations. Some authors assert that facial behaviour

is an accurate indicator of emotion (Keltner et al., 2003), based on evidence of

small to medium associations between facial displays and other emotion aspects

(self-reports of emotional experience, physiological responses, brain activity, envi-

ronmental events and cognitive appraisals). But for a valid and reliable measure,

these associations also need to be specific (the measure is associated only with its

related phenomenon) and generalizable (the association is detectable irrespective of

context), while current evidence indicates that facial behaviour is related to many

other factors and is context-dependent (Dima, 2009).

Given these considerations, many authors recommend the use of indicators from all

three systems in order to gain a more reliable measure of emotional life, especially

due to the high degree of independence between systems (Wilhelm et al., 2006).

As both physiology and behaviour measures are more difficult to apply outside

laboratory settings, self-reports are the most frequently used measure of emotional

experience. But this loose connection between physiology, experience and behaviour

raises the question of what do self-report measures of emotion actually assess.

As discussed in Subsection 4.2.1, emotional life is the result of the interplay be-

tween biology and culture. Thus, emotion labels cannot be a direct reflection of

5The lack of a strong link between physiology and emotion might be explained by a mediation
role of abstract representations of emotion-related physiological changes (Philippot and Rime,
1997), which are likely to be influenced by both biological and cultural factors, as there are
substantial similarities between considerably different cultures (Breugelmans et al., 2005).
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universal/innate emotional systems, nor uniquely culturally constructed. The de-

velopment of emotional language at the individual and societal level is still a matter

of research. Beyond this theoretical issue, self-report measures (whether responses

to questions related to the frequency or intensity of emotion categories or dimen-

sions, or emotion narratives) are momentary constructed descriptions, and are thus

influenced by a multitude of factors (the individual’s recent experience, contextual

characteristics of the questionnaire application, individual characteristics of lan-

guage use, etc.), which need to be considered in the interpretation of self-reports

both in terms of meaningful sources of variance and as measurement error.

In essence, emotion labels can be considered as the currency of our verbal commu-

nication of emotional experience, loosely related to generic themes of experience

relevant for the culture in which they evolved and probably related to a certain

extent to some species specific adaptive behaviours. Actually, this mixed heritage

makes them a suitable instrument for emotion regulation efforts, as differentiation

of emotional experiences based on these labels helps select the most suitable re-

sponses in the given cultural context. Their central position in emotion regulation

via communication justifies their relevance for emotion research6. Nevertheless,

their dependence on the variability of personal experiences and language use leads

to difficulties in emotion measurement (as with pain, see Subsection 2.7.1). Emo-

tion labels do not encode ‘real’ neuro-psychological entities, as pain descriptors do

not encode ‘real’ pain qualities, but reflect the intersubjective nature of language

use and thus the dynamics of human interaction. Thus, any emotion measure (as

any pain measure, according to Crawford, 2009) participates in the construction

of the individuals’ momentary descriptions of their emotional life (based on re-

cent experiences, social interactions, emotion regulation efforts, the context of the

questionnaire completion, etc.).

4.3 Emotions and health

The study of emotions and chronic pain has been naturally influenced by research on

the role of emotions in health, specifically in chronic illnesses. Both categorical and

dimensional approaches to emotion have been studied in health-related contexts.

The dimensional approach has tended to support the role of positive emotions (joy,

optimism, hope, love) and related behaviours in preventing or curing illness and

6However, it is important to note that English terms such as anger, fear etc. are characteristic
only for English speaking cultures, any crosscultural study would need to redefine the relevant
categories to a certain extent.



72 CHAPTER 4. EMOTIONS

increasing health and well being, while negative emotions (aggression, hostility,

depression, anxiety, guilt) were viewed as increasing the risk of various physical

conditions such as cardiovascular diseases, immune deficiencies, cancer (Cacioppo,

2003). However promoting positive emotions as a curative force risks becoming

an additional stress for the patients facing an already threatening illness who find

themselves restricted in their emotional responses by the prescription of a positive

outlook and the interdiction of the justified distress elicited by the symptoms and

consequences of illness (Moskowitz, 2008).

Categorical approaches have brought a fundamentally different idea that both neg-

ative and positive emotions guide adaptation and decision making. In this per-

spective, emotion regulation, not an unyielding optimism, is the key to increase the

adaptive functions of emotions and decrease the associated risks. However, basic

emotions have mostly been studied separately in different health conditions. Among

the advantages of studying basic emotions in health contexts is the possibility to

study emotions in shorter time frames. While dimensional models operate in an

accumulation and chronicity model, basic emotions are more adequate for study-

ing the impact of state-like emotionality on health behaviour and decision making

(Consedine and Moskowitz, 2007).

The mechanisms by which emotion and health interact could be situated on a time

line from primary causative and preventive (physiological changes that exceed the

body’s capacity to keep homeostasis lead to functional and structural changes, im-

mune response suppression leads to increased vulnerability to external factors),

to secondary causative and preventive (mediation via health behaviours - nutri-

tion, exercise, sleep pattern etc.), to symptom attention, sensitivity and reporting

(self-perceived emotions, self-perceived health/illness, well-being), medical contact,

detection and screening behaviours, treatment decision making and treatment ad-

herence (Consedine, 2008). In this classification, the issue of managing life with a

chronic condition such as pain could be considered an aspect of the last two cate-

gories: the continuous adaptation to the challenges brought by pain and its personal

and social consequences necessitates numerous decisions related to diminishing its

impact and its aggravation, as well as adhering flexibly to various pain management

behaviours (from medication to self-help methods).
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4.4 Emotions and chronic pain

Pain is a special case both as a symptom associated with other health conditions,

and as a stand-alone condition, in that it is both a sensory and an emotional ex-

perience. This characteristic makes pain a particularly adequate topic of study for

biopsychosocial approaches to health (see Chapter 2). Thus, the role of emotions in

chronic pain has been fundamental to research efforts regarding definition, etiology,

diagnosis and treatment.

Early accounts of the relationships between emotions and pain were formulated in

a psychoanalytic framework. Engel (1959) placed the affective tone of pain at the

centre of the individual’s development and functioning in terms of body image,

relationships and related feelings of guilt, aggression, loss and sexual excitement.

He distinguished a special type of ‘pain-prone’ patient for whom pain plays an

adaptive role and is thus paradoxically associated with pleasure, even if only by

avoiding other more unpleasant experiences. If peripheral pathological processes

do not account for the character of the pain experience as reported by the patient,

clinical explanations need to be sought in the ‘psychic distortion and elaboration’

of pain. His description of this psychological level was in terms of emotions. Pain,

he stated, can be used as self-punishment to ease feelings of guilt, closely related to

difficult childhood experiences involving aggression, loss and the development and

socialisation of sexual impulses. Although this approach was revolutionary at the

time and the astuteness of the clinical observations presented is still impressive,

the abuse of this label in practice (especially when associated with the limits of

diagnosing the medical condition) and lack of empirical support has not led to

effective interventions (Keefe et al., 2001).

The OBT approach to pain (Fordyce, 1976) reinterpreted in a behaviorist language

the relationships identified in the psychoanalitic literature regarding emotional fac-

tors and pain. In Fordyce’s interpretation, the link with early childhood experiences

of pain became a history of conditioning relevant for the current development of

pain behaviours. Anxiety is inevitably experienced throughout the individual’s life

in relation to potential harm or loss, and it is naturally associated with depression

as a sign of loss. Punishment can also be associated with pain, and in this context

depression and guilt are present and with them probably withheld anger and hostil-

ity. These represent opportunities for learning and it follows logically that the more

such events were present in the person’s life, the stronger the association between

emotional distress and pain.
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Fordyce described a “snowballing or vicious cycle effect” by which frequent emo-

tional distress prevents normal relationships and therefore predisposes the individ-

ual to more inner focus on distressful feelings or bodily sensations. Strong associa-

tions make all these separate states behave as a “single response class”, and stimuli

that elicit one state may also elicit another. Discrimination between these states

is difficult at the level of conscious experience, and so is labelling them internally

or when communicating these states to others. This automatic discrimination er-

ror does not imply a causal link between emotions and pain, and Fordyce warned

against using the presence of distress for using the diagnosis of psychogenic pain

in the absence of an identifiable physical injury. He stated that proving the exis-

tence of a causal link in a specific case involves identifying systematic relationships

between emotional stimuli and reports of pain, but did not develop this subject fur-

ther. Fordyce made no further distinctions between the roles of separate emotions,

and did not mention any relationship between happiness (or any positive feelings)

and reports of pain. His approach focused strictly on pain behaviours as operant,

and the methods to diminish them and promote and maintain well behaviours.

The CBT approach to pain has focused mostly on cognitive constructs such as illness

schemata, beliefs, attitudes, attributions, cognitive distortions and their impact

on decision making and coping (see Chapter 5). Cognitive models have generally

neglected the role of emotions (Skevington, 1995, p. 173), but in the last decades

the general interest in emotions has also kindled research on their role in chronic

pain, in close connection with research on stress and health (Keefe et al., 2001).

Research on the relationship between stress and pain has revealed a complex pat-

tern according to which the impact of stressful events depends on the interpersonal

context, the individual’s appraisal, the coping resources available and the action

taken to counteract these effects (Keefe et al., 2001). In certain conditions, stress

has also been shown to induce analgesia, via multiple neural and hormonal mecha-

nisms (Bonica, 2001, p. 137–140). These findings exposed the necessity of focusing

on specific emotional states and emotion regulation strategies. Thus, while dimen-

sional views of emotions have been more influential in other health-related areas,

the relationship between emotions and chronic pain has been formulated more in

terms of basic emotions. Fear/anxiety and anger have been by far the most studied,

while sadness, shame and happiness have been usually incorporated in the study of

depression and only recently addressed more directly. However, one of the biggest

challenges of emotion research in chronic pain is actually separating emotional as-

pects of the pain experience itself from aspects of the individual’s emotional life
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that are distinct from pain. I will start by describing the affective component of

pain and then focus on each of the five basic emotions.

4.4.1 Emotion as a dimension of the pain experience

Emotion has been considered a constitutive component of the pain experience. As

discussed in Chapter 2, it is the characteristic unpleasantness of pain that distin-

guishes it from sensations. The degree to which the affective component is distinct

from the sensory and evaluative components is however controversial (Fernandez

and Turk, 1992).

Well-established measures such as the MPQ include motivational-affective terms

in the assessment of pain quality. Melzack and Katz (2001) asserted that the 3-

dimensional structure of the MPQ has a strong support, especially the distinction

between the affective and sensory dimensions, even if some evidence exists against

the relevance of two separate affective and evaluative subscales. The existence of al-

ternative proposals for the MPQ structure consisting in a variable number of factors

was explained in terms of the differences in samples and factor analytic methods

used. In contrast, Holroyd et al. (1992) reported high correlations between the

subscales and lack of discriminant validity in relation to measures of psychopathol-

ogy. In their analysis, a second-order pain-distress factor (on which the affective

dimension had the highest loading) explained 62% of the variance in MPQ scores,

while the primary factors had minor contributions7. But high correlations do not

necessarily imply lack of distinctiveness, and other authors argued for the necessity

of separate measures of pain affect and pain sensation based on research showing

the selective influence of experimental pain induction and treatment interventions

on the two dimensions (Wade et al., 1990; Fernandez and Turk, 1992; Melzack and

Katz, 2001).

Wade et al. (1990) went one step further in suggesting that the affective component

is actually multidimensional, and reducing the emotional disturbance due to pain to

a single ‘unpleasantness’ term is too simplistic. They differentiated between anger,

frustration, anxiety, fear and depression as predictors of pain-related unpleasant-

ness and clinical depression when controlling for pain sensation intensity and report

7The difficulty of clarifying the issue of component distinctiveness is increased by a particularly
strong contribution of instrument variance to the high correlations between the subscales, as shown
by Holroyd et al. (1996). The authors noted that the difficulties the patients face in describing
their pain might make them inherently sensitive to format- and context-related error (p. 263).
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that anger, anxiety and depression are associated with clinical measures of depres-

sion, while anxiety, frustration and anger are related to pain unpleasantness. They

interpret these differences as evidence for the usefulness of distinct emotion reports

and perhaps targeted interventions.

Along the same lines, Gaskin et al. (1992) reported that measures of anxiety, anger

and depression are associated with pain intensity (MPQ) scores8. Fernandez and

Milburn (1994) studied 10 distinct emotions in relation to affective, sensory and

overall pain assessments and identified anger, fear and sadness as most relevant for

predicting affective pain9. Based on this research, Fernandez and Boyle (2001) used

anger, anxiety and depression as subcategories of the emotional component of pain

to guide an analysis of the affective and evaluative descriptors of the MPQ, thus

implicitly considering the three emotion categories as indicators of a single concept

of emotional distress subsumed to the concept of pain10. Clark et al. (2002) showed

that the emotional qualities of pain (and four of its components - anxiety, depression,

fear and anger) can dominate the somatosensory and well-being dimensions in global

intensity self-reports of postoperative pain, thus bringing further evidence for the

importance of the affective dimension of pain. A stronger link between affective

qualities and overall pain intensity was confirmed in a within-person, momentary

assessment design (Litcher-Kelly et al., 2004).

A different proposal is the sequential processing model of pain which describes

the affective dimension of pain as the result of multiple processes: pain sensation,

arousal, autonomic and somatomotor activation and cognitive appraisals (Price and

Harkins, 1992; Price et al., 2001). These processes take place in two stages: first-

order appraisals related to pain sensation, arousal, activation and perceptions of

the immediate context, followed by second-order appraisals based on the first stage

and additional assessments of the long-term implications of pain.

In addition to relying on rich data on experimental pain induction, this model of

pain-related affect shows a thorough understanding of current theories of emotion.

8The authors suggested that these relations might also be explained in terms of attributional
processes (i.e. the responses to questionnaires might reflect respondents’ interpretations of general
arousal prompted by emotion or pain-related items).

9The emotions were selected based on Izard’s differential emotions theory, and grouped in 3 cat-
egories: physiologically prewired negative emotions (anger, fear, sadness), cognitively modulated
negative emotions (guilt, shame, disgust, contempt) and positive or neutral emotions (surprise,
interest and joy).

10In this study, participants were asked to classify descriptors into the three subcategories
plus an overall intensity-evaluative subcategory. Few affective descriptors were shown to relate
unambiguously to a specific subcategory, which reflects the difficulties in assessing the emotional
aspects of pain via self-report.
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The authors refer to Damasio’s (1999, as cited by Price et al., 2001) distinction of

core consciousness and extended consciousness and to cognitive appraisal theories

to highlight the interaction between meaning and physiological activation in the

generation of emotional feelings. In the first stage, the qualities of pain sensations

and associated activation and contextual factors are appraised as intrusion and

threat at the level of core consciousness, resulting in an overall assessment of pain

unpleasantness which leads to simple pain behaviour. The second stage processes

the first stage input and additional context information at the level of extended

consciousness to generate complex pain behaviour and various emotions (anger,

frustration, sadness, anxiety, etc.) depending on the nature of the appraisals in-

volved. Thus, the model shares a common perspective with many approaches to

emotion theory. It follows multilevel models of emotion in its attempt to integrate

both automatic, immediate processes and conscious, appraisal-mediated processes

in the generation of emotional states. Also, it shares common elements with specific

emotion theories, such as the core affect and the conceptual-act models (Russell,

2003; Barrett, 2006a,b) which also draw from Damasio’s distinction and try to bring

together dimensional and categorical approaches to emotion.

The sequential processing model is also supported by neurophysiological data (Price,

2000, 2002; Chapman, 2004). Limbic neuroendocrine physiological mechanisms (es-

pecially the locus ceruleus and dorsal noradrenergic bundle; the ventral noradren-

ergic bundle and the hypothalamo-pituitary-adrenocortical axis; and the central

serotonergic pathways) participate in both emotion and pain perception and are

likely responsible for an immediate response to threat that automatically discontin-

ues ongoing attentional and behavioural processes and alter bodily states. Activity

in multiple cortical areas results in second stage affective states. Some areas seem

to participate selectively in pain related primary affect (e.g. the anterior cingulate

cortex; Price, 2000). Interestingly, empathic reactions to other person’s pain are

thought to involve predominantly these areas (Singer et al., 2004; Singer and Frith,

2005)11.

11As detailed in Chapter 2, pain perception, modulation and behaviour emerge from the activ-
ity of multiple ascending and descending pathways, cortical and subcortical centers and neuroen-
docrine mechanisms, many of them also participating in emotional processing, as described earlier
in this chapter (for a different interpretation of the neurophysiological literature, see Mollet and
Harrison, 2006). The extent to which specific neural formations are dedicated to specific functions
and the correspondence between these functions and categories of behaviour as discriminated by
observation are however controversial issues in the neuroscience literature (Cacioppo et al., 2000).
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Although it is by far the most elaborate model of pain affect and has important

implications for clinical practice, the sequential processing model faces a major dif-

ficulty when applied beyond experimental settings. Chronic pain patients find it

difficult to distinguish between pain intensity, affect, disability and other related

aspects when asked to report their health status. For example, in answering a

question assessing pain intensity patients might corroborate information about his

immediate affective reactions, multiple appraisals of the implications of their pain,

the various emotional states they have recently experienced, emotion regulation

efforts, etc. Thus, one might never obtain a ‘clean’ measure of a concept, and

correlations between various measures also reflect similar processes patients em-

ploy when responding to particular questions. This issue of “discrimination error”

is central to emotion measurement in chronic pain, in addition to the difficulties

discussed in Sections 4.2.3 and 2.7.3.

In conclusion, depending on the characteristics of the measurement tools, sample

and context, emotion can been conceptualised as overlapping with sensory char-

acteristics of pain, as a distinct dimension, as contributing factor to overall pain

intensity assessments, as a result of appraisal processes based on other pain and

context characteristics, or even as a group of distinct concepts interacting with the

pain experience. Some examples of the role of unique emotions in chronic pain or

symptom perception and adaptation to illness are presented next.

4.4.2 Anger

Anger and frustration are reported as the most intense emotions experienced as

concomitants to pain (Wade et al., 1990; Fernandez and Milburn, 1994; Price, 1988

as cited in Price et al., 2001). Yet the role of anger and anger regulation in chronic

pain has received considerable attention only in the last two decades. As seen

in earlier sections, previous attempts to link anger inhibition to pain severity were

either based on psychoanalytic views and were thus only clinical descriptions (Burns

et al., 2008c), or merged anger into a general construct of emotional distress.

Fernandez and Turk (1995) described two possible pathways through which pain

may generate anger, according to emotion theories: an immediate, automatic, non-

cognitive activation related to the sensory properties of pain, and a conscious activa-

tion mediated by cognitive appraisals of goal obstruction or mistreatment directed

at the source of injury, medical and legal systems, significant others or self (see

also Okifuji et al., 1999). They noted the high prevalence of anger and hostility
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relative to other emotions reported in the literature, possibly underestimated due

to denial, and also of anger suppression. They reviewed the limited research at the

time supporting hypotheses regarding the role of inhibited and expressed anger in

the etiology of chronic pain or in the adjustment to chronic pain by its influence

on associated depression, interpersonal difficulties, comorbid health problems, poor

health habits or failure to cooperate in treatment programs.

Initial research focused on the concepts of ‘hostility’ and ‘anger management style’

(with two dimensions, anger-out, representing a tendency to manage anger through

verbal and physical expression, and anger-in, a tendency to inhibit expression). Sev-

eral studies using self-report (i.e. the Anger Expression Inventory; AEI) revealed a

complex picture of the relationship between anger and pain, mainly focused on the

role of anger expression. In addition to the moderating effects of gender and level of

hostility and the mediating role of spouse punishing responses (Burns et al., 1996),

anger expression was shown to be linked with pain severity by various psychophysi-

ological mechanisms related to stress responses: muscle reactivity, endogenous opi-

oids activity, blood pressure reactivity, and sympathetic hypofunction leading to

increased catecholamine sensitivity.

The most documented mechanism is the hypothesis of an endogenous opioid dys-

function. As reported by Bruehl et al. (2002), anger expression (but not anger

suppression) was associated with absence of opioid analgesia during acute pain

tasks for both chronic pain patients and healthy controls. Also, stronger opioid

analgesia for experimentally induced pain partially was reported to mediate the

relationship between low anger expression and reports of lower daily chronic pain

intensity (Bruehl et al., 2003b). Variance in anger expression scores and variance in

blood pressure reactivity (another physiological effect of endogenous opioids) over-

lapped in explaining variance in sensitivity to experimentally induced pain (Burns

et al., 2004). Anger expression was associated with higher pain severity only in

patients not taking opioids as a treatment, controlling for depression, anxiety and

antidepressant intake (Burns and Bruehl, 2005). Research also identified a genetic

moderation of the relationship between anger-out and analgesic demands after coro-

nary artery bypass surgery (Bruehl et al., 2006b), and recently confirmed for the

relation between anger-out and ratings of pain intensity following an experimental

pain induction, for both chronic pain patients and healthy controls (Bruehl et al.,

2008b). Greater anger expression scores significantly predicted smaller pain-induced

increases in plasma endogenous opioids following pain induction, and this relation-

ship mediated the effects of anger expression on pain unpleasantness, controlling
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for negative affect (Bruehl et al., 2007b). The relation between anger-out and en-

dogenuous opioid analgesia to acute pain in healthy individuals was apparently

moderated by gender (Bruehl et al., 2007a). Recent work suggested that negative

emotional responses to experimental noxious stimuli in chronic pain patients were

also affected by opioid dysfunction in individuals with high anger-out scores (Bruehl

et al., 2008a).

These studies present a strong case for the endogenous opioid deficit as impor-

tant physiological correlate of the link between anger expression and pain severity.

This finding might reflect several alternative mechanisms. Anger expression might

contribute to a stressful personal environment, which stimulates secretion of en-

dogenous opioids, leading in time to either increased tolerance or chronic depletion

of opioid stores, resulting in incapacity to modulate pain perception and mood.

Alternatively, chronically low opioid activity (due to genetic or environmental fac-

tors) might lead to decreased ability to regulate both anger and pain perception,

resulting in overt expression of anger and increased pain sensitivity; or both deficits

of endogenous opioids and ability to regulate anger might be enhanced by physi-

ological changes characterising chronic pain in some predisposed individuals. The

presence of this mechanism in healthy individuals rules out the possibility of the

deficits being the direct result of chronic pain related changes (Bruehl et al., 2002,

2003b).

Several studies support the other physiological mechanisms. For example, Burns

(1997) reported that anger management style, hostility and gender interactions

contribute to the aggravation of chronic low back pain by increasing symptom-

specific muscle tension during events eliciting anger, in addition to cardiovascular

changes. In a study by Burns et al. (2003), healthy individuals with high anger

expression scores reported higher pain intensity in experimentally induced pain only

following a situation eliciting anger and the relationship was partially mediated by

blood pressure reactivity. Bruehl et al. (2003a) found that anger-out was related to

increased pain severity in patients diagnosed with chronic regional pain syndrome

(CRPS, condition characterised by sympathetic dysfunction) but not in patients

with non-CPRS limb pain.

In a recent review of the literature on anger expression, Bruehl et al. (2006a) noted

the importance of distinguishing between trait and state anger-out. While the

former is measured by the AEI subscale, the latter is experimentally manipulated

by harassment methodologies (anger elicitation with or without the possibility to

express anger). They proposed that trait and state anger interactions might have an
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impact on pain perception: in anger-out individuals, expressing their anger might

reduce arousal and negative health effects, suppressing might have opposite effects.

Moreover, they replaced the previous opioid deficit hypothesis with that of an opioid

triggering mechanism: high anger-out individuals might have a higher threshold for

opioid release, for which behavioural anger expression might act as a trigger.

Even if most findings focused on anger-out, anger-in was also shown to interact with

hostility in predicting increased low back pain via increased muscle tension during

anger elicitation (Burns, 1997; Burns et al., 2006). Burns et al. (2008c) explained the

unclear results regarding anger inhibition by limitations in the self-report measure

used: unclear conceptualisation of trait and state anger-in and overlap with general

measures of negative affect. They proposed adopting an experimental research

paradigm based on Wegner’s ironic process theory of thought suppression (Wegner,

1994, as cited in Burns et al., 2008c), which enables assessing the effect of state anger

suppression on subsequent pain processing. According to this model, a monitoring

process ironically makes the suppressed content highly accessible and thus able to

influence perceptions of consequent events (in this case, pain) in a manner congruent

with the suppressed content (anger).

Working within this paradigm, Quartana and colleagues have reported that ex-

perimentally manipulated anger suppression (but not anger control) during anger

induction (but not anxiety induction) led to later reports of higher pain intensity

(and more pain behaviour) following pain induction in both chronic pain patients

and healthy individuals, and the relationship was partly mediated by ratings of

anger-related affective pain qualities and anger levels (Quartana and Burns, 2007;

Quartana et al., 2007; Burns et al., 2008b). For chronic low back pain patients

with high anger-out scores, experimentally induced pain-related distress suppression

(and not other forms of anger regulation) contributed to increased symptom-specific

muscle tension during pain induction (Burns et al., 2008a), also when followed by a

mental stressor and a recovery period (Burns et al., 2009). A study from a different

research group brought preliminary support for the role of (written) constructive

anger expression in improving perceived control over pain and depressed mood (and

marginally pain intensity) in chronic pain patients; this relationship was partially

mediated by the amount of anger and meaning making expressed in the written

text (Graham et al., 2008).

The recent findings outline an increasingly clear, though complex picture of the

relation between anger and pain. Also, the neurophysiological literature describes

overlapping neural and endocrine mechanisms for both pain perception and anger
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regulation, thus offering a strong support for this relation (Bruehl et al., 2009;

Mollet and Harrison, 2006). In essence, it is not the emotion itself, but rather the

strategies used to regulate it that interact in multiple ways with pain perception and

modulation. Frequently expressing anger is associated with reports of increased pain

severity via increased physiological responses to stress. However this relationship is

moderated by various other factors, such as gender, state-anger, medical condition,

opioid intake. Suppressing anger is also paradoxically increasing subsequent pain

reports, suggesting that both regulation strategies, while useful in certain situations,

need to be carefully balanced and used in combination with other strategies.

4.4.3 Depression and sadness

In Fernandez and Milburn’s (1994) study of the relationship between distinct emo-

tions and pain reports, sadness was identified as one of the negative emotions most

closely related to pain, and the second most intense emotion experienced, after

anger. However, sadness as a stand-alone emotion has not been studied in chronic

pain, and research has focused on chronic pain-associated depression, which may be

considered the clinical equivalent of sadness as a discrete emotion (Fernandez and

Boyle, 2001).

Depression and chronic pain are often comorbid conditions. Moreover, depression

is more frequent in chronic pain compared to other chronic conditions and devel-

opment of depression is related to duration and severity of pain, number of pain

locations, and frequency of pain breakthrough (Banks and Kerns, 1996; Fishbain

et al., 1997). The simultaneous presence of chronic pain and depression affects

negatively functional limitations, quality of life, and treatment utilisation and ef-

ficacy (Bair et al., 2003; Mossey and Gallagher, 2004; Arnow et al., 2006). The

causal connection between depression and pain is however controversial and several

alternative hypotheses have been proposed: depression is an antecedent of chronic

pain, an immediate consequence, a predisposing factor (the scar hypothesis), a

consequence mediated by psychological factors such as beliefs of life interference

or decreased self-control (the cognitive-behavioural mediation model), or they both

have a common pathogenic mechanism (Fishbain et al., 1997).

Depression as antecedent is mostly based on the psychoanalytic tradition and pro-

poses that, for a patient for whom an organic cause has not been found, the chronic

pain is a result of repressed depression; this hypothesis has been largely disconfirmed

(Pincus and Williams, 1999). Other mechanisms have been recently proposed, such
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as neglecting physical health and sleep problems, and several longitudinal studies

indicate a higher risk of chronic pain onset for depressed individuals (Currie and

Wang, 2005). Depression as immediate consequence, although largely supported

(Fishbain et al., 1997), was an early approach lacking explanatory power as it did

not address the mechanisms by which depression follows onset of chronic pain or

increases in pain severity and therefore was replaced by more complex models.

The scar hypothesis (or the vulnerability / diathesis-stress model) is based on Beck’s

cognitive distortion model, Seligman’s learned helplessness model and Lewinsohn’s

behavioral model of depression. It stipulates that premorbid psychological predis-

positions (such as negative schemata about the self, the world and the future; or

the tendency to make internal, stable and global attributions; or restricted premor-

bid levels of instrumental activities and limited skills to obtain external reinforcers)

are activated by stressful events related to pain: the symptom itself, the related

impairment and disability, the secondary social and psychological losses and the

interactions with the medical system. This activation leads to processing biases

(such as overgeneralisation, personalisation, absolutistic thinking and catastrophiz-

ing), more frequent use of depressive attributional style, limitation in rewards and

increase in punishing reinforcement, which maintain dysphoric mood and negative

thought patterns (Banks and Kerns, 1996).

The cognitive-behavioral mediation model (Rudy et al., 1988) proposed that percep-

tions of reduced instrumental activities (life interference), and reduced control and

personal mastery are necessary conditions for onset of depression in chronic pain

patients. Support for this model was provided by mediation analyses using SEM

methodology. The authors considered these results as evidence against the common

pathological mechanism hypothesis, which relied mostly on neurophysiological data

related to the stress response (with possible common mechanisms related to func-

tioning of the hypothalamo-pituitary-adrenal axis, serotonin and norepinephrin; see

also Blackburn-Munro and Blackburn-Munro, 2001, for a more recent review), but

did not account for the low correlations between pain severity and depression.

In fact, instead of being a case of supporting one hypothesis in the detriment of

another, the possibility of multiple causal factors intervening to various degrees in

different populations is more likely. For example, several longitudinal studies re-

ported significant (although weak) relationships between both initial depression and

subsequent pain onset and vice versa (Magni et al., 1994; Currie and Wang, 2005).

Turk et al. (1995) tested the cognitive-behavioral model in young and elderly pa-

tients and report stronger links between pain and depression in the elderly compared
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with young patients. Within a sample of older adults, a longitudinal study found

a moderating effect of gender, and not age (Geerlings et al., 2002). Averill et al.

(1996) identified several demographic, pain-related and work-related correlates of

depression in chronic pain: high depression was associated with lower education,

single status, younger women and older men, pain duration, unemployment, work-

ing people planning future litigation and unemployed not planning litigation (work

status, education, and marital status seem to be the most relevant predictors ac-

cording to a stepwise regression model). Obviously, the impact of different factors

depends on the medical condition related to chronic pain. For example, rheuma-

toid arthritis was more influenced by peripheral physical pathology, while other

pain conditions involving changes in the central nervous system were possibly more

sensitive to psychological and social input. These findings indicate the necessity

of developing complex bio-psycho-social models addressing the depression-pain link

(Campbell et al., 2003).

The study of the depression-pain relationship is encumbered by two main issues.

First, many studies rely on the assumption that depression and pain are two dis-

tinct constructs. But most of the data pertaining to these hypotheses rely on either

operational diagnostic criteria (such as the Diagnostic and Statistical Manual of

Mental Disorders; DSM) or self-report measures (such as Beck Depression Inven-

tory; BDI) which are both problematic when used in chronically ill population, due

to overlap in symptoms, e.g. sleep problems and impairment in functioning (Banks

and Kerns, 1996; Fishbain et al., 1997; Campbell et al., 2003)12. Some authors

employed corrected cut-off scores for diagnosis instruments (Turk et al., 1995), but

such recommendations haven’t been widely adopted, therefore most current data

related to the depression-pain link need to be treated with caution due to this

criterion contamination (Pincus and Williams, 1999).

Second, depression is a complex and heterogeneous category. In chronic pain re-

search, the term has been used to describe either mood, symptoms or syndromes,

often leading to contradictory results regarding prevalence (Banks and Kerns, 1996).

While the emotion of sadness is considered to occupy centre stage13, depression in-

cludes a complex pattern of cognitions and affective responses. It is acknowledged

12Although other authors argue against eliminating such symptoms from a depression diagnosis
in chronic pain and suggest considering them towards a diagnosis of reactive depression (Sullivan,
2001).

13Although depressed mood is not a necessary condition for the diagnosis of depression, anhe-
donia being the alternative condition, according to DSM-IV (Sullivan, 2001).
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that other emotions are important in depression: primarily disgust (with its self-

directed variants like guilt, shame and embarrassment), but also anger and anxi-

ety (Power and Dalgleish, 2008)14. The models described above also highlight the

significant role of cognition, but its interaction with emotional aspects in chronic

pain-related depression is still largely unknown, as general depression models do

not necessarily apply to chronic pain. Indeed, the presence of chronic pain and de-

pression has been reported to influence depression symptoms differently, with little

or no impact on loss of interest in activities and feelings of guilt, and higher impact

on insomnia and sad or depressed mood (Ohayon, 2004).

This complexity does not justify the use of such an umbrella-construct in research,

but rather focusing on specific components for which different psychological, social

and physiological mechanisms might intervene. Studying sadness as a stand-alone

emotion might provide different insights into these mechanisms. Recent experimen-

tal research on sad mood induction in healthy subjects suggests a role in reducing

pain thresholds (thus increasing sensitivity) for acute pain (Wagner et al., 2009),

while earlier research reports that depressed individuals actually have higher pain

thresholds than healthy individuals (Dickens et al., 2003). In chronic pain, yet a

different relationship might emerge, due to the pathophysiological and psychosocial

changes involved; the existing evidence is inconclusive (Lautenbacher and Spernal,

2004).

4.4.4 Fear/anxiety

Fear is the third most reported basic emotion in chronic pain (after anger and

sadness), according to Fernandez and Milburn’s (1994) study, and also one of the

negative emotions most closely associated with pain. Yet fear and similar emotional

states such as anxiety, panic and worry have been studied much more than anger

and sadness in chronic and acute pain. This is partly because they are prototypically

used to describe response to physical threat, for which pain is an obvious signal,

and emotional distress, with which chronic pain is associated in many ways, and

partly because cognitive-behavioral research on anxiety disorders has been one of

the main areas of scientific progress in clinical psychology in the last decades, from

which many concepts and models have been adapted for chronic pain management.

14Yet information-processing bias experiments indicate that feelings of guilt and shame do not
characterise chronic pain depressed patients, in contrast with depressed patients not suffering from
chronic pain (Pincus and Williams, 1999).
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The prototypicality of fear as a response to physical threat would lead to the con-

clusion that fear is invariably positively associated with pain, but research reveals

a more complex picture. Part of the complexity stems from terminological issues.

First, anxiety is used to describe the psychiatric disorder, the symptom present

in many other emotional disorders, the emotional response, the mood/state, the

personality trait, or even a coping strategy. Each of these phenomena can have a

different relationship to chronic pain status variables. For example, there is a high

comorbidity of chronic pain in panic disorder patients (48%, Kuch et al., 1991) and

a high proportion of chronic musculo-skeletal patients meet the criteria for social

phobia and post-traumatic stress disorder (Asmundson et al., 1996, 1998 as cited in

Asmundson et al., 1999). A more recent general population survey also indicated

high comorbidity between chronic pain and anxiety disorders, especially panic dis-

orders and post-traumatic stress disorders (McWilliams et al., 2003). However

in terms of sensitivity to acute painful stimuli, individuals suffering from anxiety

and panic disorders are similar to healthy individuals (Lautenbacher and Spernal,

2004). When considered as a personality trait, anxiety (as measured by the Spiel-

berger Trait Anxiety Inventory; STAI) is related to pain severity and disability

(McCracken et al., 1996), coping strategies (Hallberg and Carlsson, 1998), and its

relation to reports of pain intensity and unpleasantness and tolerance for acute pain

is moderated by modality, gender (Jones et al., 2002), and attention focus (James

and Hardardottir, 2002).

Second, fear, anxiety, panic and worry can be conceptualised as synonyms or dis-

tinct concepts. For example, anxiety can be considered as the anticipation of po-

tential threat, while fear as a reaction to a present threat (James and Hardardottir,

2002). In experimental studies of acute pain in healthy individuals, induced fear

(conditioning to electrocutaneous painful stimuli, or fearful images) was reported

to reduce sensitivity to subsequent painful stimuli of a different modality, while

anxiety (expectation of a painful stimulus not applied subsequently) either had no

effect, or increased sensitivity to acute pain, depending on its relation to pain, at-

tention processes and perhaps gender (Lautenbacher and Spernal, 2004; Kirwilliam

and Derbyshire, 2008). In clinical settings however, fear and anxiety are used in-

terchangeably (Leeuw et al., 2007).

Third, fear and anxiety can have a different impact on pain depending on whether

they are about pain itself, or other events in the person’s life. Trait and state

anxiety unrelated to pain have no bearing on sensitivity to pain, but pain-related

anxiety (such as dental pain), although it does not decrease thresholds, increases
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ratings on pain intensity for the relevant body region (Lautenbacher and Spernal,

2004). Obviously, fear can stem from other chronic pain-related issues, such as the

unpredictability of the condition and consequences of disability.

Fourth, fear has not been studied from an emotion perspective, but predominantly

as part of a complex pattern (as with sadness and depression) which includes cog-

nitive processes involved in its generation and perpetuation, as well as mechanisms

of emotion regulation, and related behaviours, and no clear conceptual distinctions

were made between them.

Most research has been based on the fear-avoidance model of exaggerated pain

perception, first developed for chronic low-back pain (Lethem et al., 1983). In

this model, fear of pain is a synonym of pain-related anxiety and represents the

emotional response to current and future pain viewed as threat, for which the indi-

vidual has two types of responses available: confrontation or avoidance. Depending

on current life events, personal pain history, characteristic pain coping strategies

and personality, individuals might chose predominantly confrontation strategies or

avoidance. Confrontation is the adaptive response, as it leads to emotional re-

sponses synchronous with the sensory qualities of pain, and as the organic basis of

pain subsides or reaches a plateau, so do the emotional response components (pain

experience, behaviour and physiological responses). Avoidance is non-adaptive, as

it decouples the affective and sensory components, and thus the individual can be

increasingly emotionally affected by pain despite organic improvements in their back

condition, leading to exaggerated pain perception and pain behaviours and physi-

ology. In essence, this model is a reformulation of Fordyce’s operant pain concept

in cognitive terms. It has had an enormous impact on the CBT approach to pain

management and is also reflected in the acceptance-based approach.

A first effort to distinguish the components of pain-related anxiety/fear was the

development of the Pain Anxiety Symptoms Scale (PASS; McCracken et al., 1992),

which separated cognitive, behavioral and physiological aspects into 4 subscales:

somatic anxiety, cognitive anxiety (appraisals of cognitive interference during pain),

fear (appraisals of negative consequences of pain) and escape/avoidance15. Another

conceptualisation is fear of movement/(re)injury, as measured by the Tampa Scale

for Kinesiophobia (TSK; Miller et al., 1991, as cited in Vlaeyen et al., 1995). Fear

15A different factor structure was identified by Larsen et al. (1997), with 5 factors labelled
catastrophic thoughts, physiological anxiety symptoms, escape/avoidance behaviours, cognitive
interference and coping strategies, while a 4-factor solution led to different item groupings, thus
questioning the validity of the scale.
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is here equated more with beliefs about pain causing injury and about the necessity

to avoid physical activity and pathological somatic focus. Fear of work-related

activities is yet another conceptualisation, as reflected in the Fear Avoidance Beliefs

Questionnaire developed for back pain patients (FABQ; Waddell et al., 1993), which

actually enquires about beliefs related to how work-related and general activities

affect their pain. A fourth measure, the Fear of Pain Questionnaire (FPQ; McNeil

and Rainwater, 1998), distinguishes between fear of severe pain, fear of minor pain,

and fear of medical pain, and asks respondents to estimate how fearful they think

they would be in a list of hypothetical events involving painful experiences.

All these measures have generated research indicating that fear of pain is associated

with multiple health status indicators in chronic back pain and other conditions.

Thus, fear of pain (PASS) was reported to be associated to disability and interfer-

ence due to pain, controlling for emotional distress and pain severity (McCracken

et al., 1992), to pain behaviours (McCracken et al., 1996), pain-related distress

(Vowles et al., 2004), and increased non-specific physical complaints (McCracken

et al., 1998), and was more characteristic of dysfunctional chronic pain patients as

classified based on the Multidimensional Pain Inventory (Asmundson et al., 1997b;

McCracken et al., 1999). Fear of work and activities (FABQ) was associated with

work loss and disability in daily activities (Waddell et al., 1993; Fritz et al., 2001),

although its usefulness in predicting poor outcomes was limited for work-related

low-back pain (Cleland et al., 2008). Fear of movement (TSK) was related to mea-

sures of catastrophizing and depression and also to behavioral measures of avoidance

(Vlaeyen et al., 1995), and was more associated to self-reported disability and be-

havioral performance, compared to negative emotionality (Crombez et al., 1999).

An electronic momentary assessment study reported that attention to pain par-

tially mediated the relationships between fear of movement and pain intensity as

measured simultaneously (Roelofs et al., 2004). However recent longitudinal stud-

ies did not support the role of fear of movement in predicting future low-back pain

outcomes (Sieben et al., 2005; Pincus et al., 2006). Also, fear of pain as measured

by FPQ was related to behavioural measures of escape/avoidance in healthy in-

dividuals (McNeil and Rainwater, 1998), which in this case might be an adaptive

response16.

16It is also acknowledged that these associations may be partially due to content contamination
between measures, for example between avoidance and disability, or anxiety and pain intensity,
as they tap into the same behavioural and emotional phenomena (McCracken et al., 1996).
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Another conceptualisation of fear in pain research is as an expression of anxi-

ety sensitivity (AS). AS was adopted by chronic pain researchers from cognitive-

behavioural theories of anxiety disorders. It is defined as the fear of anxiety-related

bodily sensations due to beliefs about their harmful consequences, and was found

to be associated to fear of pain and thus to pain-related avoidance (Asmundson

and Taylor, 1996; Zvolensky et al., 2001), and to selective attention to pain-related

information in chronic pain patients (Asmundson et al., 1997a). AS also increased

reports of pain intensity and anxiety (but not physiological reactivity) following

experimentally induced pain in patients with panic disorders (Schmidt and Cook,

1999). In healthy individuals, AS similarly increased reports of pain intensity in

response to acute pain (Keogh and Birkby, 1999), and its relation to affective rat-

ings of pain was mediated by pain-related interpretive biases (Keogh and Cochrane,

2002). Results are contradictory regarding its relation to decreased pain thresholds

(Keogh and Birkby, 1999; Keogh and Cochrane, 2002). It was also related to lower

levels of vitality, and poorer social and psychological functioning, controlling for

demographic, work-related and pain-related variables (Plehn et al., 1998).

Greenberg and Burns (2003) highlighted the difference between fear of pain as a

special type of phobia (of the painful stimuli as such) and AS as a more generalised

vulnerability to various situations that generate anxiety-like symptoms, and set up

a decisive experiment in which chronic pain patients were subject to a cold pressor

task (to elicit pain anxiety) and a mental arithmetic task (to elicit social anxiety).

In this situation, a phobia model would predict differences only in responses cold

pressor task depending on fear of pain and AS scores, while the AS model would

predict differences in both tasks. The results supported the latter model, as PASS

scores accounted for significant variance of self-report and behavioural responses to

both tasks, and most variance explained was common with AS scores17.

However these models of fear-avoidance and anxiety-sensitivity are focusing less on

the fear as a momentary emotional reaction (as distinct from anger and sadness,

for example) and more on a wider meaning of fear which includes maladaptive

cognitions about pain and pain avoidance. This made them more suitable as a

framework to study the impact of life events, pain history, coping strategies and

personality on chronic pain adjustment, than as models of emotion and pain. They

also highlight the above-mentioned difficulty of separating the emotion of fear from

its cognitive and behavioral correlates18.

17The amplifying function of such a meta-emotion as fear of fear can be described as reflecting
a dysfunctional emotion regulation mechanism.

18The issue of emotion-cognition-behaviour interactions is further detailed in Chapter 6.
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The focus on momentary functions of fear/anxiety in chronic pain characterises

another conceptualisation: the construct of ‘worry’. It offers a more dynamic ap-

proach to pain-related distress, and also a theoretical link with its adaptive function

at normal levels (Aldrich et al., 2000). Based on cognitive-behavioral research on

rumination in sleep disorders and test anxiety, worry is central to the cognitive-

affective model of the interruptive function of pain (Eccleston and Crombez, 1999).

The model places attentional processes center stage, defined as selection for action,

and asserts that the selection of the pain signal from the multitude of competing sig-

nals in the environment is facilitated by properties of the signal (intensity, novelty,

predictability, threat - and how it is perceived depending on personal characteristics

such as habitual ways of processing threatening information, or somatic awareness),

and the environment (e.g. emotional arousal properties, task difficulty). Once se-

lected, pain interrupts the ongoing behaviour and motivates escape behaviours,

competing with the motivation to continue the previously activated behaviour. Ec-

cleston and Crombez (1999) view chronic pain as chronic interruption, a normal

(not pathological) response pattern to continuous painful stimulation, for which

high symptom reporting, depression and widespread avoidance behaviours are the

natural consequences.

Another important consequence is an increase in worry: affect-laden, intrusive,

threat-related rumination about pain and its consequences for the body and the self,

which is actually a problem-solving effort focused on pain (Eccleston and Crombez,

1999; Aldrich et al., 2000)19. They describe the increased worry by ‘vigilance’ to

threat-related information, which, together with hightened mental activity, should

facilitate ‘problem-solving’ in situations with no immediate behavioral solution. In

the context of chronic illness, worrying becomes a particularly difficult problem-

solving effort, and it is at risk to become chronic itself, and thus dysfunctional,

enhancing the distressful properties of the threat it tries to solve. Eccleston and

Crombez (2007) describe this phenomenon as a perseverance loop, in which a person

continues the misdirected problem-solving behaviour which increases hypervigilance

to threat and the interruptive function of pain, which in turn amplify worry. Re-

framing the problem would potentially lead to a solution.

Evidence for the role of worry in chronic pain is accumulating. In a diary study

(Eccleston et al., 2001), chronic pain patients described pain-related worries (about

medical uncertainty, disability, pain experience or distress) as more distracting,

19In this framework, acceptance would be a redefinition of the problem-solving effort in terms
of disability and distress, rather than pain.
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intrusive and distressing than unrelated worries (about finances, relationships or

self-presentation) experienced in a 7 days interval, and these characteristics were

not related to general anxiety-related personality traits. Vlieger et al. (2006) re-

ported similar worry (about relationships, confidence, future, work, finances) and

problem-solving confidence levels for chronic pain sufferers requesting treatment in

comparison to sufferers with no such requests, which supported the argument that

worry is not a pathological phenomenon associated with health care use, but a natu-

ral consequence of continuous painful stimulation. Both worry and problem-solving

reports were associated with reports of depression and catastrophizing, which the

authors interpreted as suggesting that depression and catastrophizing are possible

by-products of unsuccessful attempts to solve the difficult problem of chronic pain20.

This model is by far more comprehensive than the previous models of fear and

avoidance. However, it too defines worry as cognition (Aldrich et al., 2000, p. 466)

and considers affective factors only as moderators of the pain’s impact on attention.

Eccleston and Crombez (2007) only tangentially mention the possible detrimental

role of physiological activation in worry states. This suggests that a more emotion-

oriented approach to chronic pain related fear/anxiety has the potential to bring

more clarity, if applied in combination with cognition and behaviour related con-

structs.

4.4.5 Shame

Given the links between guilt and pain stipulated by psychoanalytic approaches,

the dearth of research into this aspect can be considered a counter-reaction to the

initial overemphasis. Two recent studies in medical anthropology addressed the

issue of shame and stigma in chronic pain and brought forth aspects of living with

chronic pain that are generally ignored (Werner et al., 2004; Jackson, 2005). Using

the interview-based grounded theory approach, both studies depicted the stories

of patients that have to cope not only with the illness, but with the distrust of

others regarding the authenticity of their symptoms and with breaching others’

expectations and social representations about illness behaviour. Patients are wary

of being considered as “whining and complaining” and try to negotiate a strong

and positive self-image. Fighting this stigma sometimes also implies refusing any

suggestion regarding psychological causes, risk factors or treatments and looking

for arguments to support the biological etiology of chronic pain.

20The relationships between these concepts are critiqued in more detail in the next chapter in
relation to cognition.
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Werner et al. (2004) interviewed 10 women with chronic muscular pain and inter-

preted their discourses in terms of negotiating credibility, and thus dignity and self-

worth, according to normative expectations of the biomedical establishment which

reflect moral rules. Interestingly, the positive discourse about personal strength to

fight the stigmatising attitude of others was associated with expressions of disgust

towards other women’s talk about illness. This aspect is particularly relevant for

theoretical views that hold disgust, shame, guilt, embarrassment, and blame as

facets of the same basic emotion with an essential role in the transmission of social

rules and regulating social interactions, and differentiate shame and disgust mainly

by orientation towards self or other (Power, 2006; Power and Dalgleish, 2008).

Jackson (2005) discussed the chronic pain experience as a “liminal” phenomenon

(i.e. an entity that exists between culturally defined categories) in relation to the

Cartesian mind-body split that generally defines current medicine and causes much

dispute in pain research and clinical practice. Chronic pain sufferers are seen as

‘out-of-place’ from several points of view: they need both medical and psychother-

apeutic treatment, they use health care services and social and financial support

without clearly belonging to one of the categories of physically ill or mentally ill,

they are both people that need medication and people that are ‘abusing’ it in the

sense that they need more of a substance that would be efficient for others in much

smaller quantities. Stigma-related emotions such as shame and disgust are partic-

ularly relevant to the concept of ‘liminality’, as they regulate socially constructed

conceptual boundaries (as physiological disgust reactions regulate the boundaries

between physical body and the external world). Stigmatisation is increased by the

invisibility of pain (inviting suspicion from others), the social disruption caused by

pain (in terms of abusing social resources) and the esthetically displeasing nature

of pain behaviour. Jackson expressed optimism regarding the new advances in neu-

roscience which would legitimise the experiences of chronic pain sufferers if applied

in clinical practice. Until then, the current situation adds a complex array of emo-

tions to the challenges of chronic pain, among which shame plays a particularly

important regulatory role.

These two studies highlight the necessity of further exploring the role of shame in

adjustment to chronic pain. On the other hand, their use of qualitative methodology

points to the challenges and inherent limitations of studying shame quantitatively

via self-report, as its role in regulating social interactions make it less accessible

to conscious awareness via a simple and often decontextualised questionnaire item,

and more accessible in an interview context.
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4.4.6 Happiness/Joy

In chronic pain, research on negative emotions has been driven by the interest in

understanding emotional distress associated with pain, and thus positive emotions

have been rather neglected until recently. Fernandez and Milburn (1994) reported a

negative relation between ratings of positive and neutral emotions (surprise, interest

and joy) and the affective component of pain, but its relevance was overshadowed

by the strong relation between negative emotions and pain. In the structure of the

Multidimensional Pain and Affect Survey (Clark et al., 2003), positive affect (hap-

piness) was conceptualised as one of the components of the well-being supercluster,

and thus distinct from all other negative emotions in the emotional pain super-

cluster. Several studies of positive emotions in acute pain, predominantly from the

dimensional perspective and in relation to attention, have reported mixed results

for the support of the analgesic role of induced positive affective states, depending

on the actual content of the emotion induction method (e.g. Bruehl et al., 1993;

de Wied and Verbaten, 2001; Meagher et al., 2001; Kenntner-Mabiala et al., 2007).

Zautra et al. (2001) have applied their Dynamic Model of Affect (DMA) in chronic

pain and proposed that positive emotions help diminish the impact of pain and stress

on negative affect. This model suggests that the relationship between positive and

negative affect changes depending on circumstances. While in everyday life individ-

uals benefit from assessing the two types of affect independently, this differentiation

is also taxing in terms of cognitive processing resources. Stressful circumstances,

such as pain, increase the cognitive demands, which leads to less differentiated pos-

itive and negative affect. They also direct efforts towards attending to negative

affect, thus diminishing the perception of distinct positive experiences. The model

also predicts that higher levels of positive experiences during these times also lead

to less negative affect, and that individual differences in the ability to differentiate

emotional experiences (also known as “mood clarity”; Salovey and Mayer, 1990, as

cited in Zautra et al., 2001) influence the degree of differentiation during stress.

Zautra et al. (2001) tested these predictions in a hierarchical longitudinal design

in order to test both intraindividual fluctuations of negative affect as a function of

pain and positive affect and interindividual differences in all respects depending on

mood clarity. As expected, weekly negative affect levels were significantly related

to weekly pain, mean pain, and weekly decreases in positive affect. Importantly,

increased positive affect was associated with more differentiation between pain and

negative affect (thus less negative affect when pain was more intense), and mood
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clarity was related to more differentiation between positive and negative affect,

confirming the DMA predictions. These relationships identified on a sample of

arthritis patients were partly replicated on a group of fibromyalgia patients (except

the mood clarity - positive affect interaction), with different measures of affect and

different intervals (weekly versus 3 times a day). Zautra et al. (2005) confirmed

these results, and also reported a similar relationship between stress and positive

affect; in addition, increases in weekly negative affect (but not pain levels or positive

affect) predicted greater pain on the subsequent week, and pain increases were

more characteristic of people with higher average negative affect and lower positive

affect. They interpreted these results as evidence for a sustained cycle of pain and

negative affect, modulated by positive affect. Strand et al. (2006) replicated the

results on a sample of Norwegian rheumatoid arthritis patients and reported the

same moderating effect of positive affect on the relationship between weekly ratings

of most intense pain and negative affect (but not weekly average or lowest pain, or

weekly interpersonal stress reports).

The DMA approach is a comprehensive model of the role of positive emotions

in chronic pain, with promising supporting evidence. Zautra et al. (2001) also dis-

cussed the neurophysiological mechanisms supporting these relationships and noted

the importance of endogenous opioids and the oxytocin modulated hypothalamo-

pituitary-adrenal axis in underlying down-regulation of the stress response and re-

instatement of positive mood states. There are however two notable limitations

that suggest further research directions.

First, the model does not focus on pain levels, but on negative affect as a depen-

dent variable, thus interpreting the relationships in terms of the effects of pain on

emotional distress and thus psychological well-being. The simultaneous (weekly or

daily) reports of pain, negative affect and positive affect can be subject to differ-

ent analyses, either to assess the role of pain levels in moderating the relationship

between positive and negative affect, or the role of negative affect levels in moderat-

ing the pain - positive emotions link21. This highlights the necessity of longitudinal

lagged designs to test the causal order, fact acknowledged by Zautra et al. (2005),

and also the necessity of including other external variables that might impact these

reports, such as characteristics of the social and physical environment that might

facilitate elicitation of negative or positive experiences. Also, causal relationships

21These alternatives are important especially given the issues related to measurement: self-
reports of one construct are inevitably contaminated with assessments of other related constructs
as discussed in Section 2.7.3. Strand et al. (2007) performed all three analyses, but did not discuss
their implications for the DMA approach.
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would need to be supported by experimental manipulations, not only clinical de-

signs.

Second, the dimensional approach might not be the most suitable for framing this

model in relation to possible clinical interventions. Zautra et al. (2005) considered

their results as support for clinical interventions aimed at “enhancing individuals’

ability to process affect with greater complexity” (p. 219), mentioning mindful-

ness meditation among the available approaches. Thus, mechanisms described as

acceptance and awareness in ACT are described as increase in “emotional complex-

ity” within the DMA approach22. This theoretical link suggests the possibility of

measuring progress in such interventions not by decreases in pain and negative emo-

tions and increases in positive emotions, but by lower correlations between reports

of painful, negative and positive experiences. In this context, a differentiation be-

tween positive and negative might not be the right level of complexity. As discussed

in a previous section, discrete emotions labels are more suitable than valence-based

labels in guiding the individual’s adaptation to categories of life events. Thus,

categorical models might be more appropriate to assess the individual’s ability to

distinguish between the most suitable course of action to a specific stimulus (be it

pain, conflict, loss, danger, affiliation needs etc.). Using different labels (and ap-

praisals) might increase one’s chances to select more appropriate responses to the

various situations one is confronted with.

4.4.7 Emotion regulation and interactions between emotions

The research on the impact of emotions in chronic pain reviewed in the previ-

ous subsections has already suggested the importance of emotion regulation (ER)

strategies (e.g. anger regulation). Moreover, it is acknowledged that emotions often

are coupled (Power and Dalgleish, 2008), and chronic pain seems to be no excep-

tion. For example, Poleshuck et al. (2009) found that chronic pain patients suffering

from depression report more anxiety and psychosocial stress than non-depressed pa-

tients, and the severity of depression is associated with both these characteristics.

Means-Christensen et al. (2008) reported a close relationship between symptoms of

depression, anxiety and pain. Zautra et al. (2007) showed a complex pattern of in-

terrelations in which previous episodes of depression predispose rheumatoid arthritis

patients to increased pain during induced stress, while their positive emotional ex-

periences during this induction play a protective role, decreasing pain especially

22Commitment to value-based action is thus corresponding to accessing resources for positive
emotional experiences despite the negative affect associated to pain.
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in previously depressed individuals. Smith and Zautra (2008) described a complex

interplay between depression and anxiety levels influencing weekly changes in pain

reports in patients with osteoarthritis or rheumatoid arthritis via changes in weekly

positive and negative affect23.

All this difficult-to-navigate emotional storm has two main sources: the negatively-

valenced emotional-motivational component of pain which constantly urges escape

and the competing motivations generated by the individual’s goals and aspirations

which may increase or counteract the effects of continuous painful stimulation (Ec-

cleston and Crombez, 1999; Hamilton et al., 2004). Research on ER focuses on the

interplay between these two major motivational forces.

ER has been operationalised in chronic pain either as an individual trait or as a

dynamic process. Among the trait-like descriptions, alexithymia has been the most

widely researched, mainly in cross-sectional designs. In contrast, ER as a process

has been studied in longitudinal diary studies. Both approaches are reviewed next.

Alexithymia refers to a general deficit in emotion regulation, characterised mainly

by difficulties in differentiating emotional states between each other and from bod-

ily sensations, and a disinclination to daydream and externally-oriented thinking,

which lead to difficulties in identifying and communicating feelings. A frequently

used measure is the Toronto Alexithymia Scale (TAS; Taylor et al., 1990, as cited

in Millard and Kinsler, 1992).

Early studies indicated that chronic pain patients report higher levels of alexithymia

compared to healthy subjects and also to patients seeking treatment for other con-

ditions, such as nicotine-dependency or obesity (Lumley et al., 1997). Alexithymia

scores were also associated with scores of self-efficacy, depression, catastrophizing,

affective pain intensity and disability, but not to sensory pain intensity; its relation-

ship with affective pain intensity was mediated by depression scores, and it relation

to disability was not significant after controlling for either self-efficacy, depression

or catastrophizing (Lumley et al., 2002).

It is important to note that research on alexithymia has been focused on identifying

psychopathological aspects linked with chronic pain. For example, Lumley et al.

(1997) considered alexithymia “an unique constellation of personality traits that

may predispose to chronic pain and other disorders” (p. 163), based on some small

23However, research on emotion interaction is encumbered by measurement overlap between
concepts given their broad definitions, the increased symptom reporting in some respondents and
the difficulty to distinguish discrete negative emotions that are part of pain-related distress.
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correlations between alexithymia scores and some clinical scales of the Minnesota

Multiphasic Personality Inventory (MMPI). Mehling and Krause (2005) suggested

that alexithymic individuals might ignore early somatic signs and thus be at risk for

pain increases and based their proposal on the fact that alexithymia is considered

a stable trait and therefore unlikely to be influenced by recent changes in health

status. This approach assumes that the measures of alexithymia assess the same

psychological phenomenon in all contexts and for all respondents. In the light

of previously reviewed research on the affective components of pain and the close

relationship with sensory aspects, another possibility can be advanced: in chronic

pain patients, alexithymia measures might tap into the difficulties they face in

keeping emotion and sensation separate in the face of continuous painful stimulation

and associated stressful events, and their increased or decreased focus on external

events might be a strategy to cope with the condition. These difficulties may

be apparent only in the emotion differentiation and externally-oriented thinking

subscales, therefore requiring separate analyses.

Several studies raised questions regarding the utility of TAS total scores in chronic

pain. Millard and Kinsler (1992) reported moderate reliability of the total score,

and no or low correlations with measures of disability, pain intensity, and distress,

in addition to the lack of significant positive correlations between the 3 subscales

identified, which does not justify the use of a total score. Cox et al. (1994) reported

differences between alexithymic and non-alexithymic chronic pain patients only in

the number of words used to describe pain. Sayar et al. (2004) found differences

between fibromyalgia, rheumatoid arthritis patients and healthy controls only in

the subscale measuring difficulties in differentiating emotions24. Also, only this

subscale was associated with one year prevalence of low-back pain (Mehling and

Krause, 2005)25, and with affective qualities and tolerance of acute pain, distress

and illness behaviours in fibromyalgia patients (Huber et al., 2009)26. Glaros and

Lumley (2005) found that temporomandibular disorder patients differed from no-

pain controls only in their emotion differentiation and externally-oriented thinking

scores, the former overlapping with depression scores, and only the latter being

associated with pain severity. Lumley et al. (2005) reported that only the emotion

24Rather than interpreting this difference as a characteristic psychopathological feature of fi-
bromyalgia, I would consider it as reflecting the uncertainty of the medical condition increasing
the difficulty of emotion regulation, in comparison to the more clear and socially-acceptable phys-
iological mechanism behind rheumatoid arthritis.

25Longitudinal relationships with health outcomes are controversial (Mehling and Krause, 2005,
2007).

26The relationship with sensitivity to experimentally induced pain are also controversial (Huber
et al., 2009).
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differentiation subscale is systematically associated to pain severity, and only in

African Americans, not in Caucasians; the difference was interpreted in terms of the

role of cultural norms, frequency of traumatic events and communication patterns

regarding negative emotions.

These results highlight the difficulties of operationalising ER as a general trait, and

suggest a more contextual and delimited approach. This is attempted by dynamic

views of ER, based either on the distinction between appetitive motivation and harm

avoidance motivation (Hamilton et al., 2004) or on a basic emotions approach. For

example, Connelly et al. (2007) inferred ER from daily changes in intensities of

negative and positive affect in patients with rheumatoid arthritis and showed that

both daily negative and positive affect regulation during the prior 1-day period

predict reports of current levels of pain, controlling for prior day’s pain. Paquet et al.

(2005) measured positive emotions, anger, anxiety and depression in a momentary

assessment design in hospitalised elderly and defined ER as the maintenance or

recovery of positive emotions and decrease in negative emotions over a specific

episode; they also found support for the hypothesis of an association between ER

(especially of anxiety) and subsequent pain reports.

Focusing on either a general trait or on short-term changes in affect means missing

potentially important ER mechanisms which function at a medium-to-long term

level. For this purpose, it is important to distinguish between different strategies

based on their impact on emotional life. As mentioned in Subsection 4.2.2, a classi-

fication based on their potential consequences and intra- or interpersonal resources

accessed (Phillips and Power, 2007) is potentially useful in studying ER also in the

chronic pain context.

4.5 Conclusion

Emotion is a core component of the pain experience. The examination of its role

in chronic pain has followed mainly a basic emotions approach, complemented by

a focus on emotion regulation and the dynamic relations between emotional states.

In addition to the distinction between sensory and affective pain perception, stud-

ies have usually focused on one basic emotion, mostly on anger, sadness (as core

emotion in depression) and fear, with less emphasis on shame/guilt and positive

emotions. The study of emotion is encumbered by measurement difficulties (sim-

ilarly with pain and CPA), especially in self-report, due to the loose connections
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between emotion components (physiological, experiential, behavioral) and to the

intersubjective nature of emotional experience as communicated via language.

The research reviewed in the present chapter highlights the importance of emotion

in adapting to chronic pain, but also the necessity to adopt an integrative viewpoint.

Not only the distinct emotions have dynamic relationships, but emotions are also

intrinsically linked to emotion regulation, cognition and behaviour. In the next

chapter, I will review the research related to the role of cognitive factors in chronic

pain, focusing on illness perceptions.
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Chapter 5

Illness perceptions

5.1 Introduction

The previous two chapters have focused on behaviour and emotion. This chapter

focuses on cognition. It is already self-evident that there are no clear distinctions be-

tween these domains, and cognition has already been discussed in relation to many

theories and concepts addressing acceptance and discrete emotions. This chapter

will complete this as yet fragmentary picture by reviewing research which frames

the link between psychological factors and pain in terms of cognitive constructs. In

doing so, the wide areas of overlap with behaviour and emotion will become even

more obvious.

A construct currently acknowledged as one of the most promising in this area is that

of illness perceptions (IPs; also termed illness representations, cognitions, schemata,

models, prototypes or beliefs). I will first describe the theoretical foundations of

this concept: the theoretical basis and characteristics of the self-regulatory model

(SRM) and its measurement and application in other health areas. I will then

review existing research on the role of IPs in chronic pain and situate it into the

wider context of cognitive approaches to pain. I will end this chapter by presenting

several critical comments regarding the interpretation and limitations of current

applications of the SRM.

5.2 The self-regulatory model

5.2.1 Theoretical foundations

The SRM is a model of decision-making in health contexts based on a model of

cognition and emotion: the parallel processing model. Based on earlier models
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of response to threat in attitudinal and behavioral change, the model stipulates a

relative independence of emotional (fear) and cognitive processing of the information

considered for decision-making (Leventhal, 1970, as cited in Leventhal and Scherer,

1987), with emotional effects on behaviour being short lived without the support of

cognition, i.e. an action plan (Leventhal et al., 1997). Thus, the origins of the SRM

are actually closely related to research on fear responding with direct application

to health contexts, which also led to the development of fear-avoidance models

of chronic pain, although the two directions developed separately in chronic pain

research.

The parallel processing model subsequently evolved at the level of emotion theory

into the perceptual-motor model of emotion, which proposes that emotions are the

result of the interaction of multiple components, structured hierarchically on three

levels: sensory-motor, schematic and conceptual. The sensory-motor level includes

innate expressive-motor programmes which function automatically and generate

the organism’s earliest emotional responses, with interpersonal communication as

one of the primary functions (such as in infant-carer interactions). These auto-

matic responses are essential for associative learning, which further develops the

schematic level, also functioning automatically and consisting of schemata of emo-

tional episodes: concrete representations of perceptual, motor and subjective com-

ponents of reactions to different stimuli. These schemata of varying complexity

and generality further structure the processing of subsequent events, by connect-

ing them with expected immediate consequences. The conceptual level develops on

the previous two levels as information processing becomes propositionally organised

and situates emotional responding in a longer-term context related to the concept

of self and the external environment; it also participates in regulating emotional

experiences activated by the other two levels, by controlling activation and motor

responses. The interaction between these levels of processing becomes increasingly

complex as the individual develops, however a certain degree of independence re-

mains at any age (Leventhal and Mosbach, 1983; Leventhal and Scherer, 1987).

This model is actually one of the multi-level models of emotion that built on the

Zajonc-Lazarus debate regarding the automatic versus cognitive elicitation of emo-

tion (see Chapter 4). It complements Scherer’s component process model (CPM)

of emotion, which focuses on the content of emotion generation in the interaction

of these processing levels. More specifically, the CPM builds on previous appraisal-

focused views of emotion and stipulates the continuous operation of several types of

stimulus evaluation checks (SECs), which process the external stimuli on criteria of
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novelty, pleasantness, goal significance (relevance, expectation, conduciveness, ur-

gency), ability to cope (causation, control, power, adjusting) and compatibility with

internal and external standards. Depending on the results of these SECs, qualita-

tively different emotions can emerge. This model accounts both for the distinctions

between the most common emotion categories (similar to basic emotions views) and

for the existence of the wide variety of non-prototypical emotional states. Ontoge-

netically, the model stipulates an increase in the complexity of SECs allowing for

an increasingly complex emotional life (Leventhal and Scherer, 1987). The authors

propose that all SECs operate at all three levels of processing and refer to different

but similar contents at each level. This appraisal-focused aspect of the theory is

essential in understanding the self-regulatory model, as the content of the illness

representations (the most developed element of SRM) is actually very similar to

the content of emotion appraisals, and the description of the “Prototype Assembly

and Appraisal Checks” in the complex interplay between emotion and cognition in

health decision-making is clearly a development of the SECs.

In addition to its complementarity with Scherer’s component process model and its

solid grounding in cognitive and social psychology, the SRM also has wide areas of

overlap with other health behaviour theories such as the Transactional Stress and

Coping Model (TSCM), the Health Belief Model (HBM), the Theory of Reasoned

Action (TRA) or the Theory of Planned Behaviour (TPB). In essence, these models

attempt to explain a wide range of behaviours from prevention to self-management

of chronic illness with the help of various cognitive variables, among which cog-

nitive appraisals play a central role. While HBM, TRA and TBP are considered

intrapersonal theories, the TSCM and SRM are interpersonal, as they include also

the external social influences as explanatory variables. A brief description of these

models will clarify the common elements and thus place SRM in the wider context

of health psychology.

The Health Belief Model (HBM) stipulates that performing a certain behaviour is

a function of perceived threat (perceived susceptibility/vulnerability to the related

health risk and perceived severity of the potential consequences) and response se-

lection based on perceived costs/barriers and benefits of alternative actions. Other

important factors are the presence of certain cues for action, and the belief in the

personal ability to perform that action (self-efficacy). Decision-making is influenced

by other sociopsychological factors indirectly, via the above-mentioned parameters

(Janz et al., 2002). The Theory of Reasoned Action (TRA) describes the inten-

tion to perform a behaviour as a result of attitudes (beliefs that a behaviour is
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associated with specific outcomes, and evaluations of behavioural outcomes) and

subjective norms (beliefs about whether people approve of a certain behaviour and

motivation to comply with these norms). The Theory of Planned Behaviour (TPB),

actually an extension of TRA, adds to these determinants the perceived behavioural

control (control beliefs and perceived power, i.e. whether control is likely and effec-

tive) (Montao and Kasprzyk, 2002). TRA and TPB differ from HBM by the accent

they place on norms and attitudes and by the attention given to the behaviour as

such, as opposed to the related threat; they all have in common with SRM the

focus on cognitive assessments of the situation and possibilities of action, and the

important place given to control. The SRM however is distinct by the equal accent

given to emotion and importance of situational stimuli.

The Transactional Stress and Coping Model (TSCM) describes stressful experiences

as person-environment transactions. An external event (such as a health threat)

generates initially evaluations of its significance in terms of susceptibility and sever-

ity, relevance for the person’s goals, and possible causes (primary appraisals), and

also evaluations of the person’s ability to change the situation, to manage one’s emo-

tions and of the possible effectiveness of these efforts (secondary appraisals). These

initial assessments determine the attempts to manage the situation both as prob-

lem management (problem-focused coping) and as emotional regulation (emotion-

focused coping)1, which are subsequently assessed based on their effects compared

to expected effects. For changeable stressors, problem-focused coping would be

more adaptive, while emotion-focused coping would be more suitable for unchange-

able stressors, although coping flexibility has been found to be important in many

health situations (Wenzel et al., 2002). Part of the TSCM appraisals, such as sus-

ceptibility, severity and personal abilities to control are also present in the other

models mentioned above. But while in the other models the final end is performing

the targeted behaviour, in the TSCM a wide variety of behaviours can be performed

and are assessed on the basis of their effectiveness in reducing the influence of the

stressor/threat. Also, the stressor itself influences the outcome by interacting with

the person’s perception and action, thus adding a new layer of complexity. Among

these other models, the SRM is most similar with the TSCM, but adds to it several

other levels of complexity.

1This aspect of the TSCM stimulated the body of research which further developed into the
now blooming field of emotion regulation (Gross, 1999).
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5.2.2 The model

Drawing from these multiple influences and existing research on treatment adher-

ence, the SRM represents an elaboration the initial parallel processing model of

health threats. In essence, it focuses on common sense representations of such

threats and their relevance in selecting strategies to cope with chronic illness (e.g.

treatment adherence behaviours). It describes a continuous, self-regulating process

with three stages: interpretations of the current situation (i.e. symptoms), leading

to selection of coping procedures, followed by assessment of the coping outcomes.

Consistent with the parallel processing model, the SRM stipulates the existence of

two components: an emotion/distress-focused and an ‘objective’ assessment.

Both emotional and cognitive interpretations happen at two parallel levels, a con-

crete (schematic) level of symptom-based schemata, and an abstract (propositional)

level where the illness is labelled and concrete appraisals combine to form more com-

plex representations. Specific targets for coping are set at both levels, which can

function independently and often dissociate, with the concrete appraisals being more

salient for ongoing coping. Assessment of the coping outcomes and decision-making

for further coping procedures are also performed at both cognitive and emotional

levels, with various heuristics employed, some specific to health-treat information,

such as the symmetry rule (linking experienced symptoms with an illness label),

the stress-illness and age-illness rules (categorising symptoms as stress related or

age related), or the affect heuristic (believing negative emotions increase disease

vulnerability). Establishing a coherence between these levels is essential for ad-

equate management of chronic illnesses and individual efforts of integration may

be impeded by biased evaluation of the outcomes of the coping procedures used

(Leventhal et al., 1992; Leventhal, 1993; Diefenbach et al., 2008).

Based on research on a previous similar model (the common sense model of illness

representations; Leventhal, Meyer and Nerenz, 1980, as cited in Leventhal et al.,

1992), five attributes of the potentially threatening stimuli are distinguished at

the cognitive level: identity, causes, timeline, consequences and controllability2.

Identity refers to the label attributed to the stimulus, and its perceived sensory

properties, the causes refer to antecedents of illness onset, the timeline is described

in terms of imminence and rate of change, the consequences can be expected at

many levels, from physical to socio-economic, controllability refers to both personal

2Some other structures have been reported for specific conditions, such as Chronic Fatigue Syn-
drome, Addison’s disease (Heijmans and de Ridder, 1998), and Coronary Artery Disease (Hirani
et al., 2006), suggesting that the structure of IPs might be partly disease-specific.
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abilities to control or cure and others’ potential influences. These attributes are

not independent, and three distinct patterns have been identified, acute, cyclic

and chronic, characterised by specific sets of attributes (Leventhal et al., 1992;

Leventhal, 1993; Weinman et al., 1996). The emotional responses can be elicited by

the pain and discomfort of the symptoms as such, by the identity and consequences

of the illness as it is interpreted by the individual, by appraisals of the coping

outcomes, or by external events (Cameron et al., 1993).

Leventhal (2008) describes a complex process of interaction between cognitive and

emotional elements, guided by Prototype Assembly and Appraisal Checks (PCs)

which constantly assess the flow of perceived somatic changes. Primary PCs (as-

sessing sensory pattern, location, duration, intensity, trajectory, and control, in ad-

dition to PCs eliciting emotions) generate an initial illness prototype, which might

be labelled as acute and non-threatening, or as signs of normal aging, or of a

life-threatening condition. Secondary PCs update the illness prototype and related

emotional experience both intrapersonally (in checking results of coping procedures,

or in relation to the self-image, for example) and interpersonally (in interactions

with medical professionals, or by social comparison).

The continuous, cyclic process of interpreting the health threat, coping with it and

assessing the outcomes has been described in terms of four phases in the context

of health care use: self-evaluation (assessment of a somatic change), illness (indi-

vidual attempts at controlling the symptom), utilisation (from the decision to seek

help to the medical encounter) and diagnostic (the doctor’s label). The authors

acknowledge the difficulty to describe the complex temporal dynamics of the above

mentioned attributes, but also underline the SRM’s potential for informing effec-

tive interventions by focusing on both the schematic and conceptual levels and on

reaching a coherence between the levels of representation (Leventhal et al., 1992).

The SRM explicitly distinguishes itself from other health behaviour models (briefly

described in the previous subsection), which are considered incomplete (Leventhal

et al., 1997). Its proclaimed theoretical advantages are its comprehensiveness, the

focus on process rather than on preconditions of adequate behaviour, the equal

weight given to both emotional and cognitive processing of health threats, and the

efforts to integrate these levels. Moreover, the SRM situates the health-related

decision-making in the context of wider intrapersonal and social factors and under-

lines the necessity of a coherent relationship at these levels also (Leventhal et al.,
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1992). However the practical applications of the SRM have focused mainly on be-

liefs and representations than on emotional components, and the integrative efforts

are still in their infancy (Diefenbach et al., 2008).

5.2.3 Measurement

Research on illness perceptions has used predominantly qualitative methodology

and purpose-built questionnaires. While these methods have the advantage of iden-

tifying the content relevant for the specific condition or patient, the drawbacks are

the resources required, the subjectivity of interpretation and difficulties in gener-

alisation. Weinman et al. (1996) developed the Illness Perceptions Questionnaire

(IPQ), which focuses on the five attribute categories, and includes the possibility

to add content relevant for specific conditions. In IPQ, identity scores represent

the number of symptoms associated with the illness, timeline scores focus on beliefs

regarding the illness duration, consequences scores indicate the extent to which the

person feels affected by the illness on multiple levels (personal, social, economic),

cure/control scores mark the degree of perceived chances for improvement and per-

ceived influence on the illness outcome, cause-related items can be treated sepa-

rately or combined in categories (such as external versus internal). The validation

of IPQ was performed on populations with various diagnoses (myocardial infarction,

chronic fatigue syndrome, rheumatoid arthritis, pain, diabetes, etc.) and showed

good reliability and acceptable concurrent, discriminant and predictive validity.

A recent revised version of IPQ (IPQ-R; Moss-Morris et al., 2002) split the control

subscale into personal control and treatment control and included three additional

subscales addressing cyclical timeline perceptions, illness coherence and emotional

representations. The cyclical timeline scores reflect the perceived variability of

illness-related symptoms. Illness coherence measures the perceived degree of under-

standing of the illness. Emotional representations focus on six affective responses to

illness: depressed, upset, angry, worried, anxious and afraid. A short form recently

developed (BIPQ; Broadbent et al., 2006b) offers the possibility of a rapid assess-

ment suitable to multi-measure studies. BIPQ consists of 9 questions, each assessing

a single attribute of the illness perception: consequences, timeline, personal con-

trol, treatment control, identity, concern, understanding, emotional response and

causation.
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5.2.4 Research in other health conditions

The SRM, especially since the development of the psychometric instruments, has

been applied to various conditions, such as heart disease, rheumatoid arthritis, can-

cer, psoriasis, diabetes, and research has confirmed relationships between IPs and

several measures of patient functioning, such as coping, mood, functional adapta-

tion and treatment adherence (Moss-Morris et al., 2002). A comprehensive review

of this substantial literature is beyond the scope of this chapter. I will only out-

line the diversity of research designs and health conditions studied with several

examples.

The wide majority of studies have focused on the IP component of the SRM, mea-

sured by either interview, purpose-built questionnaires, or a variant of IPQ, usually

with a cross-sectional design. For example, Scharloo et al. (1998) investigated the

relations between IPs, coping and subjective and objective measures of health sta-

tus in patients with chronic obstructive pulmonary disease (COPD), rheumatoid

arthritis (RA), and psoriasis. They report a complex pattern in which subjective

health is related to different objective health indicators, IPs and coping, depending

on the condition and health domain (e.g. physical functioning is related to medical

indices and passive coping in patients with COPD, but only with identity IPs in

psoriasis patients, while social functioning was related to identity IPs in all groups,

but also with timeline IPs in psoriasis patients, and with control IPs and passive

coping in RA patients). Beliefs about the necessity of medicines and concerns

about long-term effects of taking them showed significant associations to reported

adherence in various chronic illness groups (asthma, renal, cardiac, oncology, HIV),

indicating that patients generally perform a cost-benefit analysis for treatment de-

cisions (Horne and Weinman, 1999; Horne et al., 2004). However, IPs had only

a minor contribution in adherence to cholesterol-lowering medication in patients

with hypercholesterolaemia when controlling for other health-related variables, and

might be rather a consequence of effective treatment enhanced by adherence (Se-

nior et al., 2004). Also, IPs are weak predictors of health behaviours in secondary

prevention of coronary heart disease and only medication beliefs are comparatively

more related to adherence (Byrne et al., 2005).

Longitudinal studies have shown mixed results depending on the health condition

studied. For example, a substantial body of research addressed the predictive role

of IPs in rehabilitation following MI. There are significant associations between

IPs at admission to hospital and ulterior performance in various rehabilitation



5.2. THE SELF-REGULATORY MODEL 109

domains, controlling for other relevant demographic and illness severity variables

(Petrie et al., 1996; French et al., 2005). The role of IPs in attendance to cardiac

rehabilitation programmes seems to be moderated by the time interval between

hospitalisation and IP assessment and any interventions addressing IPs during this

interval; generally, attendance is associated with perceiving more symptoms, higher

control, more consequences and higher coherence of the condition (French et al.,

2006). In patients with psoriasis, identity IPs and coping strategies predicted sig-

nificant (albeit small) percentages of the variance in some patient functioning vari-

ables at 1-year follow-up, while control and identity IPs predicted use of medical

services, controlling for patient functioning at initial assessment and other relevant

variables (Scharloo et al., 2000).

Several studies have designed interventions targeting IPs. For example, Petrie et al.

(2002) and Broadbent et al. (2009a,b) reported positive results of randomized con-

trolled trials of brief in-hospital interventions for changing MI-related IPs with sig-

nificant positive impact on return to work and reported symptoms at 3 or 6-month

follow-up, and also on spouses’ IPs and distress.

Even if the majority of studies focused on IPs after medical diagnosis, the SRM

was also applied to various other research questions. For example, it has lead

to important advances in understanding the process of decision-making from initial

symptom perception to accessing health care services. Cameron et al. (1993) studied

middle-aged and older adults (with a mixed qualitative and quantitative design),

and described a process of decision-making starting with identification of atypical

symptoms and leading to the development of a representation of the condition as

threatening and beyond the personal control, in parallel with an emotion-focused

process of assessing the associated distress and procedures of coping with it, which

together with external advice to seek help determine the decision to use health care

services. Horne et al. (2000) interviewed patients admitted to hospital for MI and

described the delay to seek medical help as a function of the mismatch between

experienced symptoms and symptom expectations for a MI, with the majority of

respondents experiencing at least a symptom they did not previously associated

with MI.

Based on this increasing body of research, the SRM has been acknowledged as a

very promising paradigm for research in psychosomatics, outperforming coping ap-

proaches3 in the study of adherence, emotional distress and illness-related disability

3Even if research has consistently confirmed a lack of statistical mediation via coping of the
relation between IPs and various health outcomes, it is important to note that this statistical
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(Weinman and Petrie, 1997). Most importantly, its comprehensiveness and solid

grounding on observation of self-management processes in clinical and community

settings make it a suitable framework for developing sound theory-based inter-

ventions for self-management, which might prove more cost-effective than current

practitioner-delivered behavioural interventions (Leventhal et al., 2008). Neverthe-

less, especially due to its complexity, the SRM is difficult to test in its entirety. The

authors consider it rather an open, flexible framework for the development of more

specific models (Leventhal et al., 1992).

5.3 Illness perceptions and pain

Leventhal (1993) considered pain research as a suitable application for the study of

parallel processing, as the distinction between the emotional/motivational network

and the sensory network is similar to parallel processing of perceptual-cognitive

and emotional information, characterised by both complex interaction and possi-

ble dissociation. In an early formulation of the parallel processing model of pain

distress, Leventhal and Everhart (1979) underlined the automatic nature of both

sensory (stimulus location, duration, intensity, attributes) and emotional (distress)

processing of pain and the role of attention and context in the separate or blended

conscious awareness of sensory and emotional components of pain4. Consistent with

the perceptual-motor model of emotion and with the appraisal literature, meaning

is considered central to the emotional component of pain: pain schemas and beliefs

related to the threat significance of a painful stimulus (situated at a schematic and

conceptual level, respectively) may amplify or diminish the emotional response to

pain and the subjective perception of its intensity, which happen primarily at the

perceptual-motor level.

According to this model, pain schemas influence pain perception via action on at-

tention mechanisms which influence the conscious awareness of stimuli, and via

schematic integration of various inputs (sensory and contextual information) and

relation between questionnaire measures does not actually test the temporal sequence between
illness representations, coping procedures and assessment of coping outcomes stipulated by the
SRM. IPs and outcome measures are unsurprisingly more associated than coping, as both are
appraisals of the impact of the condition, albeit from different perspectives, while coping refers to
the frequency of performing a series of related behaviours. This is one of the inherent difficulties
of testing the SRM with quantitative data not tailored to the dynamics of individual situations.

4As detailed in Chapter 2, the parallel yet interacting processing of sensory and emotional
components is supported by recent findings regarding the neurophysiological mechanisms of pain
perception.



5.3. ILLNESS PERCEPTIONS AND PAIN 111

outputs (motor responses). Importantly, they also determine which discrete emo-

tions (distress, fear, guilt, anger, even pleasure) can be associated with the sensory

component of pain, possibly also depending on the sensory characteristics of the

stimuli (intensity, duration) and on the social context (p. 282). At the conceptual

level, specific pain-distress rules may function: the magnitude rule, the pain-injury

rule, the belief in the effectiveness of distraction or the belief that pain-distress is

visible in external behaviour. The model has been successfully applied to clinical

interventions for reduction of acute pain associated to medical procedures.

Given its comprehensiveness, its solid basis on emotion theory, and its focus on

emotion-cognition interactions, it is surprising that the parallel processing model

has not lead to an equal focus on cognition and emotion in chronic pain research.

The emotion component has been mostly neglected, while “illness perception” has

been considered a representative concept for cognitive approaches to health psy-

chology (Weinman and Petrie, 1997). In chronic pain, illness perceptions follow

a tradition of concepts aimed at measuring the ‘maladaptive thinking’ associated

with increased pain reporting. I will therefore review first a few similar perspectives

in order to situate IPs in the wider context of cognitive approaches to pain.

5.3.1 Cognitive-behavioral theory applied to chronic pain

Cognitive approaches to chronic pain are essentially based on behavioral models of

the relationship between external contingencies and behaviour, and add to it the

focus on the role of information processing variables. In their seminal book, Turk

et al. (1983) organised the common elements of the various CBT approaches into

three stages of the therapeutic process - problem assessment (from the patient’s

perspective) and reconceptualisation, acquiring and consolidating skills, and the

application and follow-through phase - and proposed several applications of CBT

to chronic pain based on these common elements, situated in the wider context of

health psychology (then labelled behavioral medicine).

The first stage is fundamentally related to IPs and the SRM, as it focuses on the

patient’s current cognitive model of his/her condition (and treatment), and thus

on issues of treatment adherence and resistance. It also involves a transformation

of the often undifferentiated and overwhelming problem formulation into a series

of specific, manageable problems, supported by two main activities: adopting new

terms and frameworks for analysis, and collecting data (by narrative or record-

keeping) to guide the analysis process. From a SRM perspective, this stage can
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be described as a cyclic process of reconstructing the patient’s IPs, applying the

corresponding coping procedures and evaluating coping outcomes, aiming for co-

herence between the patient’s and therapist’s IPs about the condition5. The CBT

approach is however necessarily wider, as it addresses other areas of the patient’s

life (profession, family, etc.).

The second stage, naturally overlapping with the first, consists in gradually learning

and applying new coping procedures in accord with the new problem formulations.

In contrast to the SRM, in which coping procedures seem to emerge directly from

cognitive and emotional IPs (probably also as a consequence of the underdevelop-

ment of this aspect of the model), the CBT approach highlights the necessity of

active training of skills such as problem-solving, relaxation, etc. On the other hand,

the automatic and parallel generation of coping procedures from emotional IPs is

an important aspect that limits the flexibility of the behavioral response to threat

and that has been generally neglected in CBT, which views affect as a consequence

of cognitive appraisals. This element of SRM brings it closer to emotion approaches

to psychotherapy and chronic pain, but, as already mentioned, it is often neglected

in practical applications of the SRM, too.

The third stage consists in gradually generalising the newly learnt strategies to

situations where they are likely to lead to successful outcomes, which leads to con-

solidation of the new behaviour. An important focus of this stage is encouraging an

awareness of the patient’s new abilities to apply these strategies in various situa-

tions outside the therapeutic relation, and dealing with occasional relapses. In SRM

terms, this stage aims for enhancing coherence of the patient’s IPs also at intrain-

dividual and interindividual levels (with self-image of efficacy, personality traits,

significant other’s IPs, environmental constraints over coping procedures, etc.), to

ensure enduring adherence to self-management.

This brief overview of the CBT approach as presented in Turk et al. (1983) high-

lights the cognitivist essence of the SRM, but also the differences between these

approaches. First, the application of CBT to health behaviour via SRM (or other

theories such as the Transactional Stress and Coping Model, the Health Belief

Model, the Theory of Reasoned Action and the Theory of Planned Behaviour)

brings out the processes described above from the area of psychopathology to the

realm of normal behaviour. Second, the SRM’s focus on emotion is theoretically

5In SRM terms, the development of the cognitive approach to chronic pain and related research
can also be seen as a parallel and ongoing process of reconstruction at the level of the therapists’
IPs.
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distinct, and certainly worth a more extended application. Third, the behavioral

training elements of CBT are more developed than in the SRM, and point towards

the necessity of further developments of this aspect of the SRM. Fourth, CBT has a

wider focus than the SRM, as it addresses other life domains in addition to health.

According to the CBT approach (Turk et al., 1983, p. 5–6), therapeutic change

can take place at several levels: the content of thought (beliefs, schemas), the

process of thought (automatic thoughts, problem-solving, cognitive coping), or the

behaviour (coping skills). The literature concerning the various theories, concepts

and instruments in this domain is too broad to review here. Suffice it to say that

the SRM has wide areas of overlap with many of them, and the search for the most

useful conceptualisation is far from over (e.g. Damme et al., 2008). Actually, a

notable feature of this research domain is represented by the significant overlaps

between concepts and also the overlaps between thought content, thought process,

behaviour and even emotion within the same concept.

Concept distinctions are particularly unclear. For example, in a review of the key

developments regarding pain beliefs and coping, DeGood and Tait (2001) tried to

differentiate between beliefs as referring to the understanding of events, as opposed

to attitudes, which refer to feelings. However, one of the most common measures of

pain beliefs, the Survey of Pain Attitudes (SOPA; Jensen et al., 1994) does not per-

form this distinction and also include beliefs about pain causing harm, which other

authors consider as part of the fear of pain (see Subsection 4.4.4). DeGood and Tait

(2001) also distinguished between pain beliefs and self-efficacy expectancies, which

are future-oriented beliefs, and between outcome expectancies and self-efficacy be-

liefs, which are actually beliefs of personal control. However Jensen et al. (1991)

considered beliefs, appraisals and expectancies as synonyms describing cognitions

about pain, and showed the similarities between various instruments measuring

concepts such as general locus of control, perceived control over pain, attributional

styles, cognitive errors, self-efficacy beliefs, outcome expectancies and various other

disability-related pain beliefs.

A representative example of conceptual overlap within a construct (also noted by

Jensen et al., 1991) is pain catastrophizing, in which emotions (worry), negative cog-

nitions and behaviour (avoidance-based coping) are mixed. It is included among the

eight coping strategies initially developed based on theory for the Coping Strategies

Questionnaire (Rosenstiel and Keefe, 1983), and in this context is measured by six

items that seem to refer to feelings rather than cognitions. One refers to worry (“I

worry all the time about whether it will end”), while the rest are expressing feelings
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of hopelessness, despair and intense distress, such as ‘I can’t go on’, or ‘I can’t stand

it anymore’ (Geisser et al., 1994).

They have been interpreted as negative, dysfunctional cognitions, and Vlaeyen and

Crombez (1999) considered catastrophizing as an essential link between painful

experiences and fear of pain. In their extension to Lethem et al.’s (1983) model of

pain-related fear, painful movement can either generate adaptive cognitions, leading

to confrontation and improvement, or catastrophizing thinking (depending on the

doctor-patient interaction, personality traits such as negative affectivity and anxiety

sensitivity, and interactions between these two), leading to pain-related fear and

avoidance behaviours, and thus to disuse, depression and disability, intensifying the

pain experience.

An alternative interpretation is that pain catastrophizing is an expression of pro-

found emotional distress (McCracken and Gross, 1993), which explains the high

correlations with measures of depression found in the literature (Lawson et al.,

1990), although it may appear as distinct from depression measures (Geisser et al.,

1994) due to the pain focus of the scale. Also, Aldrich et al. (2000) proposed

to reframe catastrophizing as a manifestation of worrying about pain (a natural

consequence of the interruptive function of pain in the context of chronic painful

stimulation), instead of considering it a patient characteristic, equal with negative

thinking and poor coping strategy6.

This tendency of theoretical overlap between cognitive-behavioral approaches to

chronic pain is partially a result of the difficulty to operationalise distinctly the

emotional, cognitive and behavioral aspects of adjustment. The direct result of this

overlap is the difficulty of testing any hypotheses related to the causal relationships

within the whole process. Calls for concept clarity have occasionally been expressed.

Jensen et al. (1991) drew attention to the frequent methodological problem in exist-

ing instruments of confounding coping, beliefs and adjustment in the same measure.

In another review of the literature, Keefe et al. (1992) noted the existing confusion

due to overlapping concepts studied using correlation, and the necessity to use ad-

equate designs to reveal causal processes. Also, DeGood and Tait (2001, p. 326)

pointed to the conceptual confusion between pain beliefs and coping and suggested

attention to conceptual issues in designing further research. But these overlaps are

6As described in Subsection 4.4.4, fear-avoidance models are actually a mixture of emotion,
cognition and behaviour. Measures of fear/anxiety have conceptualised emotion in terms of be-
liefs/appraisals of the negative consequences of pain and of the usefulness of avoidance behaviours
in preventing further pain increases.
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still a predominant feature of the field. The research within the SRM framework

described in the next section builds upon this rich yet confusing inheritance.

5.3.2 SRM research

A growing body of research has focused on the role of IPs in various health con-

ditions involving chronic pain: rheumatic diseases such as osteoarthritis (OA),

rheumatoid arthritis (RA) and systemic lupus erythematosus (SLE), multiple scle-

rosis (MS), chronic fatigue syndrome (CFS), migraine, back pain, as well as on

heterogeneous patient samples.

Several studies have focused on the role of IPs in rheumatic diseases. Pimm and

Weinman (1998), in a review of the prior literature on illness beliefs in rheumatic

diseases, highlighted the central role of pain in patients’ representations of their con-

dition, which is perceived as chronic, incurable, unpredictable, and relatively con-

trollable via treatment, but with low personal control. They also reported research

confirming associations between individual differences in beliefs and differences in

distress, self-care, and health outcomes. Their review placed SRM applications in

rheumatic diseases on a solid foundation of prior research in related frameworks

and highlighted the similarities between them. For example, a cross-sectional study

(Murphy et al., 1999) reported significant associations between IPs of consequences

and personal control and depression, controlling for disability. In OA patients, IPs of

identity, consequences, timeline and emotional impact were related to limitation in

activities beyond the expected values based on medical evaluation (Botha-Scheepers

et al., 2006).

Longitudinal studies have only partially confirmed these results. Schiaffino et al.

(1998) compared RA with MS sufferers and investigated the interactions between

IPs and later health status in predicting changes in depression. They reported

that, while in MS only perceived symptom variability was related to increased de-

pression at 4-month follow-up, in RA depression was associated with more aspects:

IPs of greater treatment and personal control and interactions between IPs of con-

sequences and later health status. A two-year study on a sample of female RA

patients (Groarke et al., 2005) found that IPs (especially regarding illness identity

and consequences) explained 17-33% of the variance in various measures of concomi-

tant physical and psychological functioning, including pain, controlling for medical

indicators of disease status; however IPs had no predictive power for adjustment

measures in subsequent stages.
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In other conditions, similar results have been found. Heijmans (1998) reported that

IPs were associated with physical and social functioning, psychological adjustment

and well-being in a sample of CFS patients, controlling for age, gender and illness

duration. Coping strategies did not mediate between IPs and these outcomes,

and CFS patients tended to consider their condition as serious, mainly biologically

caused, with multiple symptoms and significant impact on their lives, although

they tended to be optimistic regarding possibilities of control and treatment. In a

6-month longitudinal study of low back pain patients attending primary care (Foster

et al., 2008), IPs of consequences, timeline, personal control and treatment control

were significantly associated with poor outcome, as measured by reduction in self-

reported disability and global self-ratings of change at follow-up stage, adjusting

for demographics and illness duration. Radat et al. (2009) reported differences in

IPs of identity, treatment control and consequences between episodic migraine and

chronic daily headache sufferers, controlling for other measures of headache impact,

psychological distress, coping and locus of control.

Several recent studies have investigated heterogeneous samples of chronic pain suf-

ferers aiming to identify common characteristics. Petrie et al. (2005) used both

interviews and questionnaires to investigate patients’ expectations from their first

visit to a pain clinic. Obtaining an explanation or increased understanding of their

condition was the most frequent expectation reported, followed by the search for

relief or a cure. However, patients with high depression scores were more prone

to report they expect relief or cure of pain rather than understanding, while high

disability patients expected more control, and less understanding, and even less a

cure. The importance of understanding their condition highlights the central role

of IPs in the patients’ efforts to manage pain. Also, the study points to a possible

influence of depression or disability on the coherence between patient’s IPs and

doctor’s IPs.

For patients attending a multidisciplinary pain program (Moss-Morris et al., 2007),

more improvement in physical health was associated with reductions in IPs of se-

rious consequences, while improvement in mental health was related to reductions

in IPs of emotional distress, but unexpectedly also with reductions in perceptions

of coherence. Chronic timeline IPs were not affected, and control IPs significantly

decreased, probably showing the adoption of an accepting approach to pain man-

agement. As a possible first step in customising treatment packages that include

IPs, two major clusters of chronic pain patients have been identified based on IPs:

adaptors and non-adaptors (Hobro et al., 2004). The two groups differed on a
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variety of aspects such as perceived general health, pain, energy/vitality, mental

health, general physical functioning, depression, beliefs about medication (and nat-

urally most IPs), except IPs of cyclical timeline, self-reported anxiety, physical and

emotional role limitations, social functioning, demographics and medical history.

Research is still in its initial stages, and the authors recommended replications of

these findings, and the application of more powerful designs (Hobro et al., 2004).

The clinical utility of IPs needs further investigation, whether as a criterion for

patient classification (for which their stability and predictive utility across time

would need to be proven), or in relation to other related concepts.

5.4 Interpretation caveats regarding illness perceptions

The SRM has already been applied successfully in health contexts, and it has the

potential to lead to useful interventions in chronic pain as well. However, despite

these research developments, the proclaimed advantages of SRM are not yet taken

advantage of, and this limits the significance of research addressing IPs without the

whole context of the model.

The major difficulty in interpreting research on IPs is assessing to what extent they

reflect differences in ways of perceiving events that are intrinsic to the individual

or differences in concrete characteristics of the health condition and other relevant

factors. The SRM was designed to change the focus on describing the process rather

than identifying the preconditions of adequate behaviour (as detailed in Section 5.2)

and thus IPs were not viewed as explanans, i.e. as determinants of the behaviours

for which an explanation was sought, but rather as part of a process which in itself

constituted the phenomenon to study. However, correlational studies of IPs and

health status are often interpreted in terms of the impact of a subjective perception

on the objective outcome or measure of functioning, and some authors describe

IPs in terms of a positive-negative dichotomy (Petrie and Weinman, 2006). These

frequent interpretations actually fit in the ‘preconditions’ framework: identifying

the “patient cognitions that can act as either a help or a hindrance to illness ad-

justment” (e.g. Weinman and Petrie, 1997, p. 115), and, in my opinion, not enough

attention is paid to the role of context and system coherence.

As an example, in their study of patients with episodic migraine and chronic daily

headache, Radat et al. (2009) interpreted differences in responses to BIPQ items as

psychological differences between the two groups, when they might actually reflect



118 CHAPTER 5. ILLNESS PERCEPTIONS

differences in illness severity (as reflected in self-report). They noted the strong

associations between these items and the measure of headache impact (and correctly

regarded these associations as being uninformative relative to causal direction and

clinical significance), but failed to consider the alternative interpretation of meaning

overlap between the two instruments. The BIPQ items might simply be self-report

proxy measures for the headache impact in this context, and the associations would

not indicate a connection between psychological factors and health status, but both

instruments being alternate measures of the same aspect7. Radat et al. (2009) also

used BIPQ total scores, which assumes that the illness perceptions are correlated

and reflect an underlying common characteristic, but did not specify its theoretical

meaning. One could argue that perceptions of consequences, concern, symptoms

and emotional impact (perhaps even timeline) reflect aspects of a common ‘illness

impact perception’. But perceptions of control and understanding do not easily fit

on such a continuum. In fact, illness perceptions are not uniformly intercorrelated

(see Moss-Morris et al., 2002 for correlations between IPQ-R subscales, and Section

8.11 for a statistical analysis of these relationships in the present study).

It is important to note that the SRM does not imply that, irrespective of the

condition, one is supposed to feel unaffected, think it won’t last long, feel in con-

trol, consider the treatment effective, experience less symptoms, feel less concerned,

more knowledgeable and less affected emotionally. On the contrary, the adaptive

approach of SRM implies that self-regulation depends on the coherence between the

cognitive and emotional, schematic and conceptual, intrapersonal and interpersonal

levels, each influenced by different aspects of the current situation (including the

physical symptoms, other external events and sources of information and previous

coping strategies and their outcomes). Studies that claim to apply the SRM should

analyse their data and interpret their results in accord to this theoretical stance.

One possibility is controlling for medical status when assessing differences in IPs,

and most studies do (e.g. Petrie et al., 1996; Scharloo et al., 2000; Foster et al.,

2008), although it is often difficult to identify the most suitable measure8. If the

medical condition has an equivalent manifestation in all subjects (or its influence is

7This is a typical example of overlooking basic measurement principles regarding specificity and
sensitivity. A questionnaire, experimental task or psychophysiological measure is not invariably
measuring a construct. Its psychometric properties are to a great extent determined by the
assessment context and experimental design. If essential confounding variables are not controlled
for, the instrument loses specificity. If context is changed, it does not automatically keep its
sensitivity (Cacioppo et al., 2000).

8For example, illness duration (employed as control by Foster et al., 2008) is obviously only a
limited aspect of the clinical characteristics of low back pain.
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partialled out), one can justifiably assume that the differences in illness perceptions

are due to interindividual differences in other domains (psychological, social, etc.)

and might influence the outcomes by differences in illness behaviours resulting from

perceiving their situation more or less adaptively. In some health conditions, it

might be argued that the objective aspects of the health status can easily be assessed

or considered equivalent, such as for diabetes (Weinman and Petrie, 1997)9, but this

argument is difficult to support in the case of chronic pain.

As detailed in Chapter 2, chronic pain is not among the easiest conditions to assess

objectively, and measures of health status in chronic pain are inevitably overlapping.

Thus, the associations between subjective assessments of pain intensity or disabil-

ity and subjective assessments of perceptions of concern, timeline, consequences,

etc. are unsurprising and to a large extent due to the fact that respondents access

similar information to address the questions. For example, as Macfarlane (2008)

explained in relation to musculo-skeletal pain, IPs of greater consequences might

reflect illness severity, while timeline IPs might result from prior experience. The

differences in individual scores between essentially similar measures might reflect

slightly different question wording, the potential of one measure to capture ele-

ments of the physical pathology that other methods do not access (e.g. as a global

assessment of the physical state of the organism, and not of a localised pathology),

or other elements of the wider personal and social context of the health condition

(e.g. the individual’s abilities to cope with the condition given the personal history

or social support available). In this case, changes the IPs (a frequent suggestion

following interpretation of cross-sectional studies; e.g. Heijmans, 1998) cannot be

triggered by focusing on the perception as such, but on identifying and addressing

its determinants beyond illness severity.

The consequences of disconsidering the bidirectional relation between illness sever-

ity and IPs in the context of chronic pain are significant, given the long-lasting

contentious issue of psychogenic pain. The danger to classify IPs as ‘positive’

or ‘negative’ without considering the context lies in reviving the old psychiatric

approach to pain, with highly likely negative consequences for the doctor-patient

relationship and treatment efficiency. From a less judgemental approach to psy-

chosomatics which assumes that IPs are not restricted to pathological responses

(Weinman and Petrie, 1997), the SRM risks a transformation of this promising idea

into a ‘bad’ IPs hunt.

9Even in these situations, the remaining differences in IPs can be due to both individual
characteristics and other aspects of the medical situation that the respondents consider when
developing their IPs, but were not included as separate variables in the study.
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Another possibility of correctly interpreting IPs in the context of the SRM is by

comparing the dynamic relations between the various representations, which the

SRM describes as coherence: a match between schematic and propositional levels,

between emotion and cognition, between patient and significant others, or between

perceptions and personality, which leads to better self-management of the chronic

condition (Leventhal et al., 1992, 2008). Unfortunately, this concept does not prove

easy to measure or study. The coherence subscale recently included in the IPQ-

R (Moss-Morris et al., 2002) does not directly address it, it rather measures the

respondents’ impression of how much they understand their illness, which can reflect

an authentic coherence between some levels or a false feeling of comprehension. In

fact, a major difficulty is that very few levels stipulated by the SRM are actually

accessible by current measures, and efforts to extend the applications of the model

beyond the self-reported IPs are only a recent development.

Self-report measures access the propositional level, but not the schematic level,

which is by definition automatic and not accessible via language. The authors ac-

tually warned that theoretically-derived measures might not even assess the propo-

sitional level adequately (Leventhal et al., 1997), and recommended using concrete

examples of representations and coping strategies, rather than general experimenter-

generated categories, as these might obscure the wide diversity of illness thoughts

and behaviours individuals use to manage chronic illness, which may prove essential

for clinical practice (Leventhal et al., 1992). The authors of IPQ also recommended

the complementary use of qualitative methodology and the development of ques-

tionnaire versions adapted for specific needs (Moss-Morris et al., 2002).

Newer research methods have started tapping into the schematic level by means of

drawings (Broadbent et al., 2004, 2006a, 2009c; Reynolds et al., 2007) and Stroop

tasks (Henderson et al., 2007). For example, the size and presence of damage on

heart drawings were related to illness-specific anxiety, depression, IPs and clinical

measures of illness severity (Reynolds et al., 2007), the extent of damage represented

in the patients’ drawings of their hearts after MI predicted slower return to work

and IPs regarding recovery after 3 months (Broadbent et al., 2004), while increases

in the size of the heart drawn at subsequent stages were related to increased cardiac

anxiety and poorer recovery (Broadbent et al., 2006a). Properties of the patients’

drawings of their headaches (content, size and darkness) were also associated with

IPs of identity and consequences and also with physical and emotional functioning

(Broadbent et al., 2009c). Priming IPs for an illness schema of common cold (by

asking subjects to narrate a prior experience) resulted in response bias in a Stroop
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task for common cold-related stimuli, but not for stimuli related to cardiovascular

disease, and the bias was associated to the respondents’ explicit IPs of consequences

and emotional distress (as measured by the IPQ-R), confirming the SRM claims

regarding the existence of illness-specific schemata (Henderson et al., 2007).

The perceptual-motor level described in Leventhal’s model of emotion is not even

included in the SRM, even if the perceptual-motor theory of emotion underlines its

importance in emotion generation, and the SRM acknowledges the role of emotion

in health-related decision-making10. Even if Leventhal et al. (1992) discussed the

role of physical symptoms in describing specific examples, only schematic appraisals

were proposed. But as discussed in Chapter 2, pain has an immediate, automatic

impact on emotion, which can be described as activating at the perceptual-motor

level, and thus influencing the sufferer’s emotional reactions which may interfere

with schematic or conceptual-level decisions regarding coping strategies.

While propositional cognition is the main focus at present in SRM applications,

emotion representations are a recent addition to IPQ-R. However, the emotional rep-

resentations subscale items of the IPQ-R (and the correspondent item in the BIPQ)

do not assess emotional appraisals, in the sense described by the perceptual-motor

model of emotion, only emotional responses. The emotional processing is barely de-

veloped in SRM in terms of content. If content would follow the distinctions in ap-

praisal models, one would be able to characterise emotional appraisals of symptoms

in terms of novelty, pleasantness, etc., which would enable a distinction between

qualitatively different emotional consequences of the representations (i.e. discrete

emotions), not only the increased illness threat, and also clarification of the inter-

nal structure of the emotional content of representations. Emotional responses are

described as ‘blended’ and ‘embedded’ in the cognitive-affective-behavioral frame-

work, with prototype checks leading to both update of IPs and emotional reactions

(Leventhal, 2008). Indeed, some cognitive representations seem to overlap original

emotional appraisals, as interpretations of causation and control are also among

the types of stimulus evaluation checks described in Scherer’s CPM, and perception

of consequences can be compared to goal significance appraisals. Unsurprisingly,

these cognitive representations are correlated with the emotional subscale in IPQ-R

(Moss-Morris et al., 2002), and with other measures of emotional distress (Fortune

et al., 2000). The emotional component of the SRM is the focus of newer theoretical

developments (Diefenbach, 2008).

10No suggestion is given regarding a perceptual-motor level of cognitive processing of illness
symptoms.
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The SRM situates self-regulation in chronic illness in the bigger context of intraper-

sonal (such as self-efficacy, or optimism) and social (such as community-shared and

health practitioner-reinforced illness beliefs) phenomena (Leventhal et al., 2008).

Comparatively fewer studies have addressed these relations. For example, the re-

lation between IPs and self-efficacy proves complex in patients with CHD: general

self-efficacy is related to concurrent IPs regarding consequences and expectations

regarding outcomes of dieting and exercising, but only outcome expectations are

associated with self-efficacy levels at 9-month follow-up (Lau-Walker, 2006), pos-

sibly suggesting a mediating role of outcome expectations in the relation between

IPs and self-efficacy.

The coherence between the patients’ IPs and their carers’ IPs about their illness

has recently started to be addressed. A significant other IPQ version is available

(Weinman et al., 1996). Studies regarding the similarity of patient and carer IPs

reported mixed results, depending on the health condition. For example, Law (2002)

found that mothers of adolescents with type 1 diabetes perceive their condition as

having more consequences and emotional impact, but the differences in dissimilarity

are not related to the adolescents’ well-being. In a sample of adolescents with atopic

eczema, the similarity between the parents’ IPs was related to the patients’ well-

being (Salewski, 2003). The similarity between the IPs of males after their first

MI and their spouses’ IPs regarding their condition was related to better long-

term physical, psychological and social functioning, but only when both considered

the condition as having less impact, shorter duration, fewer symptoms and more

controllability (Figueiras and Weinman, 2003). Creating coherence the between

the patient’s and the medical professional’s IPs becomes essential to an efficient

provision of reassurance following medical testing, and seems to be dependent on a

series of patient-related and doctor-related characteristics, but also on features of

the medical situation itself, such as the time delay before the test is taken (Petrie

et al., 2007).

Moreover, IPs are only a component of the SRM, which also includes treatment

beliefs and outcome expectations; these additional components are rarely consid-

ered together with IPs in studies attempting to test the SRM (Leventhal et al.,

2008). Coherence between IPs and treatment beliefs is considered central to SRM,

and leading to perceptions of treatment effectiveness and to treatment adherence,

a prediction confirmed in studies of hypertension, asthma, and myocardial infac-

tion. For communication intervention purposes, achieving coherence is understood

as a conversion of illness and treatment representations into behavioral scripts, as
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behaviours motivated by the representations meet expectations of outcomes (Lev-

enthal et al., 2008).

All these studies addressing the complex issues of coherence, although at the begin-

ning, are promising research directions that adequately apply the theoretical claims

of the SRM. If multiple levels are not assessed, efforts to control for objective

characteristics of the health condition are necessary, if the condition is amenable

to a relatively objective diagnostic. This does not mean that the use of a single

self-report measure of IPs in the chronic pain context cannot provide information

relevant to the SRM. The interpretations of the results needs however to take into

consideration the multiple determination of the self-reported IPs and possible over-

laps with other measures of functioning.

5.5 Conclusion

This chapter has reviewed cognitive aspects of adjustment to chronic pain, with

particular focus on the concept of illness perceptions and the self-regulatory model.

A few important conclusions should be highlighted. First, IPs as measured by

validated questionnaires (IPQ and BIPQ) focus on a limited range of pain-related

appraisals, and many other appraisals can be identified depending on the health

condition, individual, or research interest. Second, IPs are only one element of the

SRM; coping procedures and outcome evaluations, emotional states, the schematic

level, plus intra- and interpersonal levels are equally important, although less ad-

dressed aspects. Third, IPs are evaluative in nature, and thus obviously overlap

with self-reports of health status. IPs are important predictive factors as they ex-

press the fact that there are significant differences in patients with the same medical

condition beyond the known and measurable medical indicators. But they are not

to be taken as representing internal characteristics of the patient, easily changeable

by persuasion (i.e. should not be targeted directly as maladaptive cognitions). They

are the product of a global assessment of various sources of information regarding

the physical symptoms, the personal and social context, the various illness entities

as described by media, community and medical professionals, etc. Influencing IPs

would have to be driven by investigations of the personal, social and contextual

determinants of IPs.

This review has highlighted yet again the interrelations between cognition, emotion

and behaviour. IPs are both cognitive and affective appraisals, and directly result
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in action to overcome the perceived health threat. Therefore a comprehensive de-

scription of adjustment to chronic pain would have to consider all three domains.

This is the topic of the next chapter.



Chapter 6

Studying interrelations within an integrative frame-

work

6.1 Introduction

In a review of the current state of the art in chronic pain research, Keefe et al.

(2004) highlighted the need to develop models that integrate the knowledge related

to separate (but often overlapping) concepts into a more comprehensive theory

that would consider their relative importance and temporal relationships. They

also noted the necessity to clarify these concepts. The present thesis is in a sense

an attempt to address these two important issues.

The previous chapters have treated pain, acceptance, emotions and illness percep-

tions separately. This chapter attempts to build an integrative account. It starts

with clarifying the similarities and differences between these separate domains by

discussing both theory and empirical evidence. It then clarifies the necessary char-

acteristics of a theoretical model, and the requirements of model testing via different

statistical models. The rest of the chapter focuses on the conceptual analysis of the

current models of pain experience from the perspective of integrative efforts, which

further guides the justification and formulation of the hypotheses for the present

study.
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6.2 Interrelations between emotions, acceptance and illness

perceptions

6.2.1 Emotions and acceptance

The relationship between acceptance and emotion (and its regulation) has been

directly addressed in ACT/RFT literature. Hayes et al. (2001, p. 171) considered

the dispute between componential theories and basic emotions theories regarding

the genetic origins of emotions as unimportant. They gave more attention to the

social implications of how emotion is regulated by language and cognition. In

ACT, emotions are seen as socially constructed to a large extent: via training,

relational frames develop between sets of bodily sensations, behavioural predispo-

sitions, thoughts, situations and emotion labels (Hayes et al., 2001, p. 127). The

similarity of an individual’s relational frames to those of the social community and

their flexible application depending on context to meet personal needs is taken to

represent healthy emotional development.

Among the current emotion theories, this view of emotion as socially constructed

and of language as relevant for emotion regulation is most similar to Barrett’s

(2006b) conceptual act model, which sees discrete emotional experiences as the

result of psychological categorisation of core affect (characterised by valence and

arousal), and the acquiring of emotion categories as a result mainly of social con-

struction. Emotion categories are described as heterogeneous sets of situated con-

ceptualisations (i.e. perceptual symbols) which participate in the construction of

perceptual experiences and influence subsequent behaviour on multiple modalities;

they have a functional role in selecting communicative and instrumental behaviours

that likely to ensure self-regulation or goal achievement in the particular social

context1. Learning the emotion categories that are socially functional in one’s cul-

ture participates in a healthy psychological and social development. Barrett also

identifies interindividual differences in the precision of verbally representing emo-

tional experiences (“emotion granularity”), highlighting the possibility of training

the functional use of emotion conceptualisation as a skill.

RFT/ACT also states that emotions, like all internal events, are not causes of be-

haviour, but could be “controlling variables that participate in an overall causal

1The theoretical distinction between relational classes and situated representations, although it
is controversial and important in differentiating RFT from cognitive accounts of human behaviour,
is less important at this level of analysis, as both serve the same function of influencing behaviour.
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relation” (Hayes et al., 2001, p. 176)2. This view of emotion as unrelated causally

to behaviour can be identified as a Platonian/Cartesian/network theory view on

emotion (see Subsection 4.2.1), which is unsurprising given the skinnerian foun-

dation of ACT. This is another standpoint that RFT/ACT partially shares with

the conceptual act model. In her critique of basic emotion views, Barrett (2006a)

noted how compelling the view that emotions are natural kinds (i.e. nonarbitrary

clusters of instances existing in nature and not created by the human mind) is for

both laypersons and researchers despite the difficulty of researchers to reliably mea-

sure them. The fact that we explain our behaviours via the subjective experience

that accompanies them compels us to see them as causal entities (p. 47), although

in emotion research this view is in her opinion counterproductive. As acceptance

theory states, giving internal events as reasons for behaviour is not necessarily ben-

eficial in personal life either3.

However, Barrett (2006b) granted an important role to emotion categorisation in

guiding adaptive behaviour and thus described the use of emotion categories as

important elements in causal networks of human behaviour. Along similar lines,

Frijda (2008) stated that even if emotion might not represent “a natural class of

phenomena”, it “fills a need in pointing to particular phenomena of feeling and be-

haviour” which “tend to intrude upon ongoing thought and behaviour” and “seek

to assume control, tend to persist over time, and may do so even when prevailing

conditions make it advisable for them not to do so” (p. 68)4. Thus, even if emo-

tion labels have not always been taken to correspond to neural programs which

reliably lead to coordinated multimodal adaptive responses, a minimal consensus

in the emotion literature refers to emotion as a useful concept in the sense of an

association between use of emotion labels/categories and relatively coherent types

of goal-oriented and self-regulating behaviours. This view also concurs with the

RFT/ACT view regarding the role of language in emotion.

Emotion categories, or schemas, also include “meta-emotional skills and represen-

tations” (Power and Dalgleish, 2008), which guide the perception, understanding

and regulation of emotion experience. An analysis of the RFT/ACT description of

2Although not clearly stated, this theoretical statement might be equivalent to a statistical
moderation relationship. Causality is discussed in more detail in Section 6.3.

3Barrett (2006a) also noted that research methodology that stipulates the existence of latent
traits is consistent with such natural kind views of emotions (p. 47). Nevertheless, in my opinion,
emotion variables can be included in causal chains (e.g. in SE models) without adopting a ‘natural
kinds’ approach, for example when considering the subject’s endorsement of emotion labels in
characterising their recent experiences as indicators of the frequency of using the corresponding
emotion categories in interpreting and guiding their experience.

4See also Johnson-Laird and Oatley (1992) for a defense of folk theories of emotion.
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psychological flexibility and acceptance from the perspective of emotion regulation

is a promising avenue for integrating these two approaches, although it is rather

controversial and unclear at present.

In RFT terms,

people are taught to categorise a loose set of situational cues, bodily

sensations, behavioural predispositions, and so on as “anxiety” and to

evaluate it as “bad.” This “emotion” can then be recalled or predicted

via language (e.g., “I felt anxious at school last week” or “I am afraid I

will get anxious when I get on the place”). Because aversive states of this

kind can be brought into a situation via language itself, psychological

pain cannot be avoided purely by avoiding external situations. Humans

thus begin to target negatively evaluated private events per se as the

focus of avoidance. For example, thoughts linked to “anxiety” can be

actively avoided or suppressed. (Hayes et al., 2004a)

In this statement, the authors seem to suggest that only the negative and inflexible

meta-emotional representations (e.g. anxiety is bad) lead to avoidance of inner emo-

tional events and thus to psychopathology, not language as a whole. Their focus on

the negative role of language could be due to considering anxiety as the blueprint for

all other emotion categories. Friman et al. (1998) explained anxiety by the process

of inner (verbal) events becoming associated to avoidance behaviours via relational

framing so that these behaviours are stimulated in the absence of the real (original)

danger. This property of relational framing of randomly carrying over behavioural

functions from one event to another via transformation of stimulus functions and

forming relational classes is described as a characteristically human process and the

source of increased suffering.

Similarly, Blackledge and Hayes (2001) proposed that attempts at regulating emo-

tion can cause psychopathology (in a social context that encourages emotion regula-

tion as a way to diminish negative affect) and considered this statement as opposing

current views that failure of emotion regulation is potentially pathological. In fact,

the two statements are not contradictory, instead they refer to different acceptions

of the term. Blackledge and Hayes’s (2001) is a limited definition of emotion regula-

tion as equivalent to getting rid of negative emotions (part of experiential avoidance

of inner events), while current views in emotion theory describe emotion regula-

tion as both reduction and enhancement of both positive and negative emotional

states, which can take place in relation to any of the distinct emotion components
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(experience, physiology, behavioral expression), as discussed in Chapter 4. Thus,

acceptance (or “feeling feelings as feelings”, as described by Blackledge and Hayes,

2001, p. 247) can also be considered a form of emotion regulation, since orienting

attention towards its constituents changes the emotion experienced.

If experiential avoidance (EA) is a form of emotion regulation, what are its dis-

tinctive features, and it is invariably dysfunctional? In a comparative analysis of

ACT and CBT methods, Hofmann and Asmundson (2008) considered ACT tech-

niques as counteracting maladaptive response-focused emotion regulation, and CBT

as targeting primarily antecedent-focused emotion regulation. However, in Eccle-

ston and Crombez’s (1999) cognitive-affective model of the interruptive function of

pain, acceptance reduces pain-associated worry by redefining the problem in terms

of reducing disability and distress rather than pain reduction and thus stopping

the misdirected problem-solving efforts. A recent opinion in this controversy (Koll-

man et al., 2009) stated that even if direct control efforts are absent, “acceptance

can be conceptualized as an emotional regulation strategy that combines aspects

of “antecedent-focused” and “response-focused” emotion regulation, such that it

entails both the appraisal of emotion acceptability and the allowing of emotional

experience after its generation in the absence of control efforts” (p. 206). Moreover,

Kashdan et al. (2006) noted that EA becomes disordered when it interferes with

valued living via its inflexible application, and not as a short-term, context-related

emotion regulation strategy. Even if these versions of acceptance are different from

the ACT definition, they are important for our present integrative effort as they

reveal the similarities and differences between acceptance and other concepts, in

this case emotion.

Indeed, emotion theory generally asserts that language is essentially functional in

relation to emotion, and can also encode adaptive meta-emotional representations.

For example, Barrett’s (2006b) model focuses on the functional role of emotion

categories. As situated conceptualisations, they have the property of stimulating

similar behaviours in similar situations, thus guiding adaptation from a higher level

of abstraction (the anxiety category would lead to avoidance in some situations,

while anger would lead more frequently to aggressive behaviours, and so on). In

this view, an important characteristic of emotion categories is their flexible and

context dependent connection to instrumental and communicative behaviours, and

thus language in itself is viewed as fundamentally adaptive; it is not the emotion

category itself that is dysfunctional, but the meta-emotional representations that

guide its application. Moreover, the flexible application of both enhancement and
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suppression of emotion expression is a better predictor of long-term psychological

adjustment than the ability to either suppress or enhance (Bonanno et al., 2004).

The dynamic models of emotion regulation are also in accord with the acceptance

approach. For example, Zautra et al. (2001) criticised unidimensional models of

adaptation to pain, like stress and coping models, which view adjustment outcomes

on a single continuum. Their model insists on the differentiation between positive

and negative affective states in times of stress as an important outcome which

enables the individual to formulate a more nuanced definition of his/her well-being.

This emotion approach to adaptation to chronic pain is conceptually similar to

the acceptance view, where differentiation between the present pain levels and the

readiness to engage in activities is an important therapeutic outcome.

Strand et al. (2007) further developed the DMA model by introducing a cognitive

characteristic: the individual’s readiness to self-manage pain (“pain readiness to

change”). In their study, the higher weekly pain reports were related to lower

positive affect reports especially for patients that reported more commitment to an

active coping approach, as resulted from their scores in the three related subscales:

precontemplation (seeking for a cure for pain), contemplation (starting to consider

active coping), and action/maintenance (using coping strategies on a daily basis).

The authors explained this finding in terms of perceptions of control: pain increases

might be seen as failure of coping strategies and felt as a disappointment.

Several studies so far have empirically investigated the relation between acceptance

and emotional responses. For example, Sloan (2004) described EA as an emotion

regulation strategy that leads to self-reports of increased emotion when exposed to

fear, disgust and happiness-inducing film clips (but not to contentment and sadness-

inducing films), and lower heart rate reactivity only to fear and disgust clips (no

differences were observed for electromyographic recordings of facial expressions of

frowning and smiling). In Kashdan et al.’s (2006) cross-sectional study, EA medi-

ated the relation between anxiety-related distress (anxiety sensitivity, trait anxiety,

suffocation fears and bodily sensations fears) and several other maladaptive reg-

ulatory strategies (maladaptive coping, emotional response styles and perceptions

of uncontrollability). Also, EA mediated the relation between two emotion regula-

tion strategies (suppression and reappraisal) and several indicators of psychological

distress and meaningful living during a 3-week monitoring period. The authors

considered these results as supporting a view of EA as a broader construct (a “core

toxic diathesis”, p. 1302) which includes avoidant and detached coping, emotional

suppression and uncontrollability, in addition to its own theorised components such
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as inflexibility and cognitive entanglement5. It is important to mention that this

shifting image of EA (and PF) in relation to emotion regulation is partly due to

the difficulty of defining the concepts clearly within a theory that highlights the

contextual variation of the phenomena studied, as detailed in Chapter 3.

In chronic pain, few studies have addressed this issue. Pain-related anxiety (as

measured by PASS) and acceptance (CPAQ) were considered related but distinct

dimensions of chronic pain adjustment based on a study by McCracken et al. (1999).

Both were characteristic of dysfunctional patients (according to the WHYMPI clas-

sification), and contributed to a discriminant function analysis which classified cor-

rectly 72.5% of dysfunctional patients and 91% of adaptive copers (but none of the

interpersonally distressed patients). The pooled within-group correlation between

CPAQ and PASS was r = −.51. In two samples of female osteoarthritis and fi-

bromyalgia patients, pain acceptance (selected items from CPAQ) was associated

with higher levels of weekly positive affect, but unrelated to negative affect re-

ports; moreover, accepting patients reported less negative affect simultaneous with

higher pain severity, but this relation is possibly mediated by the increases in pos-

itive affect (Kratz et al., 2007). In a heterogeneous sample of patients referred

to pain management, CPA, mindfulness and values-based action partly mediated

(cross-sectionally) the relation between anxiety sensitivity (AS) components and

measures of patient functioning such as depression, pain-related anxiety, psychoso-

cial disability and number of visits to GP (McCracken and Keogh, 2009). The

authors interpreted these results as indicating that AS is part of the wider concept

of experiential avoidance, which also includes CPA, mindfulness and values-based

action6.

The theoretical and empirical work reviewed above suggests that CPA can be also

seen as an emotion regulation strategy which impacts on the frequency and inten-

sity of experiencing various negative and positive affective states. A comparative

empirical analysis of the relations between CPA and specific discrete emotions has

not been attempted until now.

5As discussed in relation to CPA and disability, these mediation effects can also be due to the
fact that EA is conceptually closer to outcome measures such as distress, in comparison to more
distinct concepts such as emotional suppression, or various coping strategies.

6An alternative interpretation would be a conceptual overlap between AS and ACT measures.
Issues of measurement and structural relations are discussed in detail in Section 6.3.
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6.2.2 Emotions and illness perceptions

As detailed in Chapter 5, the SRM is in essence a theory of the interactions be-

tween emotion and cognition in guiding behaviour in the context of a health threat.

Emotions can be elicited by the symptoms, by initial illness representations (espe-

cially identity and consequences), by specific emotional appraisals, by assessment

of coping outcomes or by interpersonal factors (not detailed in the model). They

have an equally important role in the iterative selection of coping procedures and

assessment of their results.

Despite the equal focus on emotion and cognition in the SRM, the role of emotion in

adjustment to chronic illness from a self-regulation perspective has only started to be

explored. Research has usually focused only on the cognitive component (mostly at

the propositional level), with only a recent addition of an emotional impact subscale

in the IPQ-R (and two corresponding items in the BIPQ). This shift in research

focus is beginning to unveil the affective component of risk assessment, the affective

heuristics that influence decision making in health settings, and the role of affect in

directing attention on specific information, in motivating behaviour and in acting

as common currency for comparing complex and qualitatively different situations

in decision-making (Diefenbach, 2008).

In chronic pain however, no study has yet explored the relations between illness

perceptions and discrete emotions. Despite an early formulation of the parallel pro-

cessing model of pain distress similar to the SRM which specifically stipulated the

possibility of pain schemas determining associations between sensory pain charac-

teristics and specific discrete emotions (Leventhal and Everhart, 1979), most studies

of the relation between cognition and emotion have focused on the relation between

various cognitive factors and chronic pain associated depression, anxiety or anger,

formulated outside the SRM (Arnstein et al., 1999; Maxwell et al., 1998; Materazzo

et al., 2000; Turk and Okifuji, 1997; Woby et al., 2004; Newth and DeLongis, 2004;

Page et al., 2004; Cordova et al., 2005; Heath et al., 2008; Tan et al., 2008; Karoly

et al., 2008). As discussed in Chapter 4, a discrete emotions approach is potentially

more rewarding.

6.2.3 Acceptance and illness perceptions

The SRM and ACT approaches to chronic pain have not been compared in the

literature. Given the strong cognitive-behavioral tradition behind the SRM and

the critical views of ACT proponents regarding CBT, illness perceptions might be



6.2. INTERRELATIONS 133

considered as having less in common with acceptance. There are however many

common aspects. As Hofmann and Asmundson (2008) pointed out, ACT and CBT

share many techniques and theoretical views. For example, in relation to valued

living, ACT advises the functional analysis of the person’s beliefs based on their

impact on the selected goals, and this analysis is similar to the SRM cycles of

situation assessment - action - outcome assessment. Thus, psychological flexibility

also entails adopting the beliefs that are most adaptive in relation to the person’s

value structure and present context. Moreover, ACT and SRM have in common

the emotional components reviewed in the previous subsections. To my knowledge,

no empirical exploration of the relationships between CPA and illness perceptions

has been reported yet.

6.2.4 The role of demographic and other contextual factors

It is important to underline that psychological factors in chronic pain are active

within a network of various other contextual variables characterising the sufferers

(gender, age, ethnicity, socio-economic status, marital status, etc.), their condition

(duration, body area affected, the presence of a clear diagnosis and of comorbid

conditions) or the their social environment and situation (the presence of stressful

life events, social and financial support, conflict situations such as marital problems

or litigation). These factors can act as moderators, mediators, or alternative causal

factors for the relation between psychological aspects and health status in chronic

pain, and can be in turn differently affected by changes in the condition. Some of

their implications are briefly reviewed next.

As a general example, patient demographic and clinical characteristics were signifi-

cantly associated to various dimensions of quality of life (QOL) in a heterogeneous

sample of patients admitted to a pain management programme: women reported

lower physical role-related QOL; higher educated people reported better general,

emotional and mental health, physical function, and vitality; marriage, employment

and shorter pain duration were associated with better general health; involvement

in compensation claims or litigation was related to reports of lower mental health;

reports of more than 3 pain locations were associated to lower physical function

(Kerr et al., 2004). Beyond such general associations, the relation of each of these

characteristics with various health outcomes is multifaceted; the specific influences

in different contexts and their causal mechanisms are a topic of continuing research.
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Gender is connected to chronic pain adjustment via both biology and social roles.

Most studies indicate slightly higher pain sensitivity for acute pain in women, but

results vary depending on type of stimuli and experimental design. Biological bases

might consist in differences in pain modulation mechanisms, and in the neuroen-

docrine and reproductive systems. Social factors might relate to the willingness to

report pain. For chronic pain conditions, most studies report higher prevalence in

women, although results are not consistent for all conditions and age intervals, and

most studies focus on Western cultures. Women are also more likely to seek care

for their pain condition, possibly due to both pain sensitivity and differences in

the socialisation of pain, and use more pain management strategies (Berkley, 1997;

LeResche, 2001).

Psychological factors may impact on chronic pain adjustment differently depending

on gender. For example, Jones and Zachariae (2002) reviewed the limited evidence

on the moderating effects of gender on the relation between anxiety and pain sen-

sitivity, and concluded that, although women’s pain responses seem to be more

sensitive to context-related anxiety, dispositional anxiety seems to be associated to

chronic pain severity only in men. In a recent study on chronic pain patients, Keogh

et al. (2006) reported that gender mediated the relation between depression (and

not pain-related anxiety) and disability, as women with higher depression scores

also reported significantly more disability. As these controversial and limited re-

sults suggest, the role of gender in this relationship is yet unclear, therefore separate

analyses are recommended for future research (Jones and Zachariae, 2002).

Age-related differences in pain experience and expression can also be due to both

biological and psychosocial factors. While childhood is a period of substantial

changes in biological, cognitive and emotional maturation and in the socialisation

of pain behaviours, adulthood (18+ years) is comparatively more stable. Never-

theless, increasing age is associated with higher prevalence of persistent pain and

a plateau or decline in the old population (75+). Age also impacts differently on

specific anatomical pain sites and reports of associated symptoms, or reporting of

sensory pain qualities (but not intensity ratings) and on pain-related anxiety (but

not depression), cognitive beliefs, coping mechanisms and disability (Gagliese and

Melzack, 2003; Gibson and Chambers, 2004).

The influence of ethnicity on pain reporting has been encumbered by stereotyping

and issues of classification, but it is certainly relevant in the context of identify-

ing cultural differences in attitudes towards pain and pain behaviours, with direct

implication for diagnosis and treatment in multiethnic contexts. Numerous studies
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have identified differences between various ethnic groups in terms of sensitivity, be-

haviours, or attitudes to both acute and chronic pain (Rollman, 2004). Although

differences tend to be small or nonexistent when confounding variables such as ed-

ucation, work status, pain duration are controlled for, ethnicity can also act as

a moderator in the relation between some psychosocial factors and pain severity

(Edwards et al., 2005a).

Other characteristics of the medical condition, such as pain location, have been

shown to be associated with pain quality and pain related disability. For example,

a recent study by Porter-Moffitt et al. (2006) reported significant differences be-

tween 7 pain groups based on pain location (e.g. headache, lumbar, thoracic, etc.)

on limitation of daily activities, perceived pain and disability, and psychosocial

functioning. These associations however have not been consistently reported in the

literature (Jensen and Karoly, 2001).

External contextual factors such as social support, life events, or conflictual situ-

ations also contribute to chronic pain adjustment. The role of social support in

chronic pain has been researched as both an aggravating and therapeutic influence.

Skevington (1995, p. 92) reviewed evidence for pain modelling in families, for the

role of partners in positively reinforcing pain behaviours such as pain expression, but

also for their role in reinforcing the use of pain management skills and the increase

in activity levels. The relationship is apparently moderated by various other fac-

tors, such as the type of interaction, the information exchanged, the characteristics

of the individual involved, etc. (p. 195). There has been an increasing refinement

in modelling this relation, from the simple observation of the partner/carer’s role

in shaping pain behaviour in operant-behavioural therapy, to cognitive-behavioural

models focusing on the interaction between the patients’ beliefs and expectations

and those of their social environment, to later contextual-interactional models in

which patterns of interaction lead to different individual and group outcomes (Ro-

mano and Schmaling, 2001). This research suggests that marital status can either

facilitate or hinder chronic pain adjustment, in interaction with other psychological

variables.

Both major life events and daily hassles have been shown to be related in various

ways to the pain experience: as reported antecedents of pain increases or initial

treatment seeking, and as correlates of decreased use of adaptive coping strategies

and increased frequency of pain behaviours (Bradley and McKendree-Smith, 2001).

A particularly stressful situation is claiming for compensation benefits, which sig-

nificantly affects emotional and physical functioning (Guest and Drummond, 1992).
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The examples above highlight the need to include such contextual variables in stud-

ies that address the relation between psychological factors and chronic pain adjust-

ment, either to control for their influence on both types of variables or to identify

their potential moderating effects on the relationship. However, their inclusion cer-

tainly adds a new layer of complexity, and leads away from parsimony in model

development.

6.2.5 Towards an integrative approach

The complexity of the interactions between different psychological aspects of living

with chronic pain and between these aspects and various facets of health status and

context characteristics intimidates any attempt to develop integrative models, as

recommended by Keefe et al. (2004). It concurs with the FC and ACT statements

(detailed in Chapter 3) that there isn’t an absolute truth and a stable structure

of the reality independent of context and intention, that all efforts to describe it

are inevitably limited, situated, and that the application of these descriptions to

specific situations is only successful to the extent that it is not taken as a invariable

law. In fact, in this respect ACT is not in opposition to ‘mainstream’ psychological

science, as the dependence on context is acknowledged as one of the main difficulties

of psychological theorising by many authors, including proponents of the positivist

approach, (e.g. Meehl, 1978).

Thus, it becomes essential to clarify what is the purpose of a model, what is the

role of quantitative research and how does it help clinical practice in chronic pain.

Is it useful and feasible to condense the information described so far, to clarify

concepts and identify areas of overlap, so that we describe the phenomenon of pain

more clearly and parsimoniously? The next section attempts to answer these philo-

sophical and in the same time methodological questions. Although this topic might

seem rather a detour from the main aim of the present thesis, I would argue that

it is indispensable to the effort to integrate the different domains in pain research,

especially given that one of them, acceptance, is built on a distinct philosophy of sci-

ence described in opposition with the rest of the domains (functional contextualism

versus mechanism, as described in Section 3.3).
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6.3 Why do we need an integrative model?

6.3.1 Theoretical models

The general goal of all pain management efforts can be described as the preservation

of health from a biopsychosocial perspective, which includes both the maintenance

of an optimal functioning of the physical organism in the given conditions and the

provision of the adequate support to the sufferers for living a rewarding life in their

social environment. This goal may be reached however by different approaches with

different theoretical assumptions, which may dictate the development of different

types of models. Why would an integrative model be necessary, and what would be

its place in the wider landscape of chronic pain research?

In order to clarify the use of models in pain management, I propose a distinc-

tion between three main contexts of model use, which reflect three meanings of

the term. First, as the Self-Regulatory Model describes, the individuals confronted

with a health threat develop their own models of the condition, which guide their

search for better understanding, more effective coping skills and treatment meth-

ods. Second, the health professionals, including clinical psychologists, develop via

professional training and experience their own individual models of chronic pain,

which guide their work in assessing the patients’ individual situations and support-

ing therapeutic change. Third, theoretical models are developed to guide research

efforts (data collection, analysis and interpretation), finally aimed at informing and

improving intervention (both self-help and therapy). Our search for an integrative

model refers to the latter type of models. The use of the term ‘theoretical’ for

research-related models does not intend to imply that individual models are not

theoretical in nature (although they necessarily have a higher degree of contextual-

isation), or to denote superiority. The three types of models need to answer specific

requirements related to their purpose, as it is detailed next. Instead, the term refers

to the intersubjectivity and generalizability of a theory, in its common acception.

The three types of models serve different purposes, and thus have different charac-

teristics. The individual models of illness are limited and continuously fluctuating

depending on the specific circumstances; rigour is not required, since effectiveness of

the models is strictly related to the outcomes of the coping procedures they initiate.

Nevertheless, as the SRM describes, the assessment of outcomes can be biased by

the use of inadequate heuristics, and a coherence between the health care provider’s

and the patient’s models of illness is necessary for an effective management of the
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medical condition. The effectiveness of therapeutic models is ensured by the flex-

ible application of rules identified via research and professional experience to the

patient’s particular situation and resources, and by their seamless integration with

experiential therapeutic tools, such as the therapist’s communication skills and use

of experiential methods, in the actual interaction. From this perspective, I would

argue that functional contextualism is more suited to guide models operating at

these two levels, as it focuses on the act-in-context as an analytical whole, and on

pragmatic criteria for analysis, i.e. judging a model based on its practical usefulness

in specific situations (Hayes et al., 1999b, pp. 18-21). Thus, FC is only apparently

opposing the “mechanicist” approach, each underlying different types of models7.

In contrast, theoretical models, while having the same ultimate goal, need to reach

different intermediary objectives essentially related to their application to a wider

range of similar situations, in the sense of being informative to a larger number

of both sufferers and therapists. This wider applicability requires a higher degree

of generalizability which implies several key assumptions: theoretical entities exist

(i.e. there are common aspects between the various observed situations), they are

independent of any single set of observations and have a causal role in the generation

of such observed phenomena, and their predictive value resides in the accuracy with

which the causal relations theorised describe the observable reality, past and future.

These assumptions correspond to a realist philosophy of science and underlie one

of the methodologies employed by all models examined in the present thesis: the

latent variables theory (Borsboom, 2005, p. 60).

By situating the present integrative efforts at the level of theoretical models and

by identifying the latent variables methodology as an important common element

in the models examined, this thesis adopts realist ontological and epistemological

assumptions, and chooses to examine the theories considered and the empirical data

based on realist criteria, as they apply in the methodological literature (e.g. clarity

of construct operationalization, unidimensionality of measurement, statistical fit

with observed data)8. Of course, this approach should be seen as complementary

to individual and therapeutic models, and also to the further development of the

more specific models examined. Hayes et al. (2004c) used the metaphor of two

journeys with different start and end points to highlight the fact that philosophical

7These two philosophical perspectives parallel the enduring controversy between positivism
and hermeneutics in social sciences (and especially in clinical psychology), which have been con-
sidered as referring to two levels of investigation: nomothetic, i.e. pursuing general knowledge,
and idiographic, i.e. focusing on understanding unique events (Dooremalen et al., 2007, Ch. 5).

8While these criteria are different from functional contexualist ones, ultimately they are also
in the service of the general goal of predicting and influencing chronic pain adjustment.
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assumptions are pre-analytical, “they can’t really be justified, only owned” (p. 18).

They suggest that their single criterion of validity is to have coherent assumptions

regarding goals, methods, measures, etc. By choosing to be guided by methodology

as a common element, the present approach aims to satisfy this criterion.

However, an integrative model involves distilling the richness of information in these

models to extract common elements which describe the phenomenon at a more

general level. Thus, information is inevitably lost and the concepts integrated,

while maintaining their core elements, receive relatively different interpretations

within the new model. Moreover, models articulated at different levels or guided by

different philosophical approaches are subject to the Procrustean bed of the realist

criteria9. For these reasons, the present thesis should not be seen as suggesting the

abandonment of research within the specific models, but rather as an invitation to

dialogue at this higher level of generalisation, which many lead to more focused

research efforts, more effective training, more reliable health policies, etc. These

practical applications justify research at this level, based on realist assumptions.

To further clarify the criteria for theory assessment adopted in the present thesis,

the common methods used in empirical testing by the models examined will be

discussed next, with particular emphasis on structural equation modeling.

6.3.2 Statistical models

While individual and therapeutic models are validated by the subjective assess-

ment of their outcomes in a particular context, testing theoretical models requires

objective scientific criteria. Most studies reviewed in the previous chapters used

quantitative methodology, which was also applied in the present study, therefore

this subsection is dedicated to statistical model testing.

The linear model: from correlation to SEM

While theoretical models are usually developed in verbal form and describe a phe-

nomenon on a more abstract and general level, deriving statistical models from

theory requires a translation of these verbal statements in mathematical form by

9According to Borsboom (2005, pp. 63-68), applying the latent variable methodology means
implicitly adopting a realist philosophy of science. More specifically, the realist stance can be
identified formally in the application of probability theory in statistical testing at the level of
individual scores, parameter estimates and model fit.
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deriving predictions that apply to the specific conditions of the data collection con-

text and expressing them in terms of relationships between variables. This trans-

lation process is essential for theory development, although it is not usually given

adequate attention. Without going into a detailed methodological digression, my

aim is to highlight the essential differences and requirements of the various methods

in relation to testing complex integrative theoretical models, which is the main goal

of this thesis. Particular emphasis is given to structural equation models, testing

causal relations and longitudinal models.

Model testing may involve various levels of complexity, from deriving predictions

about associations between only two variables in a specific (experimental or obser-

vational) context, to efforts of specifying complex networks of directional relation-

ships. Correlational hypotheses can be considered a basic level of model testing,

but they are minimally informative for theoretical models with multiple variables

beyond the limited support for a relationship characterising a specific part of the

model. A second level of testing are multiple-regression models (MRMs), which

estimate simultaneously a series of equations and can test more complex theoreti-

cal predictions, such as the relationship between two concepts when controlling for

possible spurious variables, the selection of the best predictors of a certain outcome

from a series of candidate variables, or mediation and moderation effects (Tabach-

nick and Fidell, 2001, Ch. 5). MRMs focus on the optimal prediction of a single

outcome, while many theoretical models stipulate sequences of relationships where

a certain outcome can become a predictor in relation to a different concept. For

such theories, path models (PMs) can provide a more adequate statistical test.

However both MRMs and PMs have several limitations. First, they assume that the

variables are measured without error, while in many practical applications, espe-

cially in social sciences, research frequently faces intractable measurement problems,

and the chronic pain area is no exception, as discussed in the previous chapters.

Second, they assume that measurement errors of the included variables are not

correlated, while in many substantive research areas, including chronic pain, psy-

chometric instruments of distinct concepts are subject to similar sources of variance.

Third, they assume that the psychometric instruments used to measure the included

variables are unidimensional, i.e. the items used relate only to their relevant con-

cepts and are not associated with other constructs in the model; as detailed in the

previous chapters, conceptual overlap is one of the major problems of chronic pain

research. These limitations lower the accuracy of estimated parameters if these
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assumptions are not met and thus impact on the accuracy of the statistical test.

Structural Equation Models (SEM) can provide a solution to these problems.

Developed four decades ago, SEM resulted from the combination of path modeling

and confirmatory factor analysis (Schumacker and Lomax, 2004). As defined by

MacCallum and Austin (2000), a SEM is a pattern of linear relationships between

measured variables and latent variables; the relationships can be either directional

(implying that one variable influences another) or nondirectional (where only cor-

relation is implied). Thus, SEM opens a variety of possibilities for the development

and testing of more complex models, including complex analyses such as multiple-

group and hierarchical models and more integrated ways of modeling moderation

and mediation (Schumacker and Lomax, 2004). In addition, SEM offers the possi-

bility to go beyond null-hypothesis testing, which is known to subject psychological

theories to only limited and often inconclusive testing (Meehl, 1978), to the com-

parative analysis of alternative plausible models.

The additional levels of complexity and testing possibilities don’t come without

limitations and methodological requirements, often neglected in SEM applications.

In relation to the issue of measurement error, Bedeian et al. (1997) highlighted the

fact that the appropriateness of adjusting for measurement error (both the classi-

cal “correction for attenuation” method and the SEM method) is controversial, as

does not automatically lead to ‘true’ parameter values. In their opinion, “models

are only as good as their measurement components” (p. 798), as latent reliability

affects both model goodness-of-fit and parameter estimates, and the use of SEM

methodology does not exempt the researcher from examining and addressing is-

sues of latent reliability and correlated measurement errors for indicators, ensuring

sample representativeness, adequate sample size, and measurement quality10.

Measurement error is central to the use of SEM and the methodological dispute re-

garding the distinction between measurement and structural components of SEMs.

It is also essential to the main goal of the present thesis (i.e. clarifying concepts and

progressing towards an integrative model of chronic pain adjustment). Therefore a

brief methodological explanation is necessary11.

The measurement versus structure distinction in SEM parallels the distinction be-

tween induction/analysis and deduction/synthesis in theoretical models. While

10More arguments supporting the necessity of examining psychometric properties of measure-
ment tools are presented in Chapter 8.

11The technical aspects and decisions in data analysis are detailed in Appendix B.
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MRM and PM focus on the structural relationships and leave measurement issues

for psychometricians (employing either classical test theory, item response theory

or latent trait theory), SEM offers the possibility to integrate both components in a

single model, although this potential is still rarely used in chronic pain research, as

detailed in Appendix B. A first barrier is that most existing psychological instru-

ments fail the stringent criteria of SEM models (in this case, confirmatory factor

analyses). Some authors argue that these criteria are too stringent for measures

with more than 3 indicators, given that more indicators are necessary for good

construct validity (e.g. Marsh et al., 2004), while others encourage the efforts of

improving measures according to SEM criteria, as they potentially lead to new

progress in the substantive areas (McIntosh, 2007). A second potential barrier to

integrating measurement and structure in the same model is the increased number

of parameters to be estimated, which leads to decreased power to detect model mis-

specifications and requirements for increased sample size; a recommended remedy

for this problem is the inclusion of selected items from existing psychometric instru-

ments (Hayduk, 1996, p. 25–30), with the drawback of lower comparability between

studies. A third potential barrier is the lack of unidimensionality of most existing

questionnaires, especially when similar concepts are included in SEMs, which be-

come apparent in model fit diagnostics and bias parameter estimates (Fornell and

Yi, 1992, as cited in Hayduk, 1996; Bedeian et al., 1997). All these barriers can be

seen either as recommendations for not integrating measurement and structure in

SEMs, or as an opportunity for more powerful model testing and development. If

failure of fit for the integrated statistical model is not interpreted as direct proof

for the failure of the theoretical models (since misspecification might also occur in

the translation of the theoretical model to the statistical one), I would argue that

such integrated analyses can provide useful information for model development at

both the measurement and structural levels.

As described in the previous chapters, chronic pain research has been focusing on

both identifying reliable concepts and testing their utility based on their relation-

ships with relevant clinical outcomes and other validated concepts. Thus, measure-

ment and structure are closely interconnected. There is as much uncertainty about

how to measure and name the various related factors as there is uncertainty about

the structure of the global phenomenon of psychological adjustment. In essence, the

research problem in chronic pain management is to identify aspects of the overall

phenomenon that can influence other aspects considered outcomes, such as percep-

tion of pain intensity and duration, physical disability, and that can be modified via
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therapeutic intervention. But the challenge for research models (as opposed to in-

dividual or therapeutic models) and their statistical counterparts is how to cut the

whole phenomenon into distinct elements (amenable to self-report or other measure-

ment methods), so as not to overlap measurement and be able to identify accurately

the substantive links between these elements of the bigger phenomenon. From this

perspective, I consider that the integrative use of measurement and structure in

SEM can offer some answers to this problem of clarifying concepts and developing

an integrative model, and will therefore be used in the present study, together with

other methods.

Another major controversy in the SEM literature refers to the causal inferences

that the method allows. Some authors assert that, although SEM allows modeling

of causal processes with both non-experimental and experimental data, modeling

non-experimental and especially cross-sectional data cannot support causal (unidi-

rectional) relations; however in situations where experimental manipulation or even

data collection at multiple time points is not possible, SEM can provide a com-

plementary methodology for examining plausibility of models, if several alternative

models are examined comparatively (Maruyama, 1998, Ch. 1). Other authors, while

acknowledging the role of experimental control in testing causation, highlight that

causation exists independent of human manipulation, which can also lead to the

illusion of causation if other important criteria are not satisfied (Mulaik, 2009).

Bollen (1989) offers a detailed and balanced account of these criteria. He describes

causality in SEM by three requirements: isolation, association, direction of influ-

ence. Isolation is rather an ideal rather than an achievable condition, and it is

approximated in research designs (observational or experimental) by control or ran-

domization. In quantitative terms, perfect isolation is replaced by pseudo-isolation,

the assumption that the disturbance of the dependent variable is uncorrelated with

the independent (exogenous) variable(s). If this assumption does not hold, the

estimated association between the dependent and independent variables is biased;

hence, the necessity of including all the factors known to be relevant to the spe-

cific relationship (common causes, additional related causes, intervening variables)

and specifying adequate relationships (reciprocal causation, non-linear associations,

covarying errors or disturbances) in order to increase the plausibility of this assump-

tion. Association, although it is apparently simple to test, might be biased by het-

eroscedasticity or collinearity, measurement error or sampling fluctuations; hence,

the importance of considering these aspects carefully. The direction of causation,

brings forth the issue of temporal precedence, and of the time interval between
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the actual events and its relation to the interval of measurement; hence, the rele-

vance of elaborating the theoretical basis for the specified relations in model testing,

including the possibility of simultaneous or reciprocal causality (Bollen, 1989)12.

The above considerations show that the adequate use of the SEM methodology

requires considering multiple issues, such as addressing reliability issues, the simul-

taneous testing of both measurement and structural levels (preferably without using

total scores), the causal inferences allowed by the study design (e.g. cross-sectional).

The methodological literature also recommends the comparative analysis of alter-

native and equivalent models, considering multiple diagnostics in addition to global

model fit for model interpretation, the comprehensive reporting of the results, etc.,

which are rarely considered in practice. A more detailed methodological discus-

sion of SEM is presented in Appendix B, together with several examples of studies

applying SEM in chronic pain research.

In modeling longitudinal data, an important issue is represented by the multiple

measurements for each case, which allow, or indeed make necessary, the separa-

tion intraindividual variance from interindividual differences, and the examination

of time-related variability in the form of growth trends. Hierarchical longitudinal

models (HLM) and latent growth models within SEM address these issues and are

therefore more adequate for longitudinal theory testing than correlation, MLMs,

or PA (Singer and Willett, 2003). Although temporal precedence is necessary for

testing causal models, an additional requirement is equally important: eliminating

the alternative hypothesis of reciprocal causality. Singer and Willett (2003) dis-

tinguished between defined (predetermined, e.g. gender), ancillary (determined by

an external stochastic process, e.g. weather), contextual (determined by a proximal

stochastic process, e.g. peers’ behaviour) and internal/endogenuous (measuring the

individual’s status, e.g. psychological, physical or social characteristics) predictors.

When data are measured simultaneously and are either contextually determined or

targeting similar internal processes, causal interpretations have a weak support due

to the possibility of reciprocal causality. They recommended the use of time-lagged

designs, where prior assessments of predictors relate to subsequent outcomes.

The advantages of SEM and HLM do not imply that methods such as correlation

and multiple regression are less valuable for testing theoretical models. The methods

provide complementary information and can be used together in both exploratory

data analysis and theory testing.

12To these criteria, Mulaik (2009) briefly adds the necessity to assume causal homogeneity, to
specify a relevant context, and to identify points of equilibrium in change processes.
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In summary, the use of linear modeling, in particular SEM, for theory evaluation

imposes several related criteria regarding measurement quality (reliability, validity,

unidimensionality) and the relationships between variables (isolation, association,

direction of influence), which translate the realist philosophical assumptions at a

methodological level and will further guide our data analysis.

6.4 Selecting an existing model versus developing a new one

In order to gain an integrative understanding, it is useful to identify a common

ground for the theories involved and adopt a consistent approach. Thus, in addi-

tion to the criteria discussed above, an integrative model be characterised by an

ability to accommodate findings from different models and by external consonance

with related research. Chronic pain research already has a variety of models, some

of them presented in the previous chapters. These may be more general models

applied to chronic pain (e.g. the ACT, the DMA or the SRM), specific to chronic

pain (e.g. the cognitive-affective model of the interruptive function of pain; CAM,

Eccleston and Crombez, 1999), or detailing a particular aspect (e.g. the cognitive-

behavioral mediation model of depression in chronic pain of Rudy et al., 1988, or

the fear-avoidance model of exaggerated pain perception of Lethem et al., 1983).

Therefore, before deciding on building a new integrative model as recommended by

Keefe et al. (2004), it is necessary to explore the existing models in chronic pain re-

search and assess their adequacy in explaining the relevant behavioural, emotional

and cognitive aspects discussed in the previous chapters. This conceptual analy-

sis attempts to follow the advice of Diefenbach et al. (2008, p. 656–7) in model

development:

model building should not consist of including an increasing number

of variables in ever more complex models. In contrast, we suggest that

researchers rigorously evaluate variables and their hypothesized relation-

ships to other factors in a given model. These tests should be conducted

both experimentally in laboratory settings that simulate the appropri-

ate health contexts, as well as naturalistically in the field, employing

both quantitative and qualitative methods. Only then can we be confi-

dent that our theoretical models are valid for predicting health-related

behaviour.

In my opinion, among the theoretical models reviewed so far, two can be considered

to have sufficient breadth to potentially accommodate research findings from the
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rest of the models while adhering to the realist assumptions set by our approach:

Leventhal et al.’s (1992) SRM and Eccleston and Crombez’s (1999) CAM. Impor-

tantly, they share many characteristics. A central common aspect is the focus on

the interaction between cognition and emotion in guiding behaviour, which places

them in a good position to integrate findings from more specific models. In addi-

tion, they both build on the strengths of previous mainstream psychological theories

in emotion research, cognitive psychology and operant-behavioral theory (in health

psychology and chronic pain research respectively) and have therefore the resources

to maintain relatively accurate interpretations of the concepts integrated. They

also both have the potential to accommodate the shift in chronic pain research from

choosing between opposing unidirectional relationships (e.g. pain causes depression

versus depression causes pain) to the description of the dynamic interdependence

between the psychosocial context and pain itself, which is considered a much needed

perspective change (Jacob and Kerns, 2001, p. 363).

These two models are also complementary in several ways, as they are both in early

stages of testing and development, and each describes conceptual aspects of the

psychosocial adjustment to chronic pain that the other has developed to a lesser

extent. For example, as described in Chapter 5, in the SRM the emotion component

is not extensively developed, although it is central to its theoretical construction.

The SRM is also a more general model of response to health threat, and thus it does

not consider the specific effects that pain itself (as a symptom) has on behaviour.

Its focus on health threats leads to a limited consideration of other motivations in

the person’s life and of the possible conflicts with coping with the illness threat

(although it acknowledges the necessity of studying health behaviour in the wider

intrapersonal and interpersonal contexts).

To all these limitations, the CAM has partial answers. Although the emotional

responses to pain are not extensively developed in this model either, it stipulates

an influence of emotion at both the level of the pain stimulus selection (via habitual

ways of interpreting threat, or emotional response to other stimuli in the environ-

ment) and the level of the chronic problem-solving efforts. Its focus on attention

processes, based on the specific function of pain to interrupt ongoing activity and

motivate escape behaviours, takes into consideration the specific characteristics of

the main symptom in chronic pain. Moreover, the interpretation of the sufferer’s

focus on pain as essentially an adaptive behaviour reduces the stigma usually as-

sociated with efforts to reduce pain perception which usually comes with seeing
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avoidance as an essentially maladaptive process leading to suffering. CAM specif-

ically describes the conflict between pain-motivated escape and ongoing activities

motivated by the other life goals, thus introducing an essential element for thera-

peutic intervention.

On the other hand, the CAM has a series of limitations to which the SRM can

bring welcomed additions. The factors that influence the perception of threat and

thus lead to the selective attention to pain signals are only briefly mentioned in the

CAM, while the most developed aspect of the SRM refers to the perceptions of the

health threat, admittedly mostly at the cognitive propositional level, as reviewed

in Chapter 5. The cognitive evaluation of outcomes of the problem-solving process

is also underdeveloped in the CAM; the process leading from misdirected problem-

solving to reframing the pain problem adaptively needs a more detailed account

of these assessment components. The SRM’s focus on assessing health threats and

coping outcomes via cognitive and affective heuristics that might bias the evaluation

and thus lead to perseverance in incongruent illness perceptions and ineffective

coping procedures offers a way to study this process.

The other models reviewed, while having a more limited scope, can be reinterpreted

within the two broader models and bring complementary details to the general out-

lines. Within ACT, mainly due to its behavioural lineage and its unique RFT

foundations, emotion and cognition tend to be grouped as functional classes of be-

haviour and labelled ‘private events’. Consequently, ACT does not view emotional

and cognitive concepts in the way that other emotion and cognition researchers

do, but emotional and cognitive elements can be identified in many components

of its distinct theoretical construction. Thus, ACT may bring a valuable contribu-

tion. Acceptance may be interpreted within the SRM in terms of affective heuristics

(e.g. anxiety is bad), coping procedures (avoidance versus engagement in activities),

and illness perceptions (e.g. of controllability). The CAM specifically redefines ac-

ceptance as reformulating of the pain problem in terms of reducing disability and

distress (i.e. an antecendent-focused emotion regulation strategy), but as detailed

in Section 6.2.1, it can also be assimilated to response-focused emotion regulation

strategies13.

The existing models of pain processing, such as the gate control theory, the neuro-

matrix model, Price and Harkins’s (1992) sequential processing model or Leventhal

13A yet unexplored aspect of acceptance can be related to the third category of emotion reg-
ulation in Gross’s (1999) classification, i.e. selecting and modifying the antecedent events via
attentional processes, which has obvious connections to the CAM’s focus on attention.
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and Everhart’s (1979) parallel processing model of pain distress (PPM), do not di-

rectly address the phenomenon of adjusting to chronic pain. However these models

need to be consonant with and complement such a model of chronic pain adjust-

ment. The PPM offers precisely such a link between neurophysiological models of

online pain processing, especially in acute pain, and psychological models of pain

response that extend to chronic pain adjustment, such as the CAM and SRM.

The models that focus on specific affective responses are inevitably limited to these

particular aspects, but can be also integrated in the two broader models. The re-

search on anger expression and suppression offers an excellent example of schematic

affective processing of health threats for the SRM, and can be considered as related

in a cyclical manner to both perceptions of stimulus threat directing attention to

pain stimuli and effect of the misdirected problem-solving efforts in CAM. The

fear-avoidance models (Lethem et al., 1983; Vlaeyen et al., 1995) were fundamental

for the development of the CAM and have already been integrated and reinter-

preted in more functional terms in this model, as catastrophizing and avoidance

behaviours are viewed as consequences of problem-solving efforts in the context of

chronic pain. The perception of health threat and the related coping procedures in

the SRM also include cognitive and emotional appraisals of danger and avoidant

coping, among others. Depression accounts such as the cognitive-behavioral me-

diation model (Rudy et al., 1988) refer to another limited category of perceptions

of the health threat (i.e. of reduced control and self-efficiency) and behaviours (i.e.

reduced instrumental activities) as leading to lower adjustment, and thus can be

integrated as part of the problem-solving efforts in the CAM, or the illness per-

ceptions and coping procedures in SRM. The limited account of shame could also

be considered as part of the affective content of the perseverance loop involved in

solving the problem of pain in the social context. The SRM proposal that pain can

become associated to specific emotions including shame is an open invitation to fur-

ther explore its role in chronic pain. The DMA account on positive emotions, while

limited to the interplay between positive and negative affect, describes a dynamic

interplay between stressful stimuli (particularly pain), the individual characteristics

and the momentary circumstances. This dynamic, although it refers only to the

affective aspects of chronic pain from a dimensional perspective, overlaps conceptu-

ally with the continuous competition between the pain-motivated escape behaviours

and approach behaviours motivated by other personal goals described in CAM, and

with the cyclical updating of illness models in the SRM. Thus, it represents a good
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example of the study of interactions that can be applied to other areas of the wider

models, including the cognitive components14.

This brief conceptual analysis has attempted to answer the question of whether a

new integrative model is necessary, given the variety of existing models. It suggests

that further development of a model of chronic pain adjustment starting from the

preliminary outline of the CAM within the broader framework of the SRM has the

potential to offer the integrative approach needed. Certainly, a general model can

be complemented by the formulation and testing of detailed hypotheses regarding

specific components, which would enrich and update the broader model and provide

sufficient detail for its application to specific contexts. It is within this framework

that the hypotheses of the present study were formulated, tested and interpreted.

6.5 Research aims and hypotheses

A first empirical step towards an integrative model, as Diefenbach et al. (2008)

suggested, consists in thorough examinations of current concepts and their rela-

tionships. To this end, concepts such as psychological flexibility, chronic pain

acceptance, discrete emotions (anger, sadness, fear, shame, happiness), emotion

regulation strategies, illness perceptions, together with indicators of health status

and demographic and context factors, were measured via self-report in a hetero-

geneous sample of chronic pain sufferers at three time points, in order to assess

their dynamic interrelations. Specific predictions were formulated based on results

of previous studies and theoretical implications derived from the current models15.

The four research areas (acceptance, emotions, illness perceptions and health sta-

tus) were first explored via correlational analyses at a cross-sectional level, and the

stability of the concepts is examined at a longitudinal level. Their interrelations

were examined subsequently, both between each of the three psychological domains

and their separate and combined interactions with health status. The hypotheses

14Other models not described so far address either specific mechanisms or general considerations
that may be also integrated in the two models but will not be discusses here for reasons of brevity.
Examples include: the Glasgow model (Waddell and colleagues, as described in Asmundson and
Wright, 2004), the biobehavioral model (Turk and Flor, 1999, as described in Asmundson and
Wright, 2004), the diathesis-stress model for chronic pain (Asmundson and Wright, 2004), the
diathesis-stress model of depression in chronic pain (Banks and Kerns, 1996), the avoidance-
endurance model (Hasenbring et al., 2009).

15Multiple hypotheses were formulated where existing theory and research allowed, in accor-
dance to long-standing guidelines (Chamberlin, 1890) particularly suitable to current statistical
methods (Elliott and Brook, 2007). The advantages of using multiple working hypotheses (whether
alternative, sequential or simultaneous) would deserve a more detailed treatment. However for
reasons of brevity I will only note the revived interest in using these guidelines in the context of
testing multiple causal models of complex systems, as discussed in Elliott and Brook (2007).
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and their justification are described in the next subsections. The next two chapters

detail the data collection and analysis. The results are discussed in Chapter 9.

6.5.1 Separate examination of the four areas: acceptance, emotions, illness

perceptions, health status

At the cross-sectional level, correlational analyses were used to explore each of the

substantive areas. For reasons of brevity, separate hypotheses regarding each of

the correlations between the relevant concepts are not explicitly stated here. The

analysis and interpretation of the results was based on the expected associations

according to existing theoretical and empirical literature. For example, CPA and

PF scores were expected to correlate significantly (although the discriminant va-

lidity of the two measures was considered an exploratory issue), negative emotions

were expected to be associated to dysfunctional regulation strategies, health status

variables were expected to correlate, but measure distinct aspects.

A special attention was given to illness perceptions, as the question of how illness

perceptions are interconnected has been only partially answered in the SRM liter-

ature. As discussed in Chapter 5, BIPQ has been used by computing total scores

(Radat et al., 2009), which would suggest unidimensionality, but also by identifying

distinct patient groups (Hobro et al., 2004), which would suggest that a categorical

approach is preferable to a dimensional one. To clarify this controversy, the data

were analysed via exploratory factor analysis and cluster analysis. It was hypothe-

sised that, given the previous empirical results, BIPQ subscales do not belong to a

unidimensional construct. It was equally relevant to replicate the results of Hobro

et al. (2004) in the present study, as a first step towards identifying the relevance

of these groups on health status and the relationships with the other concepts, and

to examine the adequacy of this solution in terms of distinctiveness and, longitudi-

nally, stability. A similar analysis was performed in relation to CPAQ scores, based

on Vowles et al.’s (2008b) cluster analysis.

The role of socio-demographic and medical characteristics was also explored in

relation to each domain. At the longitudinal level, the stability of each measure

was explored, as a preliminary step for integrative analyses.
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6.5.2 Interrelations

Specific hypotheses were formulated for the examination of the relationships be-

tween acceptance, emotions and illness perceptions, in light of the literature re-

viewed in the previous chapters and in Section 6.2.

Emotions and acceptance

As detailed in Subsection 6.2.1, acceptance can be described as an adaptive emotion

regulation strategy related to the frequency of experiencing various positive and

negative emotions. Also, Phillips and Power (2007) described dysfunctional ERSs in

terms of rejecting and ignoring the informational relevance of emotional content, and

functional ERSs as ‘holding’ and processing the emotional content; this distinction

is similar to the acceptance-avoidance contrast. Therefore it can be hypothesised

that:

Hypothesis 1: Both CPA of PF are related to more frequent positive emotions and

functional ERSs, and less frequent negative emotions and dysfunctional ERSs.

Illness perceptions and acceptance

Although Hobro et al. (2004) did not specifically address the differences between

their ‘adaptors’ and ‘non-adaptors’ groups in terms of acceptance16, the theoretical

similarities between illness perceptions and acceptance are substantial, as described

in Subsection 6.2.3. Therefore another hypothesis is that:

Hypothesis 2: Non-adaptors (as identified by cluster analysis of illness perceptions)

have significantly lower scores of acceptance (CPA and PF) compared with adaptors.

The relationships between specific IPs and acceptance were further analysed in an

exploratory manner.

Illness perceptions and emotion

The differences between ‘adaptors’ and ‘non-adaptors’ in terms of their emotional

life was not a main focus in Hobro et al. (2004), which only addressed general levels

of anxiety and depression as indicators of psychological distress. However the SRM

stipulates that emotions can be generated by IPs, and the individual’s response to

16They only used measures of patients’ beliefs about their medication, pain intensity, anxiety
and depression and subjective perceptions of general health.
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health threats is the results of an interplay between distinct yet related affective

and cognitive factors, suggesting that:

Hypothesis 3: Non-adaptors report significantly more frequent negative emotions

and use of dysfunctional ERSs and less frequent positive emotions and use of func-

tional ERSs compared with adaptors.

The relationships between specific IPs and specific emotions are more difficult to

hypothesise based on the SRM, as this aspect of the model is underdeveloped. They

were therefore analysed in an exploratory manner.

6.5.3 Exploratory analysis

Three types of additional exploratory analyses were conducted. First, the relation-

ships between all three types of psychosocial factors and health status were explored

comparatively at a cross-sectional level, and the possibility of developing longitudi-

nal models based on the results of these analyses was further explored. Second, the

variance in individual growth trends of chronic pain adjustment was explored with

a focus on identifying explanatory variables for existing trends. Third, the concept

of discrimination ability was defined based on existing literature and explored in

the present data set in relation to sensory-affective distinctions in pain perception

and discrete emotion distinctions.

Health status and psychosocial variables

A first step towards distinguishing the unique contribution of psychosocial variables

to health status is to identify the contextual variables which might explain part of

the variance. Thus, for each health indicator, exploratory multiple regression mod-

els were performed with the following potential predictors: gender, age, education,

annual income, marital status, pain location, pain spread, pain duration, age at

pain onset, previous and current pain treatment (surgery, physiotherapy, comple-

mentary therapies), comorbidity (and separately presence of osteoarthritis), nega-

tive and positive life events (total scores and selected events, such as recent injuries

or financial problems). The significant predictors were used as control variables in

the subsequent analyses.

Previous research on CPA (reviewed in Chapter 3; McCracken and Eccleston, 2003;

Viane et al., 2003; McCracken and Eccleston, 2005, 2006; Vowles et al., 2007a;

McCracken and Vowles, 2008) showed that participants who report more acceptance
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of chronic pain also report better health status in terms of physical and psychosocial

disability, vocational status, healthcare utilisation and pain intensity, controlling for

the relevant context variables. Therefore, it can be hypothesised that, also in this

sample:

Hypothesis 4: CPA and PF are associated with better health status (health care

utilisation, pain intensity, pain-related disability, work status), controlling for con-

textual factors.

As detailed in Chapter 4, the relationship between discrete emotions, emotion reg-

ulation strategies and health status in chronic pain patients is reflected in multiple

ways in pain perception, health care use and disability. Emotion determines the

way the sufferers attend to and assess pain stimuli and their choice of coping pro-

cedures, and is in turn influenced by the intensity of the symptoms and degree of

limitation on the daily activities and personal goals. A general hypothesis can be

formulated:

Hypothesis 5: Lower distress and less frequent use of dysfunctional ERSs are asso-

ciated with better health status (health care utilisation, pain intensity, pain-related

disability, work status), controlling for contextual factors.

Discrete emotions were also introduced separately in MRMs to explore their unique

associations with specific health status indicators, following Fernandez and Mil-

burn’s (1994) stepwise regression of 10 discrete emotions in relation to the A-PRI

index.

As described in Section 5.3.2, Hobro et al. (2004) described the two patient groups

they have identified based on their illness perceptions (‘adaptors’ and ‘non-adaptors’),

as different in terms of health status indicators. Therefore it was hypothesised that:

Hypothesis 6: Non-adaptors report significantly better health status compared with

adaptors.

Distinct illness perceptions were also introduced separately in MRMs to explore

their unique associations with specific health status indicators.

The results of the separate analyses were introduced in integrative MRMs in order

to compare the contributions of all relevant factors to predicting health status indi-

cators. The relations between these factors were further explored in an integrative

measurement SE model.
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Individual growth trends

The above exploratory and confirmatory analyses have focused on the relationships

between concepts at group level and in a cross-sectional format. However longitu-

dinal study design allows a different, 2-level approach of the potential intra- and

interindividual change processes. Therefore a separate exploratory analysis will at-

tempt to characterise the between and within-subject variance of the participants’

scores on the psychological and health status indicators during the study period via

hierarchical longitudinal modeling (HLM).

The issue of discrimination ability

Several theoretical and empirical efforts in the chronic pain literature, some al-

ready reviewed in the previous chapters, share an interesting point regarding the

individual’s ability to distinguish between different aspects of the chronic pain ex-

perience, such as between sensory and affective components of pain perception, or

between different emotional reactions, or between pain and emotion. This ability

has potential applications in pain management and is worth exploring separately

in the present study. I will briefly summarise next the description of this idea in

the works of the different authors, and then formulate some starting points for this

exploratory analysis.

A first account of this ability to discriminate between separate aspects of chronic

pain was presented in Fordyce’s (1976) description of the “vicious cycle effect”

in chronic pain, where the frequent association between distress and pain makes

discrimination between these states increasingly difficult, which he termed “dis-

crimination error”. He used this explanation as an argument against interpreting

present distress as an indicator of a psychological causation of chronic pain (i.e.

psychogenic pain). His concept of “operant pain” was thus related to the increase

of this association with time, and he viewed treatment as an attempt to disentangle

distress (and pain behaviours) from the pain itself.

This important aspect of the pain-distress relationship has been apparently lost in

early CBT accounts of chronic pain, which refer instead to a desynchrony of sub-

jective, physiological and behavioural aspects of pain as influenced by personality,

attitudes, expectations (Phillips, 1977, as cited in Lethem et al., 1983). This idea

was further developed in the fear-avoidance model of exaggerated pain perception

(Lethem et al., 1983), which stipulated that stressful life events, personal pain his-

tory, coping strategies and behaviour patterns increase the probability of avoidance
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responses and thus lead to a dysfunctional desynchrony, when affective responses

are more intense than sensory responses. Desynchrony was also described between

affective and sensory components of pain (Phillips and Hunter, 1981, as cited in

Lethem et al., 1983). Avoidance behaviours were associated only with the affective

component, not the sensory component of pain, pointing to the specific properties

of the affective components in stimulating escape, as detailed also in the CAM (Ec-

cleston and Crombez, 1999). The mechanisms by which pain motivates avoidance

more in certain contexts were not detailed in this model, and only recent research

has started to shed some light on the discrimination mechanism, as described below.

The ability to discriminate between various aspects of the pain experience can

actually be considered one of the main targets of the CBT approach (Turk et al.,

1983), which starts with the assessment and reconceptualisation of the sufferer’s

situation. In essence this stage targets the transformation of an undifferentiated,

overwhelming problem into distinct, manageable problems. ACT follows on similar

lines, as chronic pain acceptance involves the discrimination between the presence of

pain and the availability for value-based activities, which resembles the distinction

between the sensory-informational aspect of pain and its motivational-emotional

component which competes with other current motivations.

The SRM and especially its related parallel processing model of pain distress (Lev-

enthal and Everhart, 1979) also highlight the necessity of a distinction between the

sensory-cognitive aspects of pain (or any other health symptom) and its emotional

aspects. The clinical application to diminishing acute pain related to medical inter-

ventions via conscious exposure to sensory information prior to medical procedures

is a powerful argument for the value of this discrimination ability. Eccleston and

Crombez’s (1999) elaboration of the CAM also includes a discussion on the disso-

ciation between pain and threat. According to CAM, the threat value of the pain

stimulus moderates its selection over competing stimuli/demands, thus enhancing

its interruptive function. Other moderators are intensity, novelty, predictability.

Structural relations between moderators are not known, but the authors state that

clarifying these relationships would need a clarification of current concepts, such as

somatic awareness, negative affectivity, anxiety sensitivity, fear of pain, catastro-

phizing.

As described in Chapter 4, appraisals of threat characterise the affective component

of pain, and related affective responses. It follows that operating a distinction

between the pain stimulus and its affective value may enable a reinterpretation of

the signal and thus a potential decrease not in the sensory properties, but in its
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ability to motivate the interruption of ongoing activities and initiation of escape

behaviours. Also, Eccleston and Crombez (1999) proposed that the presence of

competing environmental demands might also mediate pain’s interruptive function:

relevant events can have priority above pain. Relevance implies motivational value,

therefore emotional value. Thus, a dissociation between pain and emotion may also

lead to decreasing the motivational properties of pain, and replacement of escape

behaviour with approach behaviours motivated by competing goals, thus leading to

a decreased association between pain and escape behaviour. This phenomenon is

similar to a certain extent to the counterconditioning procedure in animal research

on fear conditioning, largely unexplored in humans, according to Eccleston and

Crombez (1999).

The dispute regarding catastrophizing as a coping procedure or an expression of

emotional distress (see Chapter 5) can also be formulated in terms of discriminat-

ing between pain and emotion. Adhering to expressions of intense distress related

to pain perceptions is potentially a reflection of the difficulties the individual faces

when confronted with intense pain, particularly in distinguishing between pain and

affect. Elaborating this difficulty in terms of maladaptive cognition might be less

appropriate than a formulation in terms of an affective ability. In diagnosis and

intervention, an affective approach would lead to acknowledging the enhanced dis-

tress and seeing it as an effect of different contextual factors and identifying together

areas of change in the environment and learning emotion regulation strategies (in-

cluding acceptance), instead of correcting the cognitions which, as Vlieger et al.

(2006) stated, might be only a by-product of the efforts to solve the problem of

pain.

Discriminating between pain and emotion is also reflected in the ACT concept of

relational framing and in its therapeutic goal of changing not the content, but the

function of mental events by enhancing the flexibility of the relational frames in

which the events participate. In emotion research, concepts such as emotion granu-

larity (Barrett, 2006b) or mood clarity (Salovey and Mayer, 1990, as cited in Zautra

et al., 2001) tap into similar issues of distinguishing between different aspects of the

experience in order to generate more adequate behaviours, and the Dynamic Model

of Affect also stipulates that “the degree of complexity in individuals’ awareness of

their own emotions is significantly reduced during times of stress” (Zautra et al.,

2005, p. 212).
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Limited empirical research has been conducted in this respect in the chronic pain

area, mainly via moderation analyses. Affleck et al. (1992) reported that the rela-

tion between daily pain and mood is moderated by neuroticism (increased neuroti-

cism leads to lower correlations) and by illness duration, disability, disease activity

and average daily pain (all leading to higher correlations). Zautra et al.’s (2001)

study described in Subsection 4.4.6 reported a moderating effect of positive emo-

tion on the relation between pain and negative affect, the latter decreasing in the

presence of the former. Mood clarity, defined as the ability to differentiate emo-

tional experiences, also increased the differentiation between negative and positive

affect. The results were confirmed and extended by Zautra et al. (2005) and Strand

et al. (2006). Kratz et al. (2007) linked acceptance with these moderating mecha-

nisms, suggesting that the differentiation ability might be an essential component of

chronic pain acceptance. Also, Conner et al. (2006) identified a hidden moderating

role of depression history on the strength of contingencies between daily pain and

emotion-related experiences, despite a lack of correlation with mean daily ratings;

depression status, although associated with interpersonal differences in daily rat-

ings, did not have this moderating effect. Importantly, these studies show that the

discrimination ability is both context- and person-related and therefore might be

manipulated by both changes in the individual’s environment and by skills training.

This discrimination ability can be tested in the present study via moderation anal-

yses. A first aspect is the distinction between affective and sensory pain qualities.

As discussed in Chapter 2), the distinctiveness between the S-PRI and A-PRI in-

dices of McGill Pain Questionnaire is controversial, some studies indicating a lack

of distinction, while others supporting the different sensitivity of the two indices

in certain situations. Therefore, exploratory moderation analyses were performed

for acceptance, discrete emotions and ERSs, illness perceptions, other health sta-

tus indicators and various contextual variables. A second possible distinction is

between pain and emotional distress, which is likely to be influenced by positive

emotion as suggested by the studies mentioned-above; other moderators could also

be explored. A third aspect is the distinction between discrete emotions. The con-

cept of discrimination ability suggests that correlations between emotions might be

moderated by various personal and contextual characteristics, therefore exploratory

moderation analyses were also performed for acceptance, ERSs, illness perceptions,

health status and control variables.
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6.6 Conclusion

This chapter explored the research focusing on the interactions between acceptance,

emotions and illness perceptions and on the role of contextual variables in chronic

pain adjustment. Given the complexity of the various aspects examined so far,

the utility and feasibility of developing an integrative model was briefly addressed

at a philosophical and methodological level. It was next proposed that the CAM

(Eccleston and Crombez, 1999) and the SRM (Leventhal et al., 1997) could offer

sufficient support for further integrative efforts, and other existing models could

be considered as corresponding to, or complementing, various elements of the two

models.

Based on the theoretical analyses, specific hypotheses were formulated for the sep-

arate research domains and the possible interactions between them. Also, three

additional exploratory aims were set. The first refers to the relation of the three

domains to health status indicators, the second addresses intra- and interindividual

variance and time-related trends and fluctuations, while the third sets to explore

various moderation mechanism in relation to the proposed concept of ‘discrimina-

tion ability’.



Chapter 7

Basic emotions, emotion regulation strategies, ac-

ceptance, illness perceptions and health related out-

comes in a sample of chronic pain sufferers - a lon-

gitudinal study

7.1 Introduction

As detailed in the previous chapters, research on the role of psychological factors

in living with chronic pain has usually been channelled on three separate lines of

research: acceptance, emotions and illness perceptions. Few attempts have been

made to compare these three areas and integrate them into more comprehensive

models. The goal of the present study was to investigate the relationships between

basic emotions, emotion regulation strategies, acceptance, illness perceptions and

health status indicators in chronic pain. Perceived pain intensity, healthcare util-

isation, and perceived physical and psychosocial disability were considered health

status indicators.

7.2 Methodology and procedure

The study was conducted with the approval of the Lothian Research Ethics Com-

mittee and the Research and Development Office of NHS Lothian. As one of the

main objectives was to study the relationships in time, the design of the study was

longitudinal. It included 3 stages, at 4 month intervals. The duration of the in-

tervals was selected for both theoretical and practical reasons. Theoretically, the

effectiveness of an intervention is usually considered within similar intervals (e.g. 3

months in McCracken et al., 2005, 3.5 and 6.5 months in Wicksell et al., 2009, 6

159
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months in Dahl et al., 2004). Also, the retrospective recall bias was shown to be

lower for intervals around 3 months (Von Korff, 2001). Logistically, it was estimated

that the necessary number of participants will be contacted in this interval, so that

the data collection waves do not overlap.

The data were collected via a questionnaire including several validated instruments.

The questionnaire method was selected mainly for logistic reasons: it is the least

demanding form of measurement for participants in these contexts, while its relia-

bility and validity are not considerably lower compared to other methods of pain

measurement, as discussed in Chapter 2.

Participants were recruited mainly from the NHS Lothian Chronic Pain Service

users, but also from the users of three chronic pain support organisations. Three

inclusion criteria were applied for participant selection: adult age (18 years and

above), knowledge of English language and ability to understand the information

presented in the Patient Information Sheet, consent form and questionnaire. The

exclusion criterion was the presence of malignant chronic pain. For the NHS sam-

ple, the selection was done via analysis of information available in the patients’ files

regarding date of birth, previous history of medical conditions and any additional

relevant notes (e.g. the request of a translator in previous consultations). For partic-

ipants from chronic pain support organisations, the inclusion criteria were presented

in the patient information document and verification was based on self-report of age

(completing the questionnaire was considered as an indicator of meeting the other

two inclusion criteria), while the exclusion criterion was verified based on self-report

of comorbid conditions.

7.2.1 Questionnaire description

The main variables included and their corresponding measures are described in

Table 7.1. Other variables included were ethnicity, nationality, pain duration, pre-

vious treatment, current treatment1. The rationale for including these variables is

detailed in Chapter 6.

The first stage postal questionnaire for NHS participants had the following struc-

ture: an introduction, questions regarding demographics, questionnaires related to

general concepts, questions related to the medical history, questionnaires related

to chronic pain related health outcomes and psychosocial factors. This structure

1Part of the participants also responded to questions regarding diagnosis, benefits, litigation,
social support.
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Variable type Variable name Measurement

Health related outcome

vocational (employment) status single question
healthcare utilisation (Andersson et al., 1999)
medication use (Andersson et al., 1999)
self-help (Andersson et al., 1999)
pain intensity SF-MPQ
pain-related disability RM-SIP

Psychosocial factor

emotions BES
emotion regulation REQ
acceptance CPAQ, AAQ
illness perceptions BIPQ

Control variable
gender single question
age single question
education single question
marital status single question
annual income (perceived) single question
positive and negative events LTE
pain duration single question
age at pain onset age - pain duration
pain location open-ended question or ques-

tionnaire online
comorbid conditions SACQ

Table 7.1: Variables and measurement

was intended to ease response by guiding the participant from general to specific

questions. The introduction consisted in a brief presentation of the study, details on

confidentiality and contact details for the study investigator and organising institu-

tion (as a summary of the patient information sheet). Several validated instruments

were included: the Chronic Pain Acceptance Questionnaire (CPAQ; McCracken

et al., 2004b), the Basic Emotions Scale (BES; Power, 2006), the Regulation of

Emotion Questionnaire (REQ; Phillips and Power, 2007), the Acceptance and Ac-

tion Questionnaire (AAQ; Hayes et al., 2004a), the List of Threatening Experiences

(LTE; Brugha and Cragg, 1990), the Brief Illness Perception Questionnaire (BIPQ;

Broadbent et al., 2006b), the Sickness Impact Profile Roland Scale (RM-SIP; Roland

and Morris, 1983), the Short Form McGill Pain Questionnaire (SF-MPQ; Melzack,

1987), the Self-Administered Comorbidity Questionnaire (SACQ; Sangha et al.,

2003). Illness history (pain duration, previous treatments, how the pain started),

pain location, current treatment, healthcare utilisation (adapted from Andersson

et al., 1999) were assessed via single items or sets of similar items. Demographics

included gender, date of birth, education, marital status, vocational status, annual

income, ethnicity, nationality. The questionnaire ended with details regarding the

participation in the next two stages, a request for the participant’s and their GP’s

contact info, questions regarding whether they would like to receive a report of
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the study by post, whether they received help to fill the form, the duration of sur-

vey completion, and a space for comments. The first stage questionnaire for NHS

participants is presented in Appendix A. In the second and third stage, only the

questionnaires and questions that measure time-varying predictors and outcomes

were included in the survey2.

The validated instruments used are described next. As Chapter 8 is dedicated

to the analysis of their psychometric properties in the present study and includes

detailed information about their published reliability and validity support, it will

not be reiterated here for reasons of brevity. The next paragraphs describe only

their purpose and format, while the results of the psychometric analysis on the

present sample are summarised in Section 7.5.

The Acceptance and Action Questionnaire (AAQ; Hayes et al., 2004a) is a 9-item

single-factor scale which measures experiential avoidance, defined as unwillingness

to experience particular private events (memories, emotions, thoughts etc.) and

efforts to “alter the form or frequency of these experiences or the contexts that

occasion them, even when these forms of avoidance cause behavioral harm” (p.

554). The theoretical relationships between experiential avoidance, acceptance and

psychological flexibility in Acceptance and Commitment Therapy are reviewed in

Chapter 3. The 9 items focus on issues such as cognitive entanglement, need for

emotional and cognitive control, behaviour inhibition due to emotional or cognitive

private events, negative evaluation and fear of feelings, etc. The response scale is a

7-point Likert scale with labels ranging from ‘never true’ to ‘always true’.

The Basic Emotions Scale (BES; Power, 2006) assesses self-reports of the frequency

of experiencing 5 basic emotions: anger, sadness, disgust, fear and happiness. Each

of the 5 emotions is represented by 4 emotion terms (e.g. anger by anger, frustration,

irritation and aggression). The underlying theoretical assumption is that “the ‘true’

basic emotion can best be represented as an underlying latent variable for which the

terms such as ‘disgust’, ‘anger’, ‘anxiety’, and so on, provide observed or manifest

variables which are indicators of the theoretical latent variable” (Power, 2006, p.

697). The respondents were instructed to answer how much they experienced each

2The questionnaires presented both to the online participants and the members of Pain As-
sociation Scotland (PAS) via post included several feed-back questions related to the activity of
PAS (which will not be discussed here), and a few additional questions considered at the time
potentially useful as control variables: knowledge about the diagnosis of their medical condition,
whether they received benefits for it, whether they were involved in litigation, and the perceived
social support from family, friends, doctors, etc. However due to the small size of this sample
these responses were not included in the main analysis.
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emotion via a 7-point Likert scale, from ‘never’ to ‘very often’. The scale is based on

previous research of semantic analysis of emotion terms (Oatley and Johnson-Laird,

1987). Two versions of the scale exist: a trait-like scale (how often they experienced

the emotions ‘in general’) and a state-like scale, (‘during the past week’). The trait-

like scale was selected for this study for all three stages, as the one-week interval of

the state version was considered too short in comparison to the 4-month intervals

structure of the data collection protocol, and specifying longer intervals would have

resulted in an increased response difficulty.

The Regulation of Emotion Questionnaire (REQ; Phillips and Power, 2007) as-

sesses emotion regulation strategies based on two dichotomies: external/ internal

and functional/ dysfunctional. Dysfunctional strategies are characterised by re-

jection of the emotion, via the use of internal resources and inhibition (internal)

or via using other people, objects or emotional expression (external). Functional

strategies are defined by acceptance of emotion via use of internal resources and

mechanisms such as positive reappraisal, concentration and learning (internal) or

via using external resources such as social support and acting to modify the initial

situation (external). Items were theoretically derived and categorised based on ex-

isting literature on emotion regulation. They refer to emotion regulation strategies

that are employed by the general population irrespective of age (although the ques-

tionnaire was validated on an adolescent sample). Each of the 4 resulting subscales

is represented by 5 items, with the exception of the 6-item external functional scale.
3. The respondents were required to report on how often they responded to their

emotions in general by using each of the 21 strategies; the answers were given via

a 5-point Likert scale, from ‘never’ to ‘always’.

The List of Threatening Experiences (LTE; Brugha and Cragg, 1990; Brugha et al.,

1985) is a set of 12 life event categories such as serious illness or injury, death of a

close person, relationship difficulties, work and financial difficulties, etc., considered

as having an “aetiologically significant rating of marked or moderate long-term

threat” (Brugha et al., 1985, p. 189). Although the method was initially designed to

identify events that are highly relevant to depression, the LTE is also recommended

by the authors for use as a measure of external stress (adversity, or contextual

threat) in studies that simultaneously assess variables such as social support, coping,

and cognitive aspect in various psychiatric, psychological or social settings (Brugha

and Cragg, 1990). A similar but briefer list of positive events was provided in

3Two additional items were included for this subscale for measure improvement purposes, given
the problems encountered previously in questionnaire development which resulted in a shorter 4-
item subscale.
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order to assess the possible protective effect of individual external context. The

respondents had the possibility to add 3 additional events of each type in case they

considered important to mention events that did not belong to any of the categories

provided.

The Self-Administered Comorbidity Questionnaire (SACQ; Sangha et al., 2003)

assesses the extent and severity of comorbid conditions by patient self-report. For

various practical reasons it is a more suitable measure to use in research in clinical

and health services settings in comparison to collecting information from medical

records or administrative data. The instrument consists of a list of 12 frequent

medical conditions described in simplified language plus the option to add 3 other

conditions (5 options were provided in the present study). The respondents were

asked if they had each of the problems, and, given a positive response, if they

received treatment (to assess disease severity) and if it limited their activities (to

assess the associated burden). A total score was obtained by adding 1 point for

each affirmative answer.

The Short Form McGill Pain Questionnaire (SF-MPQ; Melzack, 1987) is one of the

most widely used instruments for measuring pain intensity. It was developed based

on the original MPQ and consists of a list of 15 most commonly used descriptors

that assess the sensory and affective properties of pain rated on an 4-point intensity

scale from ‘none’ to ‘severe’, a Present Pain Intensity (PPI) index with 5 descriptors

representing increasing levels of pain intensity from mild to excruciating and a

Visual Analog Scale (VAS) with ‘no pain’ and ‘worst possible pain’ as anchors.

In addition to the PPI and VAS scores, SF-MPQ obtains 2 scores of sensory and

affective pain intensity by adding up the intensities of the pain descriptors in each

subclass and a total score by adding the sensory and affective scores.

The Chronic Pain Acceptance Questionnaire (CPAQ; McCracken et al., 2004b) is

an instrument for assessing acceptance in chronic pain sufferers. It consists of 20

statements to which the respondents are asked to rate the truth as it applies to

them, with a 7-point Likert response format (from ‘never true’ to ‘always true’).

The recently revised version of CPAQ identifies two facets of acceptance for which

it computes two separate scores: pain willingness (recognition of the ineffectiveness

of efforts to control pain), and activities engagement (the pursuit of activities even

if pain is present).

The Sickness Impact Profile Roland Scale (RM-SIP; Roland and Morris, 1983;

Jensen et al., 1992; Stroud et al., 2004) is a 24-item measure of self-rated disability
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first developed for use in low-back pain, based on items from the Sickness Impact

Profile (SIP; a measure of dysfunction in chronic pain). It has been subsequently

shown to be useful in the assessment of patients with pain in other sites, as presence

or absence of low back pain did not influence the stability of the scale relative to

SIP (Jensen et al., 1992). The items refer to various difficulties experienced in daily

activities due to pain. The respondents were asked to assess whether the items

describe their condition over the past few days via a dichotomous response format.

The total score sums up the affirmative answers.

The Brief Illness Perception Questionnaire (BIPQ; Broadbent et al., 2006b) is a

nine-item instrument for assessing cognitive and emotional representations of illness

(term replaced with chronic pain in this study). Eight questions with 11-point

scale response format assess the consequences, timeline, personal control, treatment

control, identity, concern, understanding, and emotional response related to chronic

pain and an open-ended question addresses the respondent’s beliefs regarding the

3 most important causes of the condition. Each item generates a score for the

specific illness representation. The open-ended responses of the causality item can

be grouped in categories relevant to the illness studied, and subject to categorical

analysis. A supplementary question was included regarding whether the participant

considered the causes of his/her condition are rather medical, psychological or social.

7.2.2 Recruitment protocol: first stage

The NHS Lothian Chronic Pain Service is located in 3 main centers in Edinburgh,

UK: the Astley Ainslie Hospital (AAH), the Western General Hospital (WGH) and

the Royal Infirmary of Edinburgh (RIE). Two recruitment strategies were applied

here: face-to-face meeting at the time of appointment and postal questionnaire.

For the face-to-face meetings, chronic pain sufferers that attended appointments

within this service were sent a letter of invitation from their consultant physician, a

Participant Information Sheet (PIS) and a consent form (Appendix A), on average

one week prior to their appointment at the clinic. Permission was obtained from the

consultant physicians to access patient files and send invitations. The letters invited

the potential participants to study the PIS and bring the PIS and consent form

with them at the time of the appointment if they were interested in participating.

The researcher was available in the waiting room when they arrived at the clinic

and approached them to briefly ask if they had received the letter, if they were

interested in participating and if they have any questions. If they expressed interest,
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the researcher asked them to sign the consent form and gave them the first stage

questionnaire and a prepaid envelope. They were advised to fill in the questionnaire

during the following week and send it back by post in the prepaid envelope. No

reminders were sent to participants at this stage.

For chronic pain sufferers that were not attending the Chronic Pain Service at the

moment of the data collection and for those whose appointments were at times

when the researcher was not available in the waiting room, only one letter was sent

that included a modified letter of invitation, a modified PIS, two consent forms,

already signed by the researcher, the first stage questionnaire, and a prepaid return

envelope. The changes in the letter of invitation and patient information sheet

consisted of adapting the content to the mailing procedure. If the patients were

interested, they were advised to fill in the questionnaire, sign a consent form and

send them to the researcher in the prepaid return envelope provided.

For chronic pain sufferers that preferred to respond via online completion of the

questionnaire, an online version was provided which included the patient infor-

mation sheet, the consent form and the first questionnaire. The differences be-

tween the online and pen-and-paper versions of the questionnaire were mainly

due to the format options available in the online questionnaire development tool

(www.survey.bris.ac.uk). For example, the visual analog scale for assessing pain

intensity (SF-MPQ) was transformed into a 1 to 10 Likert format, while the open

questions regarding the three main pain locations were transformed into a question-

naire format (Appendix A) based on Parsons et al. (2006). Other minor changes

were included in order to increase response rate, such as inserting intermediary

screens for encouraging completion and splitting questionnaires in two sections for

easing access to response options.

Three chronic pain support organisations (Pain Support, BackCare, Pain Associ-

ation) were invited and accepted to participate in the study. The online version

of the study was advertised on the pain Support website (www.painsupport.co.uk)

and via a brief article in the BackCare magazine, TalkBack (www.backcare.org.uk).

Also, the researcher’s contact details were provided in case a participant would

prefer to ask for a pen-and-paper copy of the study participation pack. Several par-

ticipation packs were prepared for Pain Association and the staff who organise local

pain support group meetings throughout Scotland offered to invite group members

to respond.
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7.2.3 Recruitment protocol: second and third stages

The first questionnaire included a question on whether the participant agreed to

be contacted in several months for the second stage of the study. Participants who

agreed to be contacted in the future were asked to fill in their contact details and

details of their GP. The GP details were used to inform them regarding the pa-

tients’ participation in the longitudinal study. After around 3-4 months from the

date of questionnaire reception, the researcher contacted the majority of the par-

ticipants by phone to update their details accordingly. If they were still interested

in participating, they were given the second questionnaire to fill in and return by

post within a week. If no letter was received within 2 weeks, the researcher either

contacted the participant by phone to check reception of the first letter, or sent

a reminder together with another copy of the questionnaire and a prepaid return

envelope. If no letter was received at this time, the researcher assumed that they

were not interested in further participating in the study and did not contact them

again. After another interval of around 3-4 months, the same procedure as in stage

2 was repeated, as the stage 2 and stage 3 questionnaires were identical4.

The participants that answered the online version of the questionnaires, if they were

interested in participating to the next 2 stages of the research, were requested to

contact the researcher by e-mail and their e-mail addresses were used to send them

the links to the second and third questionnaires after the above mentioned intervals.

Reminders were sent by e-mail in this case. The information gathered online was

anonymous. No contact details were requested in the online questionnaire. Par-

ticipants’ answers for all three stages were matched via their answers to questions

about date of birth, height and colour of eyes.

The management of contact data and tasks was performed using a personal infor-

mation manager (www.essentialpim.com). Dates of questionnaire reception were

recorded for each participant and used to compute approximate dates for sending

the next questionnaire, to verify reception and to send reminders. Other relevant

comments related to each participant were recorded if necessary, such as change of

address, requests, availability for phone contact.

After the data were analysed, the researcher sent a brief report of the general

results of the study by post to all participants (Appendix A). The stages of the

4The only exception was skipping the initial phone contact, as many participants expressed
their opinion that a phone conversation was not necessary, given that they once agreed with the
whole procedure.
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Stage Time period The researcher’s responsibilities The participant’s responsibilities
1 January

-March 2007
a) give the participant a patient
information sheet and 2 con-
sent forms; b) answer all partici-
pant’s questions about the study;
c) give the participant a ques-
tionnaire and a prepaid return
envelope

a) answer the questionnaire as
soon as they have the neces-
sary time, best within a week;
b) send back the completed ques-
tionnaire and the consent form
by post in the prepaid return en-
velope

2 May - July
2007

a) contact the participant by
phone to update their interest in
the study and their contact de-
tails; b) send out a questionnaire
and a prepaid return envelope;
c) send out a reminder if no let-
ter is received within 2 weeks

a) contact the researcher in
case their interest in the study
or their contact details change;
b) answer the questionnaire as
soon as they have the neces-
sary time, best within a week;
c) send back the completed ques-
tionnaire by post in the prepaid
return envelope

3 September
-November
2007

similar to stage 2 similar to stage 2

end of
study

June - July
2008

send out a brief report of the re-
sults

Table 7.2: Stages of data collection

data collection process are summarised in Table 7.2 (time intervals are the ones

initially estimated, actual completion times were slightly delayed).

7.2.4 The recruitment process in figures

A total of 687 letters were sent to NHS users in an interval of 7 1/2 months. The

response rate was 28%; 193 users have sent the first stage questionnaire back (116

from WGH, 19 from RIE, 56 from AAH, 2 unknown; the difference between sites

reflects the usual patient and staff numbers in the pain clinic sites). Several reasons

can be hypothesised for this low response rate. First, both the postal method and

the face-to-face method have drawbacks. The postal method can be considered

unwanted mail, while approaching patients during waiting times can be perceived

as an interference with their preparation for the medical consultation. Therefore

both methods cannot be expected to lead to high response rates, although they

were practically the most convenient for both participants and medical staff. Sec-

ond, the length of the questionnaire was substantial especially for the first stage.

Third, chronic pain is a very demanding condition, and sufferers often find very

few resources to deal with the daily tasks; answering a questionnaire would not be

among their top priorities and they might not have enough energy to do it. Fourth,

the relationship between the chronic pain sufferer and the medical establishment is
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rarely smooth despite efforts from both sides, as detailed in Chapter 2. The survey

could have been perceived by many as yet another set of questions that offer them

very little in return, and many patients approached in the waiting room expressed

these concerns. Fifth, several Royal Mail strikes happened during data collection

and some questionnaires might have been lost; as there was no possibility of sending

reminders for the first stage, this situation could not be prevented5.

Response rate did not vary between recruitment sites (29% WGH, 29% RIE, 25%

AAH; χ2(2) = 1.8, p = .4). The slightly lower rate at AAH could be due to the fact

that not only the people that had upcoming appointments have been contacted, but

all people under treatment or investigations, for which the relevance of the letter

might have been reduced. Response rate was slightly higher when participants have

been approached face-to-face (31%, including missed appointments) compared to

postal questionnaires (26%), although the difference is not significant (χ2(1) = 1.33,

p = .2). Considering the substantial effort involved in meeting participants during

the waiting times and the possible disruption to the consultation process, these

data suggest that sending questionnaires by post is perhaps more suitable in this

context.

In addition to the participants recruited via NHS, the advertisements via support

organisations led to 29 responses by post and 47 responses via the online survey. Of

these respondents, 30 have said they found out about the study from Pain Associ-

ation Scotland, 27 from PainSupport, 5 from BackCare and 14 from other sources

(friends, internet, their chiropractor). The response rate cannot be calculated for

this recruitment method, as the sample was self-selected. The use of this method

also recommends cautious generalisation.

Out of the initial 269 participants, 228 responded to the second stage (15% attrition

rate), and 213 responded to all three stages (21% total attrition rate, 7% between

the last two stages). Among the non-respondents, only two have expressed their

wish not to be contacted in the next stages on the first stage questionnaire. There

was no difference in attrition rate between the face-to-face method and the postal

method in the NHS in both stage two and three (χ2(1) = .42, p = .5 and χ2(1) = .92,

p = .3), further supporting the use of the postal method as most appropriate given

the drawbacks of the face-to-face method. Attrition rates were comparable with

other studies. For example, 26% respondents completed less than 3 of the total

of 4 assessments in Mossey and Gallagher’s (2004) 2-year longitudinal study of US

5In the second and third stages, contacting participants whose questionnaires did not arrive in
the two-week interval planned has helped track down these situations and reduce attrition.
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retirement community residents (although the respondents were older and the main

cause of attrition was death, 11%). Covic et al. (2003) reported an attrition rate of

15% with a similar design (3 time points within a 12-month interval) on a sample of

rheumatoid arthritis patients of similar age distribution, recruited from Australian

rheumatology practices.

Recruitment lasted in total approximately 11/2 years (from the date when the first

letter was sent, 21st March 2007, to the date when the last questionnaire was posted,

8th September 2008). The duration of each stage overlapped substantially with the

others (11 1/2 months the first stage, 12 months the second stage, 9 months the third

stage). This length was mainly due to a few late responses, as most participants

responded within a short period of time. For example, 75% of the participants

recruited from the NHS responded within 2 weeks in the first stage of data collection,

90% within 4 weeks and 99% within 4 1/2 weeks, while the maximum response

time was 7 months. The delays were due to various reasons: forgetting, holidays,

lost letters in the post or delays in post services, family or personal priorities,

not necessarily related to the health condition. The actual time interval between

assessments varied depending on the logistics of postal contact, the mean time being

approximately 4 1/2 months.

The time it took to complete the first stage survey (the longer of the three) was

approximately 45 minutes. Several participants have stated that they have split

the task in two or three consecutive days or made a few pauses between sections of

the questionnaire. Pauses were also recommended explicitly in the online version,

as sitting for long periods in front of the computer may increase the probability

of flare-ups in some groups of patients. The majority of the participants (84%)

stated they received no help to fill the form (according to responses to the first

stage questionnaire from NHS participants).

7.3 Data analysis

The data analysis was performed using SPSS 14.0, EQS 6.1 and R(lmer pack-

age). Preliminary data screening operations were performed in SPSS according to

Tabachnick and Fidell (2001, Ch. 4) in order to check for accuracy of data input

(identifying and correcting any out-of-range values), diagnosing missing values pat-

terns and fit with assumptions of multivariate analysis. Justifications for each of

the data preparation decisions are detailed where necessary in the relevant section.
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Descriptive statistics as well as correlation, regression and cluster analyses neces-

sary for testing the initial hypotheses were performed in SPSS. All analyses included

checks of normality, linearity, homoscedasticity, independence of residuals, multi-

variate outliers, multicollinearity and singularity as advised by Tabachnick and Fi-

dell (2001). These properties were considered adequate in all cases unless otherwise

stated6. In all tables presented, * represents significance at α = .05 and ** signif-

icance at α = .01 (2-tailed). The multiple regression analyses followed guidelines

described by Tabachnick and Fidell (2001, p. 163). Power analyses were performed

using GPower3 (Faul et al., 2007). The cluster analyses were executed according

to guidelines by Everitt et al. (2001) and Clatworthy et al. (2005). The confirma-

tory factor analyses (CFAs) necessary for questionnaire analysis and the structural

equation models (SEMs) in the analyses of interrelations were performed in EQS

6.1. As model testing and reporting is a controversial topic in the SEM literature,

the strategy applied is discussed in detail in Appendix B. The data preparation and

missing data analyses for all variables and questionnaires are presented in Appendix

C.

7.4 Sample characteristics

The demographic characteristics for the present sample are presented in Tables 7.3

and 7.4 with the descriptive statistics applicable. They describe a group of mostly

white, British adults, the majority of whom were female, with medium or high edu-

cation, more than half unable to work because of pain or other reasons (housewife,

retired), most of them married or living as married, reporting an average annual

income. Their chronic pain condition had usually started in middle age, following

an accident, surgery or with a gradual aggravation of the condition. However the

sample characteristics were rather varied: several of the other categories were well

represented, while the age and pain onset ranges were substantial.

As most of the participants were recruited from a pain clinic, they reported following

multiple treatments in the past. Pain relief medication was the most reported treat-

ment, followed by physiotherapy, pain management and antidepressant medication.

The percentages of the treatments are presented comparatively in Figure 7.1. No-

tably, the use of complementary therapies (acupuncture, homeopathy, herbalism)

was reported by more than half of the participants. Surgery, psychological therapies

6When multivariate outliers were identified in the analyses, these were usually eliminated.
However no significant differences in parameters were identified between analyses with and without
outliers.
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Variable name Values Counts Percentages

Gender
male 78 29.4
female 186 70.2
missing 1 0.4

Education

none 6 2.3
secondary school 116 43.8
college/university 143 54
missing 0 0

Vocational status

ft working 52 19.6
pt working 32 12.1
ft training 11 4.2
unable to work - pain 144 43.0
unable to work - other reason 52 19.6
missing 4 1.5

Marital status

single 55 20.8
married 145 54.7
living as married 20 7.5
separated 7 2.6
divorced 24 9.1
widowed 13 4.9
missing 1 0.4

Annual income

below average 89 33.6
average 126 47.5
above average 37 14.0
missing 13 4.9

Ethnicity
white 259 97.7
other 5 1.9
missing 1 0.4

Nationality
British 256 95
other 7 3
missing 5 2

Table 7.3: Descriptive statistics - demographics

Variable Mean (yrs) SD (yrs) Min (yrs) Max (yrs)
age 50 12 18 80
time from pain onset 101/4 81/2 1/4 54
age at pain onset 39 12 2 73 1/2

Values Counts Percentages

pain started

gradually 64 24.2
suddenly 9 3.4
suddenly and gradually worse 53 20.0
as a result of an accident 60 22.6
as a result of an illness 26 9.8
following surgery 40 15.1
Other (e.g. post pregnancy) 7 2.6
missing 6 2.3

Table 7.4: Descriptive statistics - pain related
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Current treatment stage 1 stage 2 stage 3
Pain relief medication 89 89 90
Antidepressants 38 33 33
Sleeping tablets 15 18 19
Surgery 6 8 9
Physiotherapy 21 20 18
Psychological therapies 13 12 10
Pain management programmes 34 37 29
Complementary therapies 26 24 29
Other 25 22 18

Table 7.5: Current treatment percentages for the three stages

and sleep medication were relatively rarely used compared to medication and pain

management. Some participants reported the use of several other treatments (chi-

ropractice, osteopathy, massage, TENS, music therapy, hypnotherapy, nutritional

therapy, reiki, relaxation, rolfing - deep tissue massage, tai-chi, self-help) which re-

flects not only the diversity of treatments available on the complementary medicine

market but also issues related to the complexity of chronic pain. It is remarkable

that despite the richness of treatments little improvement was reported in the 1 year

interval of the study, as reported later in this chapter. During the course of the

study, participants reported they followed a relatively stable treatment schedule, as

shown in Table 7.5. Very few participants reported they did not follow any treat-

ment (3.4–5.2%), they usually reported following 2 treatment types simultaneously,

the majority reported between 1 and 4 treatments (86–92%).

Figure 7.1: Previous treatments
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Some of the participants from the chronic pain support organisations also responded

to questions regarding medical diagnosis, benefits, litigation and perceived social

support. Due to the low number of respondents that have answered this type

of questionnaire (introduced later in the data collection stage), this information

was only used descriptively. Out of 50 people that responded to these questions,

only 33 (66%) reported they had received a diagnosis for their condition. They

expressed their diagnosis either in medical technical terms (such as fibromyalgia,

ankylosing spondylitis, osteopaenia, osteoarthritis, CRPS, MS, ME), lay terms (for

example nerve damage, out of line hips, disc bulge, trapped nerves), or even events

considered causally related to the pain (“fell down stairs”, “complications after

spinal surgery”). The majority of patients that reported receiving a diagnosis felt

they understand their diagnosis rather well (76–78% scored above 5 on a 0–10 scale

on all three stages). Approximately half (54%) of these participants stated they

currently received financial benefits related to their chronic pain (disability living

allowance, incapacity benefit, industrial injury benefit). None of the participants

reported being involved in litigation. The participants reported feeling supported

mostly by family, friends and support groups in coping with their health condition,

while colleagues and medical professionals were perceived as less supporting. A

few participants reported other sources of support: carers, church, complementary

medicine practitioners.

The majority of the participants considered that the causes of their chronic pain

were rather medical (between 95 and 97%, according to responses from the three

stages), while very few reported their belief that the causes were psychological

(7.7-11%) or social (6.1-8.2%). These responses reflect the rather delicate issue of

causation in chronic pain (and the social aspects of the patient-doctor relationship).

Only 18% of respondents reported no other associated conditions, according to the

Self-Administered Comorbidity Questionnaire (see Figure 8.4). The rest of the re-

spondents reported one or more conditions, among which the most prevalent was

depression (43%), followed by osteoarthritis (35%), high blood pressure (23%) and

ulcer/ stomach disease (20%). Other health problems (such as hearth disease, di-

abetes, lung disease etc.) had a much lower prevalence (less than 10%). Some

respondents reported other medical conditions such as asthma, irritable bowel syn-

drome or various other immune, circulatory, urinary or dermatological conditions

of low prevalence in this sample. The high prevalence of depression in this chronic

pain sample is in agreement with other similar reports in the literature, as reviewed

in Chapter 4.
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The most frequent pain location reported was lower back pain (see Figure 7.2), but

most participants reported several pain locations: only 25% reported pain in one

broad area (head and neck, limbs, back or visceral), 39% in two areas, 19% in three

and 16% generalised pain. Only 17% reported pain in a single location.

GENERALIZED PAIN

Lower back

Upper back 
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Abdominal

Chest

VISCERAL PAIN

Ankle/foot

Knee

Hip/thigh

Wrist / hand
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Figure 7.2: Pain location percentages (for specific and broader areas)

7.5 Questionnaires analysis

A detailed analysis of the psychometric properties of the questionnaires used in

the present study can be found in Chapter 8, together with a rationale for the

necessity of this analysis. The missing data analysis is reported in Appendix C.

The descriptive statistics and psychometric decisions are summarised below (data

presented in Table 7.6).

AAQ was characterised by good distributions for items and total scores, acceptable

internal consistency and stability. A one-factor CFA with method bias specifications

reached χ2 non-significance only in one stage, indicating that although AAQ is a
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Possible range Mean (SD) Cronbach’s α Stability
AAQ 1-7 3.8-3.9 (.9) .76-.78 .76-.72
BES - Anger 1-7 4.2-4.4 (1.2-1.3) .79-.82 .73-.80
BES - Sadness 1-7 3.4-3.6 (1.5) .87-.89 .76-.80
BES - Shame 1-7 2.8-2.9 (1.4-1.5) .88-.91 .75-.78
BES - Anxiety 1-7 4.6 (1.2-1.3) .85-.89 .71-.75
BES - Happiness 1-7 4.7-4.9 (1.2-1.3) .90-.92 .76-.81
REQ - ID 1-5 2.3 (.7) .75-.77 .74-.76
REQ - IF 1-5 2.9-3.0 (.6) .70-.72 .65-.71
REQ - ED 1-5 1.5 (.5) .73-.77 .72-.77
REQ - ED 1-5 2.6-2.7 (.7) .75-.78 .76-.84
LTE - negative* 0-12(+) 1 (1.5-1.6) - -
LTE - positive* 0-5(+) 0-1 (.9) - -
SACQ* 0-45(+) 4 (3.96) - -
MPQ - S-PRI 0-33 14.0-14.5 (7.5-7.6) .81-.85 .56-.63
MPQ - A-PRI 0-12 4.5-4.8 (3.3-3.5) .78-.80 .45-.66
MPQ - VAS 0-144 93.0-96.0 (31.0-33.3) - .54-.71
MPQ - PPI 1-5 3.0-3.2 (1.1-1.2) - .49-.64
MPQ - T-PRI 0-45 19.0-19.4 (10.2-10.3) .87-.89 .56-.71
CPAQ - PW 1-7 2.3-2.6 (1.1) .83-.85 .71-.81
CPAQ - AE 1-7 2.9-3.1 (1.1-1.2) .88-.90 .75-.82
CPAQ - total 1-7 2.6-2.9 (.9-1.0) .90-.91 .79-.87
SIP 0-24 12-13 (6) .89-.90 .83-.86
BIPQ - consequences 0-10 7.0-7.6 (2.0-2.2) - .61-.63
BIPQ - timeline 0-10 8.9-9.0 (1.6-1.8) - .49-.56
BIPQ - personal control 0-10 4.4-5.1 (2.5-2.6) - .29-.35
BIPQ - treatment control 0-10 5.2-5.5 (2.6-2.7) - .22-.38
BIPQ - identity 0-10 7.4-7.6 (2.0) - .43-.47
BIPQ - concern 0-10 6.8-7.5 (2.4-2.6) - .52-.57
BIPQ - understanding 0-10 7.0-7.4 (2.4-2.6) - .43-.48
BIPQ - emotional response 0-10 6.8-7.2 (2.4-2.5) - .52-.57
BIPQ - causes - - - -
HCU - visits GP - - - .37-.46
HCU - other visits - - - .38-.44
HCU - medication - - - .55-.60
HCU - self-help - - - .50-.51

Table 7.6: Descriptive and psychometric data for the questionnaires (*=median
scores reported; +=”other” options may increase the maximum total score)
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good approximation of levels of psychological flexibility, further improvements are

necessary7.

BES showed good item and subscale scores distributions, with the exception of the

shame/disgust subscale (and part of its items) which was underreported. The sub-

scales also showed good internal consistency and stability. CFA and EFA analyses

revealed a more complex structure of the questionnaire responses than a correlated

5-factor model, however this model can be considered an acceptable and parsimo-

nious approximation of emotional life reports as measured by BES.

REQ proved to be less adequate in a chronic pain context (and adult sample).

Several emotion regulation strategies were notably underreported, and the 4-factor

CFA model had a poor fit. EFA analyses revealed several other items that were

related to other subscales in addition to their own. Only a limited number of items

showed good properties. However, the internal consistency and stability of the

subscales were above the minimal reliability standards (.70; Nunnally and Bernstein,

1994, p. 265)8. Therefore, both subscale scores and selected best items were used

in further analyses involving REQ.

LTE reports indicated that illness, injury or assault to the person or close rela-

tives, death of a close friend or relative, serious problems with a close friend and

financial problems were the most frequent negative events, while improved finan-

cial status and birth of a child were the most frequent positive events. Since the

questions enquire about distinct and time limited situations, LTE does not require

test-retest reliability and internal consistency. Both the total number of events and

the occurrence of most frequent events were subsequently analysed.

The responses to SACQ indicated that depression and osteoarthritis were the most

frequent comorbid conditions (42.6% and 34.7% respectively). The distribution of

total scores was expectedly skewed and the variable was dichotomised for further

analyses. The presence of depression and osteoarthritis was analysed separately.

The analysis of SF-MPQ focused on two main issues. First, there was a substantial

proportion of missing data (betwen 3.0–9.5% for PPI and 16.6–31.7% for ‘splitting’)

and therefore subject to a detailed analysis and computed based of two patterns

identified (by EM and replacement with 0). Second, a 2-factor CFA model for

the pain descriptors showed lack of fit and high correlation estimates for the two

7A second improved version is currently available (Bond et al., submitted).
8With only one exception concerning the stability of the internal functional subscale in one of

the stages.
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subscales. However, given the possibility that the correlations between S-PRI and

A-PRI might depend on other patient caracteristics, they were kept for further

analyses together with the T-PRI, VAS and PPI scores. The subscales showed

however good internal consistency, and moderate stability (which is to be expected

for momentary pain ratings, despite the lack of overall change in pain severity

characteristic of the chronic pain population).

The CPAQ items and subscales had good distributions in general (excepting only

2 items), and good internal consistency and stability. However the analysis also

revealed that the two subscales can be due to a method artifact (the PW subscale

contains only reverse scored items, while AE is formed only by normally scored

items). Therefore both subscale and total scores were analysed further, with par-

ticular interest on the differentiation between the two subscales.

The RM-SIP proved to cover a wide range of disability levels, with normal distri-

bution of total scores, good internal consistency and stability. As no other require-

ments for validity are stipulated by theory, the measure was considered adequate,

although limited testing of the questionnaire structure suggested lack of unidimen-

sionality and selected items were also used in further analyses.

Most BIPQ items were negatively skewed, suggesting a lower ability to discriminate

between chronic pain respondents. Due to the heterogeneous pattern of correlations

among subscales, total scores could not be computed9. Therefore, the subscale

scores were used separately. The items also showed lower stability, to a certain

degree unsurprising for single item scales, but also lower than initial 3-6 weeks

estimates, which indicates either real fluctuations of illness perceptions at such

intervals, or the lower test-retest reliability of BIPQ. Causality responses focused on

attributions related to medical treatment (39.4%), the respondent’s own behaviour

(35.7%) and a specific external event (34.4%).

The distributions of health care utilisation responses were analysed to produce

meaningful total scores: number of GP visits, number of different specialist treat-

ments used, number of different types of medication used, and number of different

self-help methods used. These scores showed medium stability, which is to be ex-

pected to a certain degree given treatment patterns, but also probably due to the

lower reliability of the measures. As medication categories also had lower face va-

lidity (technical, unclear and incomplete), results of analyses based on these scores

need to be treated with caution and replicated with more adequate measures.

9The authors of BIPQ recommended the use of single-item subscales.
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As discussed in Chapter 6, a more powerful test of the hypotheses is using a full

SEM of the stated relationships between concepts specified as latent variables mea-

sured indirectly by the specific items. As few questionnaires have passed such a

test themselves, part of the hypotheses were tested by using both total scores and

selected items.

The next steps in data analysis focus on testing the expected relationships between

the constructs measured following the sequence presented in Section 6.5.

7.6 Confirmatory data analysis

7.6.1 Separate examination of the four areas

Chronic pain acceptance and psychological flexibility

A first question regarding CPA which can be examined in the present data set is

whether the responses would be better characterised by a categorical approach (dis-

tinct patient groups) rather than a dimensional one (scores on continuous variables).

Therefore, a first step in the examination of CPA in this sample is the replication

and extension of the cluster analysis reported in Vowles et al. (2008b).

In replicating results of cluster analyses, it is recommended to apply the same sta-

tistical method. In a review of the use of cluster analysis in health psychology, Clat-

worthy et al. (2005) underlined the usefulness of this method to identify relatively

homogeneous groups regarding the characteristics relevant for a specific service,

as a first step towards tailoring interventions. They also noted its misuse in the

literature and the low quality of reporting. As cluster analysis includes numerous

methods and no clear guidelines, in order to facilitate replication they recommended

reporting minimum five types of information: the computer program, the similar-

ity measure, the cluster method, the procedures used to determine the number of

groups in the data and the validation procedures (Aldenderfer and Blashfield, 1984,

as cited by Clatworthy et al., 2005). Although the procedure is not described in

detail in the original study10, the present analysis attempted to follow similar steps,

performed separately on the 20 items and the 2 subscale scores. Hierarchical anal-

yses (agglomerative scheduling, between groups, squared Euclidean distance) were

10The authors stated they performed a series of hierarchical and k-means cluster analyses using
the two subscales. Even if the clustering method is also used for unidimensional or bidimensional
data, a simpler method for revealing the presence of clusters in a bidimensional space (AE and PW
scores) would be the inspection of a scatterplot rather than any classification algorithm. Thus, it
cannot be ascertained whether the subscale items or scores were used.
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No. of 20 items analysis 2 subscales analysis
clusters Stage 1 Stage 2 Stage 3 Stage 1 Stage 2 Stage 3

15 106.636 107.879 96.371 1.045 1.109 .895
14 108.000 108.936 99.000 1.138 1.416 1.034
13 110.347 111.417 103.935 1.520 1.466 1.229
12 115.927 113.518 104.152 1.663 1.629 1.456
11 117.000 115.000 109.000 1.731 1.685 1.536
10 117.580 120.406 110.241 2.062 1.707 1.708
9 122.865 129.000 114.990 2.221 1.878 1.726
8 123.000 131.038 118.809 2.398 2.015 1.903
7 128.723 134.433 121.909 2.883 2.542 1.985
6 134.902 137.321 123.778 3.179 2.596 3.042
5 149.500 142.333 133.700 3.253 2.801 3.465
4 167.934 147.523 136.317 5.342 5.411 3.583
3 182.119 175.676 146.853 7.563 6.713 6.517
2 188.999 181.922 148.417 8.076 8.341 7.926
1 199.856 227.844 178.424 8.289 8.838 14.364

Table 7.7: Distance coefficients for the last 10 steps of the agglomeration schedules
- cluster analysis of CPAQ

first performed to search for a suitable solution based on distance coefficients. K-

means analyses were performed to generate 3-cluster solutions. Cluster differences

relative to the CPA subscales were explored to identify the characteristics of the

groups. Differences in demographics, medical history and patient functioning mea-

sures were next explored and compared to the original study. In addition to Vowles

et al. (2008b), the stability of clusters between the 3 stages and the distinctiveness

of the clusters were also examined.

The examination of the cluster solutions of the last 15 steps of the agglomeration

schedules (Tables 7.7 and 7.8) did not indicate a clear 3 cluster solution (as it can be

seen, most solutions selected based on the largest increases in distance coefficients

include either 1 or 2 main groups, and only 2 of the 18 solutions include 3 groups).

Exploring previous steps of the agglomeration schedules revealed no other notable

gaps. These results raised doubts regarding the suitability of a 3 group classification

in the present sample.

The k-means cluster analyses generated groups with comparable numbers of cases

(Table 7.9). The classification of cases based on items and subscale scores was

significantly related (χ2(4) = 264 to 378, p < .001), which is to be expected as

the subscale scores are sums of items11. The cluster means on PW and AE were

similar to the solution reported in Vowles et al. (2008b): a group with high scores on

11As the three clusters have increasing AE and PW mean values, the similarity between the
equivalent item and subscale-based solutions can be expressed in terms of correlations: r = .77,
.85 and .96 for the three stages.
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Stage
1st 2nd 3rd

Analysis Solution No. % cases No. % cases No. % cases
20 items 1 5 97% 2 99.6% 2 92%

2 6 or 4 97% 4 98% 4 91%
3 2 99.6% 10 73%, 23% 6 89%

2 subscales 1 4 77%, 20% 5 57%, 22%,
19%

2 98%

2 5 57%, 22%,
19%

3 78%, 22% 4 61%, 28%

3 3 78%, 22% 4 76%, 22% 3 69%, 30%

Table 7.8: Total number of clusters and percentages of cases classified within the
most represented groups in the solutions - cluster analysis of CPAQ

20 items 2 subscales
Group Stage 1 Stage 2 Stage 3 Stage 1 Stage 2 Stage 3
Low acceptance 80 56 66 69 65 61
’Discordant’ 85 100 81 141 117 83
High acceptance 100 70 64 55 44 67
Missing 5 44 59 5 44 59

Table 7.9: Number of participants allocated to the different groups - 3-cluster so-
lutions, CPAQ

Analysis
20 items 2 subscales

Score Group Stage 1 Stage 2 Stage 3 Stage 1 Stage 2 Stage 3
AE L 1.6 (.6) 1.8 (.9) 1.9 (.9) 1.5 (.6) 1.9 (1.0) 1.8 (.9)

D 3.3 (.6) 2.9 (.8) 3.2 (.8) 3.1 (.7) 3.0 (.8) 3.1 (.9)
H 3.6 (.8) 3.8 (.8) 3.7 (.9) 4.2 (.7) 4.1 (.8) 3.7 (.9)
total 2.9 (1.1) 2.9 (1.1) 2.9 (1.2) 2.9 (1.1) 2.9 (1.1) 2.9 (1.2)

PW L 1.7 (.9) 1.4 (.8) 1.7 (1.0) 1.4 (.9) 1.4 (.8) 1.6 (.9)
D 1.7 (.7) 2.3 (.8) 2.1 (.9) 2.2 (.7) 2.4 (.9) 2.1 (.9)
H 3.3 (.6) 3.0 (1.1) 3.2 (.9) 3.7 (.6) 3.4 (1.0) 3.2 (.9)
total 2.3 (1.1) 2.3 (1.1) 2.3 (1.1) 2.3 (1.0) 2.3 (1.1) 2.3 (1.1)

Table 7.10: Means (and standard deviations) for the three groups - cluster analysis
of CPAQ

both PW and AE, a group with low scores on both subscales and a group situated

in between the first two12, with AE scores significantly higher than PW scores13.

Means and standard deviations for the three groups are presented in Table 7.10.

12Post-hoc pairwise comparisons significant for all analyses with the exception of the stage 1
cluster analysis based on items, where AE scores are almost as high as the first group (p = .03)
and PW scores are as low as the second group (p = 1).

13T-test values significant at α = .001 for all 6 cluster analyses.
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Variable Test statistic
Gender χ2(2) = 12.1, p = .002
Education χ2(2) = 7.0, p = .03
Comorbidity χ2(2) = 8.0, p = .02
Vocational status χ2(2) = 28.9, p < .001
Depression χ2(2) = 29.5, p < .001
GP visits χ2(2) = 26.2, p < .001
Pain intensity (VAS) F (2, 120.9) = 27.6, p < .001
Pain intensity (PPI) F (2, 262) = 19.3, p < .001
Pain intensity (T-PRI) F (2, 129.4) = 26.7, p < .001
Pain disability F (2, 138.7) = 5.0, p < .001
Medication use F (2, 262) = 5.0, p = .007

Table 7.11: Test statistics for group differences – 3-cluster solutions, CPAQ

The six analyses gave considerably similar results14. There were no differences be-

tween the three clusters regarding marital status, pain duration, pain location, age,

age at pain onset, pain spread, time since pain onset, treatment seeking (number

of different types of medical services attended) and self-help (number of different

self-help methods used). There were significant differences in gender, education,

presence and severity of comorbid conditions, vocational status, presence of depres-

sion, number of GP visits, pain intensity (VAS, PPI, T-PRI), pain related disabil-

ity (RM-SIP), medication use (number of different medication categories reported).

There were 80-85% women in the high acceptance group, 70-76% in the discordant

group and 52-38% in the low acceptance group. People with college/university ed-

ucation were classified in the high acceptance group more frequently than in the

discordant or low acceptance groups (80-85%, 80-85% and 80-85%, respectively).

People reporting high comorbidity, being unable to work because of pain, depression

and more GP visits were also classified more in the low acceptance group compared

to the discordant or high acceptance groups (60-65%, 41-58% and 34-40%; 78-88%,

43-55% and 21-39%; 58-70%, 33-39% and 19-32%; 67-78%, 40-54% and 27-43%,

respectively). The high acceptance group had significantly lower levels of pain in-

tensity, pain related disability and medication use compared to the low acceptance

group, while the mean scores of the discordant group were situated in between the

two15. Test results for one of the cluster analyses (first stage, based on subscale

scores) are presented in Table 7.11 (only one solution is presented, for brevity).

The results are similar to Vowles et al. (2008b). However it is important to assess

to what degree they constitute the clinical characteristics of 3 distinct groups or

14The order of differences was the same in all analyses, only the magnitude and in a few cases
the test significance given α = .05 were different.

15All post-hoc comparisons between the discordant group and the other two groups were signif-
icant with the exception of medication use.
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simply a different statistical expression of the relationship between CPAQ scores

and the demographic and medically-relevant variables above. If the present classifi-

cation is a more suitable description of the data than an acceptance continuum, the

classification should be stable and form distinct groups. The importance of these

two properties was highlighted by Clatworthy et al. (2005), who explained the ne-

cessity of showing the stability of clusters by replication (by splitting the sample, or

in a different sample) and noted: “all cluster analyses will provide clusters, whether

true groups exist in the data or not” (p. 354).

In terms of stability, the allocation of participants to groups between the 3 stages

was not random (χ2(4) = 102.4 − 138.2, p < .001), which reflects the stability

of CPAQ scores. However, about 30% of cases changed classification between the

middle group and one of the other two groups between stages, indicating that the

cut-offs selected by the clustering algorithm fluctuated considerably as a response to

relatively small fluctuations in the individual scores16 (percentages of participants

that were attributed to different groups between stages are presented in Table 7.12).

This might be indicative of a lack of distinctiveness between the three clusters, which

was explored next.

The question of whether there is a structure in the data or not can be answered

to a certain extent by exploratory methods which produce visual outputs showing

the degree of separation of the clusters (Everitt et al., 2001). Identifying groups

characterised by internal cohesion (homogeneity) and external isolation (separation)

would be a strong argument for the objectivity of the results of clustering. If the

data are homogeneous, an equally plausible conclusion might be not to group data

(Everitt et al., 2001, p. 4). Grouping homogeneous data is referred to as ‘dissection’

(similar to attributing postcodes to addresses in an area), and has its practical uses,

although it is important not to treat it as reflecting the existence of distinct groups.

For multivariate data, three methods of visualising clusters are more frequently

used: scatterplot matrices, principal components analyses (PCA) and multidimen-

sional scaling (MDS). The presence of cluster patterns in the scatterplot matrices

would be indicative of the existence of distinct groups at the bivariate level. In-

deed, the scatterplots of the two subscale scores did not indicate the presence of

16Changes in the classification of individual cases were expected to a limited extent, as some
patients might have changed their attitude towards pain as a result of interventions, changes in
their medical condition or other events. However given the general lack of change in the sample
(reported later in this section) such fluctuations cannot account for the overall instability of the
clusters.
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Analysis
20 items 2 subscales

Group 1to2 2to3 1to3 1to2 2to3 1to3
Stable LA 19.4 19.1 22.3 19.4 20.6 18.4
Stable D 16.7 25.4 19.9 36.5 29.2 28.2
Stable HA 22.5 23.0 23.8 14.0 17.7 19.4
LA versus D 15.3 15.3 9.7 15.8 14.8 16.5
D versus HA 24.8 16.3 18.0 14.0 17.2 16.5
LA versus HA 1.4 1.0 6.3 .5 .5 1.0

Table 7.12: Percentages of participants allocated to the same or different groups
across stages - 3-cluster solution, CPAQ

groups, but rather two continua on which the clustering algorithm has applied rel-

ative cut-offs (example in Figure 7.3). As lack of clear bivariate patterns does not

automatically imply lack of multivariate structure in the data (Everitt et al., 2001),

PCA was also used to explore a possible structure. A similar result was apparent in

the scatterplots of the first two components of a principal components analysis of

CPAQ items (example presented in Figure 7.4) and in using MDS (not reported).

The two graphs indicate that, while some participants remain in their groups in

all three stages, a substantial proportion of cases change categorisation. They also

show that the three groups were formed by ‘dissecting’ a relatively homogeneous

sample characterised by the two correlated subscale scores (or by the two principal

components.

Given the instability of classification for a considerable proportion of cases (con-

trasting with the stability of individual acceptance scores), the utility of this cat-

egorisation in clinical practice is limited, as discussed in Chapter 9. The use of

continuous acceptance scores was therefore considered a more suitable approach

and was applied in further analyses.

Another important question for the ACT model itself is whether CPA and PF are

the same or different concepts. Results of correlational analyses indicated that CPA

was closely related to, but distinct from PF (r = .57, .62, and .64, for stage 1, 2

and 3, respectively) thus indicating they were potentially distinct constructs. The

two measures showed a degree of variation across time (test-retest r = .76, .75, and

.72 for PF, and .81, .87, and .79 for CPA)17, therefore their interrelations between

the three stages were explored next.

17Although results of one-way ANOVA tests indicated a significant decrease in AAQ between
stage 2 and 3 (F (2, 408) = 4.44, p = .01), and a significant increase in CPAQ between stage 1
and 2, maintained in stage 3 (F (1.87, 381.2) = 14.06, p > .001), the changes were minimal (mean
scores range from 3.81 to 3.95 for AAQ from a 1-7 range and 2.66 to 2.87 for CPAQ from a 0–6
range).



7.6. CONFIRMATORY DATA ANALYSIS 185

6543210

AE1

6
5

4
3

2
1

0

P
W

1

Figure 7.3: Scatterplot with PW and AE scores for CPAQ cluster solution (stage
1), cases with stable and unstable categorisation: l - stable LA; n - stable D; s -
stable HA; n change between LA, D and HA across stages.
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Figure 7.4: PCA scatterplot for CPAQ cluster solution (stage 1), cases with stable
and unstable categorisation: l - stable LA; n - stable D; s - stable HA; n change
between LA, D and HA across stages.
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Statistic Model 1 Model 2 Model 3
Yuan-Bentler 4.7(2) 20.5(4) 10.6(4)
χ2(df) p=.09 p<.001 p=.03
NFI .99 .97 .99
NNFI .97 .92 .97
CFI .997 .98 .99
RMSEA .07(.00-.16) .12(.07 - .18) .08(.02-.13)

Table 7.13: Goodness of fit statistics for longitudinal path models
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Figure 7.5: Final longitudinal path model CPA-PF

Given the possible method artifact regarding the CPAQ subscales (see Chapter 8),

the distinctiveness between AE and PW was briefly examined in comparison with

AAQ scores. The subscale scores were similarly distinct from PF (r = .47, .56, and

.55, for AE and r = .49, .53, and .56, for PW, for stage 1, 2 and 3, respectively),

and of similar stability (test-retest r = .77, .82, and .75 for AE, and .71, .81, .74

for PW). Therefore only the CPAQ and AAQ scores were considered further in this

section.

In the situation where the two concepts are distinct and change across time, their

interrelations in time can be explored. The total scores were used in three alter-

native longitudinal path models, specifying either reciprocal relationships between

the two concepts between stages, or only one concept as predicting scores on both

concepts at subsequent stages. The standardized parameter estimates for the best

fitting model are reported in Figure 7.5. GOF indices are reported in Table 7.1318

for the three models: Model 1 stipulating reciprocal relationships (paths from PF

to CPA were not significant), Model 2 specifying only PF influencing subsequent

CPA values, and Model 3 only CPA influencing subsequent PF values, as per Figure

7.5.

18Statistics for the MISSING=ML specification are reported.
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However, all above analyses (correlations and cross-lag panel models) assumed that

CPA and PF were measured without error. One method of accounting for mea-

surement error is the correction for attenuation, which estimates the correlation

between two variables in the hypothetical case of perfect reliability (Nunnally and

Bernstein, 1994, p. 240–1, 256–8). Based on this formula, the two concepts still

appeared as distinct (r′ = .69, .74, and .76, for stage 1, 2 and 3, respectively),

yet their longitudinal change appeared as due to measurement error (test-retest

r′ = .99, .96, and .94 for PF, and .90, .96, .88 for CPA).

The correction for attenuation assumes uncorrelated errors for the two tests, and

independence of the errors of either test on the test scores themselves. For the

correlations between CPA and PF, these assumptions are plausible, but the errors

of test items are likely to be correlated for the same test longitudinally. In this

situation, SEM allows for modelling correlated errors and was next applied. As

explained in Appendix B, the use of selected items was considered more adequate

in SEM.

Separate longitudinal SEmodels of each questionnaire19 also resulted in estimated

correlations between latent factors above .90 in most iterations, indicating multi-

collinearity at latent level and suggesting that according to this analysis no change

was present. Therefore the comparison between CPA and PF was further explored

cross-sectionally (in all three stages).

Two alternative models were developed for cross-sectional data, one with two latents

representing PF and CPA as distinct concepts (Figure 7.6), the other with a single

latent (Figure 7.7). Four items were selected from each questionnaire as indicators

for the two constructs (see Appendix B for rationale; similar results were obtained

with a different set of items). Method bias was modelled as an additional latent

with equal unstandardized loadings on all items (fixed at 1, according to Billiet and

McClendon, 2000). To account for possible distinct influences on the two constructs,

several variables were included in the model, each measured by a single indicator

with fixed error (as recommended by Hayduk, 1996): negative life events (NLE)

and positive life events (PLE) were hypothesized to influence reports of PF, while

pain-related aspects such as pain intensity (PI; the VAS of SF-MPQ), pain spread

19Not reported here for brevity. Models were specified with one latent factor for the ques-
tionnaire at each stage, error covariances for negatively worded items, error covariances between
identical items at different stages, covariances between latents. Models were run both with all
items and with selected items. Goodness of fit indices for models with all items showed inadequate
fit to the data, likely due to both multicollinearity and problems at questionnaire level (reviewed
in Chapter 8).
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PI PS CMB PD NLE
PS .145*
CMB .210* .372*
PD .104 .260* .267*
NLE .067 .123 .203* .043
PLE -.087 -.020 -.104 -.129 .307*

Table 7.14: Correlations between external variables in CPA-PF models

Model 1 Model 2
Statistic Stage 1 Stage 2 Stage 3 Stage 1 Stage 2 Stage 3
S-B 103.9(60) 113.1(60) 94.9(60) 104.6(61) 69.6(61) 112.3(61)
χ2(df) p<.001 p<.001 p=.003 p<.001 p=.21 p<.001
NFI .78 .75 .78 .78 .85 .74
NNFI .82 .78 .84 .82 .97 .77
CFI .88 .86 .90 .88 .98 .85

RMSEA
.05 .06 .05 .05 .03 .06

(.04–.07) (.05–.08) (.03–.07) (.04–.07) (.00–.05) (.05–.08)

Table 7.15: Goodness of fit statistics for longitudinal path models

(PS), pain duration (PD) and comorbidity (CMB) were hypothesized to influence

reports of CPA (these variables were modelled to covary 20).

GOF indices for both models are presented in Table 7.15. Parameter estimates are

presented in the two figures for the first stage21, with the exception of correlations

between the external variables, which are presented in Table 7.14 (for the 2-factor

model in the first stage; results were similar with the rest of the models). According

to additional diagnostics (Wald and LM tests, residuals), suboptimal model fit was

probably due partly to the relationships between the external variables (which are

minimally related thus making covariances between some of them redundant, as

were the relationships between some external variables and PF/CPA), but also to

unique covariances between specific items and control variables. In the 2-latent

models, additional covariances were suggested between some control variables and

the latent to which they were not theoretically related in the model (e.g. pain

intensity and PF), and between some items and the opposite latent. Moreover, the

correlations between the two latents ranged from .72 to .85, and the χ2 difference

test reached significance only in stage 3 (i.e. χ2(1) > 10.83, at α = .001). This

information suggested a possible lack of distinctiveness between CPA and PF when

structural relations are considered.

20The causal relationships in this part of the model were not specifically modelled, as the main
focus of the model was identifying the relations between PF and CPA.

21Estimates were relatively similar in all stages.
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Figure 7.6: SEM cross-sectional CPA-PF (n is a fixed, i.e. not tested, parameter)
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Figure 7.7: SEM cross-sectional CPA-PF - 1 latent
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scale 1 2 3 4 5 6 7 8 9
1 .70** .55** .59** -.48** .59** .57** -.40** -.37**
anger .68** .50** .49** -.48** .51** .55** -.38** -.52**

.70** .56** .59** -.52** .61** .50** -.28** -.40**
2 .70** .70** .68** -.56** .69** .41** -.38** -.41**
sad .66** .62** .56** -.62** .72** .40** -.41** -.57**

.66** .71** .64** -.60** .72** .41** -.38** -.46**
3 .52** .69** .56** -.43** .61** .49** -.24** -.32**
shame .48** .58** .47** -.42** .59** .41** -.18* -.36**

.55** .72** .56** -.49** .62** .42** -.20** -.40**
4 .59** .67** .53** -.46** .65** .37** -.26** -.27**
anxiety .47** .56** .46** -.47** .58** .23** -.18* -.31**

.59** .63** .55** -.46** .60** .28** -.16* -.25**
5 -.46** -.54** -.39** -.45** -.54** -.43** .40** .49**
joy -.46** -.60** -.40** -.47** -.59** -.41** .42** .57**

-.52** -.60** -.44** -.45** -.63** -.39** .46** .59**

6 .57** .69** .59** .64** -.51** .41** -.19** -.36**
ID .48** .72** .57** .58** -.59** .40** -.20** -.50**

.61** .74** .59** .62** -.63** .42** -.26** -.43**
7 .62** .42** .47** .38** -.39** .41** -.33** -.23**
ED .58** .43** .45** .22** -.41** .43** -.23** -.36**

.51** .41** .46** .27** -.36** .45** -.24** -.27**
8 -.39** -.35** -.21** -.23** .37** -.14* -.30** .44**
IF -.38** -.39** -.11 -.18* .41** -.19** -.23** .55**

-.23** -.34** -.15* -.16* .42** -.23** -.16* .44**
9 -.37** -.39** -.29** -.28** .49** -.34** -.19** .44**
EF -.49** -.57** -.34** -.33** .58** -.49** -.36** .56**

-.37** -.48** -.38** -.26** .57** -.43** -.27** .43**

Table 7.16: Correlations between emotions and ERSs (Spearman’s ρ, left, and
Pearson’s r; the 3 estimates correspond to the 3 stages)

Emotions and emotion regulation strategies

Correlational analyses were performed to examine the relationships between emo-

tions and ERSs. Dysfunctional ERSs were expected to be correlated positively

to negative emotions and negatively to positive emotions, and functional ERSs to

be correlated negatively to negative emotions and positively to positive emotions.

Also, based on the theoretical basis of the REQ and the empirical results reported

in Phillips and Power (2007), dysfunctional ERSs were expected to be unrelated

with functional ERSs using the same resource type (external or internal), while

dysfunctional ERSs using different resource types were expected to be related. Due

to lack of normality and homoscedasticity in some variables, both Spearman’s ρ

and Pearson’s r results are reported in Table 7.16.

Confirming expectations, dysfunctional ERSs were correlated positively to negative

emotions and negatively to positive emotions, while functional ERSs were correlated

negatively to negative emotions and positively to positive emotions. Notably, the
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Anger Sad Shame Anxiety Joy
P S P S P S P S P S

ED .62** .62** .34** .34** .43** .38** .34** .32** -.26** -.26**
I2 .57** .57** .42** .40** .43** .39** .29** .27** -.37** -.37**

.58** .55** .42** .40** .46** .42** .31** .29** -.37** -.34**

ID .51** .51** .63** .63** .41** .41** .63** .63** -.47** -.46**
I7 .48** .46** .61** .60** .45** .44** .57** .57** -.46** -.45**

.52** .53** .60** .61** .47** .48** .55** .54** -.48** -.49**

IF -.18** -.16* -.16* -.15* -.08 -.04 -.10 -.08 .16* .15*
I9 -.15* -.16* -.17* -.17* -.11 -.07 -.08 -.07 .27** .25**

-.11 -.06 -.19* -.16* -.08 -.02 -.05 -.01 .25** .22**
IF -.09 -.10 -.14* -.11 -.08 -.03 -.06 -.06 .21** .20**
I16 -.13 -.14 -.19** -.17* .12 .16* .07 .07 .15* .14*

-.12 -.12 -.20** -.20** -.08 -.10 .01 -.00 .23** .21**

EF -.29** -.29** -.22** -.21** -.25** -.24** -.11 -.12 .31** .30**
I1 -.40** -.38** -.40** -.41** -.31** -.31** -.26** -.27** .40** .41**

-.36** -.37** -.36** -.39** -.37** -.35** -.21** -.24** .42** .43**
EF -.20** -.23** -.22** -.24** -.18** -.18** -.15* -.17* .33** .35**
I3 -.41** -.40** -.41** -.41** -.29** -.28** -.26** -.29** .48** .48**

-.24** -.25** -.25** -.27** -.27** -.27** -.15* -.16* .51** .52**
EF -.18** -.18** -.17* -.17** -.14* -.12 -.02 -.05 .16* .16*
I8 -.30** -.29** -.30** -.31** -.22** -.20** -.17* -.19** .33** .32**

-.15* -.13 -.22** -.23** -.19* -.15* -.02 -.02 .28** .28**

Table 7.17: Correlations between emotions and selected REQ items (Pearson’s r,
left, and Spearman’s ρ; the 3 estimates correspond to the 3 stages)

lowest associations were identified between internal functional strategies and shame

and anxiety. Also, external and internal ERSs of the same type (dysfunctional or

functional) were correlated, confirming the expected patterns. Contrary to the lack

of relationship between functional and dysfunctional ERSs of the same orientation

(external or internal) stipulated by Phillips and Power (2007), all correlations in the

ERSs matrix were significant, although the effect size of the unexpected associations

was substantially smaller than of the expected relations.

Since the REQ subscales had suboptimal properties in this sample (see Chapter

8), the analyses were repeated with selected items (Table 7.17). Mirroring the

results at subscale level, the items referring to dysfunctional ERSs (items 2 and

7) were related to increased reports of negative emotions and decreased reports of

joy. External functional ERSs (items 1, 3 and 8) had the opposite relationships.

The low associations at subscale level between internal functional strategies and

shame and anxiety consistently failed to reach significance at item level; items 9

and 16 were also weakly related to anger and sadness, but positive associations with

happiness/joy were significant.
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items
items stage 1 2 3 4 5 6 7 8
1 1 .41** -.13* -.11 .54** .58** .10 .50**
conse- 2 .40** -.12 -.12 .68** .52** -.01 .58**
quences 3 .44** -.29** -.18** .66** .63** -.00 .65**
2 1 .23** -.14* -.13* .33** .26** .07 .22**
timeline 2 .30** .02 -.12 .37** .22** .15* .21**

3 .29** -.12 -.16* .42** .36** .15* .34**
3 1 -.10* -.13** .44** -.09 -.25** .27** -.17**
personal 2 -.11* .03 .54** -.03 -.14* .28** -.13
control 3 -.21** -.07 .43** -.19** -.35** .32** -.21**
4 1 -.07 -.09 .36** -.06 -.19** .27** -.13*
treatment 2 -.14** -.06 .43** -.05 -.15* .30** -.13
control 3 -.11* -.12* .36** -.10 -.24** .20** -.15*
5 1 .47** .21** -.08 -.05 .41** .04 .19**
identity 2 .53** .29** -.03 -.05 .50** .00 .44**

3 .54** .30** -.15** -.09 .49** .02 .44**
6 1 .48** .20** -.20** -.16** .38** -.07 .59**
concern 2 .40** .20** -.10* -.13** .40** -.15* .65**

3 .51** .26** -.29** -.20** .41** -.21** .67**
7 1 .12* .12* .18** .19** .11* -.01 -.08
under- 2 .04 .20** .24** .22** .04 -.09 -.05
standing 3 .03 .17** .24** .19** .05 -.13* -.09
8 1 .41** .14** -.13** -.09* .21** .51** -.03
emotional 2 .48** .18** -.08 -.10* .37** .51** -.01
response 3 .51** .24** -.14** -.10* .35** .53** -.03

Table 7.18: Correlations matrix - BIPQ items (Kendall τ , left, and Pearson r)

Remarkably, estimates were relatively stable for the three stages and the parametric

versus non-parametric tests, increasing the confidence in these results in the present

sample. The stability of the estimates was obviously related to the stability of

the measures. As reported in Chapter 8, estimates ranged from .71 to .81 for

emotions and from .65 to .84 for ERSs (with correction for attenuation values ranged

from .82 to .99 for emotions and .92 to above unity for ERSs, indicating that

when measurement error was accounted for, values for emotional life variables were

stable). One-way ANOVA tests performed for all 9 subscales (α = .006 for multiple

comparison) also indicated nonsignificant overall mean changes, with only sadness

approaching significance at F (2, 362) = 4.92, p = .008 due to a significant but

minor decrease in stage 3 compared to previous two stages (mean values 3.6 to 3.4).

No changes were found in the selected REQ items either.

Illness perceptions

A first research question regarding IPs is whether they reflect a single dimension,

justifying therefore the use of a total score (e.g. Radat et al., 2009). The inspection
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of the matrix of correlations between BIPQ items (Table 7.1822) revealed a non-

homogeneous pattern, a first indication that BIPQ does not measure a unidimen-

sional construct. Items related to perceived illness severity (consequences, identity,

concern, emotional response) were more strongly correlated with each other, but

were weakly related to personal or treatment control (which had medium correla-

tions). Timeline had small correlations to all other items, except the control ones,

while understanding had small positive correlations only with the control items and

timeline. Although the pattern was in some respects different from those reported

by Moss-Morris et al. (2002) based on results from IPQ-R applied on a mixed health

conditions sample23, the common aspect was a lack of close associations between the

various subscales, suggesting that the items should be analysed separately. Similar

results were obtained via PCA, presented below.

Since a total score was not justified, it was considered relevant to explore the suit-

ability of the alternative data reduction strategy proposed by Hobro et al. (2004):

identifying data clusters. Hobro et al. (2004) used the IPQ-R Health Threat Repre-

sentations subscales (timeline, consequences, personal control, treatment control,

illness coherence, timeline cyclical and emotional representations) to categorise

chronic pain sufferers in a sample of newly referred patients to a local pain clinic

(with various chronic pain conditions). Using a hierarchical clustering procedure

they identified two groups ‘adaptors’ and ‘non-adaptors’ that accounted for 75% of

respondents, and were shown to differ on several other measures of pain, mood and

functioning. Overall, the ‘adaptors’ had beliefs of shorter timeline, more personal

and treatment control, better understanding, less emotional distress, and reported

perception of more pain, more need for medication, concern about the treatment

effects, depression, poorer physical functioning and general and mental health, and

less energy/ vitality. The groups did not differ regarding gender, age, work status,

pain location and duration, expectations from the pain center, nor regarding anxiety

levels, physical and emotional role limits and social functioning. The authors also

found support for this classification in the similarity with the WHYMPI-derived

‘adaptive copers’ and ‘dysfunctional’ groups by (Turk and Rudy, 1990) and were

optimistic regarding its clinical utility. Nevertheless they stated the necessity of

22As the data are ordinal and departed substantially from normality, both Kendall τ and Pearson
correlations were reported comparatively.

23For example the acute/chronic timeline was more related to both control subscales, while the
identity subscale was unrelated to emotional IPs.
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replicating these results. It is therefore relevant to test whether the results of Ho-

bro et al. (2004) replicate in the present study24, as a first step towards identifying

the relevance of these groups on health status and the relationship with the other

concepts.

The authors reported using hierarchical clustering procedure for average linkage

(between groups) using agglomerative scheduling, in SPSS. They did not state the

similarity measure used, but it is likely they have used squared Euclidean dis-

tance, as Clatworthy et al. (2005) described it as a frequent choice when “grouping

like-minded individuals” is intended25. They determined the number of groups by

examination of the agglomeration schedule for inconsistently large increases in the

similarity measure, which led to a 10-cluster solution including 118 of the original

130 participants (the elimination of the additional 12 cases is not detailed). They

reported two main clusters of 60 and 38 participants, respectively, and 8 remaining

clusters which included the remaining 20 and were excluded from further analy-

ses. No data regarding the agglomeration schedule were provided for assessment by

readers. No attempts to assess the stability of the clusters were reported. They vali-

dated the two main groups by identifying differences regarding several demographic

and clinically relevant variables, as described above.

In the present sample, cluster analyses were performed on data from the three stages

separately. The coefficients for the last 10 steps of the agglomeration schedules are

presented in Table 7.19. Clatworthy et al. (2005) advised against selecting the same

number of clusters for replication studies without searching for a more appropriate

solution in the data, as it may result in a bias in favour of replicating previous

results. Therefore specific solutions were first explored based on the agglomeration

schedule for each stage26.

For all stages, the solutions selected based on the largest increases in distance

coefficients (6 and 3 for stage 1; 7, 5 and 3 for stage 2; 5, 4 and 2 for stage 3) did

not support a two-cluster solution: the first cluster included between 88 and 99%

of the sample. Exploring previous steps of the agglomeration schedules revealed no

other notable gaps.

24With the exception of ‘concern’ and ‘identity’ (and ‘timeline cyclical’ missing), the subscales
of the IPQ-R and BIPQ are analogous, therefore a similar solution would be expected.

25Two of the authors of Hobro et al. (2004) also authored Clatworthy et al. (2005)
26Determining the number of clusters by this method is largely subjective (Clatworthy et al.,

2005). However, formal rules such as the pseudo-F statistic or the cubic clustering criterion are
not available in SPSS.
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Stage
No. of clusters 1 2 3
10 82.429 80.333 80.000
9 86.268 85.626 80.050
8 88.500 87.694 81.675
7 90.454 92.578 84.107
6 93.500 106.333 98.402
5 117.689 116.192 100.564
4 123.796 133.044 120.600
3 134.552 146.080 139.489
2 164.620 165.173 140.835
1 169.095 166.211 157.138

Table 7.19: Distance coefficients for the last 10 steps of the agglomeration schedules
- cluster analysis of BIPQ

Examining the 10-cluster solutions for the three stages revealed the presence of

two well represented groups, which were kept for further analyses, following Hobro

et al. (2004). The differences between the two groups had a similar pattern to the

ones identified by Hobro et al. (2004), i.e. one of the groups reported relatively less

consequences, shorter timeframe, higher personal and treatment control, more un-

derstanding, less emotional impact, together with less symptoms and less concern

(all t-tests significant at α = .01, with the exception of ‘understanding’ in the last

two stages). Therefore they were considered as representing the same two groups

labelled by Hobro et al. (2004) ‘adaptors’ and ‘non-adaptors’. They also differed in

terms of pain intensity reported (T-PRI, VAS, and PPI indices of SF-MPQ), pain-

related disability (RM-SIP) and frequency of GP visits27, although they were not

consistently different in terms of gender, age, vocational and marital status, edu-

cation, number of comorbid conditions (including the presence of depression), pain

location and spread, pain duration, and other health care use variables (medication,

specialised help and self-help).

However, Hobro et al.’s (2004) analysis omitted to investigate two important fea-

tures of this cluster solution: stability and distinctiveness (as explained in a previous

section). The question of stability could not be answered in their study due to its

cross-sectional design and relatively low number of participants. The longitudinal

design of the present study made a response possible. The allocation of participants

to groups was not random (χ2(1) = 15 to 24, p < .001), but had a low stability

(Pearson’s r = .30 to .41). This was apparent also in the differences in relative

27As these results were also part of the answer to a different research question, they are reported
in detail in Section 7.7.1.
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Stage
1 2 3

1 - ‘non-adaptors’ 28.5 54.4 19.6
2 - ‘adaptors’ 55.9 18.1 43.0
other 13.7 11.1 15.6
missing 1.9 16.3 21.9

Table 7.20: Percentages of participants allocated to the different groups - 10-cluster
solution, BIPQ

Stages
Groups 1to2 2to3 1to3 All 3
1 (‘non-adaptors’) - stable 20.0 18.1 10.7 10.0
2 (‘adaptors’) - stable 13.7 13.3 29.3 10.0
Other - stable 4.8 7.4 5.6 3.7
Change between 1 and 2 30.0 27.8 14.1 35.6
Change between other and 1 or 2 13.7 10.7 16.7 21.1
Missing 17.8 22.6 23.7 19.6

Table 7.21: Percentages of participants allocated to the same or different groups
across stages - 10-cluster solution, BIPQ

percentages of the groups between stages (Table 7.20) and the sizable percentages

of participants that were attributed to different groups between stages (Table 7.21).

The instability of the classification may be due partly to the instability of the items

themselves28, but also to the lack of distinctiveness between the adaptors and non-

adaptors groups. Indeed, no bivariate patterns were apparent in the present sample

in any of the three stages (graphs not shown). The illness perception variables

showed a 2-group structure on the first two principal components: control and un-

derstanding in one group, the rest in the second group (Figure 7.8). Based on the

item groupings, the two components can be interpreted as ‘low cognitive control -

high emotional impact’, and ‘high cognitive control - moderate emotional impact’29.

Expectedly, the first component had a substantial negative skew reflecting the in-

creased impact of chronic pain, while the second component had a rather normal

distribution (in all three stages). Nevertheless, the distribution of individual cases

in this two-dimensional space did not show any clear patterns. Figure 7.9 illustrates

this lack of distinct clusters and also shows where the adaptors and non-adaptors

are situated in this multivariate space. Even if the groups are arguably occupying

relatively different areas, there is a large amount of overlap in each stage and a

28As reported in Chapter 8, the stability estimates of BIPQ items fluctuated between .22 and
.75 (test-retest Kendall τ correlations between stages).

29This structure is in accord with Leventhal and colleagues’ SRM and parallel-processing model,
and also very informative for the application of these models in chronic pain (see Chapter 9 for
discussion).
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Stages 1-2 2-3 1-3
Test P S P S P S
PC1 .75** .71** .82** .80** .76** .75**
PC2 .53** .51** .48** .47** .49** .49**

Table 7.22: Stability estimates for the two principal components of BIPQ

large proportion of cases that are both classified as ‘adaptors’, ‘non-adaptors’ or

excluded from these groups in different stages.

These results are likely due to the low temporal stability of the subscales (which

is expected from single-item measures) and also to the instability of the classifica-

tion method on this data set. Therefore it is relevant to explore the stability of

the two dimensions between the three stages. As reported in Table 7.22, the first

dimension was relatively stable, while the second showed substantial fluctuations,

indicating that while the psychological impact of the condition was relatively con-

stant, the participants perceptions of cognitive control were oscillating (probably

with environment changes). However, results of one-way ANOVA tests were non-

significant, indicating no substantial overall change; F (1.87, 377.7) = 2.4, p = .09,

and F (2, 408) = .13, p = .88. Change was also not significant when considering

self-reported participation to pain management programmes or other medical and

demographic variables such as pain location, pain duration, comorbidity, education,

marital and vocational status, gender (interaction effects in mixed design ANOVA

tests non-significant at α = .01), indicating that overall lack of change in the two

PCs is not masking possible relevant changes in patient subgroups30.

PCA describes the data in terms of several uncorrelated factors that account for the

largest proportion of variance in all variables considered, and therefore it assumes

that the tendency for large variation is also “interestingly structured variation”,

which might not always hold in practice (Everitt et al., 2001, p. 28). Therefore

lack of structure in a PCA does not automatically imply lack of multivariate struc-

ture. Still, the characterisation of groups resulted from cluster analyses tends to

rely on group differences between the variables included, such as the non-adaptors

reporting more consequences and concern and less control and understanding than

30It is also possible that data reduction (via total score, clustering, or principal components)
masks significant changes in selected IPs between the three stages. Therefore, one-way ANOVA
tests were performed for all 8 continuous subscales (α = .006 for multiple comparison). In-
deed, there were significant decreases only in reports of perceived consequences (F (2, 408) = 9.1,
p < .001, significant change between first and second stage, sustained in stage 3) and concern
(F (2, 408) = 7.0, p = .001, similar pattern), and an increasing trend in personal control, ap-
proaching significance (F (2, 408) = 9.1, p = .007), with no change in the rest of the IPs. These
results support the approach of treating the BIPQ subscales as distinct concepts.
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Figure 7.8: PCA - component plots for BIPQ items
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Figure 7.9: PCA - cases with stable and unstable categorisation: l - stable ‘non-
adaptors’ (1); n - stable ‘adaptors’ (2); s - stable ‘other’ (3); l change between (1)
and (2); s change between (3) and (1) or (2).
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the adaptors31. Besides, other methods of projection pursuit (briefly described by

Everitt et al., 2001) are difficult to justify and interpret theoretically and are also

not available in SPSS.

MDS computed on the same similarity measure used in the cluster analysis (squared

Euclidean distance) can provide another graphical representation of the distinctive-

ness of the two-factor solution discussed above. No distinct clusters appeared in

this two-dimensional space either (results not shown). These exploratory attempts

failed to support the possibility the clustering solution is indicating a clear two-

group distinction.

Thus, although a similar two-cluster solution was found in the present sample, it

did not show the distinctiveness and stability required from an adequate clustering

solution. The categories of ‘adaptors’ and ‘nonadaptors’ were further examined in

relation to the study hypotheses in the next sections, but were considered a method

of data dissection, not distinct patient groups.

To my knowledge, the analysis of the causality-related IPs in chronic pain has not

been yet explored in relation to the other IPs, except a correlational analysis based

on IPQ-R scores in Moss-Morris et al. (2002), which included a chronic pain sub-

sample together with other subsamples with asthma, diabetes, MS, etc. Therefore,

this analysis was performed in an exploratory manner. No differences in causal

IPs were identified between clusters in any stage (all χ2 tests non-significant even

at non-corrected α = .05). Moreover, causal IPs were mostly unrelated with any

other IPs (t-tests did not show any consistent significance pattern between the

three stages, at a significance level corrected for multiple comparison32). A sin-

gle exception was identified regarding anatomical/ physiological descriptions (and

the wider category of medical attributions) which were consistently associated with

perceptions of understanding (t(226.3) = 3.9, p < .001, t(212.2) = 2.8, p = .006,

and t(205) = 2.1, p = .03 for anatomical descriptions; t(191.4) = 2.4, p = .02,

t(165.6) = 3.0, p = .003, and t(205) = 3.0, p = .003 for medical attributions).

31This definition is actually reproducing the first component in the PCA solution
32A less conservative Bonferroni correction was considered for only the 8 simultaneous t-tests,

resulting in an α = .006, even if these 8 tests were performed for all three stages for all 10
categories of causal IPs. However, the results were considered only if they presented consistency
across stages.
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Health status indicators

Correlational analyses were first performed for indicators of pain-related disability

(RM-SIP), perceived pain intensity indices (T-PRI, S-PRI, A-PRI, VAS and PPI,

based on the SF-MPQ), health care utilisation (proxy indicators: number of types of

medication used, number of specialist treatments used, number of self-help methods

used, and low versus high number of GP visits), and vocational status (full-time

or part-time working or training versus unable to work because of pain, excluding

the category of people unable to work for other reasons, such as retirement) to

investigate the possible existence of a homogeneous pattern of interrelations that

would justify a single pain severity score (Table 7.2333).

The inspection of the correlation matrix indicated that a total ‘health status’ score

would not be adequate, due to the heterogeneity of the correlation pattern. Pain

intensity and disability indicators showed medium correlations of similar sizes (with

the exception of the S-PRI, A-PRI and T-PRI which were more strongly correlated,

due to the fact that T-PRI scores are based on the other two scores, and to the com-

mon method of endorsing pain descriptors used in both S-PRI and A-PRI items).

Medication had small to medium sized correlations to all other variables, while GP

visits and work status were associated with most other variables, with the exception

of specialist treatments and self-help (the higher association between work status

and disability is to be expected, due to the conceptual similarity between the two

indicators. These last two indicators were unrelated to most other variables except

medication, which suggested they were not valid indicators of health status, but

rather depending on other factors (such as perhaps the information accessed, the

financial possibilities or the specific relevance of different methods for the patient’s

medical condition). In addition, their reliability is questionable (see Chapter 8).

Therefore they were not further considered in subsequent analyses of health status.

The structure of the relationships between the remaining variables was further ex-

plored in two alternative CFA models (Figures 7.10 and 7.11), the first specifying

a single factor, the second separating the pain experience indicators (SF-MPQ in-

dices) from the variables related to pain behaviours (including disability, health

33Both Spearman and Pearson estimates are provided due to lack of normality of some variables
and ordinal status of others. For the dichotomous variables (GP visits and work status), t-tests
and χ2 tests gave similar results (not reported).
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1 2 3 4 5 6 7 8 9 10 11
1 .97** .86** .61** .64** .48** .38** .12 .11 .30** .26**
T-PRI .96** .85** .64** .57** .55** .40** .16* .23** .25** .28**

.98** .87** .71** .56** .66** .33** .13 .12 .29** .38**
2 .97** .72** .59** .62** .46** .39** .10 .13* .28** .24**
S-PRI .97** .69** .62** .54** .52** .35** .18** .23** .23** .26**

.98** .75** .68** .51** .63** .32** .12 .12 .26** .36**
3 .87** .73** .54** .55** .45** .28** .14* .06 .28** .25**
A-PRI .84** .69** .57** .55** .52** .38** .15* .16* .25** .29**

.86** .75** .64** .59** .60** .29** .14* .08 .31** .38**
4 .61** .59** .55** .71** .51** .21** -.05 .00 .32** .32**
VAS .63** .60** .59** .74** .58** .27** .12 .12 .33** .28**

.72** .69** .66** .72** .61** .25** .18* .07 .34** .35**
5 .64** .62** .56** .71** .49** .21** .07 .08 .30** .29**
PPI .56** .52** .56** .76** .49** .23** .08 .04 .36** .31**

.55** .50** .59** .70** .56** .19** .25** .09 .32** .33**
6 .48** .44** .46** .48** .47** .31** .07 .06 .33** .51**
RM- .54** .51** .52** .54** .48** .34** .22** .09 .29** .58**
SIP .66** .63** .61** .60** .55** .38** .16* .12 .32** .61**
7 .38** .38** .29** .22** .22** .31** .21** .31** .23** .20**
Medi- .40** .36** .39** .29** .24** .35** .19** .25** .17* .14
cation .33** .31** .30** .24** .18** .37** .18** .28** .21** .24**
8 .10 .08 .12 -.04 .07 .07 .20** .18** .17** -.02
Treat- .16* .17* .16* .13 .09 .20** .22** .12 .09 .01
ments .12 .11 .15* .17* .25** .15* .18** .26** .19** .03
9 .13* .13* .08 -.01 .08 .05 .32** .18** .06 .03
Self- .24** .24** .16* .11 .03 .07 .26** .13* .06 .09
help .11 .12 .07 .06 .09 .11 .28** .26** .04 .12
10 .29** .27** .28** .31** .29** .33** .24** .16** .07 .16*
GP .26** .24** .27** .32** .36** .28** .16* .09 .05 .21**
visits .28** .26** .30** .35** .32** .33** .22** .18** .03 .32**
11 .26* .24** .26** .30** .28** .51** .20** -.03 .04 .16*
Work .29** .27** .29** .25** .30** .58** .14 .00 .08 .21**
status .38** .35** .38** .33** .31** .61** .24** .02 .11 .32**

Table 7.23: Correlations between health status indicators (Spearman’s ρ, left, and
Pearson’s r; the 3 estimates correspond to the 3 stages)
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Figure 7.10: SEM cross-sectional health status indicators - 1 factor
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Figure 7.11: SEM cross-sectional health status indicators - 2 factors

care use, and work status)34. Both models had a good fit to the data (Table 7.24),

however the 2-factor model consistently had a comparatively better fit, indicating

that separating pain experience from pain behaviours is not redundant (all χ2 dif-

ference tests were significant at α = .001, i.e. χ2(1) > 10.83). A further test of

the distinctiveness of these indicators is in relation to other concepts, which was

explored in Section 7.7.

34Tests were performed for both total scores and selected items, considering binary variables as
both categorical and continuous (given that considering the variables categorical increases sample
size requirements and ignores variance as it is based on a correlation matrix, while assuming
continuous status for all variables is a possible source of model misspecification even if robust
methods are used; see Appendix B for details), and with both the exclusion and inclusion of ‘work
status’ (given that excluding the ‘unable to work because of other reason’ category reduces sample
size substantially). Only item level analyses with categorical items specification and ‘work status’
included are reported, for brevity. Parameter estimates are provided for the first stage data.
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Model 1 Model 2
Statistic Stage 1 Stage 2 Stage 3 Stage 1 Stage 2 Stage 3
S-B 74.7(65) 101.5(65) 68.0(65) 32.3(64) 55.9(64) 28.3(64)
χ2(df) p=.19 p=.003 p=.37 p=.99 p=.75 p=.99
NFI .86 .82 .89 .94 .90 .96
NNFI .98 .91 .99 1.09 1.02 1.08
CFI .98 .93 1.00 1.00 1.00 1.00

RMSEA
.03 .06 .02 .00 .00 .00

(.00–.05) (.03–.08) (.00–.05) – (.00–.03) –

Table 7.24: Goodness of fit statistics for CFA models, HSIs

In terms of stability, while disability showed a high level of stability (RM-SIP

r = .83− .86), as did work status (83% of the participants remained in their initial

status throughout the study), both SF-MPQ indices (r = .49− .71, see Table 8.16)

and HCU indicators (r = .38 − .60, see Table 8.28) fluctuated considerably. How-

ever, one-way ANOVA tests (and Friedman and Cochran’s Q tests for ordinal and

binary variables) indicated significant, although minor changes, only in disability

(F (2, 402) = 7.63, p = .001, a steady decrease from a mean of 12.9 in the first stage

to 11.9 in the third).

7.6.2 Interrelations

Emotions and acceptance

The relationships of both CPA and PF with emotion variables was explored via

correlational analyses. As seen in Table 7.25, CPA and PF were, as expected,

consistently related to more frequent positive emotions and functional ERSs and less

frequent negative emotions and dysfunctional ERSs. The analyses were repeated at

the item level concerning REQ (Table 7.26); the relations between individual REQ

item scores and total CPA and PF scores were consistently significant only for the

selected dysfunctional ERSs, while the external functional ERSs were comparatively

less and inconsistently associated to CPA and PF. The internal functional ERSs

showed weak or non-significant correlations.

It is important to note the differences between the two CPAQ subscales in terms

of emotional variables. AE had comparatively stronger correlations only with

joy/happiness and functional ERSs total scores. At the item level, only the in-

ternal functional ERSs were associated significantly with AE, but not with PW,

the rest of the items showing similar effect sizes.
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AE PW CPA PF
P S P S P S P S

Anger -.43** -.41** -.37** -.38** -.48** -.47** -.64** -.63**
-.50** -.48** -.48** -.46** -.55** -.53** -.56** -.54**
-.44** -.40** -.40** -.42** -.49** -.48** -.58** -.57**

Sad -.47** -.45** -.38** -.37** -.50** -.49** -.64** -.65**
-.56** -.54** -.55** -.54** -.62** -.61** -.68** -.68**
-.55** -.52** -.52** -.53** -.63** -.61** -.69** -.71**

Shame -.27** -.22** -.27** -.22** -.31** -.26** -.54** -.53**
-.29** -.24** -.47** -.44** -.41** -.36** -.52** -.53**
-.35** -.31** -.44** -.43** -.45** -.44** -.63** -.64**

Anxiety -.40** -.38** -.43** -.41** -.49** -.46** -.62** -.62**
-.39** -.38** -.50** -.49** -.49** -.48** -.61** -.59**
-.39** -.37** -.42** -.41** -.47** -.46** .62** .63**

Joy .46** .46** .24** .20** .43** .41** .53** .53**
.54** .53** .35** .31** .51** .48** .56** .53**
.63** .60** .40** .39** .61** .59** .65** .63**

ID -.39** -.35** -.36** -.32** -.44** -.40** -.63** -.62**
-.39** -.37** -.48** -.45** -.48** -.45** -.66** -.65**
-.45** -.42** -.46** -.43** -.53** -.49** -.69** -.69**

ED -.22** -.16** -.19** -.16** -.25** -.17** -.45** -.42**
-.23** -.22** -.24** -.24** -.26** -.26** -.33** -.33**
-.28** -.22** -.16* -.17* -.27** -.22** -.34** -.37**

IF .35** .31** .15* .13* .31** .26** .39** .36**
.43** .41** .20** .20** .37** .35** .38** .35**
.52** .51** .19** .18** .44** .43** .32** .31**

EF .30** .30** .11 .13* .25** .27** .29** .29**
.49** .48** .35** .34** .48** .46** .45** .43**
.43** .44** .36** .37** .46** .47** .45** .42**

Table 7.25: Correlations between acceptance and emotions (P - Pearson’s r, and S
- Spearman’s ρ)

Illness perceptions and acceptance

The two categories of patients identified by cluster analysis of IPs differed signif-

icantly in terms of acceptance scores (CPA and PF): the patients characterised

by increased perception of consequences, chronic timeline, concern, illness identity,

and emotional impact and lower personal and treatment control and understanding

were also less accepting of their condition, as presented in Table 7.2735.

In terms of individual IPs, perceptions of consequences, timeline, identity (symp-

toms), concern and emotional response, were lower with increased CPA, while

perceived illness understanding was unrelated to acceptance, and personal and

treatment control showed medium positive associations to acceptance (Table 7.28).

35Results were similar when considering the two CPAQ subscales, AE and PW. Not reported
here for brevity.
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AE PW CPA PF
P S P S P S P S

ED - I2 -.18** -.17** -.18** -.16** -.21** -.18** -.38** -.35**
I take my feelings out -.24** -.23** -.23** -.22** -.26** -.26** -.30** -.31**
on others verbally -.27** -.24** -.22** -.22** -.29** -.26** -.34** -.35**
ID - I7 -.32** -.31** -.33** -.30** -.38** -.37** -.55** -.55**
I dwell on my thoughts -.29** -.27** -.39** -.37** -.37** -.35** -.57** -.57**
and feelings -.30** -.30** -.38** -.37** -.39** -.39** -.57** -.58**
IF - I9 .23** .21** .06 .05 .18** .16** .12 .10
I review (rethink) .23** .21** .08 .05 .19** .14* .17* .15*
my goals or plans .29** .27** .03 .03 .21** .18** .08 .07
IF - I16 .21** .18** .02 -.01 .14* .10 .11 .10
I plan what I could .28** .27** -.04 -.04 .16* .16* .10 .07
do better next time .28** .28** .06 .10 .22** .23** .09 .11
EF - I1 .14* .16** .02 .03 .10 .13* .14* .16*
I talk to someone .25** .25** .25** .24** .28** .26** .30** .29**
about how I feel .17* .19** .22** .22** .22** .23** .36** .35**
EF - I3 .08 .09 .07 .08 .09 .10 .15* .17**
I seek physical contact .29** .26** .23** .20** .30** .25** .31** .28**
from friends or family .25** .24** .22** .21** .28** .26** .37** .36**
EF - I8 .06 .09 -.02 .04 .03 .07 .11 .14*
I ask others .21** .21** .18** .18** .22** .21** .29** .31**
for advice .18** .21** .21** .21** .22** .24** .18** .15*

Table 7.26: Correlations between acceptance and selected REQ items (P - Pearson’s
r, and S - Spearman’s ρ)

Stage t-test Mean values Pearson’s r
Adaptors Non-adaptors

1 t(226) = 7.8, p < .001, 2.0 2.8 .46**
CPA 2 t(194) = 10, p < .001, 2.3 3.6 .58**

3 t(167) = 7.3, p < .001, 2.0 3.0 .49**
1 t(226) = 3.1, p = .002, 4.8 3.2 .20**

PF 2 t(194) = 5.6, p < .001, 4.2 3.4 .37**
3 t(167) = 4.7, p < .001, 4.4 3.7 .35**

Table 7.27: Differences in acceptance between the IP clusters
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CPA PF
stage P S P S

1 1 -.63** -.64** -.25** -.26**
consequences 2 -.69** -.67** -.36** -.37**

3 -.66** -.66** -.35** -.36**
2 1 -.25** -.17** -.19** -.18**
timeline 2 -.26** -.24** -.15* -.10

3 -.33** -.32** -.18** -.18**
3 1 .30** .29** .12 .11
personal 2 .25** .23** .16* .18**
control 3 .30** .29** .21** .19**
4 1 .17** .16* .17** .16*
treatment 2 .21** .21** .19** .18**
control 3 .22** .23** .17* .14
5 1 -.33** -.37** -.15* -.14*
identity 2 -.45** -.46** -.23** -.24**

3 -.43** -.44** -.13 -.14*
6 1 -.63** -.64** -.38** -.37**
concern 2 -.64** -.64** -.37** -.36**

3 -.67** -.69** -.46** -.44**
7 1 .07 .00 .07 .10
understanding 2 .13 .09 .16* .15*

3 .15* .11 .12 .13
8 1 -.63** -.66** -.55** -.56**
emotional 2 -.68** -.67** -.56** -.54**
response 3 -.67** -.68** -.54** -.56**

Table 7.28: Correlations between acceptance and IPs (P - Pearson’s r, and S -
Spearman’s ρ)

Causal beliefs were unrelated to acceptance, with the exception of the broader cat-

egory of external attributions, which was consistently associated with both lower

CPA and PF in all three stages (t(252) = 2.6, p = .01, t(220) = 3.1, p = .002, and

t(205) = 3.6, p < .001, for CPA; t(252) = 3.0, p = .003, t(220) = 3.0, p = .003, and

t(205) = 2.5, p = .01, for PF in the three stages36).

Illness perceptions and emotion

‘Non-adaptors’ (as identified based on the cluster analysis of the BIPQ items) con-

sistently reported significantly more frequent negative emotions and use of internal

dysfunctional ERSs and less frequent positive emotions compared with adaptors.

The differences between the three groups regarding external dysfunctional and both

functional ERS reached statistical significance (at an uncorrected α = .05) in only

36The statistical significance of these tests depends on the decision regarding the most suitable
correction for multiple comparison; considering an α level of .001 would take into consideration
the number of tests performed, but would be overly conservative given that the tests are not
independent and the three stages can be considered replications of the same test.
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Stage t-test Mean values Pearson’s r
Adaptors Non-adaptors

Anger 1 t(187) = 3.8, p < .001 4.2 4.9 -.27**
2 t(82) = 6.8, p < .001 3.5 4.8 -.45**
3 t(142) = 3.8, p < .001 4.0 4.9 -.30**

Sadness 1 t(187) = 4.3, p < .001 3.4 4.4 -.30**
2 t(165) = 7.7, p < .001 2.5 4.2 -.51**
3 t(142) = 4.2, p < .001 3.3 4.3 -.33**

shame 1 t(94.6) = 2.4, p = .02 2.8 3.4 -.19**
2 t(101) = 3.6, p = .003 2.3 3.1 -.23**
3 t(142) = 3.2, p = .002 2.7 3.6 -.26**

Anxiety 1 t(187) = 4.1, p < .001 4.4 5.2 -.29**
2 t(165) = 4.9, p < .001 4.0 5.0 -.36**
3 t(142) = 5.0, p < .001 4.4 5.5 -.39**

Joy 1 t(187) = 3.4, p = .001 5.0 4.5 .24**
2 t(100.8) = 7.2, p < .001 5.6 4.3 .43**
3 t(142) = 3.5, p = .001 4.9 4.2 .28**

ID 1 t(123.6) = 3.8, p = .001 2.2 2.6 -.26**
2 t(194) = 4.6, p < .001 2.0 2.5 -.31**
3 t(83.4) = 4.7, p = .001 2.1 2.7 -.37**

ED 1 t(118.7) = 1.5, p = .14 1.5 1.6 -.11
2 t(127.0) = 3.5, p = .001 1.3 1.6 -.20**
3 t(87.9) = 2.8, p = .007 1.4 1.7 -.22**

IF 1 t(226) = 2.1, p = .04 3.0 2.8 .14*
2 t(194) = 5.3, p < .001 3.3 2.8 .36**
3 t(167) = 1.9, p = .07 3.0 2.8 .14

EF 1 t(226) = 1.7, p = .09 2.7 2.5 .11
2 t(194) = 4.9, p < .001 3.0 2.5 .33**
3 t(167) = 4.0, p < .001 2.8 2.3 .30**

Table 7.29: Differences in emotion between the IP clusters

two stages; nevertheless the differences between the mean values were in the ex-

pected directions, albeit small (see Table 7.29).

As the two clusters are unlikely to reflect the complexity of the relationships between

illness perceptions and emotional life due to heterogeneous structure of IPs as mea-

sured by BIPQ, the connections between the two domains were further explored via

correlational analyses. As it can be seen in Table 7.30, only perceptions of emotional

response are consistently associated with all five emotions. Perceptions of conse-

quences and concern were less strongly associated with shame and joy/happiness.

Perceptions of illness identity and personal and treatment control were less associ-

ated with all emotions, showing particular lack of association with reports of shame

(and joy, only for identity). Perceptions of timeline and understanding were largely

unrelated to emotions. Among the five emotions, shame reports were overall the

least connected to IPs.



7.7. EXPLORATORY DATA ANALYSIS 209

The reported use of ERSs was not consistently related to IPs, except perceptions of

emotional response (Table 7.31). Perceptions of consequences and concern were par-

ticularly unrelated to external dysfunctional ERSs, while showing small to medium

correlations to the other ERSs. Perceptions of understanding and personal and

treatment control were largely unrelated to external dysfunctional and internal

functional ERSs, while showing higher (though inconsistent) associations with the

internal dysfunctional and external functional ERSs. Perceptions of timeline and

illness identity were largely unrelated to ERSs. As it can be seen, the associations

with ERSs mirror closely the associations to discrete emotions, with the exception

of understanding (which appears more related to ERSs) and identity (which seems

connected only to emotion reports).

Causal beliefs were not consistently related to emotional variables, with the ex-

ception of the broader category of external attributions, which was consistently

associated with more frequent anger and sadness and use of internal dysfunctional

ERSs, and less frequent happiness and external functional ERSs, in all three stages

(see Table 7.3237).

7.7 Exploratory data analysis

7.7.1 Health status and psychosocial variables

The health status indicators (HSIs) considered for this analysis were pain intensity

(S-PRI, A-PRI, T-PRI, VAS and PPI), pain disability (RM-SIP), health care use

(medication use and GP visits) and work status. Correlation analyses and multiple

regression models (MRMs) were performed with all HSIs for each domain separately.

First, analyses were performed to explore the relation between contextual factors

and health status, followed by the separate examination of the role of acceptance,

emotions and illness perceptions. Finally, a comparative analysis was performed by

fitting MRMs including all four types of predictors for T-PRI and RM-SIP scores.

Although the cross-sectional design used in these analyses does not allow a clear

statement of unidirectionality, the health status indicators were selected as depen-

dent variables since this research aims at predicting and improving health status,

and the comparison between the psychological adjustment variables is based in this

37As with the previous analysis related to acceptance, the adequacy of a conservative correction
for the significance level is questionable. Therefore these associations were reported based on the
fact that they were the only consistent pattern across the three stages at a typical α = .05, rather
than due to its statistical significance based on an adjusted α level.
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ID ED IF EF
st. P S P S P S P S

1 1 .19** .18** .09 .06 -.14* -.12* -.12 -.12
consequences 2 .25** .24** .16* .15* -.22** -.22** -.28** -.29**

3 .24** .23** .14* .11 -.23** -.25** -.31** -.32**
2 1 .15* .12 .04 .06 -.05 -.06 -.16* -.13*
timeline 2 .07 .05 -.05 -.06 -.09 -.08 -.14* -.10

3 .11 .06 .09 .07 -.19** -.21** -.20** -.21**
3 1 -.19** -.18** -.11 -.11 .09 .07 .11 .12
personal 2 -.13 -.16* -.13 -.15* .08 .07 .20** .20**
control 3 -.26** -.25** -.03 -.04 .10 .09 .25** .22**
4 1 -.20** -.19** -.07 -.07 .09 .11 .16** .18**
treatment 2 -.11 -.13 -.09 -.09 .19** .14* .23** .22**
control 3 -.21** -.22** -.16* -.20** .16* .19** .23** .25**
5 1 .13* .14* .12 .07 -.02 -.03 -.02 .00
identity 2 .18** .18** .11 .06 -.06 -.06 -.07 -.06

3 .09 .07 .04 .01 -.15* -.19** -.16* -.17*
6 1 .30** .29** .11 .08 -.15* -.16* -.12 -.14*
concern 2 .35** .34** .13* .11 -.20** -.19** -.21** -.21**

3 .33** .31** .18* .16* -.19** -.22** -.25** -.26**
7 1 -.11 -.13* -.10 -.09 .09 .11 .18** .18**
under- 2 -.19** -.22** -.13 -.10 .12 .08 .23** .22**
standing 3 -.18** -.24** -.18** -.12 .02 .04 .16* .14*
8 1 .48** .47** .32** .33** -.38** -.38** -.25** -.29**
emotional 2 .49** .50** .34** .36** -.35** -.36** -.40** -.41**
response 3 .48** .50** .34** .35** -.26** -.28** -.37** -.39**

Table 7.31: Correlations between ERSs and IPs (P - Pearson’s r, and S - Spearman’s
ρ)

st. t-test Mean values Pearson’s r
No ext. causes External causes

Anger 1 t(210) = 3.5, p < .001 4.1 4.7 .24**
2 t(188) = 3.9, p < .001 4.0 4.6 .27**
3 t(176) = 2.5, p = .01 3.9 4.4 .19*

Sadness 1 t(210) = 3.0, p = .003 3.3 3.9 .20**
2 t(188) = 3.4, p = .001 3.2 3.9 .24**
3 t(176) = 2.4, p = .02 3.1 3.6 .18*

ID 1 t(252) = 2.5, p = .01 2.2 2.4 .16*
2 t(220) = 2.5, p = .01 2.2 2.4 .17*
3 t(205) = 2.3, p = .02 2.1 2.4 .16*

Happy 1 t(210) = 2.3, p = .02 5.0 4.6 -.16*
2 t(188) = 2.6, p = .01 5.0 4.5 -.18*
3 t(176) = 2.6, p = .01 5.1 4.6 -.19*

EF 1 t(252) = 2.1, p = .04 2.7 2.6 -.13*
2 t(220) = 3.4, p = .001 2.8 2.5 -.22**
3 t(205) = 2.7, p = .007 2.8 2.6 -.19**

Table 7.32: Relations between emotion variables and external causal attributions
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analysis on their individual and common contribution to (statistical) prediction of

health status. It is important however to acknowledge that these relationships are

likely bidirectional, and refer rather to pain reporting than to the actual experience

of pain and pain behaviours.

Contextual factors and health status

Several demographic and medical history variables were considered in this analysis:

gender, age, education, annual income, marital status, pain location, pain spread,

pain duration, age at pain onset, previous and current pain treatment (antide-

pressants, sleeping tablets, surgery, physiotherapy, pain management programmes,

complementary therapies), comorbidity (and separately presence of depression and

osteoarthritis), negative and positive life events (total scores and selected events,

such as recent injuries or financial problems)38. Correlational analyses indicated39

that each health status indicator was related to a slightly different set of contextual

factors.

Pain-related disability was associated with gender (males reporting more disability,

r = .14 − .17), annual income level (r = .18 − .29) and recent financial problems

(r = .20− .27), recent total number of negative events (r = .12− .24), pain spread

(for both NHS and SO subsamples, both as number of pain locations, r = .25− .45

and number of broader pain areas, r = .27 − .4340), comorbidity (r = .25 − .32;

and separately depression, r = .24− .27, and arthritis, r = .15− .21), previous and

current intake of antidepressants (r = .15− .22) and sleeping tablets (r = .17− .33),

and previous surgery (r = .20 − .24). Work status was associated with education

(r = .17 − .20), age (r = .15 − .20), annual income (r = .25 − .32), occurrence of

positive events (r = .18 − .23, in particular better financial status, r = .18 − .23),

pain duration (r = .24− .27), previous and current intake of sleeping tablets (r =

.17 − .23), current attendance to pain management programmes (r = .15 − .22),

and comorbidity (r = .24− .29, and depression in particular, r = .22− .20).

38Contextual factors were characterised by non-significant or low significant inter-correlations
(not reported here), therefore the overlap between them was minimal in this sample.

39Variables were selected only if significant associations were found at an α = .05 in all three
stages. Although such an α level may be considered extremely liberal given the number of tests
performed, it was seen as adequate given the exploratory nature of the analysis and the equally
important concern of type II error; the criterion of consistency between the three stages was
applied as a measure against type I error. Exceptions to this criterion were considered only when
consistent associations were present at trend level (although not all reaching significance), and are
reported where applied.

40Subsample size varied between 188 for the NHS subsample in stage 1, and 47 for the SO
subsample in stage 3.
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Medication use was related to the number of recent negative events (r = .16− .26,

in particular financial problems, r = .12− .22), previous and current use of sleeping

tablets (r = .24−.35), previous attendance to physiotherapy (r = .17−.23), current

use of antidepressants (r = .19− .27) and complementary therapies (r = .16− .22),

depression (r = .14− .16) and arthritis (r = .14− .19). The frequency of GP visits

(low versus high) was related to a recent serious injury or illness (r = .14 − .33),

financial problems (r = .14− .22), current intake of antidepressants (r = .14− .22)

and sleeping pills (r = .14− .18) and depression (r = .17− .24).

All pain intensity indicators (S-PRI, A-PRI, T-PRI, VAS and PPI) were similarly

related to previous and present intake of antidepressants (r = .09−.31) and sleeping

tablets (r = .11 − .37) and to high comorbidity, especially the presence of depres-

sion41. In addition, education status consistently reached significance in all three

stages only for VAS (r = −.14−−.18), previous surgical treatment was related only

to S-PRI, T-PRI and VAS, age at pain onset was associated only with S-PRI and

T-PRI, while a recent injury or illness was consistently reflected only in S-PRI.

Contextual factors were also associated selectively with measures of acceptance,

emotions and illness perceptions. Thus, lower chronic pain acceptance and psycho-

logical flexibility were associated with male gender (r = .10− .23), lower education

(r = .07− .24) and income (r = .11− .27, no recent improvement of financial status,

r = .09− .23) higher comorbidity (r = .12− .23, especially presence of depression,

r = .20 − .47), previous and current intake of antidepressants (r = .12 − .30) and

sleeping pills (r = .11 − .30), previous surgery (r = .09 − .24), and not having

used complementary therapies (r = .09− .22). In general, both PF and CPA (and

AE and PW subscales) showed similar consistent associations, with very few excep-

tions (some correlations followed the general trend, but failed to reach significance).

However, three notable exceptions were present: PW was not associated to previ-

ous intake of antidepressants and sleeping tablets, nor with recent improvements in

financial status.

More frequent negative emotions and less frequent positive emotions were associ-

ated with lower annual income (r = .16 − .22), higher number of recent negative

events (r = .14− .29), higher comorbidity (r = .10− .26, especially the presence of

41With very few exceptions, i.e. some correlations not reaching significance in one of the stages
for some indices, although values were following the general trend.
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depression, r = .35− .53), and increased previous and current intake of antidepres-

sants (r = .11 − .38) and sleeping tablets (r = .08 − .37)42. In addition, increased

sadness was also associated with lower education (r = .20 − .24), while females

reported higher scores for happiness (r = .17− .24).

Increased use of dysfunctional ERSs and decreased use of functional ERSs was

associated with presence of depression (r = .12 − .44) and increased previous and

current intake of antidepressants (r = .10 − .31) (again, with few exceptions).

Dysfunctional ERSs were used more by participants who had experienced more

negative events recently (r = .18−.26), especially financial difficulties (r = .16−.29).

In addition, internal dysfunctional ERSs were associated with younger age (r =

.18− .30), and with previous intake of sleeping tablets (r = .17− .20). Functional

ERSs were used more by females (r = .17 − .35), people with higher education

(r = .13− .24) and higher income (r = .13− .30)43.

Illness perceptions of timeline, personal and treatment control and understanding

were not consistently related to any contextual variables. Perceptions of more

consequences and emotional impact were also associated with lower education (r =

.12 − .19), lower income (r = .18 − .24), comorbidity (r = .17 − .26, especially

presence of depression, r = .20 − .40), previous intake of sleeping tablets (r =

.15− .27), and current intake of antidepressants (r = .15− .28). Perceptions of more

consequences were also related to previous surgery (r = .22−.26) and current intake

of sleeping tablets (r = .13− .28). Perceptions of illness identity (more symptoms)

were consistently related only to comorbidity (r = .15− .23) and previous intake of

sleeping tablets (r = .17 − .20), while perceptions of concern were associated with

previous surgery (r = .14− .23) and presence of depression (r = .20− .32). Causal

attributions were also related to selected contextual variables. Respondents that

considered their own behaviours as causes reported longer pain duration (r = .14),

and previous use of complementary therapies (r = .13). Considering poorcare as

a cause of chronic pain was associated with higher education (r = .12), previous

surgery (r = .27), lower comorbidity (r = −.14, especially not reporting arthritis

as a comorbid condition, r = −.14). Accident as a cause was reported more by

men (r = .14), with higher education (r = .13), but lower income (r = −.17),

who have previously used physiotherapy (r = .14) and pain management (r =

.14). Work conditions was reported as a cause of chronic pain by people with

42Happiness had associations of the opposite sign. Again, only a few estimates did not reach
significance in all stages, while following the same trend.

43These associations are partly replicated at the level of selected items - not reported here for
brevity.
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lower education (r = −.15), and low income (r = −.19), with no previous surgical

treatment (r = −.16). Physiological attributions were reported by people with

higher income (r = .13), while comorbid conditions were given as an explanation

more by older (r = .18) women (r = .19) reporting higher comorbidity scores

(r = .23, especially arthritis, r = .32). In general, reporting psychological causes

was associated with previous use of complementary therapies (r = .19); risk factors

with previous surgery (r = .17); external factors with male gender (r = .13),

low income (r = −.25), previous physiotherapy (r = .20), psychological therapies

(r = .14), and pain management (r = .15); medical attributions with longer pain

duration (r = .14), lack of depression (r = −.13), older age (r = .20), and later

pain onset (r = .14).

It is important to note that most associations with contextual factors are small to

medium, and therefore each explains only a limited amount of variance in the health

status indicators (and also in the psychological factors). Multiple regressions and

logistic regressions were next performed to identify the individual role of each con-

textual variable and the total predictive power of these factors in predicting health

status, as a preliminary step for comparative analyses of the role of psychological

factors. To this end, contextual factors that were overlapping conceptually with

psychological factors, such as previous and current intake of antidepressants and

sleeping tablets or participation in pain management programmes and presence of

comorbid depression, were excluded from the analysis44. Also, if two contextual

variables computed from the same data, only one was selected45. Hierarchical (se-

quential) regression was used in order to identify the incremental contribution of

each factor (Tabachnick and Fidell, 2001). Only factors that had significant rela-

tionships with the HSI in all three stages were selected for initial models and the

consistency criterion was applied for selecting factors that remained significant in

the final modeling sequence.

Pain disability (RM-SIP) was regressed on gender, annual income, recent negative

events, spread of pain, comorbidity and previous surgery. The results are presented

44It was considered that the diagnosis of depression and the prescription of such treatment was
partly based on assessment of psychological adjustment, therefore controlling for such variables
would artificially diminish the contribution of psychological factors to health status.

45For example, the total number of pain locations was selected as indicator of pain spread, but
not the total number of body areas affected by pain, as it was computed by grouping pain locations
into broader categories.
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in Table 7.3346. It is important to note that pain disability was related to sev-

eral demographic and medical variables, which explained in total a considerable

proportion of the variance (19–23%). Some of these relationships might reflect

bidirectional relationships from a causal point of view, for example in the case of

surgical interventions, for which the decision might have been taken based on the

level of disability and in some cases might have increased disability subsequently. A

minor suppression effect of comorbidity and pain spread on the relationship between

gender and disability may be noticed.

Medication use was regressed on presence of arthritis, previous use of complemen-

tary therapies, previous physiotherapy and recent negative events, only the last two

remaining significant in the final prediction equation in all three stages (Table 7.33).

The number of GP visits was not consistently predicted by neither reports of recent

injuries or illnesses nor reports of recent financial problems47. Work status was con-

sistently predicted only by level of comorbidity (education, age, pain duration and

recent positive events did not remain significant when comorbidity was included in

the model), however the contribution of this predictor was minor (Table 7.34).

Among the pain intensity indicators, S-PRI was predicted by age of pain onset and

previous surgery, while A-PRI was predicted only by comorbidity. T-PRI scores

were only related to comorbidity and age at pain onset and VAS by education level

and previous surgery. In contrast to pain disability, these factors explained only a

small proportion of the variance in pain intensity indicators (Table 7.35 ). PPI was

not consistently predicted by any contextual factor.

Acceptance and health status

Correlation and multiple regression analyses provided support for the hypothesised

relationship between increased CPA and PF and better health status. CPA (and

AE and PW) and PF correlated significantly in the three stages with pain-related

disability (RM-SIP), vocational status (full/part-time working versus not working

because of pain), pain intensity (S-PRI, A-PRI, T-PRI, VAS and PPI) and health

46With the exception of annual income and negative events which did not reach significance in
the first stage when medical factors were introduced in the model, all variables remained significant
in all stages of the model.

47Despite significant but trivial correlations, none improved the percentage of correct predictions
of high versus low number of GP visits in all stages.
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SE 95% CI for exp b Cox & Nagelkerke % correct
st. B B lower exp b upper Snell R2 R2 classif.

(Constant) 1 -1.27** .44 .28
2 -1.48** .48 .23
3 -1.56** .49 .21

Comorbidity 1 .97** .28 1.51 2.64 4.60 .06 .07 62
2 1.16** .31 1.73 3.18 5.86 .08 .10 64
3 1.20** .32 1.77 3.32 6.24 .08 .10 64

Table 7.34: Comorbidity as predictor of work status

care utilisation (number of GP visits and number of different types of medication,

see Table 7.3648).

CPA and PF were included in MRMs controlling for the relevant contextual factors,

in order to identify their unique contribution in predicting HSIs (since AE and

PW correlations to most HSIs were similar, only CPA was considered in these

analyses, for reasons of brevity). The contextual factors were introduced first in a

single stage in sequential MRMs, followed by CPA and then PF, in separate stages.

As CPA showed higher correlations to HSIs (naturally due to the health-focused

wording of the items) and the distinction between PF and CPA was questioned

based on previous analyses, this modeling strategy attempted to investigate whether

PF accounts for a significant share of the variance in HSIs in addition to the variance

explained by CPA.

The results of the MRMs are presented in Tables 7.37, 7.38 and 7.3949. In all models,

adding CPA significantly improved prediction of HSIs, the effect size being most

notable in the case of disability and work status. Some contextual factors (such as

comorbidity and previous surgery) did not remain significant when CPA was added,

indicating a probable mediation effect of CPA. Also, PF did not consistently improve

prediction in any of the models (therefore, the results are not presented), suggesting

either a mediation mechanism or the lack of a conceptual distinction between them

(as suggested by previous analyses).

48Pearson correlations are presented. Non-parametric correlations resulted in similar estimates
and were not reported.

49The first stages are obviously identical with the final stages of the analyses reported in the
previous section, therefore they are not repeated here.
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st PF CPA AE PW
Disability 1 -.30** -.54** -.48** -.42**

2 -.38** -.58** -.57** -.46**
3 -.35** -.57** -.48** -.50**

Work 1 -.15* -.40** -.45** -.21**
status 2 -.20** -.46** -.49** -.32**

3 -.20** -.48** -.49** -.33**
S-PRI 1 -.21** -.32** -.27** -.26**

2 -.17** -.31** -.27** -.28**
3 -.31** -.42** -.32** -.40**

A-PRI 1 -.32** -.42** -.34** -.38**
2 -.38** -.48** -.41** -.46**
3 -.43** -.60** -.52** -.51**

T-PRI 1 -.26** -.37** -.31** -.32**
2 -.26** -.38** -.34** -.36**
3 -.36** -.50** -.40** -.46**

VAS 1 -.28** -.40** -.34** -.34**
2 -.30** -.43** -.40** -.36**
3 -.25** -.46** -.36** -.45**

PPI 1 -.24** -.35** -.31** -.28**
2 -.26** -.45** -.41** -.39**
3 -.28** -.49** -.40** -.45**

Medication 1 -.12 -.17** -.18** -.11
use 2 -.17* -.18** -.15* -.18**

3 -.20** -.21** -.17* -.19**
GP visits 1 -.22** -.27** -.25** -.20**

2 -.32** -.33** -.32** -.27**
3 -.18* -.28** -.29** -.18**

Table 7.36: Correlations between chronic pain acceptance and HSIs

Emotions and health status

Better health status was associated in general with less frequent negative emotions

and more frequent happiness/joy, as presented in Table 7.4050. However it can be

noted that work status was not consistently associated with shame and anxiety,

while the relation between medication use and anger, shame and joy failed to reach

significance in all stages (although parameters followed the main trend). Also,

happiness/joy was not consistently related with sensory pain, VAS, PPI and GP

visits.

In contrast, ERSs were consistently related only to disability and affective pain

intensity. Only internal dysfunctional ERSs showed consistent associations with all

HSIs51. External dysfunctional ERSs were also related to higher S-PRI and T-PRI,

50Pearson correlations are presented. Non-parametric correlations resulted in similar estimates
and were not reported.

51Except its correlation to work status failing to reach significance in stage 1.
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st Anger Sad Shame Anxiety Joy
Disability 1 .37** .34** .27** .32** -.23**

2 .44** .46** .36** .32** -.36**
3 .41** .44** .38** .36** -.33**

Work 1 .19* .21** .08 .11 -.20**
status 2 .17* .18* .11 .16* -.25**

3 .22** .25** .20* .22** -.26**
S-PRI 1 .29** .31** .24** .30** -.13

2 .30** .33** .30** .31** -.17*
3 .39** .43** .42** .36** -.22**

A-PRI 1 .41** .42** .30** .40** -.21**
2 .35** .47** .41** .42** -.24**
3 .40** .50** .45** .41** -.37**

T-PRI 1 .35** .37** .28** .36** -.17*
2 .33** .40** .36** .37** -.20**
3 .42** .47** .46** .40** -.28**

VAS 1 .32** .25** .17* .20** -.13*
2 .35** .40** .22** .26** -.10
3 .37** .41** .31** .22** -.24**

PPI 1 .34** .32** .29** .20** -.11
2 .33** .36** .21** .26** -.19**
3 .34** .34** .25** .27** -.22**

Medication 1 .14* .19** .13* .24** -.13
use 2 .13 .19** .11 .25** -.17*

3 .24** .18* .10 .17* -.07
GP visits 1 .25** .20** .15* .25** -.16*

2 .32** .39** .21** .29** -.25**
3 .27** .28** .16* .16* -.11

Table 7.40: Correlations between emotions and HSIs

and internal functional ERSs to lower VAS52. Since these results might be due to

the suboptimal psychometric properties of REQ in this sample, selected items were

also examined. Only ID item 7 (‘I dwell on my thoughts and feelings’) and ED

item 2 (‘I take my feelings out on others verbally) were associated (in most stages)

with the HSIs (except work status and medication use); all other items describing

functional ERSs were not related to any HSI.

The emotion-related variables were next included in MRMs controlling for contex-

tual variables, in order to identify their unique contribution to predicting HSIs. The

basic emotions were introduced in a second stage together, followed by the relevant

ERS variables; this strategy was used to identify any unique contribution of ERSs

in addition to the one shared with basic emotion variables.

52Similar results were obtained with nonparametric correlations (Spearman’s ρ), except the
relations between ED and S-PRI and IF and VAS not reaching significance in one stage, and ID
and work not being significant. Also, external functional ERSs were consistently related to GP
visits in this analysis (r = .14− 19). However, the small sizes of the correlations led to a similar
conclusion of limited relationships between ERSs and some HSIs.



7.7. EXPLORATORY DATA ANALYSIS 225

st ID ED IF EF
Disability 1 .23** .25** -.17** -.20**

2 .31** .31** -.19** -.34**
3 .27** .23** -.20** -.27**

Work status 1 .10 .08 -.02 -.09
2 .18* .07 -.04 -.18*
3 .21** .12 -.08 -.15*

S-PRI 1 .33** .15* .04 -.06
2 .28** .21** -.06 -.14*
3 .28** .25** -.16* -.21**

A-PRI 1 .37** .21** -.18** -.14*
2 .37** .15* -.22** -.23**
3 .39** .27** -.28** -.29**

T-PRI 1 .36** .18** -.04 -.09
2 .33** .19** -.12 -.19**
3 .33** .27** -.21** -.25**

VAS 1 .16** .13* -.16** -.15*
2 .23** .11 -.13* -.10
3 .20** .16* -.21** -.20**

PPI 1 .23** .13* -.10 -.10
2 .24** .13 -.18** -.16*
3 .21** .08 -.21** -.16*

Medication 1 .14* .06 .07 .01
2 .28** .18** .10 -.02
3 .18* .18* .05 .02

GP visits 1 .19** .14* -.14* -.11
2 .25** .24** -.27** -.19**
3 .17* .03 -.09 -.11

Table 7.41: Correlations between ERSs and HSIs

The results of the MRMs are presented in Tables 7.42 to 7.46. In most models,

adding the basic emotions frequencies scores significantly improved prediction of

HSIs, similarly with CPA. A single exception was medication use, where emotion

variables (sadness, anxiety and internal dysfunctional ERSs) did not consistently

explain a significant amount of the variance in addition to amount explained by the

number of negative recent events and previous physiotherapy.

The effect size was most notable in the case of A-PRI scores. Here too, some contex-

tual factors (such as comorbidity and previous surgery) did not remain significant

when emotion variables were added, possibly indicating a mediation effect. It is

important to note that, although each emotion variable was significantly related to

the HSIs when the effect of contextual variables was controlled for, their unique con-

tributions when introduced simultaneously were mostly not significant, suggesting

a common contribution.

None of the ERSs consistently improved prediction in any of the models (results

not presented), suggesting a possible mediation mechanism or emotion frequencies
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between ERSs and health status, or perhaps that the strategies relevant for health

status in chronic pain are not included the REQ (these possibilities are further

discussed in Chapter 9).

Illness perceptions and health status

Non-adaptors (as identified by cluster analysis of illness perceptions) had consis-

tently lower health status indicators compared with adaptors in terms of pain in-

tensity reported (S-PRI, A-PRI, T-PRI, VAS, and PPI), pain-related disability

(RM-SIP) and frequency of GP visits. Differences in work status and medication

use were only present in some of the stages (Table 7.47).

Given that the identified clusters were potentially masking different relationships

between individual IPs and HSIs, these relationships were further explored via cor-

relational analyses (Table 7.4853). Only perceptions of consequences and illness

identity (symptoms) were consistently related to all indicators. Perceptions of con-

cern and emotional impact were related to all HSIs except medication use. Per-

ceptions of timeline were related only to pain disability and pain intensity, while

perceptions of treatment control were related only to affective pain intensity and

VAS. Personal control and understanding were not related to any HSI. None of the

causal attributions categories were related consistently with disability, work status,

HCUs or pain intensity indicators.

The relevant IPs were next included in MRMs controlling for contextual variables,

in order to identify their unique contribution to predicting HSIs. The results are

presented in Tables 7.49 to 7.53. Adding the relevant illness perception variables

significantly improved prediction of all HSIs. The effect size was most notable in

the case of pain disability, VAS and PPI scores. Some contextual factors (such as

comorbidity and previous surgery) did not remain significant when IPs were added,

suggesting mediation effects. Here too, a common contribution of IP variables is

suggested by the non-significance of the unique contributions of most variables when

introduced simultaneously, although each IP variable was significantly related to the

HSIs when the effect of contextual variables was controlled for.

Comparative analysis

Comparative MRMs and SEMs were next built for T-PRI and RM-SIP scores in

order to compare the contributions of all types of psychological variables to these

53Similar relations were identified based on Spearman’s ρ correlations.
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st. t-test / χ2 Mean values Pearson’s r
Adaptors Non-adaptors

RM-SIP* 1 t(226) = 4.3, p < .001 13 16 .28**
2 t(101) = 8.2, p < .001 13 16 .47**
3 t(167) = 2.9, p = .004 12 15 .22**

Work status 1 χ2(1) = 7.2, p = .007 – – .20**
2 χ2(1) = 8.1, p = .004 – – .22**
3 ns – – –

S-PRI* 1 t(226) = 3.9, p < .001 13 17 .25**
2 t(193) = 4.7, p < .001 11 16 .32**
3 t(167) = 2.6, p = .009 14 18 .20**

A-PRI* 1 t(226) = 4.3, p < .001 4 6 .27**
2 t(137) = 7.4, p < .001 3 6 .39**
3 t(167) = 4.2, p < .001 4 6 .31**

T-PRI* 1 t(226) = 4.3, p < .001 17 23 .28**
2 t(106) = 6.2, p < .001 14 22 .36**
3 t(167) = 3.3, p = .001 19 24 .25**

VAS* 1 t(191) = 5.6, p < .001 92 113 .32**
2 t(194) = 6.0, p < .001 78 104 .40**
3 t(167) = 3.5, p = .001 94 110 .26**

PPI* 1 t(226) = 5.1, p < .001 3 4 .32**
2 t(194) = 5.8, p < .001 3 4 .38**
3 t(167) = 3.1, p = .002 3 4 .23**

Medication use 1 ns – – –
2 t(194) = 2.5, p = .013 2.3 2.8 .18*
3 ns – – –

GP visits 1 χ2(1) = 8.2, p = .004 – – .19**
2 χ2(1) = 8.9, p = .003 – – .21**
3 χ2(1) = 7.0, p = .008 – – .20**

Table 7.47: Differences in HSIs between the two IP clusters (*results confirmed by
Mann-Whitney tests)

HSIs, controlling for the relevant demographic and medical variables. The selection

of only two HSIs for this analysis was due to several reasons. First, the number of

analyses necessary for all 9 HSIs for the 3 stages was considered too high to report

adequately within the space limits of this section. Second, the analysis of the rela-

tionships between HSIs in Section 7.6.1 indicated that considering two categories,

pain experience and pain behaviour, may be an adequate data reduction method,

and therefore selecting one measure in each category was considered appropriate (al-

though each HSI may be subject to different influences, as the correlational analyses

indicated). Third, the two indices selected were psychometrically more reliable (as

total scores) than the rest (as single item indicators) and also normally distributed

and therefore were more suitable for regression analyses.

For the purpose of the comparative MRM analyses, the basic emotions and illness

perceptions variables were considered as distinct functional sets, according to Cohen

et al. (2003, Ch. 5). The demographic and medical variables were introduced first,
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st 1 2 3 4 5 6 7 8
Disability 1 .64** .31** -.12* -.11 .48** .38** .05 .36**

2 .67** .30** -.17* -.18** .47** .36** .01 .48**
3 .66** .33** -.13 -.17* .53** .48** .03 .49**

Work status 1 .48** .24** -.12 -.10 .28** .22** .08 .21**
2 .50** .14 -.10 -.03 .36** .21** .03 .29**
3 .53** .14 -.03 -.05 .37** .33** -.04 .33**

Medication 1 .24** .14* .08 .12 .23** .12 .17** .06
2 .29** .13* -.00 .05 .24** .13 .09 .19**
3 .21** .14 .08 .12 .15* .18** .03 .14*

GP visits 1 .30** .13* -.12 -.06 .18** .28** -.00 .26**
2 .32** .07 .03 -.06 .21** .20** -.03 .36**
3 .27** .03 -.02 -.04 .18** .25** -.03 .23**

S-PRI 1 .41** .27** -.11 -.11 .40** .30** .08 .25**
2 .42** .17** -.18** -.22** .47** .37** -.09 .28**
3 .52** .28** -.18** -.11 .53** .44** -.07 .43**

A-PRI 1 .42** .19** -.12 -.17** .32** .39** .07 .43**
2 .49** .19** -.09 -.18** .46** .47** -.09 .45**
3 .58** .30** -.20** -.17* .47** .51** -.10 .54**

T-PRI 1 .44** .26** -.12 -.14* .40** .35** .08 .32**
2 .46** .19** -.16* -.22** .49** .43** -.09 .35**
3 .57** .30** -.20** -.13 .54** .49** -.08 .49**

VAS 1 .53** .36** -.19** -.16** .47** .39** .12 .32**
2 .61** .28** -.11 -.16* .58** .46** .00 .35**
3 .61** .35** -.26** -.20** .60** .54** -.05 .51**

PPI 1 .50** .30** -.12 -.11 .51** .34** .10 .30**
2 .56** .26** -.13* -.22** .52** .40** .01 .31**
3 .58** .27** -.19** -.17* .57** .47** -.06 .46**

Table 7.48: Correlations between IPs and HSIs (1=consequences, 2=timeline,
3=personal control, 4=treatment control, 5=identity/symptoms, 6=concern, 7=un-
derstanding, 8=emotional impact)

followed by the basic emotions set, by the illness perceptions and finally by the CPA

score. Although alternative sequences can be proposed for the three concepts, this

particular sequence was intended to reflect the widely spread theoretical view of

emotion as partly automatic and thus preceding cognitive evaluation54, both being

internal events that precede and determine to a certain extent overt behaviour (on

which CPA focuses, as discussed in Chapter 3). Certainly, the relationships are

bidirectional and a definitive temporal sequence cannot be established, especially

given the inevitably retrospective character of the self-report data. Also, the IPs

related to health status were to a large degree affect-related, and therefore the

cognitive aspects relevant for adjustment to chronic pain were underrepresented in

this analysis.

54Of course, another possibility would be to consider IPs as emotion appraisals preceding basic
emotions, however as discussed in Chapter 4 emotions can be elicited via multiple levels, cognition
being only one of them.
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Residual Numerator Number
N ∆ R2 variance df predictors Power

context 203 .03/.02/.01 .70 1 6 .84/.67/.40
context+CPA 203 .22 .55 1 5 1.00
context+BEs (set) 179 .16 .66 5 9 1.00
context+BEs (ind) 179 .03/.02/.01 .66 1 9 .81/.64/.37
context+IPs (set) 203 .28 .50 5 9 1.00
context+IPs (ind) 203 .03/.02/.01 .50 1 9 .93/.81/.52
context+BEs+IPs (set) 178 .20 .48 5 14 1.00
context+BEs+IPs (ind) 178 .03/.02/.01 .48 1 14 .91/.77/.48
All (+CPA) 178 .01 .47 1 15 .47

Table 7.54: Power calculations for regression models (RM-SIP, stage 3 data)

Basic emotions and illness perceptions were both significant additions to the predic-

tion equation for both T-PRI and RM-SIP. In contrast, the component that CPA

did not share with emotion and cognition as reflected in the BES and BIPQ scores

was only relevant for disability, and not for pain intensity (the last steps of the

MRMs are presented in Tables 7.55 and 7.56). The partial coefficients of each basic

emotion and illness perception were mostly non-significant (although each variable

was significant at entry), suggesting that they explained a shared proportion of the

variance in health status. Since the selection of only some basic emotions or ill-

ness perceptions would not be justified theoretically and would likely capitalise on

chance fluctuations in the data set, no further model trimming was attempted55.

The above exploratory MRM analyses used various numbers of predictors, different

sample sizes (due to attrition and missing data related to BES) and obtained coef-

ficients of different effect sizes. It is important therefore to identify post-hoc their

statistical power. Since the number of cases was lower in the last stage due to at-

trition and pain-related disability had the highest number of contextual predictors,

post-hoc computations for achieved power of identifying R2 increase due to single

predictors of sets of predictors were computed only for disability MRMs in stage 3,

to illustrate the minimum power estimates at α = .05. The power calculations are

presented in Table 7.54 and indicate that, while identifying the contribution of sets

of variables is characterised by more than sufficient power, small contributions of

individual predictors are more difficult to assess based on this data set56.

55This would be an adequate strategy if the aim of the analysis would be to achieve the most
parsimonious list of predictors, which was not intended here.

56This limited power in relation to the individual predictors also recommends against selecting
predictors based on parameter estimates as a method to achieve a parsimonious solution.
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To further clarify the relations between these variables, SEM models were next de-

veloped57. Figure 7.12 presents the structure of the main model tested. The five

discrete emotions are each measured by two items selected based on the psychome-

tric analysis of the BES (see Chapter 8) and form together a second order latent

representing emotional distress. Illness perceptions, acceptance, pain intensity and

pain disability are each represented as separate latents, measured by the 5 emotion-

related BIPQ items and by 4 items of the CPAQ, MPQ and RM-SIP scales. The

selection of items was necessary in order to limit the number of manifest variables

in the model (thus ensuring an acceptable statistical power) and also due to the

suboptimal GOF of CFA models for most questionnaires. Control variables were

not included in the model for the same reason of limiting the number of variables

in the model. Additional paths were modeled from the BIPQ item referring to the

perception of concern and the CPAQ item 18 (“My worries and fears about what

pain will do to me are true”) to the anxiety latent. Also, the BIPQ item referring

to emotional impact was considered as an indicator for all discrete emotion latents

(as a secondary exploratory aim to identify which of the emotions, if not all, are re-

lated to the individual’s perception of emotional impact). The 5 main latents were

allowed to covary freely; no directional relations were modeled, since the data were

cross-sectional, and any models stipulating causal relations would be equivalent to

this measurement model (as long as all paths are free).

Results are presented in Tables 7.57 (GOF indices) and 7.58 (measurement pa-

rameters and correlations between the 5 latents). The model did not represent an

optimal fit to the data according to the χ2 test, although the indices could be con-

sidered by some as suggesting an acceptable approximation. Further examination

of modification indices indicated residual covariances between various items mea-

suring different concepts (in addition to dropping the non-significant paths included

in Table 7.58), for example, the CPAQ item 1 (“I am getting on with the business of

living no matter what my level of pain is”) loaded on the happiness/joy latent in two

of the stages58. As LM tests showed different patterns for the three stages and are

less reliable in the case of less optimal fit, no modification was attempted. It is pos-

sible that an unknown factor structure is more adequate to this data set, although

a simple 1-factor structure with covarying errors only for basic emotion synonyms

57Latent variable modeling is also a recommended solution to decrease in statistical power due
to the use of sets of multiple overlapping variables in MRMs, according to Cohen et al. (2003, p.
186).

58Wald tests indicated only dropping the paths between IP of emotional response and sadness,
shame and joy latents (in all stages), plus the path between the CPAQ item 18 and anxiety, and
the disturbance term of the sadness latent (in stage 3).



7.7. EXPLORATORY DATA ANALYSIS 243

stage 1 2 3
S-B χ2 503.43 473.36 466.66
(302) p < .001 p < .001 p < .001
NFI .81 .81 .82
NNFI .90 .91 .92
CFI, IFI .92 .92 .93
MFI .63 .64 .64
RMSEA .06 .06 .06

(.05-.06) (.05-.06) (.05-.06)

Table 7.57: Goodness of fit statistics for model in figure 7.12

had a comparatively lower fit, e.g. S-B χ2(319) = 768.4, NFI= .71; NNFI= .79;

CFI= .81, RMSEA= .09(.08− .10). A simpler structure with one third-order factor

(pain severity) on which all 5 concepts load did not lead to an improved fit, e.g.

S-B χ2(307) = 500.2, NFI= .81; NNFI= .90; CFI= .92, RMSEA= .06(.05 − .07),

χ2 diff.(5) = 33.6, p < .00159.

Parameter estimates suggested strong connections between all concepts, especially

concerning CPA (although results should be treated with caution due to suboptimal

fit). Emotion/distress had only medium sized associations with IPs at the latent

level (although IPs of concern and emotional response were significantly related to

anxiety in all three stages). Notably, perceptions of emotional impact were not

related to sadness and (lack of) joy (not reported), only to anxiety and (inconsis-

tently) to anger and shame.

7.7.2 Individual growth trends

Although the data set was not characterised by clinically significant changes at

group level, these negative results might mask relevant variability of change pat-

terns between individuals. It is possible that the psychological and health status

of some participants improved, while others’ status remained stable or aggravated;

if this were the case, explaining these differences based on the information col-

lected would be an important research goal. Multilevel modeling of longitudinal

data offers the possibility to explore the individual parameters of linear change and

potential predictors of both between-subjects and within-subjects variance (Singer

and Willett, 2003). More specifically, it allows a search for answers to specific ques-

tions such as: do participants differ in their clinical trajectories (i.e. improvement

59The lack of optimal fit might be also due to not specifying method effects, and to misspeci-
fication of categorical status of PD items. However, as the questionnaires have distinct response
formats, the differences due to method cannot be distinguished from substantive differences. Also,
specifying categorical status led to estimation errors.
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observed/ 1st/2nd order β E/D R2

latent latent 1 2 3 1 2 3 1 2 3
anger Anger .90 .85 .84 .43 .52 .55 .81 .73 .70
aggression Anger .80 .80 .81 .60 .60 .58 .64 .64 .66
misery Sad .90 .87 .90 .45 .50 .43 .81 .75 .81
gloominess Sad .81 .81 .79 .59 .59 .62 .65 .65 .62
guilt shame .70 .78 .79 .71 .63 .61 .49 .60 .63
blameworthy shame .79 .83 .79 .61 .56 .61 .63 .69 .63
anxiety anxiety .76 .72 .84 .65 .70 .54 .58 .51 .71
worry anxiety .79 .63 .86 .61 .78 .52 .63 .39 .74
happy joy .90 .92 .94 .43 .40 .34 .81 .84 .88
cheerful joy .88 .87 .89 .46 .49 .46 .79 .76 .79
anger emotion .72 .72 .79 .69 .70 .61 .52 .51 .63
sadness emotion .92 .92 .94 .40 .39 .34 .84 .85 .89
shame emotion .80 .73 .83 .60 .68 .56 .64 .53 .69
anxiety emotion .85 .85 .81 .54 .52 .59 .71 .73 .65
joy emotion -.71 -.74 -.72 .71 .68 .70 .50 .54 .51
consequences IP .94 .90 .92 .38 .44 .38 .86 .81 .85
timeline IP .47 .45 .50 .89 .89 .87 .21 .21 .25
symptoms IP .60 .75 .70 .82 .66 .72 .33 .56 .49
concern IP .55 .49 .64 – – – – – –
concern anxiety .31 .39 .28 .71 .68 .64 .50 .53 .60
emot. resp. IP .34 .41 .54 – – – – – –
emot. resp. anger .24 .26 ns – – – – – –

shame ns .17 ns – – – – – –
emot. resp. anxiety .31 .45 .28 .62 .56 .56 .62 .69 .69
CPA 1 CPA .60 .53 .56 .80 .85 .83 .36 .28 .31
CPA 3 CPA .40 .32 .42 .92 .95 .91 .16 .10 .17
CPA 4 CPA -.49 -.44 -.50 .87 .90 .87 .24 .19 .25
CPA 18 CPA -.38 -.21 -.61 – – – – – –
CPA 18 anxiety .28 .55 ns .80 .69 .76 .36 .53 .42
PI 1 PI .38 .56 .63 .93 .83 .78 .14 .31 .40
PI 4 PI .61 .55 .58 .80 .83 .82 .37 .30 .34
PI 12 PI .58 .56 .58 .81 .83 .81 .34 .31 .34
PI 13 PI .69 .65 .70 .72 .76 .71 .48 .43 .49
PD 1 PD .69 .75 .75 .73 .66 .66 .47 .56 .56
PD 6 PD .35 .37 .44 .94 .93 .90 .12 .14 .19
PD 9 PD .53 .57 .59 .85 .82 .81 .28 .32 .35
PD 20 PD .42 .48 .42 .91 .88 .91 .18 .23 .18

Emotion (distress) IP CPA PI
r 1 2 3 1 2 3 1 2 3 1 2 3
IP .34 .42 .41

CPA -.79 -.91 -.81 -.70 -.88 -.76
PI .39 .51 .56 .59 .67 .74 -.66 -.74 -.69
PD .48 .64 .62 .86 .79 .79 -.79 -.98 -.75 .60 .73 .79

Table 7.58: Parameter estimates for model in Figure 7.12
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or worsening of psychological or health status)? If yes, what personal or contextual

characteristics influence these differences? In addition, do the participants’ psycho-

logical or health status trajectories fluctuate in time? If yes, what characteristics

might influence these fluctuations? This exploratory analysis aimed to shed more

light onto such issues.

Total scores on CPA, discrete emotions, emotion-related illness perceptions, pain

disability and pain intensity were considered for this analysis, given their selection in

the previous analyses. A first step was to identify if the variance at the individual

level (especially in score changes across the study time frame) was statistically

significant (and therefore worth explaining) for all time-varying concepts, based on

unconditional means and unconditional growth models. Models were next developed

to explore the role of contextual and psychological variables on pain intensity and

pain disability.

The multilevel longitudinal modeling was performed using the SPSS MIXED proce-

dure, following the recommendations of Singer and Willett (2003), Peugh and En-

ders (2005), Leyland (2006), and Hedeker and Gibbons (2006). A 3-wave data set is

considered the minimum requirement for such analyses; although it is acknowledged

that more waves of data collection would improve the accuracy of estimates. On the

other hand, the sample size of the present study is considerably larger than some

other similar studies (e.g. Affleck et al., 1999; Strand et al., 2006). Baseline models

were fitted for all outcomes, and predictors were added incrementally to the model

comparing differences in overall model fit and relevant parameters (selected models

are presented, for brevity). Only the intercept and stage (where appropriate) were

considered as random effects, to preserve the parsimony of the solution and the

statistical power60. Residuals were examined for normality and heteroscedasticity

and were found satisfactory61. Time was centered on the first wave values for ease

of interpretation (since the study period represents a snapshot of the chronic illness

trajectories and it is not characterised by any special event or treatment common to

all participants). For time-varying variables, individual mean scores were computed

and centered on the grand mean, and individual time-varying scores were centered

on the person means, in order to distinguish trait-like characteristics from state-like

changes. Two structures for level-2 covariance matrix (a more restricted first-order

60The limited number of measurement occasions for each individual does not offer sufficient
data for estimating additional variance components (Singer and Willett, 2003, p. 169).

61A few exceptions were related to outcome variables with skewed distributions, such as shame
and perceptions of timeline. However, as these variables were only explored in unconditioned
growth models, no transformations were performed, for ease of interpretation.
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autoregressive versus unstructured) were tested, the latter proving more adequate

based on significant differences in deviance statistics and examination of normality

and heteroscedasticity of residuals. Full maximum likelihood (ML) estimation was

used for all models.

An important word of caution is necessary regarding the issue of causality in these

models: the use of time-varying predictors does not allow causal inferences, espe-

cially when these predictors are endogenous, as in the present data set. The models

only regress the outcomes on simultaneous (not prior) predictors. Unfortunately,

in this multilevel framework the limited 3-wave data do not allow a time-lagged

model, in which prior status of predictors is linked to current status on outcomes.

Regressing time-2 outcomes on time-1 predictors would lead to only 2 waves with

data for both types of variables (Hedeker and Gibbons, 2006, p. 70), which would

not be sufficient for estimating intraindividual regression equations. Such model

would be the method of choice in addressing problems of causal direction inherent

in models that consider time-varying endogenous predictors (Singer and Willett,

2003, p. 177–81).

The results for the first step analyses (intra- versus interindividual changes) are pre-

sented in Tables 7.59, 7.60 and 7.61. All variables were characterised by significant

variations at both intra- and interindividual levels; the proportion of the total out-

come variation that lies between subjects was estimated by the intra-class coefficient

(ICC) and varied between .83 for pain-related disability (participants had relatively

stable levels of disability, however the differences between participants were com-

paratively large) and .52 for perceptions of illness identity (participants experienced

illness-related symptoms to variable degrees, the variability being comparable with

the differences between participants). Therefore, the attempts to explain variance

at both levels is justified.

The unconditional growth models explored the degree to which time (i.e. the lin-

ear changes between the three stages) explained variance in scores at both levels.

CPA, anger, sadness, disability and perceptions of consequences, concern and emo-

tional impact were characterised by significant but limited changes at group level,

but no differences between individuals regarding the change trajectories (the ran-

dom parameter of time change was therefore eliminated in a third model (labelled

Un.Gr.b). In contrast, shame, anxiety, happiness, and perceptions of illness iden-

tity (symptoms) and timeline were stable across the three stages in terms of linear

trends. An interesting case was pain intensity (T-PRI), which did not show change

at group level but differences in linear trends were significant, and partly explained
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by differences in initial pain levels62. Importantly, in all unconditioned models a

significant amount of intra-individual variance (intra-individual fluctuations from

their personal change trajectories) remained, justifying further attempts to search

for possible time-varying predictors63.

Further exploratory analyses aimed at identifying time-invariant and time-varying

predictors of intra- and interpersonal variation in pain-related disability (RM-SIP)

and pain intensity (T-PRI). Results are not presented here due to the similarity to

the multiple regression models. Suffice it to say that, as in the previous MRMs,

there was an extensive overlap between acceptance, basic emotions and illness per-

ceptions in predicting health status. Thus, while all variables explained a significant

proportion of the variance in disability and pain intensity when entered separately

(controlling for the relevant contextual variables), entering several variables in a

single model led to most variables explaining non-significant proportion of the out-

come variance. Since selecting variables based on significance levels would have

had no theoretical support and would have capitalised on change fluctuations in

the sample, no further steps were taken to achieve a simplified prediction model.

However the omnipresence of the overlap between measures of chronic pain impact

in the analyses presented so far point to the relevance of the last exploratory step of

this study: the issue of separating components of pain and emotion in the context

of self-report.

7.7.3 Discrimination ability

This final exploratory analysis aimed at identifying inter and intraindividual dif-

ferences in the ability to distinguish between different aspects of the chronic pain

experience, such as between sensory and affective components of pain perception, or

between pain and emotional distress, or between different emotional reactions. Fol-

lowing the methodology applied by Zautra et al. (2001, 2005), Strand et al. (2006)

and Kratz et al. (2007), moderation analyses were performed in a HLM framework

62The model estimation by SPSS Mixed (both ML and REML) resulted in a negative variance
of the level-2 rate of change, therefore the model was also estimated using the R(lmer) package,
which provided similar estimates with the exception of the problematic parameter, now within
adequate limits (labelled Un.Gr.R)

63A related research goal in this context could be to assess the relevance of patient clusters as
predictors of interindividual differences in improvement or deterioration of health status. However,
this question became meaningless for most variables due to the non-significant differences in change
slopes. Only differences in T-PRI change trajectories were estimated, given that T-PRI change
trajectories showed significant interindividual variation. Neither illness perception nor acceptance
clusters accounted for any variance in pain intensity changes (non-significant interactions between
categories and time), despite having a significant main effect on the average (stable) levels of pain
intensity reported (results not reported).
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in order to identify the factors that influence the strength of correlations between

three main concept diads: affective and sensory pain, pain and emotion ratings, and

happiness and negative emotions ratings. Without attempting a replication of any

of the previous studies, the focus of these analyses was to identify whether similar

relationships can be detected at wider time intervals, as opposed to those identified

based on daily or weekly ratings.

Regarding the distinction between affective and sensory pain qualities, exploratory

moderation analyses were performed with the following predictors: acceptance,

discrete emotions, ERSs, illness perceptions, pain disability and several contextual

variables. A-PRI scores were considered the outcome, while S-PRI was modeled

as the main predictor, both as individual mean scores (labelled ‘mean’) at level 2

and as deviations (‘dev’) from personal trajectories at level 1. Stage number was

included as an additional level 1 predictor to control for personal change trends

(fixed and random effects). Comorbidity (high versus low scores) was included as

an additional level 2 control variable, based on the previous MRM analyses. The

potential moderators were added in separate models based on this baseline64. For

example, the core model components tested for the mediation role of CPA are

described in the following equations:

Level 1: A-PRI =β0 + β1S-PRI(dev) + β2CPA(dev)

+ β3S-PRI(dev)× CPA(dev) + β4stage + ϵ (7.1)

Level 2: β0 =γ00 + γ01S-PRI(mean) + γ02CPA(mean)

+ γ03comorbidity + ζ0 (7.2)

β1 =γ10 + γ11CPA(mean) (7.3)

β3 =γ30 + γ31CPA(mean) (7.4)

β4 =γ40 + ζ4, (7.5)

where the level 1 equation describes the predictors of intra-individual fluctuations of

A-PRI scores, plus random error (ϵ), and the level 2 equations describe the predic-

64In contrast to previous studies which started with an extended specification (e.g. Zautra et al.,
2005 and eventually eliminated non-significant predictors in the final model (e.g. Zautra et al.,
2001), these analyses were performed incrementally, as advised by Singer and Willett (2003), with
a focus on the SPRI-moderator interactions. Other interactions, e.g. between the time slope or
comorbidity and the existing predictors, were included only if significant.



7.7. EXPLORATORY DATA ANALYSIS 253

tors of the interindividual differences in level 1 parameters65. The main parameters

of interest are γ11 (the degree to which mean levels of CPA influence the strength

of the relationship between fluctuations in SPRI scores and APRI scores), γ30 (the

degree to which fluctuations in CPA influence the strength of the relationship be-

tween fluctuations in SPRI scores and APRI scores) and γ31 (the degree to which

the moderating effect of fluctuations in CPA varies with mean levels of CPA).

The results for the moderating effects of CPA and selected emotions, ERSs and IPs

are shown in Tables 7.62 and 7.6366. The relationship between sensory and affec-

tive pain reports was moderated by mean levels of chronic pain acceptance, anger,

sadness, shame, happiness/joy (but not anxiety), dysfunctional emotion regulation

strategies (but not functional strategies)67, and perceptions of concern and emo-

tional response. These moderation mechanisms are also potentially overlapping,

but all together suggest that in individuals with higher mean levels of emotional

distress the reports of sensory and affective pain are more correlated. Interestingly,

only fluctuations in symptoms reports (illness identity perceptions) mediated this

relationship, suggesting that when symptoms intensify, sensory and affective pain

become more difficult to disentangle.

No such moderation effects were found for pain disability, perceptions of illness con-

sequences and timeline, or for contextual factors such as gender, previous surgery,

pain management or psychological therapies, visceral pain, back pain, head/neck

pain, education, marital status, pain spread, age at pain onset, reported comorbid

depression, age, pain duration, previous negative or positive events68.

Another set of models assessed to what extent the correlation between pain and

emotional distress was moderated by positive emotion (as suggested by previous

research), or other variables. Anger, sadness, shame and anxiety were considered

separately as outcomes, while T-PRI scores were modeled as the main predictors

(as individual means and deviation scores). Additional control variables were added

based on previous MRM and HLM analyses, which also informed the inclusion of

65Only the intercept and time slopes were modeled with random components (ζ0, ζ4), as ex-
plained previously.

66The model parameters presented were estimated using the R(lmer) package, due to a negative
variance estimate of the level-2 rate of change given by SPSS Mixed. As previously for T-PRI,
estimates were similar, with this single exception. Significance is therefore reported based on the
SPSS Mixed results.

67Item level analyses confirmed the moderation effect of internal dysfunctional ERSs, but not
external dysfunctional, and the lack of moderation by functional strategies.

68The only two exceptions were the minimal contextual moderating effects of the presence of
pain in the hands/legs or of comorbid arthritis.
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A-PRI Baseline CPA Anger Sadness Shame Joy
Fixed effects

Level 1 intercept -.734** 2.931** -2.192** -1.745** -1.317** 1.413*
(.411) (.582) (.549) (.449) (.449) (.704)

S-PRI(dev) .264** .416** – – .134** .568**
(.019) (.059) (.047) (.082)

Moderator(dev) -.955** .809** .414** .306* –
(.118) (.266) (.128) (127)

S-PRI(dev) – – – – –
*Moderator(dev)
stage .175 -.127 -.222* -.202* -.206* -.230*

(.093) (.094) (.097) (.097) (.098) (.094)
Moderator(dev) – -.632** – – –
*stage (.212)

Level 2 comorbidity .708** .400 .600* .521* .563* .612**
(.230) (.206) (.240) (.234) (.242) (.238)

S-PRI .320** .277** .309** .299** .315** .326**
(mean) (.017) (.016) (.020) (.019) (.019) (.019)
Moderator -.955** .428** .474** .335** -.411**
(mean) (.118) (.113) (.091) (.093) (.102)

Level1* Moderator(mean) -.059** .057** .066** .039** -.065**
Level2 *S-PRI(dev) (.020) (.004) (.004) (.014) (.017)

Moderator(mean) – – – – –
*S-PRI*Mod(dev)

Random effects
Level 1 within person 2.478** 2.458** 2.409** 2.357** 2.321** 2.456**

(1.574) (1.568) (1.552) (1.535) (1.524) (1.567)
Level 2 intercept 3.403** 3.029** 3.079** 3.009** 3.278** 3.006**

(1.845) (1.741) (1.755) (1.735) (1.811) (1.734)
stage .751 .700 .605 .648 .700 .515

(.867) (.837) (778) (.805) (.837) (.717)
correlation -.60** -.74** -.61** -.64** -.62** -.61**

Goodness-of-fit
-2LL 3030 2966 2578 2562 2580 2574
AIC 3048 2991 2601 2585 2605 2596
BIC 3088 3045 2654 2633 2658 2644

Table 7.62: Moderation of the S-PRI and A-PRI relation by CPA and discrete
emotions
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A-PRI Baseline ID ED Sympt. Concern Em.Resp.
Fixed effects

Level 1 intercept -.734** -2.185** -.703 -1.711** 2.232** .491
(.411) (.493) (.410) (.570) (.450) (.354)

S-PRI(dev) .264** – – .265** – –
(.019) (.019)

Moderator(dev) – – – .407* .200**
(.166) (.056)

S-PRI(dev) – – -.042* – –
*Moderator(dev) (.080)
stage .175 -.173 -.200* -.164 -.139 -.144

(.093) (.092) (.092) (.093) (.094) (.091)
Level 2 comorbidity .708** .643** .703** .602** .498* .502*

(.230) (.220) (.230) (.230) (.215) (.212)
S-PRI(mean) .320** .294** .320** .292** .280** –

(.017) (.017) (.017) (.020) (.017)
Moderator(mean) .840** – .209** .332** –

(.170) (.080) (.052)
Moderator(mean) – – – – .035**
*S-PRI(mean) (.002)

Level1* Moderator(mean) .109** .170** – .036** .036**
Level2 *S-PRI(dev) (.008) (.012) (.003) (.003)

Moderator(mean) – – – – –
*S-PRI*Mod(dev)
Moderator(dev) – – – -.230* –
*comorbidity (.111)

Random effects
Level 1 within person 2.478** 2.533** 2.533** 2.450** 2.420** 2.400**

(1.574) (1.591) (1.592) (1.565) (1.556) (1.549)
Level 2 intercept 3.403** 3.127** 3.370** 3.418** 2.974** 2.706**

(1.845) (1.768) (1.836) (1.849) (1.725) (1.645)
stage .751 .662 .662 .746 .726 .645

(.867) (.813) (.814) (.864) (.852) (.803)
correlation -.60** -.64** -.61** -.62** -.65** -.60**

Goodness-of-fit
-2LL 3030 3006 3028 3026 2990 2972
AIC 3048 3027 3046 3048 3014 2992
BIC 3088 3072 3087 3098 3069 3038

Table 7.63: Moderation of the S-PRI and A-PRI relation by selected ERSs and IPs
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stage as a fixed effect in anger and sadness. Happiness, CPA, ERSs, IPs, pain

disability and control variables were included as potential moderators in separate

runs69. For example, the model for anxiety with happiness as moderator was stip-

ulated as follows:

Level 1: Anxiety =β0 + β1T-PRI(dev) + β2Happy(dev)

+ β3T-PRI(dev)× Happy(dev) + β4stage + ϵ (7.6)

Level 2: β0 =γ00 + γ01T-PRI(mean) + γ02Happy(mean)

+ γ03comorbidity + γ04Negative events + ζ0 (7.7)

β1 =γ10 + γ11Happy(mean) + γ12T-PRI(mean) (7.8)

β2 =γ20 + γ21Happy(mean) + γ22T-PRI(mean) (7.9)

β3 =γ30 + γ31Happy(mean) + γ32T-PRI(mean) (7.10)

β4 =γ40. (7.11)

The main differences from the previous analyses are the inclusion of a symmetric

equation for the second predictor/moderator (here happiness), which tested whether

mean levels of pain and happiness acted as a moderator on the strength of the as-

sociation between happiness scores and anger scores70, and the inclusion of pain

mean scores as possible moderators of the Level 1 relations71. Also, the time tra-

jectories were considered identical, based on previous growth models. The two-way

and three-way interactions (parameters γ11, γ12, γ21, γ22, γ31, γ32) are the main focus

of the analyses.

No interactions between pain and happiness were significant in relation to anger,

sadness or shame scores. Only anxiety scores were predicted by significant inter-

actions between fluctuations in pain and happiness and between mean scores of

pain and fluctuations in happiness. Table 7.64 presents three consecutive models

69Due to the high number of the possible combinations, only analyses related to pain and
happiness as predictors of emotional distress are presented. However it is interesting to note that,
in contrast with Kratz et al. (2007), no moderation effect of mean levels of CPA was found between
pain fluctuations and any negative emotions; only interactions between mean CPA and mean pain
levels were identified for sadness and shame.

70This addition is related to the following set of analyses, which focused on exploring mediators
for the positive-negative emotions distinction.

71These model components were also tested in the previous set of analyses, but were not con-
sidered a key element and were indeed found to be non-significant.
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ANXIETY Baseline Model 1 Model 2 Model 3
Fixed effects

Level 1 intercept 3.078** 5.429** 5.421** 5.379**
(.242) (.374) (.374) (.374)

T-PRI(dev) .021** .018** .018** .018**
(.005) (.005) (.005) (.005)

Happy(dev) -.212** -.165 –
(.054) (.127)

T-PRI(dev) .024* .020 –
* Happy(dev) (.012) (.012)

Level 2 Negative events .079* – – –
(.031)

comorbidity .384** .340** .340** .343**
(.143) (.128) (.128) (.129)

T-PRI(mean) .048** .038** .038** .038**
(.008) (.007) (.007) (.007)

Happy (mean) -.416** -.415** -.408**
(.055) (.055) (.055)

Level1* T-PRI(mean) -.018** -.012**
Level2 *Happy (dev) (.005) (.002)

Random effects
Level 1 within person .413** .395** .384** .389**

(.030) (.029) (.028) (.028)
Level 2 intercept .900** .701** .705** .705**

(.102) (.083) (.083) (.083)
Goodness-of-fit

-2LL 1587.58 1523.61 1513.00 1517.84
AIC 1601.58 1541.61 1533.00 1533.84
BIC 1632.33 1581.15 1576.94 1569.00

Table 7.64: Moderation of the happiness and anxiety relation by pain

of these relationships in comparison with a baseline (pain only) model. Model 1

indicates a significant interaction between fluctuations of pain and happiness re-

ports, suggesting that the (negative) correlation between anxiety and happiness

increases when pain fluctuations increase (or viceversa). Model 2 suggests that

including the interaction between mean levels of pain and happiness fluctuations

renders non-significant both the previous interaction and the main effect of happi-

ness fluctuations from the mean. Model 3 presents a simplified model with only the

latter interaction, which indicates that the happiness and anxiety scores are in fact

less associated (negatively) in individuals with higher mean pain levels.

A final set of models enquired the degree to which the correlations between hap-

piness and negative emotions might be moderated by acceptance, ERSs, illness

perceptions, pain disability and control variables72. The models were structured

identically with the previous set of models, the only difference was the specification

72The pain-happiness interaction was explored in the previous set of models.
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ANXIETY Baseline + CPA
Fixed effects

Level 1 intercept 6.175** 6.645**
(.362) (.357)

Happy(dev) -.254** -.504**
(.054) (.150)

CPA(dev) -.304**
(.076)

Level 2 comorbidity .483** .363**
(.133) (.129)

Happy (mean) -.469** -.300**
(.057) (.064)

CPA(mean) -.406**
(.082)

Level1* Happy(dev) .125*
Level2 * CPA(mean) (.059)

Random effects
Level 1 within person .412** .391**

(.030) (.028)
Level 2 intercept .802** .715**

(.093) (.084)
Goodness-of-fit

-2LL 1565.03 1522.71
AIC 1577.03 1540.71
BIC 1603.39 1580.25

Table 7.65: Moderation of the joy - anxiety relation by CPA

of happiness scores (mean and fluctuations from personal trajectories) instead of

pain scores as the main predictor.

Interindividual differences were also identified in strength of association between

these emotion diads. Due to the number of possible predictor combinations and

the space limitations, only one example related to the moderating effect of CPA

is presented here. Table 7.65 shows that mean CPA levels moderated the relation

between changes in happiness and anxiety scores, mirroring the findings related to

the pain-happiness interaction. Interestingly, anger, sadness and shame scores were

not predicted by any interaction between happiness and CPA, which singles out

anxiety as a central emotion for the ability to discriminate emotional aspects of

living with chronic pain.

7.8 Summary

The analysis of the interrelations between acceptance, emotions and illness percep-

tions in the chronic pain adjustment was studied empirically on a 3-wave longitu-

dinal survey based on a heterogeneous sample of chronic pain sufferers, selected
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from the users of a NHS regional pain clinic and several pain support organisations.

The statistical analysis was approached hierarchically, more theoretically complex

analyses building on the results of testing more specific hypotheses.

The examination of the separate research areas led to several important results.

Both CPA and illness perceptions were characterised by continuous trends, rather

than categorical distinctions, as reflected in the low distinctiveness and stability

of the clusters identified. CPA and PF showed overall little differences, especially

based on the SEM analysis. Dysfunctional ERSs were related to increased emotional

distress, while functional ERSs were related to less frequent negative emotions and

more frequent happiness/joy. IPs had a heterogeneous structure, suggesting that

separate subscale scores are more adequate than total scores. The HSIs also had

heterogeneous relationships, reflecting at least 2 distinct aspects, pain experience

and pain behaviours. CPA was associated with more frequent positive emotions

and functional ERSs, and less frequent negative emotions and dysfunctional ERSs,

but item level analyses revealed a less consistent relation to functional ERSs. Also,

CPA was associated especially with emotion-related IPs, less consistently with per-

ceptions of timeline, control and identity, and unrelated to perceptions of under-

standing. The emotion-related content was also the common element in emotion

and IP variables.

The exploratory analyses targeted three main issues. First, emotion, IPs and CPA

were all related to HSIs, controlling for the (small) influences of contextual factors,

as shown by the separate MRMs and by the comparative MRMs. A measurement-

focused SEM highlighted the significant relationships (or content overlaps) between

the three concepts and two HSIs (pain intensity and pain disability) and the lack

of unidimensionality of the measures used, which prevented further analyses at

the structural level. As no clinically significant changes were identified overall at

group levels, no longitudinal analysis was performed. Nevertheless, the second

issue addressed was separating intra- and interindividual variance based on HLM

analyses, which identified significant proportions of variance at both levels. HLM

also revealed minor (albeit statistically significant) change trends at group level only

for CPA, anger, sadness, disability and IPs of consequences, and differences between

individual change trajectories only for T-PRI, despite stability at group level. A

third set of analyses revealed moderation effects of CPA, selected emotions, ERSs

and IPs for the relation between sensory and affective pain, and also moderation

effects (of opposite sign) of CPA and T-PRI for the relation between happiness and

anxiety.
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Chapter 8

Analysis of the psychometric properties of several

questionnaires in the context of chronic pain assess-

ment

8.1 Introduction

This chapter presents a psychometric analysis of the questionnaires used in this

study. This effort might at first seem unnecessary for a study that focuses on

substantive issues rather than on measurement, therefore the reasons for such an

analysis are detailed first. Each of the questionnaires is then examined based on a set

of common criteria and where necessary on specific issues related to the particular

theory and concept.

8.2 Why is a psychometric analysis necessary?

Although the evaluation of the psychometric properties of questionnaires for the

study sample is rarely reported in the literature (Meier and Davis, 1990; PingJr,

2003), there are several reasons that recommend a thorough analysis prior to sub-

stantive theory testing.

First, scale reliability and validity are among the assumptions that justify the sub-

stantive inferences made based on the analysis of a dataset, therefore they can

be regarded as auxiliary hypotheses amenable to testing (Meier and Davis, 1990).

Reliability is not an intrinsic property of the scale, but rather of the specific use

of the scale in the population represented by the study sample (Borsboom, 2005).

From this perspective, reporting psychometric properties for the study sample in

addition to reliability and validity estimates published by questionnaire developers
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is recommended, both for providing sufficient information to readers for assessing

the soundness of measurement and subsequent inferences and for offering an op-

portunity to correct any errors in the early stages (PingJr, 2003). Considering the

psychometric support for the instruments used is recommended in ensuring the re-

liability and validity of any chronic pain taxonomy (Bonica, 2001, Ch. 2), especially

given issues of criterion contamination present in chronic pain in comparison to the

populations many of the measures were initially developed on (Pincus and Williams,

1999).

Second, some questionnaires have never been used in a chronic pain sample or

adult sample before, and this dataset allows the testing of these questionnaires in

this new context. Testing reliability is especially recommended if the study sam-

ple is sufficiently different from previous samples regarding various characteristics

including homogeneity (Streiner, 2003). Third, some questionnaires (i.e. the Short

Form McGill Pain Questionnaire) had unexpected response patterns and further

analysis is an opportunity to understand to what extent the different patterns in-

fluence the total scores. Fourth, participants’ comments on response forms on some

items (i.e. items of the Sickness Impact Profile Roland Scale) revealed the need to

reconsider these items and understand their impact on the overall score.

Fifth, and most important, it is necessary to ensure that the items and total scores

are reflecting accurately the concepts, as conceptual relationships and differences

are a central issue of the analysis and its interpretation. All concepts are partic-

ularly difficult to measure, and the inferences related to their associations need to

take into account measurement issues. To a certain extent, the analysis of the inter-

relationships between emotions, emotion regulation, acceptance, illness perceptions

and health related outcomes is also an analysis of the validity of the measurements

used, which informs the critical analysis of the constructs used in describing the

complex reality of living with chronic pain. Questionnaire analysis is one aspect

of the necessary (but often neglected) role of instrument refinement in the ongo-

ing process of theory development and increasing construct validity (Smith and

McCarthy, 1995).

General guidelines for questionnaire evaluation refer to reporting means and stan-

dard deviations, sample reliability, and published estimates of reliability and con-

vergent and discriminant validity (Meier and Davis, 1990; Wilkinson and the Task

Force on Statistical Inference, 1999). Other authors recommend an even more

detailed reporting, which includes unidimensionality, reliability, averaged variance

extracted (AVE) as an indicator of the measurement error involved (similar to the
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total variance extracted for a unidimensional scale), full matrix of correlations,

together with conceptual definitions, items and measure development details for

each instrument used, and in case of using structural equation models a detailed

goodness-of-fit and parameter estimates reporting on a full measurement model

(PingJr, 2003).

However the criteria for evaluating the psychometric properties of a questionnaire

are controversial. From a general perspective, three main theoretical frameworks for

test construction are available and each has different implications and applications

in test evaluation, depending on the type of approach to measurement and theoret-

ical assumptions related to the construct of interest: classical test theory (CTT),

item response theory (IRT), and factor analytic tradition (both EFA and CFA;

Nunnally and Bernstein, 1994). A detailed analysis of the strengths and limitations

of these three frameworks and the related controversies is beyond the scope of this

chapter. Suffice it to say that most instruments used in chronic pain research have

been developed based on CTT (focusing mainly on ensuring internal consistency

and testing convergent and discriminant validity in relation to relevant constructs),

while newer validation efforts have adopted the factor analytic framework (focusing

on ensuring structural validity via the use of EFA and more recently CFA). The

use of CFA in assessing existing scales however often leads to suggestions for scale

revision instead of support of their validity, as the strict criteria of CFA are usually

introducing additional demands on scales built based on looser criteria (MacCallum

and Austin, 2000). IRT has been seldom used in this research domain (e.g. Stroud

et al., 2004).

Smith and McCarthy (1995) advise a few general criteria for test refinement (whether

related to the process of test construction or ulterior changes): identification of

hierarchical or aggregational structure, “establishment of internal consistency of

unidimensional facets”, “determination of content homogeneity of unidimensional

facets”, “inclusion of items that discriminate at the desired level of attribute inten-

sity”, replication on a new sample (p. 300). While determining content homogeneity

by multiple raters and replicating the test modifications on a new sample are not

possible in the present study due to the substantive focus of the study (as opposed

to a measurement refinement focus), it was considered appropriate to aim for testing

the structural properties, facet consistency and item discrimination properties.

The method and extent of evaluation also depends on several issues: whether con-

structs are homogeneous or heterogeneous, the response format, the relationship
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between the current sample and previous questionnaire validation samples, the ex-

tent of prior evaluation by the questionnaire developers. Therefore in the present

analysis each questionnaire was evaluated on some common criteria (good item and

scale distributions, published estimates of reliability and validity, sample reliability,

and scale structure) as well as specific criteria depending on the questionnaire’s

unique characteristics, if applicable.

In case the psychometric properties are not supported by current data, limited

guidelines are given in the literature. Crocker and Algina (1986, p. 327) discuss

the issue of item analysis in test revision and suggest that, in case the individual

scores are not of interest by themselves and if enough good items are available for

a meaningful content of the final questionnaire, the flawed items may be discarded;

item revisions should be considered in this case. PingJr (2003) advises choosing

between the available methods depending on various criteria: “the final itemization

of a measure can be a trade off among consistency/unidimensionality, reliability,

AVE and content and face validity” (PingJr, 2003, p. 132).

While these reporting requirements are difficult to comply with in journal arti-

cles due to space constraints, a detailed analysis of the instruments is nevertheless

preferable. Summaries of the psychometric properties of the questionnaires used in

the present study and related decisions are provided in the next sections (missing

data analyses are presented in Appendix C).

8.3 Acceptance and Action Questionnaire

AAQ aims to measure experiential avoidance (Hayes et al., 2004a), as described in

Chapter 3. Given the early stages of theory development in which this questionnaire

version was developed, the estimates of internal consistency (Cronbach’s α = .70)

and test-retest reliability (r = .64) reported by Hayes et al. (2004a) can be consid-

ered a good performance, although at the lower limit of the acceptable range (.70 to

.80 for basic research, according to Nunnally and Bernstein, 1994). The items were

selected from a pool of 32 items via iterative exploratory factor analysis (EFA) using

SEM and tested via CFA on a new sample. Distribution properties for the selected

items were not reported. The 1-factor CFA model for the 9 items was acceptable

(χ2(27) = 47.61, p = .0085; GFI= .98; AGFI= .97; RMR=.054; range of item

loadings .26 to .64). The authors reported low correlations (r < .40) with thought

suppression, thought control, dissociative experiences, post-traumatic stress, im-

pact of events as proof of discriminant validity and moderate to high correlations
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Item no. 1 2 3 4 5 6 7 8 9 total

stage 1
4.9 4.2 3.6 3.9 4.7 4.6 4.0 4.6 4.8 3.9
(1.3) (1.3) (1.7) (1.7) (1.7) (1.4) (1.7) (1.5) (2.0) (.9)

stage 2
4.9 4.2 3.6 3.9 4.8 4.5) 4.3 4.7 4.8 3.9
(1.3) (1.2) (1.6) (1.7) (1.6) (1.4) (1.7) (1.6) (2.0) (.9)

stage 3
4.9 4.1 3.5 4.0 4.8 4.6 4.1 4.5 4.5 3.8
(1.3) (1.2) (1.6) (1.6) (1.6) (1.3) (1.6) (1.5) (2.0) (.9)

Table 8.1: Means (and standard deviations) for AAQ items and total score (possible
range 1-7)

with measures of psychopathology to indicate concurrent validity. Several caveats

were mentioned. First, the conceptualisation of psychological flexibility (experien-

tial avoidance) as an underlying trait does not conform to contextual behavioral

theory which describes this concept in terms of situated action (which might ex-

plain the lower test-retest reliability). Second, AAQ is a broad measure adequate

for initial exploration of the domain, and additional scale development efforts are

recommended in conjunction to theory refinement, as well as the development of

situation-specific measures that would be more sensitive to context-related changes.

Third, it is difficult for a self-report instrument to measure reliably a phenomenon

that deals with issues of language entanglement, and behavioral measures need to

be further developed.

In the present sample, inspection of item and scale distributions indicated good

discrimination properties (means and standard deviations are provided in Table

8.1). The measure showed slightly better internal consistency (Cronbach’s α =

.76− .78 in the three stages) and test-retest reliability (r = .76− .72 in intervals of

4 months to 8 months).

The 1-factor CFA model for the 9 items in the present sample was less acceptable.

An EFA (PCA, oblimin rotation) indicated a 2-factor solution explaining 50.7% of

the item variance, the second factor actually grouping the reversed items. Allow-

ing reversed items to covary in a second 1-factor CFA model (Figure 8.1) led to a

significant improvement in fit, although χ2 reached non-significance only in one of

the stages. Goodness of fit statistics for both models are presented in Table 8.2 (co-

variance matrix in Table D.2). Additional diagnostics (W and LM tests, residuals)

suggested the existence of additional associations between some positively worded

items, and weaker link between item 1 and the rest of the negatively worded items

(which are also consecutive). Thus, even if the 1-factor solution is a parsimonious



266 CHAPTER 8. QUESTIONNAIRE PSYCHOMETRICS

76 5401 23PF

aaq2
tt

.469njjjjjjjj

jjjjjjjjjjjjjjj

aaq3
vv

.680∗mmmmmm

mmmmmmmmmmm

aaq7
zz

.856∗uuuu

uuuuuuuu

aaq8
��
.497∗���

������

aaq9
��

.494∗

aaq1r
��

.202∗888

888888

aaq4r
%%

.214∗LLLL

LLLLLLLL

aaq5r
))

.434∗RRRRRR

RRRRRRRRRRRRR

aaq6r
**

.382∗UUUUUUUUU

UUUUUUUUUUUUUUUUU

.883

::vvv
.733

99ssss
.517

99ssss
.868

99ssss
.869

99ssss
.979

88rrrr

dd .113 ::``
.143∗

>>__

.220∗

??
.977

88qqqqq

ee .332∗ 99aa
.357∗

==
.901

88qqqqq

ee .384∗ 99
.924

88qqqqq

Figure 8.1: CFA model AAQ

Model 1 Model 2
Statistic Stage 1 Stage 2 Stage 3 Stage 1 Stage 2 Stage 3
S-B χ2 (df) 121(27) 76(27) 95(27) 57(21) 30(21) 42(21)

p<.001 p<.001 p<.001 p<.001 p=.08 p=.003
NFI robust .73 .81 .75 .87 .92 .89
NNFI robust .69 .82 .74 .85 .96 .90
CFI robust .77 .87 .80 .91 .98 .94
RMSEA .12 .09 .11 .08 .05 .07
robust (.09-.14) (.06-.11) (.0-.13) (.06-.11) (.00-.08) (.04-.10)
range of .25-.81 .34-.71 .34-.70 .20-.86 .24-.79 .34-.78
item loadings
S-B χ2 diff. - - - 64, p<.001 46, p<.001 53, p<.001

Table 8.2: Goodness of fit statistics for AAQ models

model with adequate fit to the data, this additional information indicated the ne-

cessity of pursuing further research on the conceptual structure of PF, and on the

wording of AAQ items.

These issues need to be taken into account in further SEM analyses and in the

interpretation of the total score of the questionnaire. However, given the theo-

retical difficulties of defining psychological flexibility, AAQ scores do represent a

useful approximation of an individual’s level of flexibility until further theoretical

developments lead to clearer concepts definitions and measurement tools.

8.4 Basic Emotions Scale

BES focuses on measuring self-reported frequency of experiencing five discrete emo-

tions: anger, sadness, disgust, fear and happiness (Power, 2006). It has been devel-

oped based on a previous semantic analysis of emotion terms (Oatley and Johnson-

Laird, 1987) which brought support to the proposal for five discrete emotions as
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basic communicative signals1. As discussed in Chapter 4, basic emotions theo-

ries seem to converge on the issue of the adaptive value of categorising emotional

experience via emotion terms, although the development and functioning of this

categorisation is controversial.

The BES development consisted in selecting 30 items from the corpus used by

Oatley and Johnson-Laird (1987) on theoretical grounds and applying them on a

sample of 219 students. The items had satisfactory distribution properties. Internal

consistency and related analyses were performed to reduce the number of items and

improve scale reliabilities (resulting Cronbach’s α = .81 for anger, .84 for sadness,

.84 for disgust, .89 for fear and .83 for happiness). Due to the cross-sectional design,

test-retest reliability was not addressed. The remaining items were subject to CFA,

where 6 alternative models were compared: 1-factor (‘emotionality’), 2 independent

factors (negative versus positive emotions), 2 correlated factors, 5 independent fac-

tors (basic emotions), 5 factors with an additional second order factor grouping

the negative emotion latents, and finally 5 factors with an additional second order

factor grouping all emotion latents. The last CFA model showed the best model

fit statistics2 (χ2(162)=340.92, p < .001 NNFI=.899; CFI=.912; AIC=16.92), a

range of item loadings from .58 to .86 and a significant improvement from the

previous model (difference χ2(1)=24.44, p < .001). The discriminant validity or

concurrent validity of BES have not yet been studied. Power (2006) noted some

limitations (the incapacity of retrospective self-report to distinguish the dynamic

aspects of the emotional experience, the potential empirical or theoretical coupling

of emotion terms, and the lower suitability of state-like ratings) and encouraged

cross-validation on new data sets.

In the present sample, inspection of item and scale distributions indicated prob-

lematic discrimination properties only for 3 emotion terms: shame, humiliated and

disgust3 (means and standard deviations are provided in Table 8.3). The subscales

showed adequate distributions, with the exception of the disgust/shame subscale

(Table 8.4) and adequate internal consistency and test-retest reliability (Table 8.5).

1The analysis consisted in identifying one of the five emotions as a basic emotional component
for all words from a corpus of 590 emotion terms in English, excluding generic emotional terms
and a few exceptions. Basic (or primitive), in this context, refers to the linguistic property of
lacking an internal structure (i.e. a set of distinct semantic components).

2Similar results were reported for BES including all initial items, and for state-like ‘past week’
ratings.

3It can be hypothesised that reporting low levels of shame in the responses to these terms was
related to their particular linguistic use in this sample. Guilt and blameworthy were slightly more
endorsed.
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Item no. 1 2 3 4 5 6 7

stage 1
4.2 3.9 2.8 4.5 4.8 5.4 3.7
(1.6) (1.8) (1.7) (1.6) (1.3) (1.4) (1.8)

stage 2
4.1 3.8 2.8 4.7 4.7 5.2 3.7
(1.5) (1.8) (1.8) (1.5) (1.4) (1.4) (1.9)

stage 3
4.0 3.6 2.7 4.6 4.9 5.0 3.4
(1.6) (1.8) (1.8) (1.5) (1.4) (1.4) (1.8)

Item no. 8 9 10 11 12 13 14

stage 1
3.4 4.4 4.6 4.8 3.7 2.6 4.8
(1.8) (1.7) (1.4) (1.4) (1.7) (1.7) (1.5)

stage 2
3.2 4.3 4.5 4.8 3.8 2.7 4.8
(1.9) (1.6) (1.5) (1.4) (1.6) (1.6) (1.4)

stage 3
3.1 4.4 4.6 4.7 3.5 2.7 4.8
(1.7) (1.6) (1.4) (1.4) (1.5) (1.7) (1.4)

Item no. 15 16 17 18 19 20 21

stage 1
5.2 3.3 3.2 3.1 4.8 4.8 2.7
(1.4) (1.9) (1.7) (1.8) (1.5) (1.4) (1.7)

stage 2
5.0 3.2 3.2 3.0 4.8 4.7 2.7
(1.5) (1.9) (1.8) (1.7) (1.5) (1.4) (1.8)

stage 3
5.1 3.0 3.0 3.0 4.7 4.7 2.5
(1.4) (1.8) (1.7) (1.7) (1.5) (1.4) (1.7)

Table 8.3: Means (and standard deviations) for BES items and total score (possible
range 1-7). Items order: anger, despair, shame, anxiety, happiness, frustration,
misery, guilt, nervousness, joy, irritation, gloominess, humiliated, tense, loving,
aggression, mournful, blameworthy, worried, cheerful, disgust (i.e. repulsion).

anger sadness shame anxiety happiness
Stage 1 4.4 3.6 2.9 4.6 4.9

(1.3) (1.5) (1.4) (1.3) (1.2)
Stage 2 4.3 3.6 2.9 4.6 4.7

(1.2) (1.5) (1.5) (1.2) (1.3)
Stage 3 4.2 3.4 2.8 4.6 4.8

(1.2) (1.5) (1.5) (1.3) (1.3)

Table 8.4: Means (and standard deviations) for BES total scores (possible range
1-7)

Cronbach’s α Stability
Stages 1 2 3 1 to 2 2 to 3 1 to 3
Anger .82 .79 .81 .80 .77 .73
Sadness .87 .88 .89 .80 .80 .76
Shame .88 .91 .91 .78 .78 .75
Anxiety .85 .85 .89 .75 .71 .75
Happiness .90 .92 .92 .76 .81 .76

Table 8.5: Internal consistency and stability for BES subscales
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Statistic Stage 1 Stage 2 Stage 3
S-B χ2 346.0 329.2 272.4
(df=184) p < .001 p < .001 p < .001
NFI robust .88 .88 .90
NNFI robust .93 .93 .96
CFI robust .94 .94 .97
Robust RMSEA .06 (.05-.07) .06 (.05-.08) .05 (.04-.06)

Table 8.6: Goodness of fit statistics for BES model

A CFA model for the 21 BES items specifying 5 basic emotion factors and one

second order emotionality factor (Figure 8.2) showed acceptable, but not optimal

fit (goodness of fit statistics are presented in Table 8.6, covariance matrix in Table

D.6)4. Loadings on the second order factor ranged from .95 − .97 for sadness to

−.66 − −.70 for happiness, indicating that this latent represents in essence ‘nega-

tive emotionality’, or perhaps degree of emotional distress5. This result contrasts

with the model in Power (2006), where happiness had a positive loading (.39) on

the emotionality factor, which indicates differences between a healthy adolescent

sample and a sample of adults suffering from chronic pain. Model modifications

suggested by the Lagrange Multiplier (LM) test indicated various emotion terms

as being influenced by other emotion latents (such as ‘frustration’ or ‘irritation’

responses being related to anxiety, or ‘mournful’ responses related to shame). This

is potentially indicating idiosyncratic uses of these emotion terms in the present

sample, or the difficulties of labelling a particular emotional experience as strictly

related to only a particular basic emotion6.

Due to the lack of optimal fit, EFAs (PCA, oblimin rotation) were performed in or-

der to search for alternative models. The EFAs extracted 4 factors with eigenvalues

greater than 1, explaining 45–49%, 9%, 7–8% and 6–7% of the item variance. In the

4-factor rotated EFA solutions, shame, happiness, anxiety and anger items formed

distinct factors, while the sadness-related emotion terms loaded in various degrees

on all negative emotion factors but mostly on anger. The 5-factor rotated EFA

solutions, sadness represented a distinct factor only in the last stage. In the first

two stages, the anger items separated in 2 distinct factors (anger/ aggression versus

frustration/ irritation), while the sadness terms loaded mostly on the frustration

4The ‘disgust’ item loaded appropriately on the shame latent (.71− .80).
5The loadings for the other three emotion latents were .82− .85 for anger, .71− .83 for anxiety

and .71− .78 for shame.
6As was the case with ‘disgust’ understood as anger by the adolescent sample in Power (2006),

‘irritation’ (for example) for a chronic pain sufferer might be used in some situations to describe
states for which labels such as ‘nervousness’ and ‘anxiety’ are synonyms, while in other situation
its use would be a synonym of ‘anger’, and in some situation one might experience both anxiety
and anger.
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Figure 8.2: CFA model BES

factor. These results might indicate a coupling of sadness and anger (especially the

‘anger-in’ aspects) which is compatible with the SPAARS description of the process

of anger generation via appraisal (Power and Dalgleish, 2008, p. 277–79)7.

Attempts at model modification based on the LM test and on the EFA results

did not lead to an optimal fit (i.e. nonsignificant χ2), even if adding specifications

such as error covariances for ‘anger-in’ and ‘anger-out’ items resulted in significantly

improved fit (difference χ2(2) = 45−10, p < .01). Given that any alternative model

might capitalise on sample variations and not be comparable across populations,

the lack of the additional advantage of accurate description of the present sample

recommends the adoption of the theory-based 5 correlated factors model in the

present sample.

However, even if a correlated basic emotions model represents an acceptable and

parsimonious approximation of the structure of the questionnaire, these results sug-

gest it also masks to a certain degree the complexity emotional experience in chronic

7The emotional component of pain and the related disability can be processed via appraisals
of goal incompatibility, and of goal thwarting by a perceived agent (either pain itself or the event
that caused the pain onset, or medical care). But together with the appraisal of unavoidability,
this processing may lead to blocking of anger associated with feelings of sadness.
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pain (as detailed in Chapter 4). Therefore, while the subscale scores are undoubt-

edly useful in describing emotional life in the present study, the interpretation of any

relationships with other concepts needs to consider this limitation of using emotion

terms in self-report.

8.5 Regulation of Emotion Questionnaire

REQ was developed to assess emotion regulation strategies, defined as “processes

involved in recognizing, monitoring, evaluating and modifying emotional reactions”

(Phillips and Power, 2007, p. 145). Based on a review of the literature on emo-

tion regulation, the authors have identified four categories of strategies: internal

dysfunctional (ID; rejection of emotion via inhibition and the use of internal re-

sources), external dysfunctional (ED; rejection of emotion via emotional expression

or using other people and objects), internal functional (IF; acceptance of emotion

via positive reappraisal, concentration, learning, etc.), and external functional (EF;

acceptance of emotion via action or using social support). The theoretical stance

behind REQ stipulates that tendencies towards using particular strategies might

result in a general functional or dysfunctional style which impacts on mental and

physical health, even if a specific strategy can be in itself adequate to particu-

lar situations and inappropriate in others (although the opposite causal direction

could also be hypothesized, i.e. increased mental and physical distress can lead to

increased use of particular strategies). A pool of 32 statements was selected based

on existing literature and expert consensus on item classification according to the 4

categories and applied on a sample of 225 adolescents. Based on descriptive statis-

tics, reliability analyses and EFA, 19 items were further selected and subject to a

CFA on the same sample, which the authors reported as showing an acceptable fit

(CFI= .918). Estimates of internal consistency ranged from α = .76 for IF and ED

to α = .72 for ID and α = .66 for EF. Test-retest reliability could not be estimated

in this initial study due to the cross-sectional design. Discriminant and conver-

gent validity was supported by confirmation of expected correlations between the 4

subscales and other measures of emotional functioning (emotional and behavioral

problems, psychological and somatic symptoms reporting, quality of life). The au-

thors noted the necessity to further improve the questionnaire (especially the EF

subscale) and the limitations related to the use of self-report in measuring emotion

regulation, as many strategies are unconscious.

8No other fit statistics were reported, except average absolute standardized residuals (.05).
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Item no. 1 2 3 4 5 6 7
Mean 2.7 2.4 2.7 2.9 1.4 2.4 3.0
(SD) (1.0) (1.0) (1.2) (.9) (.7) (1.1) (1.2)
Item no. 8 9 10 11 12 13 14
Mean 2.6 2.9 1.3 3.1 3.0 1.4 2.0
(SD) (1.0) (.9) (.7) (.9) (1.0) (.7) (1.0)
Item no. 15 16 17 18 19 20 21
Mean 3.0 3.0 1.2 1.3 2.1 2.9 2.7
(SD) (1.2) (.9) (.5) (.7) (1.0) (1.2) (1.0)

Table 8.7: Means (and standard deviations) for REQ items and total score (possible
range 1-5)

Subscale Stage no. ID IF ED EF
Mean all 2.3 2.9 - 3.0 1.5 2.6 - 2.7
(SD) (.7) (.6) (.5) (.7)
Cronbach’s α 1 .75 .71 .73 .75

2 .75 .72 .74 .78
3 .77 .70 .77 .77

Stability 1 to 2 .74 .71 .72 .78
2 to 3 .78 .65 .77 .84
1 to 3 .76 .68 .72 .76

Table 8.8: Means, standard deviations, internal consistency and stability for REQ
original subscale scores

Given that REQ includes strategies employed by the general population, that one of

the subscales had lower reliability and that the questionnaire was validated only on

an adolescent sample, it was necessary to explore the psychometric properties in the

present sample. Item means and standard deviations are provided in Table 8.7 for

stage 1 (there were no notable differences between stages). Distributions were highly

skewed9 in all three stages for 2 ID items (few chronic pain sufferers harm or punish

themselves, or report things feeling unreal) and 4 ED items (fighting, being rude,

bullying people or damaging objects were reported as infrequent events), indicating

insufficient capacity to discriminate between chronic pain patients. Consequently,

the ED subscale had a skewed distribution. Nevertheless, internal consistency and

stability estimates were almost all above the acceptability threshold of .70 (Table

8.810).

The CFA model of the original 19 item scale showed poor fit (χ2(150) = 478,

p < .001; GFI= .84; AGFI= .80; RMR= .12; NFI= .68; NNFI= .72; CFI= .75,

RMSEA= .09(.08 − .10), range of item loadings .17 to .84 for stage 1), as did

9According to the criterion of less than 10% responses in two or more adjacent scale points,
used by (Phillips and Power, 2007).

10The EF subscale scores are based on 6 items.
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Subscale Item
ID 7. I dwell on my thoughts and feelings
IF 9. I review (rethink) my goals or plans

16. I plan what I could do better next time
ED 2. I take my feelings out on others verbally
EF 1. I talk to someone about how I feel

3. I seek physical contact from friends or family
8. I ask others for advice

Table 8.9: Best items for REQ subscales

the model based on 21 items (χ2(187) = 608, p < .001; GFI= .82; AGFI= .77;

RMR= .13; NFI= .67; NNFI= .71; CFI= .74, RMSEA= .09(.08 − .10), range of

item loadings .25 to .75 for stage 1, Figure 8.3, covariance matrix in Table D.7).

Additional diagnostics (LM, residuals) indicated multiple cross-loadings between

items of different subscales, as well as significant increase in fit if opposite subscales

were allowed to covary freely (IF and ED, EF and ID), suggesting a more complex

structure of REQ. EFAs (PCA, varimax rotation) based on all 21 items indicated

4 factors11, explaining 26–27%, 10–12%, 8–10% and 7–8% of the item variance.

Several items loaded on different subscales12, indicating that the subscales are not

unidimensional.

Excluding all problematic items from further analyses was not possible due to the

limited number of remaining items. Therefore, it was considered that even if a

4-factor solution did not fully represent the structure of the questionnaire, the

analyses would need to be performed comparatively with subscale scores and best

items (see Table 8.9). Due to the problematic psychometric properties of REQ in

this sample, it is not certain which emotion regulation strategies are most relevant

for chronic pain sufferers and any conclusions would have to be replicated using a

more tailored measure.

8.6 List of Threatening Experiences

LTE is a measure of contextual threat (external stress or adversity) initially devel-

oped to assess external events aetiologically related to the onset of affective disorder.

The authors recommended its use also in other populations for assessing the im-

pact of adversity on emotional life, and noted that its brevity makes it suitable for

115 factors had eigenvalues above 1, but examination of the scree plots indicated that only the
first 4 factors were distinct

12For example, doing something energetic (item 6) was more related to the IF scale not its
original EF scale, while going out to do something nice (item 21) was related comparably to ID,
IF, and its original EF scale.
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Figure 8.3: CFA model REQ

studies with multiple measures, in comparison with other lists available (Brugha

and Cragg, 1990). It was developed based on interviews with both a sample from

the general population and psychiatric outpatients with affective disorders by cate-

gorising events and rating them according to an earlier method (Brown and Harris,

1978). To eliminate bias due to post-hoc self-rating of the impact of an event and

to lack of contextual information, Brown and Harris (1978) obtained ratings of

the degree of short-term and long-term threat or unpleasantness from independent

judges who were provided extensive background information about the event, ex-

cluding the individual’s subjective reaction. The marked or moderate long-term

threat ratings proved to be associated with increases in the likelihood of depression

onset. Thus, another advantage of LTE is the proven relevance of the events for

emotional distress. In a study of 50 psychiatric patients (Brugha and Cragg, 1990),

test-retest reliability for the items ranged from .78 to 1 (with the exception of one

item with low reliability which refers to stolen or lost valued property). In this

sample, frequency of events ranged from 18 (unemployment) to 0 (death of a fam-

ily member). Agreement between the ratings of the patient and those of a named

informant (relative, friend, or confidant) ranged from .66 to .84. The questionnaire

ratings were consistent with reports during an accompanying interview based on a

similar structure (specificity and sensitivity were .74 and .89 for 6 months and .88

and 1.0 for 3 months respectively). The subjective report of long-term contextual

threat assessed in the interview was also highly consistent with independent ratings
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Stage (interval)
1 (6 months) 2 (3-4 months) 3 (3-4 months)

Injury - self 26 18 28
Injury - family 29 22 28
Death - family 8 6 8
Death - close friend 26 24 19
Separation - marital 5 4 3
Breaking off - other 6 4 4
Relationship problem 19 19 16
Unemployment 7 6 6
Fired from job 2 2 2
Financial crisis 16 16 14
Problem - police 1 <.5 1
Stolen/lost property 5 2 6
At least one negative event 72 66 67
New/better job 6 6 6
Improved financial status 21 16 16
Birth of a child 24 17 19
Marriage - family 15 9 8
Relationship improvement 5 8 5
At least one positive event 52 43 40

Table 8.10: Percentage of reported occurrence for events in the LTE

of long-term threat based on contextual information (range .63− .90). As the ques-

tionnaire assesses events of relatively rare occurrence, no distribution or structural

properties would represent a validity test. To obtain a global indicator of adver-

sity, Brugha and Cragg (1990) computed a dichotomous variable to differentiate

participants that report at least one such event from those that report none.

In the present sample, most frequently reported threatening events were illness,

injury or assault to the person or to close relatives, death of a close friend or relative,

serious problems with a close friend, and financial problems. Most frequent positive

events were improved financial status, and birth of a child. Percentages of reported

occurrence for the events at each stage are presented in Table 8.10.

The high frequency of these events is notable. It reflects the significant amount of

contextual stress that chronic pain sufferers face. Only part of it, such as health,

interpersonal and financial issues are likely to be related to the condition, some are

probably related to age (death or illness of family or close friends).

Reports from one stage were significantly13 but moderately related with reports

from other stages, indicating that probably some events lasted for longer periods,

some respondents had experienced more similar events at short intervals and some

respondents located events from one stage also in the time period of the next scale

13According to χ2 tests, not reported.
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Stages
1 and 2 1 and 3 2 and 3

Injury - self .17 .29 .38
Injury - family .28 .41 .24
Death - close friend .25 .12 .19
Relationship problem .49 .47 .49
Financial crisis .43 .51 .51
Improved financial status .29 .16 .18
Birth of a child .26 .23 .15

Table 8.11: Pearson correlations between stages for the most frequent events in the
LTE

Negative events Positive events
Stage 1 2 3 1 2 3
Median 1 1 1 1 0 0
SD 1.58 1.46 1.54 .93 .86 .91
Maximum 7 8 6 4 3 5

Table 8.12: Total LTE scores - descriptive statistics (possible range 0-12 for negative
and 0-5 for positive events, excluding ”other” responses)

(Table 8.11). As the first interpretations were realistic given the type of events, the

third possibility does not pose major problems for the reliability of the reports.

The most frequent events were analysed separately to judge their impact on other

psychological and health status aspects. This was especially important for the

positive events that were newly introduced in the questionnaire. All the other

events had a rare occurrence (and thus uneven distributions) and were not analysed

separately. The degree of external stress was analysed both as dichotomous variables

(as presented above) and by total scores (sum of events) in each stage, to take

advantage of the quantitative information (Table 8.12).

8.7 Self-Administered Comorbidity Questionnaire

The SACQ measures the self-reported extent and severity of comorbid conditions

(12 labels provided, with additional spaces for other conditions). On a sample of

170 patients admitted to general medical or surgical units, test-retest reliability was

reported as .81 (ranging from .40 to above .90 for individual items), high agreement

with a standard, chart abstraction-based measure (.78 − .99), medium to large

correlations with medication use (.32− .57), and good predictive validity in relation

to several indicators of health status at 1-year follow-up (Sangha et al., 2003). As

with LTE, due to low occurrence of some medical conditions, no structural and

distributional properties of SACQ can be considered a test of its validity.
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Figure 8.4: Comorbid conditions - percentages

In the present sample, the most frequent conditions were depression and osteoarthri-

tis (see Figure 8.4). The medical conditions reported in the ‘other’ categories were

asthma, irritable bowel syndrome and various other immune, circulatory, urinary

or dermatological conditions. Most respondents (82%) reported one or more con-

ditions. Total comorbidity scores were relatively low (median=4; SD=3.96; max-

imum=23 from a possible range 0-45). To improve distribution properties, total

score was dichotomised by median split. Due to the high prevalence, depression

and osteoarthritis were analysed separately to assess their impact on psychological

and physical health.

8.8 Short Form McGill Pain Questionnaire

SF-MPQ was developed as a short measure of pain intensity and sensory and af-

fective quality, based on the 78-item MPQ (described in Chapter 2). It includes 15

most commonly used sensory and affective terms, in addition to a Present Pain In-

tensity (PPI) scale and a Visual Analog Scale (VAS). SF-MPQ indices were reported

to show high correlations with the original MPQ indices (range .65− .94) and good
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sensitivity to reductions in pain due to treatment in three samples (Melzack, 1987)

and there is partial support for their capacity to discriminate between different pain

syndromes (Melzack and Katz, 2001). It has been used for the assessment of various

types of pain (Wright et al., 2001) and has been suggested to be adequate for use

in elderly populations (Gagliese and Melzack, 1997) and to have good stability over

a period of 4-5 weeks (Groenblad et al., 1990).

A 2-factor model of the pain descriptors (CFA) tested on the English version of

SF-MPQ on a sample of chronic back pain patients showed a suboptimal fit (S-B

χ2(84) = 191.78, p < .001; CFI-R= .86; AGFI= .81; SRMR= .08; RMSEA=.08)

and a modified model (one sensory item moved to the affective scale, and 4 sets

of error terms allowed to covary) provided a significantly better, but still subopti-

mal, fit (S-B χ2(84) = 128.16, p < .001; CFI-R= .94; AGFI= .87; SRMR= .06;

RMSEA= .05; Wright et al., 2001). This study reported estimates of internal con-

sistency of .78 and .76 for the sensory and affective subscales and item loadings

from .30 to .80.

In another sample of patients undergoing lumbar magnetic resonance imaging for

low back pain (Beattie et al., 2004), an EFA resulted in a 2-factor modified version of

SF-MPQ: sensory and affective-sensory, with 3 and 5 items, respectively (only items

with loadings greater than .50 were selected). This version had a better fit to the

data in a new confirmatory sample of the same population (χ2(19) = 22.0, p = .29;

CFI= .99; NNFI= .99; AGFI= .95; RMR= .05; RMSEA= .03) than the original

Melzack model (χ2(89) = 285.9, p < .001; CFI= .83; NNFI= .80; AGFI= .85;

RMR= .09; RMSEA= .08) and the Wright et al. (2001) model (χ2(19) = 22.0,

p < .001; CFI= .96; NNFI= .95; AGFI=.94; RMR=.06; RMSEA= .04). Estimates

of internal consistency for the sensory and affective subscales were in this study .70

and .73 for the original SF-MPQ and .75 and .77 for the modified version. While it

can be argued that both Wright et al.’s (2001) and Beattie et al.’s (2004) models

capitalise on sample fluctuations to improve fit of the modified versions, these stud-

ies expose the difficulties of confirming the original structure of the questionnaire

on two separate samples (despite the similar chronic pain conditions) and justify

the search for a better version and the evaluation of the questionnaire properties

on any new sample, including the present one.

Questions have been raised regarding the suitability of factor analysis (FA) for test-

ing the structure of the pain dimensions. Melzack and Katz (2001) acknowledged the

mixed evidence from FA studies regarding the structure of MPQ, but cited Gracely

(1992) for arguments against using FA to test the questionnaire structure. Indeed,
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Gracely (1992) questioned the application of psychometrics in the evaluation of pain

scales. He adopted an earlier distinction between semantic and associative meaning

and argued that, while studies where subjects rate the similarity of the adjectives

are good tests of the semantic meaning, studies that analyse the patients’ responses

to MPQ are tests of the associative meaning and therefore they study the charac-

teristics of the patients, not of the questionnaire. Moreover, he argued that high

correlations between subscales and low correlations between subscale items should

not prevent the use of subscale scores, especially when subscales are differentially

influenced by specific interventions.

These arguments are faulty, in my opinion. The psychometric properties of a ques-

tionnaire, whether a pain scale or ability or attitude test, are relevant to the extent

that they tell us something about the respondent’s experience via the respondent’s

answers. And they are adequate to the extent that the theory behind questionnaire

construction stipulates specific relations between constructs that fit the structure

of the reality it tries to measure. If the theory behind the SF-MPQ construction

stipulates a distinction between sensory and affective dimensions of pain experience

(and it is not a linguistic theory related to word meanings), the associative meaning

should be the main focus of analysis. Any semantic analysis would be useful only

to the extent that it guides the selection of relevant items in the context of the

respondent’s experience. Also, if the two dimensions show a lack of differentiation

and subscale items do not correlate as expected, either the theory is faulty or in-

complete, the questionnaire is not a reliable measure of the theoretical constructs or

other data collection aspects have introduced significant amounts of error. Instead

of rejecting the suitability of the statistical test, proponents of the theory would

need to address these other possibilities. The fact that highly correlated constructs

become less associated in different contexts would need to lead to theory refinements

instead of rejection of other testing methods.

Nevertheless, as factor structure and other psychometric properties can vary be-

tween samples, using SF-MPQ in a heterogeneous sample (like the one in the present

study) leads to another problem: the representativeness of the 15 descriptors for

the whole sample and for all subsamples representing different diagnoses14, which

is another reason for examining the psychometric properties in this new case.

14This problem was overcome in some studies by developing tailor-made scales, such as the
Neuropathic Pain Scale, with different descriptors relevant for the specific group (Jensen and
Karoly, 2001).
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Index Stage
1 2 3

S-PRI .81 .82 .85
A-PRI .78 .80 .78
T-PRI .87 .88 .89

Table 8.15: Internal consistency for SF-MPQ scales

Index Stages
1-2 2-3 1-3

S-PRI .63 .68 .56
A-PRI .62 .66 .45
T-PRI .66 .71 .56
VAS .58 .71 .54
PPI .64 .60 .49

Table 8.16: Test-retest stability of SF-MPQ indexes

Stage Index S-PRI A-PRI VAS PPI
1 A-PRI .72**
2 .69**
3 .75**
1 VAS .59** .54**
2 .62** .57**
3 .68** .64**
1 PPI .62** .55** .71**
2 .54** .55** .74**
3 .51** .59** .72**
1 T-PRI .97** .86** .61** .64**
2 .96** .85** .64** .57**
3 .98** .87** .71** .56**

Table 8.17: Correlations between SF-MPQ indexes

In the present sample, the item distributions were expectedly uneven for descriptors,

as they were not designed to discriminate at a specific level of attribute intensity.

The distributions of indexes (i.e. sensory, affective and total pain rating indexes,

VAS and PPI) only slightly deviated from normality (means and standard devia-

tions are provided in Tables 8.13 and 8.14). The measure showed slightly better

internal consistency (Table 8.13). Test-retest reliability estimates showed a less sta-

ble measure (see table 8.16). Pain rating indexes were highly correlated in all three

stages and moderately correlated with VAS and PPI.

This high correlation between sensory and affective components confirmed earlier

concerns about the two scales being distinct dimensions of pain quality. An EFA

(PCA, oblimin rotation) showed the existence of a single main factor that explained

36.4, 37.7, and 40.2% of total variance (in the three stages), while a 2-factor so-

lution did not produce a meaningful result in terms of separation of descriptors.

The 2-factor CFA model for the 15 descriptors in the present sample (Figure 8.5,
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Figure 8.5: 2-factor CFA model SF-MPQ
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Figure 8.6: 1-factor CFA model SF-MPQ

covariance matrix in Table D.8) presented an acceptable, but not optimal, fit, with

high correlations between the two factors (additional diagnostics suggested cross-

loadings of several items on the opposite scale). A second (1-factor) model (Figure

8.6) showed a comparable fit. Goodness of fit statistics (ML, robust) are presented

for both models in Table 8.18.

However the high correlations between the two subscales in the general sample

might not replicate on specific subsamples (i.e. might depend on other patient char-

acteristics, such as total pain intensity, emotion frequencies, emotion regulation,

acceptance, illness perceptions). Also, previous research has indicated the two sub-

scales are distinct in multiple contexts (Melzack and Katz, 2001). Therefore both

the S-PRI and A-PRI were used in subsequent analyses together with the T-PRI,
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Model 1 Model 2
Statistic Stage 1 Stage 2 Stage 3 Stage 1 Stage 2 Stage 3
S-B χ2 166(89) 177(89) 232(89) 189(90) 216(90) 246(90)
(df) p<.001 p<.001 p<.001 p<.001 p<.001 p<.001
NFI robust .87 .85 .82 .95 .82 .81
NNFI robust .92 .90 .86 .90 .87 .84
CFI robust .93 .92 .88 .92 .88 .97
RMSEA .06 .06 .09 .06 .08 .09
robust (.04-.07) (.05 - .08) .(.07-.10) (.05-.08) (.07 -.09) (.08-.10)
range of .31-.77 .38-.85 .42-.74 .32-.72 .36-.74 .45-.71
item loadings
Subscales .87 .80 .89
correlations

Table 8.18: Goodness of fit statistics for SF-MPQ models

VAS and PPI scores, with particular emphasis on identifying variables that influence

the relationship between S-PRI and A-PRI.

8.9 Chronic Pain Acceptance Questionnaire

CPAQ was developed to measure acceptance in chronic pain sufferers. The de-

velopment and continuous improvement of the questionnaire is described in detail

in Section 3.6. It is now considered that chronic pain acceptance (CPA) “entails

that an individual reduce unsuccessful attempts to avoid or control pain and focus

instead on participation in valued activities and the pursuit of personally relevant

goals” (McCracken et al., 2004b, p. 159). CPA has two components: pain willing-

ness (PW) and activities engagement (AE), with estimates of internal consistency

of .82 (AE), and .78 (PW). No data for the internal consistency of a combined scale,

test-retest reliability and range of loadings were reported. As a test of discriminant

validity, the authors presented regression analyses showing unique contribution to

pain-related functioning (controlling for age, gender, education, pain intensity and

duration). A CFA model of the correlated 2-factor model (Vowles et al., 2008b)

showed acceptable, although suboptimal, fit (χ2/df = 2.2, RMSEA= .06 (.05–.07),

GFI= .89, AGFI= .86, CFI= .90).

However, in my opinion, the present version of CPAQ has two major weaknesses.

First, given the issue of content contamination mentioned in Section 3.6, it is likely

that the selection of the factors based on their relationship with measures of pa-

tient functioning (method applied by McCracken et al., 2004b) leads away from

the efforts to measure the mechanisms of acceptance as described by ACT and

biases the results towards conceptual overlaps with these measures, interpreted as
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clinical utility. These overlaps can lead to confusing results if the instruments are

used in assessing interventions. For example Vowles et al. (2009) reported that

CPAQ scores improved after a CBT intervention. This might not indicate “that

acceptance is a key process by which many therapies work” (as the authors pro-

posed, p. 55), but that CPAQ shows content contamination with outcome measures

(or perhaps the lack of practical distinctions between ACT and CBT, or the fact

that reappraisal leads to acceptance). This example highlights the importance of

concept clarity and distinctiveness (as reflected in measurement tools) for testing

substantive hypotheses.

Second, all items of PW are reverse-scored. They represent strong statements re-

lated to emotional distress, efforts to control pain and related thoughts viewed as

a life priority, even avoidance of activities, which conceptually would belong to the

AE subscale (“I avoid putting myself in situations where my pain might increase”).

AE contains only positive statements of a well-managed life despite pain, includ-

ing acceptance of pain, which should actually measure PW (“It’s ok to experience

pain”). An inspection of items content suggests a second interpretation: the two

factors are (at least partly) an artifact of a strong impact of the method (i.e. word-

ing items in a positive or negative manner). It might be possible that AE and PW

are distinct dimensions of CPA in addition to the differences due to item format.

Indeed, the two subscales differ to a certain degree in their relationship with mea-

sures of functioning (McCracken et al., 2004b), although the analysis supporting

this claim does not control for measurement error, as it relies on multiple regression

equations. Some differences have also been identified in our study, e.g. the higher

correlations between AE and work status, joy, and functional ERSs15; moreover, the

distinction between experience and behaviour is mirrored in the analysis of health

status indicators. Nevertheless, this overlap between content and method poses a

major conceptual and practical problem: it cannot be appreciated to what degree

the differences between PW and AE are due to substantive aspects or differences

in responses to similar issues due to item wording.

The effect of item format is well known in the psychometric literature (Tourangeau

et al., 2000; Podsakoff et al., 2003). The use of both positive and negative wording

has several advantages: prompts respondents to pay more attention to item content,

widens the sampling of the concept’s content domain, counters bias due to acqui-

escence. However, there are associated problems: lower internal consistency, and

15Although BES and REQ might also be influenced by acquiescence bias, as there are no reverse-
coded items included, due to the type of response format, i.e. requesting frequency estimations.
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inadequate solutions if differences in item format are not accounted for (Weijters

et al., 2009). Using CPAQ total scores would be a form of correcting for this bias,

as is using an equal number of positive and negative items. Balanced scales are of-

ten recommended as an adequate method to offset acquiescence bias, although the

assumption that the bias is equal for positive and negative items does not always

hold (Billiet and McClendon, 2000).

The role of item wording in questionnaire development is more clearly explained

in the belief-sampling model of survey response (Tourangeau et al., 2000), which

stipulates four sets of cognitive processes that respondents perform in these situ-

ations: comprehension of the particular question, retrieval of relevant information

from memory, judgement (integration of information) and response (mapping the

judgement on the response format and editing it according to additional criteria).

In this framework, item wording (as part of the broader item context) particularly

influences the type of information accessible during survey responding, which deter-

mines the specific beliefs the respondent samples in answering a particular question

(Weijters et al., 2009).

In contrast to CFA, where substantive and method-related common sources of item

variance can be specified a priori16, EFA cannot distinguish between these two and

may therefore lead to biased solutions. The situation where EFA indicates two

separate factors for positively and negatively worded items is rather frequent in

the psychometric literature and inevitably leads to a concern about whether the

factors are substantive or artefactual (Marsh, 1996, p. 810). Ideally, items intended

to describe each of the hypothesised CPA components (or processes) should be

balanced (similar number of reversed and nonreversed items). In this situation,

the use of SEM (in this case CFA) allows for modeling of method biases related

to acquiescence (Billiet and McClendon, 2000). Unfortunately when method and

content based relations overlap, no modeling strategy is able to disentangle the two

influences upon responses. However, the alternative hypothesis of a 1-factor model

with correlated errors between items of similar format can be tested (Marsh, 1996).

Given the considerations above, it is very likely that the responses to CPAQ are

influenced by item format especially due to the paradoxical nature of pain. Applying

the belief-sampling model, lower correlations between reversed and non-reversed

items are due to the respondents accessing contradictory beliefs. Acceptance is by

design a paradoxical concept, as extensively discussed in Section 3.4. It is easily

16Although model identification is a concern in certain conditions.
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imaginable that a person in pain endorses both statements referring to trying to

lead a satisfying life and statements describing pain as a priority: they simply access

opposite beliefs as prompted by consecutive reversed and non-reversed items.

These two major limitations have not been addressed until now, even if the psycho-

metric properties of the CPAQ have been a subject of controversy recently. Nicholas

and Asghari (2006) reanalysed the factorial structure of CPAQ via EFA (PCA) and

identified 5 factors: the first almost overlapping with AE, factors 2 to 4 represent-

ing largely unrelated groups of PW items, and the fifth being a single-item factor

representing one AE item with ambiguous wording. Another critique refers to not

controlling for catastrophizing, fear-avoidance beliefs and self-efficacy beliefs which,

when entered in the multiple regression analyses, decrease the predictive power of

PW and AE below the level of significance, with the exception of AE in relation to

depression. In their opinion, a remedy would be the use of multiple instruments to

measure the different components of acceptance. This critique suffers from the same

weaknesses. First, without considering item format, an EFA can produce mislead-

ing results. Second, unless the problem is addressed via an adequate longitudinal

analysis, it will always be possible to reword this argument as ‘which concept has

the most substantial content overlap with measures of functioning?’. Their study

was also criticised (McCracken et al., 2007b) for relying on EFA rather than CFA,

not considering the improved predictive power of the total CPA score compared

with AE or PW alone and ignoring the broader theoretical framework that guided

the initial research17. A recent CFA analysis of the CPAQ in a Swedish version

(Wicksell et al., 2008b) reported confirmation of the 2-factor model (even if the χ2

test showed significant differences between the model implied covariances and the

data), without considering the impact of item format.

A more recent study by Vowles et al. (2008b) provided relevant information for un-

derstanding the potential influence of method bias. The authors analysed the CPAQ

via EFA, CFA and cluster analysis. Using a combination of criteria (eigenvalues,

percentage of variance accounted, deviation from simple structure of the resulting

solutions), they compared factor solutions from 5 to 2 factors and selected the 2-

factor solution which confirmed the previous division into PW and AE subscales.

CFA models were tested on a new sample. Although indices of fit were within the

17They responded by stating that CFA was considered premature given the contradictory re-
sults of the EFA and that their main argument against CPAQ variables remains their decreased
association with outcome measures when controlling for other relevant concepts.



8.9. CHRONIC PAIN ACCEPTANCE QUESTIONNAIRE 287

commonly used guidelines, none of the models18 had optimal model fit based on

the χ2 test19. As discussed above, a CFA model that specifies both method and

substantive factors is impossible as long as there is a perfect overlap.

The cluster analyses in Vowles et al.’s (2008b) study reached a 3-cluster solution,

which was replicated in our study (see Section 7.6.1). Due to the low distinctiveness

and stability of the clusters, I will adopt a more conservative view of considering

the 3 groups as a way of dissecting the data, rather than an indicator of the exis-

tence of discrete categories. The groups (high AE and PW, low AE and PW, and

discrepant, i.e. low PW and high AE) differed on nine measures of functioning, with

the discrepant group falling in between the low and high acceptance groups. The

authors interpreted these data as indicative of the usefulness of the two scales, but

an alternative interpretation in light of the possible method bias is that the three

groups represented different response patterns to CPAQ depending on the severity

of their pain. The high acceptance group described persons whose pain severity was

low, therefore they endorsed most statements in the direction of functionality, irre-

spective of item format. The low acceptance group included persons whose levels of

pain affected their lives to such an extent that they endorsed most items in the di-

rection of disability, again irrespective of item format. The middle group were those

for whom pain was of medium severity (or maybe fluctuating) and therefore they

endorsed both types of statements. Thus, the third group participated more to the

overall distinction between these two factors 20. Applying the belief-sampling model

(Tourangeau et al., 2000), it is easily conceivable that a person with medium pain

intensity would be more able to access opposite beliefs regarding their approach to

pain, as they have stored in their episodic memory a balanced sample of situations

where pain can be overwhelming or more easily ignorable21.

Due to the two issues described above (content contamination with measures of

patient functioning and method-content overlap in items), I would argue that the

CPAQ needs further improvement in order to be able to support further research

on CPA. Most importantly for the present study, a thorough analysis of the ques-

tionnaire is imperative.

18An initial 2-factor model, one model modification based on modification indices, another
eliminating 2 items with low loadings and one 4-factor model.

19For a summary of the recent debate regarding χ2 and fit indices see Appendix B.
20In this context, it is notable that there was no group of patients that reported high PW with

low AE.
21Indeed, this method bias can be moderated by other variables, also depending on the substan-

tive content of the items. For example, in items measuring self-esteem, the size of the negative-item
effect varies with age and verbal ability (Marsh, 1996).
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Item no. 1 2 3 4 5 6 7

stage 1
3.96 3.21 2.34 3.75 2.20 2.85 3.80
(1.62) (1.56) (1.52) (1.63) (1.80) (1.71) (1.57)

stage 2
4.15 3.35 2.68 3.64 2.32 2.88 3.48
(1.45) (1.51) (1.67) (1.68) (1.69) (1.81) (1.52)

stage 3
4.11 3.44 2.65 3.33 2.45 3.05 3.321
(1.51) (1.56) (1.64) (1.71) (1.65) (1.86) (1.56)

Item no. 8 9 10 11 12 13 14

stage 1
3.20 2.66 2.32 2.74 3.38 4.01 3.75
(1.87) (1.84) (1.70) (1.67) (1.59) (1.61) (1.67)

stage 2
3.05 2.76 2.76 2.46 3.45 3.97 3.54
(1.87) (1.95) (1.70) (1.64) (1.59) (1.53) (1.75)

stage 3
3.23 2.91 2.51 2.29 3.50 3.87 3.43
(1.82) (1.90) (1.64) (1.61) (1.65) (1.60) (1.76)

Item no. 15 16 17 18 19 20 total

stage 1
3.29 3.30 4.00 3.29 2.57 4.67 2.63
(1.63) (1.73) (1.62) (1.79) (1.63) (1.40) (.94)

stage 2
3.25 3.01 3.92 3.02 2.79 4.50 2.77
(1.70) (1.78) (1.61) (1.80) (1.66) (1.44) (1.00)

stage 3
3.46 3.14 3.99 3.00 3.97 4.43 2.87
(1.60) (1.74) (1.59) (1.77) (1.60) (1.46) (1.00)

Table 8.19: Means (and standard deviations) for CPAQ items and total score (pos-
sible range 1-7)

In the present sample, item distributions were only moderately skewed, indicating

a good capacity to discriminate, with the exception of item 1 and 20 (most respon-

dents reported that they get on with the business of living despite their pain, and

struggle when they are in pain). The means and standard deviations are provided

in Table 8.19. The subscales and total score distributions were normal. Internal

consistency was .90 − .91, and test-retest reliability was .81 − .87 for the 4 month

intervals and .79 in 8 months.

EFA (PCA, oblimin rotation) indicated a similar solution to Vowles et al. (2008b):

4 factors with eigenvalues above 1 explaining 34–38%, 10–14%, 6–7% and 5% of the

total variance (in all three stages). A 2-factor solution showed the expected loadings

on the two factors. However given that the first factor explains a substantially

bigger percentage of variance and that the second factor contains the reversed items,

an alternative conclusion could be that the most adequate solution is a 1-factor

structure, even if the remaining unexplained variance suggests that the items reflect

additional phenomena (including the influence of the method, as detailed above).

The 2-factor CFA model in the present sample (Figure 8.7) showed an acceptable,

yet suboptimal fit, and so did a 1-factor model with specification of method bias

(correlated covariances between reversed items, as modeled in Marsh, 1996; Figure
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Figure 8.7: 2-factor CFA model CPAQ
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Figure 8.8: 1-factor CFA model CPAQ

8.8). Goodness of fit statistics are presented in Table 8.20 (covariance matrix in

Table D.9). The comparable fit of both models suggested that both models are

equally plausible (supporting the alternative interpretation of the two subscales as

method artifact), although the lack of perfect fit together with the additional diag-

nostics (LM test suggesting cross-loadings of several items on the opposite scales)

indicated that the data possibly have a different unknown structure. This reflects

the theoretical difficulties with defining CPA (discussed in Chapter 3).
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Model 1 Model 2
Statistic Stage 1 Stage 2 Stage 3 Stage 1 Stage 2 Stage 3
S-B χ2 392.35 314.07 358 298.67 221.92 266.34
(df) (169) (169) (169) (134) (134) (134)
NFI robust .81 .82 .81 .85 .87 .86
NNFI robust .87 .90 .88 .87 .92 .89
CFI robust .88 .91 .89 .91 .94 .92
RMSEA .07 .06 .07 .07 .05 .07
robust (.06-.08) (.05-.07) (.06-.08) (.06-.08) (.04-.07) (.06-.08)
range of .39-.89 .41-.89 .40-.90 .06-.86 .17-.88 .09-.90
item loadings

Table 8.20: Goodness of fit statistics for CPAQ models. Model 1 - 2 factors, Model
2 - one factor with method bias specifications. All χ2 tests significant (p< .001).

In conclusion, due to the overlap between method effects and possible substantive

differences between the two subscales and their low distinctiveness and stability, a

more cautious approach was adopted. Both subscale and total scores were analysed,

with particular interest in the substantive differences between AE and PW.

8.10 Sickness Impact Profile Roland-Morris

SIP-RM is a short measure of pain-related physical disability first developed for use

in low back pain (Roland and Morris, 1983), based on the longer SIP (briefly de-

scribed in Chapter 2). The authors reported good short-term test-retest reliability

(r = .91), more sensitivity compared to doctor ratings of physical signs and sig-

nificant associations with several clinical features recorded on patient examination.

Deyo (1986) reported high correlations with the original SIP Physical Disability

subscale (r = .89), good test-retest reliability in a 3-week period (r = .83 for pa-

tients with no clinical change and r = .76 for patients with modest improvement),

medium correlations to clinical measures of disability (spine flexion, pain severity,

straight leg raising; r = .28− .42), and sensitivity to clinical change. Jensen et al.

(1992) applied SIP-RM (excluding the last item on pain duration) on patients with

and without low back pain and concluded that its stability, its degree of association

to SIP and other related clinical measures, and its sensitivity to change are not

influenced by the presence of low back pain. Therefore they recommended the use

of SIP-RM for other pain sites as well, although they advised replication on other

patient samples. Stroud et al. (2004) developed an 11-item short form based on an

IRT analysis of a heterogeneous sample of chronic pain sufferers, the new measure

showing similarly sized associations with measures of depression and pain intensity.
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Stage
Item 1 2 3
1. stay at home most of the time 45 41 38
2. change position frequently 89 86 87
3. walk more slowly 77 75 71
4. not doing any of the jobs that I usually do 47 41 36
5. use a handrail to get upstairs 53 53 56
6. lie down to rest more often 62 56 56
7. difficulty getting out of an easy chair 53 50 48
8. try to get other people to do things for me 37 35 32
9. get dressed more slowly 62 57 52
10. only stand up for short periods of time 63 59 58
11. try not to bend or kneel down 62 59 56
12. difficult to get out of a chair 49 48 44
13. difficult to turn over in bed 62 56 55
14. appetite is not very good 34 32 31
15. trouble putting on my socks 56 53 51
16. only walk short distances 68 66 59
17. sleep less well 83 77 75
18. get dressed with help from someone else 19 14 17
19. sit down for most of the day 29 31 28
20. avoid heavy jobs around the house 79 71 75
21. more irritable and bad tempered 50 45 42
22. go upstairs more slowly 62 61 57
23. stay in bed most of the time 10 11 7
24. in pain almost all of the time 85 79 80

Table 8.21: Percentages of reported pain-related disability in the three stages

In the present sample, items proved to cover a wide range of disability levels, as

shown in percentages of item endorsement in Table 8.21. The measure showed good

internal consistency (Cronbach α = .89− .90, item-total correlations .30− .70) and

stability (r = .83 − .86). Total scores covered the whole range and show normal

distribution (mean= 12− 13, SD= 6, possible range 0-24).

The authors did not discuss scale unidimensionality as support for validity, although

it could be argued that the suitability of a total score would be supported by this

property. A 1-factor CFA with more than 20 binary variables would require a larger

sample size (Bentler, 2004, p. 70), and led to problems with matrix imputation

in the present sample. Considering the items as reflecting a continuous normal

distribution led to suboptimal GOF indices for a 1-factor model (e.g. Sattora-Bentler

χ2(252) = 594 p < .001, CFI= .81, NFI= .72, NNFI= .79, RMSEA= .07(.06− .08),

range of item loadings .27 − .70 for stage 1), although lack of fit might be due to

not accounting for the categorical status of the variables. Selecting half the items

for a 1-factor CFA with specification of categorical status led to similar lack of fit

(e.g. Sattora-Bentler χ2(54) = 558 p < .001, CFI= .84, NFI= .81, NNFI= .80,
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RMSEA= .12(.10 − .13), range of item loadings .32 − .87 for stage 1), suggesting

lack of unidimensionality for the selected items.

The existing support for the validity and reliability of the scale can be considered

sufficient given no additional requirements for validity stipulated by the theory.

Therefore the measure was considered adequate, despite limited face validity for

particular items (such as ‘using a handrail to get upstairs’ for respondents that do

not live in environments with multiple storeys, which several participants noted).

The comparative use of selected items and total scores in structural models is how-

ever recommended given the likely heterogeneity of the questionnaire items.

8.11 Brief Illness Perception Questionnaire

The BIPQ assesses 9 categories of cognitive and emotional representations of illness

(chronic pain) by single items: consequences, timeline, personal control, treatment

control, identity, concern, understanding, emotional response, causation (Broad-

bent et al., 2006b). It was developed as a shorter version of the Revised Illness

Perception Questionnaire (IPQ-R; Moss-Morris et al., 2002), for application in sit-

uations that prohibit the use of a long (80 item) version, such as multi-measure,

population-based or repeated-measures studies. The psychometric properties of the

BIPQ were assessed on samples of patients with myocardial infarction, renal dis-

ease, type-2 diabetes, asthma, minor illnesses and chest pain prior to diagnosis.

The authors reported good test-retest reliability (on the renal disease sample; see

Table 8.23), and moderate to good correlations with corresponding subscales of

IPQ-R (Pearson’s r = .32− .63). Items were further validated by associations with

self-efficacy (only for personal control), metabolic control in diabetes, and asthma

morbidity and beliefs about medication. The predictive validity was supported by

associations with key outcomes following myocardial infarction (attendance of reha-

bilitation classes, return to work, cardiac anxiety, quality of life). The discriminant

validity was supported by significant differences in responses to items between the

samples assessed (Broadbent et al., 2006b). The causal attributions item was val-

idated by the similarity of factors identified with causes identified by IPQ-R. The

data (means and SDs were reported) showed rather skewed distributions for some

items in some patient groups, which indicated that these items might discriminate

less well within particular illness categories (e.g., the mean timeline perception in di-

abetes patients is understandably 9.2, while concern perceptions for minor illnesses

are on average 2.5, for an 11-point scale). BIPQ has had a limited application in
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items
stage 1 2 3 4 5 6 7 8
1 7.6 9.0 4.4 5.3 7.6 7.5 7.2 7.2

(2.0) (1.6) (2.6) (2.7) (2.0) (2.4) (2.6) (2.4)
2 7.1 8.9 4.8 5.2 7.4 7.0 7.0 6.8

(2.2) (1.7) (2.5) (2.5) (2.0) (2.6) (2.4) (2.5)
3 7.0 8.9 5.1 5.5 7.4 6.8 7.4 6.7

(2.3) (1.8) (2.5) (2.6) (2.0) (2.5) (2.4) (2.5)

Table 8.22: Means (and standard deviations) for BIPQ items (possible range 0-10)

chronic pain research to this date: a group of patients with chest pain in Broadbent

et al. (2006b), and two migraine groups (French version) in Radat et al. (2009).

In the present sample, with the exception of personal and treatment control, all

items were negatively skewed, especially those referring to timeline. Around 60% of

respondents considered, probably with good reason, that their pain will last forever,

and most of them were significantly affected by their condition, experienced many

symptoms, were very concerned, understood rather clearly their condition and were

rather affected emotionally. The distributions of the items raise questions regarding

their capacity to discriminate between the respondents in this sample (descriptive

statistics are presented in Table 8.22).

Stability estimates are presented in Table 8.23, in comparison to estimates in the

original study by Broadbent et al. (2006b). It can be noted that the stability of

BIPQ items in the chronic pain samples and for intervals between 4 and 8 months

were obviously reduced in comparison to the estimates on shorter intervals in pa-

tients with renal disease. They were also overall lower than the 3-week test-retest

reliability for the equivalent scales of IPQ-R in a rheumatoid arthritis sample, as

reported in Moss-Morris et al. (2002). As seen in Chapter 7, the low stability is

not due to substantial change trends, but rather to fluctuations from the individual

trajectories, partly related to the substantive associations between IPs and emo-

tions, acceptance and health status. Other causes might be a lower reliability in

our sample due to respondent burden (BIPQ was presented last) or a genuine lack

of stability of illness perceptions at such intervals22.

The open-ended responses of the causality item were grouped in categories relevant

to the illness studied. The great majority of causal attributions were similar in

all three stages, therefore only one coding was performed for all. Categories were

22As detailed in Chapter 5, the SRM predicts fluctuations in IPs, as the individual continuously
reappraises the condition in light of the coping strategies outcomes and environment changes.
However, the extent of these fluctuations in chronic and acute conditions is not specified.
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stages Broadbent et al. (2006b)
items 1-2 2-3 1-3 3 weeks 6 weeks
1 consequences .61** .61** .63** .70** .71**
2 timeline .49** .56** .49** .67** .73**
3 personal control .35** .29** .34** .63** .42**
4 treatment control .38** .33** .22** .55** .70**
5 identity .45** .47** .43** .65** .75**
6 concern .52** .57** .53** .66** .66**
7 understanding .43** .48** .43** .48** .61**
8 emotional response .52** .57** .54** .65** .72**

Table 8.23: Stability estimates for the BIPQ ordinal items (Kendall τ in present
study, Pearson’s r in Broadbent et al., 2006b)

developed based on the IPQ-R classification (Moss-Morris et al., 2002). The im-

munity category was excluded, and two more categories were included: unknown

cause, and medical attributions (anatomical/ physiological descriptions, comorbid

conditions, and ‘wear and tear’, an explanation often given in medical contexts for

chronic pain, especially due to osteoarthritis). It is important to note that medical

attributions are not causes per se, only labels; nevertheless, the existence of such

a diagnosis-related explanation may have an important impact on the sufferer’s

life. In the chronic pain context, the word ‘cause’ can also be interpreted as ‘pain

trigger’ (e.g. ‘it hurts when standing’) or ‘pain location’ (e.g. ‘my legs hurt’), but

these meanings are not intended by the question. The few responses that implied

such an interpretation and some unclear responses (e.g. ‘stupidity’, ‘daily living’)

were considered missing data. Responses which would fit in more categories were

included in all (e.g. obesity, alcoholism, anorexia were considered both comorbid

conditions and behaviourally determined conditions). Only 11 participants (4%)

did not respond to this question in any stage.

Percentages of occurrence are presented in Table 8.24. Most frequent causal attri-

butions were related to medical treatment, the respondent’s own behaviours, and a

specific external event such as accident, injury, assault. It is notable that medical

attributions were used by more than half of the respondents, and very few stated un-

known causes. Most respondents (78%) stated up to 3 causal attributions, and 72%

used more than 1 of the broad categories. Cause variables with higher frequencies

were further analysed on their own, as were the broader categories.

The analysis of the BIPQ structure was performed as part of the main analysis in

Chapter 7.
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Category Subcategory Examples %
Psychological attri-
butions

44.4

Stress/ worry/ emo-
tions

anxiety/worry, stress, emotional state,
depression, sadness

13.5

Family / social con-
flict

childhood abuse, stress over family wor-
ries, up-bringing

5.8

Own behaviour bad posture, don’t get my base lev-
els right, excess weight, careless life
style/work practices, diet, too much
sport, overdoing

36.7

Risk factors 53.7
Heredity genetic predisposition to arthritis 5.8
Poor medical care/
medical intervention

failed surgery, long waiting times, or-
thotics caused phlebitis and nerve pain,
crap doctors

39.4

Age getting older, old age 5.8
Height/ Weight excess weight, my size (small) 5.8

External events/
conditions

52.5

Chance unlucky, bad luck 3.5
Accident/ injury/
assault

whiplash, someone stuck a knife in my
face, previous accidents

34.4

Pregnancy pregnancy, childbirth 3.5
Working conditions working in the fields when young, injury

at work, my job
21.6

Unknown no idea, nobody has explained the reason
for the pain, don’t know, never been told

9.3

Medical attribu-
tions

59.8

Anatomical/ physi-
ological descriptions

prolapsed disc, hip fracture, narrowing of
spinal canal, chronic inflammation, nerve
damage, slipped disc, trapped nerve

36.3

Diagnoses/ comor-
bid conditions

spina bifida occulta, arthritis, illness, am-
putation, osteoporosis, chronic fatigue
syndrome, fibromyalgia

33.6

‘Wear and tear’ wear+tear 6.9

Table 8.24: Percentages of causal attributions
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8.12 Health care visits, medication and self-help variables

The selection of the categories used to assess health care use was made following

a description of a set of questions with a similar purpose in a study of the impact

of individual and social factors on health care seeking, self care and medication

(Andersson et al., 1999). Percentages of reported health care utilisation in the

present sample (irrespective of frequency) are shown in Table 8.2523.

Unfortunately, the medication categories used in the present study proved to be

rather technical, unclear, and incomplete. They did not contain examples (such as

brand names), used generic terms (such as ‘hypnotics’ which includes opioids, ben-

zodiazepines, etc.), and did not include antidepressants (such as imipramine and

amitriptyline) and GABA analogues (such as gabapentin and pregabalin) which

are increasingly prescribed in various chronic pain conditions. The difficulty of

responding to these questions was apparent in response patterns (most responses

were within the ‘combined analgesics’ category, which might have been interpreted

as a generic ‘pain relief’ category) and respondent comments about not knowing

which categories their medication belonged to. As no direct access to the original

questionnaire format was available at the time of study design and the description

available was very brief, the original study might have worded the questions differ-

ently to ensure reliability. Therefore the data regarding medication categories per

se were considered unreliable and were not used in further analyses. No difficulties

were noticed in responding to questions on health care visits and self-help.

Although the analysis of general groups of health care visits, medication and self-

help were reported in the study by Andersson et al. (1999), the method of computing

general scores was not described. Sums or means of the item values do not lead

to meaningful scores, as percentages of overall reporting and patterns-of-use fre-

quencies differ between health care categories. Therefore, decisions needed to be

informed by the analysis of the descriptive statistics.

For medication, the great majority stated they were taking their selected type of

medication daily or several times a day. Thus, the medication schedule might de-

pend more on the doctor’s prescription rather than the patient. Since there was

23Examples of most frequently reported other therapies were aromatherapy, massage, reflexol-
ogy, psychology/counselling, osteopathy and visits to a pain clinic consultant. Other medications
frequently specified were: amitryptiline, imipramine, lidocaine patches, gabapentin, pregabalin,
tramadol. Other self-help methods included: use of TENS equipment, use of ice packs, baths,
massage, meditation, relaxation, distraction, yoga, physiotherapist-recommended exercises.
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stage
type 1 2 3

visits

GP 74 69 64
emergency 11 9 12
hospital 13 13 10
physiotherapist 26 24 21
acupuncturist 12 10 13
chiropractor 8 6 6
homeopathist 5 4 4
naturopathy 4 2 2
other therapist 20 18 19

medication

Aspirin / paracetamol 54 58 56
Combined analgesics 60 58 63
Combined muscle relaxants 29 33 31
Tranquilisers/sedatives 28 27 26
Hypnotics 8 8 9
Ointments 26 30 35
Natural medicines 19 20 16
Other 1 20 18 18
Other 2 6 8 6
Other 3 2 1 1

Self-help

Use heat 56 58 58
Rest 90 89 91
Physical activity 64 69 70
Other 1 29 29 23
Other 2 8 5 7
Other 3 3 2 1

Table 8.25: Percentages of reported health care use in the three stages

little variation in this respect, dichotomous variables would be more suitable to rep-

resent individual categories and the total number of categories selected (including

‘other’) would differentiate relatively reliably between low and more intense medica-

tion use. Still, the possibility that some might take more medicines from the same

category and the fact that different categories don’t have equivalent therapeutic

effects lower the reliability of a total number of categories chosen as an indicator of

medication use. To improve distribution properties of medication use, the use of 5

or more types of medication was considered a single ordinal level24 (resulting per-

centages are presented in Table 8.26). As perfect stability is not to be expected for

medication use in intervals of 4 and 8 months due to possible changes in the med-

ication regimen, the relatively high correlations between the number of categories

selected in the three stages (Table 8.28) was considered as indicating acceptable

test-retest reliability.

Concerning health care visits, a certain degree of variation in responses existed only

in the frequency of visits to GP, which was the most reported type of visit (Table

24The transformed variables were used only for analyses which assume normality.
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Stages
No. categories 1 2 3
0 6.0 5.8 5.2
1 20.0 16.4 18.5
2 29.4 25.7 28.0
3 20.0 30.1 23.7
4 14.7 11.5 14.2
≥5 9.8 10.6 10.4

Table 8.26: Percentages of degree of medication use in the three stages

8.25). This variable was dichotomised in a ‘never or once’ category (44–55%) and a

‘2 times or more’ category. The other types of visits were more related to specialist

treatment, conventional or complementary, therefore were considered as belonging

to a single distinct category25. These variables were characterised by stable fre-

quency patterns (for example, physiotherapy involved usually 2 to 5 visits in 3

months, while a visit to the emergency service was a single event) and thus were

better represented by dichotomised variables. Given the low percentages of occur-

rence, these types of visits were added to compute the total ‘number of specialist

treatments used’. Results showed that 41–45% of the respondents did not visit any

specialist in the last 3 months, 33–35% visited only one type of specialist, the rest

have visited more (only between 3–4% contacted 4 to 6 types of therapists). Thus,

this variable was transformed in a 3-categories ordinal variable (‘no treatment’, ‘one

type of treatment’, ‘two or more types of treatment’) to best represent the degree

of professional help use. Stability estimates for visits to GP and professional help

use are presented in Table 8.28.

Among the self-help methods, 90% of the respondents used rest to ease their pain,

therefore this variable did not differentiate and was not considered further. There

was more variation in the frequency with which people used heat and physical

activity, however the highest percentage reported daily use (29–35% and 33–34%,

respectively). For consistency, the same method of computing a global self-help

score was applied here, resulting in a 4-level variable (Table 8.27). It is important

however to note the limited reliability of this proxy of self-help use: there were

few categories offered, and relying on other examples from respondents probably

underestimated the number of methods they actually used. Still, to the extent

that respondents that were preoccupied with using self-help tended to report more

25It must be noted that in the NHS Pain Centers the distinction between conventional and
complementary is less clear-cut, as acupuncture and aromatherapy for example are practised
within the multidisciplinary pain management service.
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Stages
No. categories 1 2 3
0 16.2 11.9 13.7
1 30.9 31.4 29.4
2 35.8 42.0 45.0
≥3 17.0 14.6 11.8

Table 8.27: Percentages of degree of self-help use in the three stages

number of Stages
Variable levels 1 to 2 2 to 3 1 to 3
Visits to GPa 2 .42** .46** .37**
Professional help useb 3 .38** .44** .40**
Medication useb 6 .55** .60** .55**
self-help useb 4 .51** .51** .50**

Table 8.28: Stability estimates for health care use variables (a = Pearson’s r, b =
Spearman’s ρ)

examples, this variable is acceptable as a proxy. Stability estimates for self-help use

are presented in Table 8.28.

8.13 Conclusion of the psychometric analysis

The development of substantive theories is best undertaken in coordination with

the development of related instruments; results of a substantive study, whether

confirming predictions or not, should be assessed from the perspective of both the

theoretical statements and measurement issues and lead to improvements in one

or both of them (Nunnally and Bernstein, 1994, p. 107). This approach has been

adopted in this study, and the present chapter has shown both the strengths and

limitations of the instruments used, to better assess the accuracy of the inferences

at the level of the substantive theories compared in Chapter 7.
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Chapter 9

Discussion and conclusions

The present thesis focused on building an integrative account of behaviour, emotion

and cognition in chronic pain. This effort requires a thorough examination of the

existing theories and the alternative frameworks that have the potential to accom-

modate multiple aspects of the phenomenon. An important concern is avoiding a

simplistic overview, which would lose the power to explain such a complex reality.

The theoretical chapters (2 to 6) have therefore attempted to present a detailed

picture of the efforts to understand the psychological aspects of living with chronic

pain and have proposed that further research can benefit from being formulated

and interpreted within the Cognitive-Affective Model of the Interruptive Function

of Pain, and the wider framework of the Self-Regulatory Model. Many specific

research questions can be formulated within these larger frameworks, and some of

them were pursued empirically in the present study, as described in Chapter 7.

The present chapter attempts to bring together theory and empirical findings into

an integrative view of the psychological aspects of chronic pain adjustment. First,

the empirical results are interpreted within the theoretical perspectives that gener-

ated the associated hypotheses and exploratory goals. This interpretation is next

summarised in a brief overview of the main findings. The present study is then

critiqued considering both its strengths and limitations, which inform potential

trajectories for future research. Finally, a brief summary of the main conclusions is

presented.

9.1 Discussion and interpretation of the empirical results

Our longitudinal study of chronic pain adjustment has covered many substantive

and measurement issues. The four areas of interest (acceptance, emotions, illness
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perceptions, health status) were first examined separately, to test hypotheses re-

lated to each substantive theory. A next step towards theoretical integration was

the study of each diadic relationship, followed by a comparative analysis of the psy-

chological aspects in relation to health status. A further step was the exploration

of time-related trends and fluctuations in all four areas, both at the intra- and in-

terindividual levels. The identification of wide areas of overlap between concepts

led to the exploratory investigation of intra- and interindividual differences in the

strength of association between different aspects of self-reported pain experience;

these differences were interpreted from the perspective of the proposed concept of

“discrimination ability”. In addition to these substantive analyses, a detailed psy-

chometric analysis of the questionnaires used was performed in order to ascertain

the degree to which the substantive inferences are supported by the reliability and

validity of the measurement components. The sections below briefly discuss each

of these empirical results.

9.1.1 Separate examination of the four areas

Chronic pain acceptance and psychological flexibility

One important question recently examined in relation to CPA is whether the re-

sponses would be better characterised by a categorical approach (distinct patient

groups) rather than a dimensional one (scores on continuous variables). Cluster

analyses were therefore performed in the present study following Vowles et al.’s

(2008b) procedures and reached a comparable 3-cluster solution (k-means): high

acceptance, low acceptance and discordant (activities engagement scores higher

than pain willingness) groups, with significant differences in gender, education,

presence and severity of comorbid conditions, vocational status, presence of depres-

sion, number of GP visits, pain intensity (VAS, PPI, T-PRI), pain related disability

(RM-SIP), and medication use. However, the hierarchical cluster analyses did not

suggest clearly distinct patient groups. Moreover, the clusters did not show sta-

bility in time, contrasting with the stability of the continuous scores, indicating a

sizeable fluctuation of the solution given by the aggregation algorithm based on

slight variations in the data.

Our results indicate that differences in CPA are better described as differences ‘of

degree’ rather than ‘of kind’, to paraphrase Meehl (1992, p. 121). However, the

use of data dissection in relation to CPA might also have its place in chronic pain

assessment and research, as long as it is acknowledged that the categorisation is
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based on relative cut-offs and that membership in one of the categories may be

a temporary characteristic. The present analysis certainly does not offer a final

response, as many other statistical procedures are available to answer the question

of whether acceptance is more adequately described as a category or a continuum,

and results need replication of different data sets and alternative measures.

The distinction between taxa and continua is particularly important in clinical

psychology. If a trait reflects a latent continuum, locating individual scores on

continuous variables and describing changes as small increments determined by a

combination of additive changes is appropriate, while if it reflects latent categories,

assigning individuals to the appropriate category by means of cluster analysis or

other statistical methods and explaining causation in terms of single dichotomous

factors might be more adequate (Haslam and Kim, 2002). The use of taxonomic

analyses in chronic pain research has a long history, from initial attempts to identify

patient groups based on psychosocial characteristics measured by WHYMPI (Rudy

et al., 1989; Turk and Rudy, 1988), to recent studies that use taxometric techniques

to study the relations between patients characteristics (e.g. pain intensity, pain in-

terference and depression; Wilson et al., 2005), to identify distinct profiles related to

the patients’ readiness to adopt a self-management approach (Kerns et al., 2005), or

in investigating the taxonicity of specific concepts, such as fear of pain (Asmundson

et al., 2007). The issue of patient classification still awaits a comprehensive ap-

proach that would take full advantage of the various statistical methods available.

Developing tailored pain management programmes for distinct groups would need

to be based on their stability and distinctiveness, for which limited support exists

as yet.

Another important question for the ACT model itself is whether CPA and PF are

the same or different concepts. As discussed in Chapter 3, PF is described in ACT

theory as a phenomenon that characterised the individual’s attitude to internal

events in general (feelings, thoughts, sensations). Also, illness specific acceptance

measures have been developed starting from the initial item pool of the AAQ. Thus,

it can be hypothesised that CPA is actually equivalent to general PF in the specific

context of chronic pain, which would reflect in high correlations between the total

scores of the two measures1.

1Although an exact cut-off value for discriminant validity is not commonly agreed, Tabachnick
and Fidell (2001, p. 84) state that variables with r > .70 are potentially redundant (except in
repeated measures or structure designs) and weaken the analysis as they inflate the size of error
terms, while variables with r > .90 cause multicollinearity and singularity and lead to statistical
problems with matrix inversion.
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On the other hand, ACT theory stipulates differences in how the six core processes

apply to separate content domains in individual cases. For example, values can

be applied differently in domains of living such as family, work, education and so

on. Individuals may rate some domains as more important or rate living their

life more in tune with their values in these domains, while other categories of life

experiences might be less important or harbouring conflicts of values. Therefore, it

can be hypothesised that accepting chronic pain is distinct from adopting a flexible

attitude towards other mental content. In this situation, some individuals might

be accepting of their pain, but not of other issues in their life, or viceversa, which

would reflect in lower correlations between total scores.

The correlational analyses of total scores indicated substantial differences between

the two concepts, and cross-lagged longitudinal path analyses indicated an asym-

metric relationship in which only general PF scores are influenced by prior CPA

scores. However accounting for measurement error (via both correction for atten-

uation and SEM) led to higher stability estimates which suggested no longitudinal

change. Cross-sectional SEMs with selected items suggested a possible lack of dis-

tinctiveness between CPA and PF.

It is important to interpret these contradictory results from the perspective of ACT

theory. The results based on the total scores and the cross-lag panel model would

suggest that only CPA has a causal influence on later psychological flexibility in

other domains of the patient’s life. Therefore, pain management interventions would

possibly need to focus on changing the patient’s attitude towards pain, and expect

changes in other domains as well, as the patient generalises the principles of accep-

tance to other situations.

However this conclusion would be premature, given the still early stages of theory

development and the methodological issues involved. AAQ has lower internal con-

sistency compared to CPAQ (given the broader definition of PF), and this leads

to lower stability as well; one of the drawbacks of cross-lagged panel models is

that concepts “that are measured unreliably will [. . . ], when modelled as effects,

likely appear to be influenced by more variables than actually influence them”

(Maruyama, 1998, p. 115). Thus, the pattern identified at a total score level is

likely to be a method artifact. The item-level SEMs indicate a more substantial

overlap between CPA and PF to the extent that the boundaries between the two

concepts are blurred both from the point of view of manifest indicators and exter-

nal influences. These results would recommend a more integrated approach to pain

management, in which issues of general flexibility would be addressed. This second
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approach also has drawbacks, such as the limited representation of the content areas

of both concepts by the items selected2.

Given the theoretical difficulties of defining the concepts (detailed in Chapter 3)

and the limitations of the current measures (examined in Chapter 8), these results

are far from conclusive. In summary, the research findings in relation to acceptance

reflect a psychological characteristic possibly better described in terms of a con-

tinuum and describing the sufferer’s attitude not only towards pain, but towards

various other life domains. The difficulties of delimiting the content area in a single

unidimensional construct are apparent in this analysis as well as in the psychometric

analysis of the CPAQ in Chapter 8. They reflect the still incipient stage of theory

development in ACT and justify further substantive and psychometric research.

These conclusions, as well as the interpretation of the results concerning acceptance

discussed in the next sections, are however relying on realist assumptions as dictated

by the statistical methods applied and have limited consequences in the application

of ACT within a functional contextualist framework, or at the level of individual

or therapeutic models of pain management.

Emotions and emotion regulation strategies

The relationship between basic emotions and emotion regulation strategies (ERSs)

in chronic pain patients has not yet been specifically described in the literature,

given the recent development of the categorisation selected for this study (based

on criteria of functionality and resource type). However the general literature on

emotion regulation on which the REQ is based (Phillips and Power, 2007) suggests

that dysfunctional ERSs are related to experiencing negative emotions (anger, fear,

shame, sadness) more frequently (as reflecting chronic amplification of emotional

distress) and happiness less often (reflecting lower levels of well-being and consis-

tency with personal goals and plans). On the contrary, functional ERSs are related

to more frequent happiness and less frequent negative emotions.

The correlational analyses confirmed the expected relationships. Certainly, these

results cannot clarify whether dysfunctional ERSs lead in time to an increase in neg-

ative emotions, or are simply a behavioural expression of increased distress. The

high stability of the measures did not allow a longitudinal examination. The com-

plexity of the relations between ERSs and emotions is only starting to be explored,

and this particular categorisation of emotion regulation is intended as a starting

2The SEMs were run with another set of items, with similar results.
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point, rather than a definitive map of this territory (Power, 2008). However the dif-

ferences in the magnitude of correlations indicate a non-homogeneous pattern. For

example the limited relation between internal functional strategies and shame and

anxiety in comparison with the strong connection between internal dysfunctional

strategies and the same emotions, suggests a more important role of strategies such

as rumination in these emotional states.

A few remarks about the results of the psychometric analyses of the two ques-

tionnaires are necessary. First, frustration was reported as the most frequently

experienced emotion in our sample, confirming previous findings by Wade et al.

(1990) who reported frustration as the most intense emotion experienced as con-

comitant of their pain and Fernandez and Milburn (1994) who found anger as the

most intense emotional experience. Second, among all BES emotion terms, prob-

lematic discrimination properties were identified only for ‘shame’, ‘humiliated’ and

‘disgust’. Reporting low levels of shame in responses to these 3 terms was probably

related to a particular use of these terms in this sample, as guilt and blameworthy

were slightly more endorsed. Third, in contrast to the acceptable structure of the

BES (the more valuable given the difficulties of measuring emotional experience

with emotion labels), the suboptimal psychometric properties of the REQ indicate

that the strategies relevant for chronic pain sufferers differ from those frequently

used by a healthy population. As living with chronic pain usually limits one’s be-

havioral choices, due to both physical limitations and avoidance motivation (or, in

CAM terms, interruption associated with escape motivation), it is understandable

that patients use less external dysfunctional strategies (physical aggression is of-

ten not an option for a person with limited physical strength who depends on the

others’ support), and perhaps use strategies not included in the REQ, for example

antecedent-focused emotion regulation. In this context, investigating the relations

between acceptance and emotion becomes even more salient.

Illness perceptions

The examination of the BIPQ subscales focused on two main issues: the adequacy

of data reduction methods (total scores and clustering), and the exploration of the

causal attributions.

The possibility of computing total scores for BIPQ (or IPQ) implies that all illness

perceptions are reflecting a single dimension of functionality versus dysfunctional-

ity. Radat et al. (2009) reported using total scores for BIPQ and support this with

proof of limited internal consistency (Cronbach α = .68). As detailed in Chapter
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5, this practice is questionable on theoretical and statistical grounds. Given the

previous empirical results (Moss-Morris et al., 2002), it was hypothesised that the

BIPQ subscales do not form a unidimensional construct. The inspection of the

correlation matrix between BIPQ subscales revealed a non-homogeneous pattern

that questioned the validity of a total score approach. IPs of consequences, time-

line, identity, concern and emotional response were relatively closely related, while

IPs of understanding and control formed a separate group. These observations

were confirmed by a PCA analysis which resulted in the two groups of IPs being

differentiated by 2 principal components: low cognitive control – high emotional

impact, and high cognitive control – moderate emotional impact. These results

accurately reflect the theoretical assertions of the Self-Regulatory Model and the

parallel-processing model, which describes both convergent and divergent interac-

tions between cognition and emotion in relation to the health threat, as described

in Chapter 5.

As with CPA, a taxonomic analysis is also relevant for IPs. Following the method-

ology described by Hobro et al. (2004), two well-represented groups of patients

were identified which had similar characteristics with the initial ‘adaptors’ and

‘non-adaptors’ groups identified by Hobro et al. (2004): one of the groups reported

significantly less consequences, shorter timeframe, higher personal and treatment

control, more understanding, less emotional impact, less symptoms and less con-

cern, and also less pain intensity, pain-related disability and frequency of GP visits.

No differences were found in terms of gender, age, vocational and marital status,

education, comorbidity, pain location, duration and other health care use variables.

However, the distinctiveness and stability of the groups identified was not found

adequate. The distance coefficients of the hierarchical clustering algorithms did not

support a two cluster solution, and visual exploratory methods revealed no sepa-

rate groups, but rather a continuous distribution of scores on which the clustering

algorithm applied relative cut-offs. The solution also showed low stability, with a

considerable number of cases changing category between the three stages. The sta-

bility is likely due to both lack of cluster distinctiveness and low test-retest stability

of subscales scores (unsurprising due to the single-item format).

We can conclude that, similar with CPA, differences in illness perceptions are more

adequately described as differences ‘in degree’, in this case on several distinct con-

tinua (minimum two, cognitive and affective). This clarification is important given

the possible consequences in practice of using these groups. Both Hobro et al. (2004)
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and Clatworthy et al. (2005) discussed classification as being useful for tailored in-

terventions. Given the evidence, only 20% of the patients would be reliably labelled

as adaptors or non-adaptors in an 8-month period. If 60% are unreliably classified

or excluded from these groups (excluding the 20% due to attrition) the errors of

allocation in the situation of unstable groupings may have important practical con-

sequences. If the delay between diagnosis and intervention is around 4 months

(which is conceivable considering waiting times for pain management programmes),

a sizeable proportion of patients that have been classified as non-adaptors at the

diagnosis stage will have changed their illness perceptions until the intervention and

would receive an intervention that would not address their current beliefs. Moreover,

labelling patients as ‘adaptors’ or ‘non-adaptors’ can be detrimental to therapeu-

tic progress if applied inflexibly. As ACT theory explains, reifying language is an

important barrier to psychological flexibility. Especially when labels do not reflect

stable characteristics (such as gender), they can work against the purpose for which

they were created, i.e. to enhance the efficiency of behaviour change interventions.

This danger of inflexible application is illustrated by the following assertion of Ho-

bro et al. (2004, p. 281). In the context of discussing possible links between illness

perceptions and fear of pain and catastrophizing (identity, controllability, conse-

quences), they proposed that diagnosing illness perceptions could help select suit-

able intervention strategies. For example, they suggested, self-management strate-

gies are less valid for persons with perceptions of low personal control. Targeting

maladaptive belief patterns would be a first option in this case. However this rec-

ommendation conflicts with both the SRM and ACT theory, which underline the

role of context in the adequacy of individual beliefs, and do not view the belief of

low personal control as invariably maladaptive.

Thus, using continua and taking into consideration the lack of stability of illness

perceptions are therefore more adequate in this context. Using continua also offers

a way of dealing with the excluded cases. The respondents belonging to other less

represented clusters are ignored in the two-cluster solution. Clatworthy et al. (2005)

do state that grouping all individuals is not a criterion for a good categorisation,

however they also state that the excluded cases can prove to be interesting extreme

cases worth studying3. However, if dealing with continua rather than categories

allows for dealing with all existing cases, while reducing the classification errors due

to a questionable clustering solution, then it is preferable (Everitt et al., 2001).

3Also, in practice a clinician needs to deal with all cases, which might lead to automatically
and erroneously using the same categories for all patients.



9.1. DISCUSSION AND INTERPRETATION 309

The lack of stability of IP scores might partially depend on changes in the severity

of the condition. The comparison between the selected groups does not control for

illness severity assessed by methods independent of self-report, to exclude the alter-

native interpretation that the two groups might reflect extremes of a pain severity

continuum (as reflected in the other measures of pain, mood and functioning). Ho-

bro et al. (2004) do not discuss this possibility and build interpretation alternatives

only in terms of personal attitudes (ambivalence about treatment control, negative

affect, catastrophising). As discussed in Chapter 5, this is a common interpretation

bias in SRM research.

The analysis of the causality-related IPs in chronic pain revealed no consistent

relation with other IPs, except the association between anatomical/ physiological

descriptions (and the wider category of medical attributions) with perceptions of

understanding, which suggests that having a causal explanation in medical terms is

considered an important aspect of understanding one’s illness. These results con-

trast with Moss-Morris et al.’s (2002) findings on a mixed health problems sample,

in which various associations were identified, for example between psychological and

change attributions and emotional IPs, risk factor attributions and personal and

treatment control. Such relations make causal attributions more relevant for other

conditions (such as diabetes, asthma, or HIV), than for chronic pain conditions.

Health status indicators

The relationship between indicators of health status such as pain-related disability,

perceived pain intensity, health care utilisation, vocational status and also to other

related characteristics (such as pain spread, comorbidity, time since pain onset) is

an important issue for chronic pain management, even if it has been surprisingly

rather neglected in the literature. As most are used to assess the severity of the

condition, it is important to identify to what degree they are all interchangeable

measures. If the answers to all such indicators would be influenced by a single latent

cause (i.e. health status), it would be suitable to target treatment programmes

towards improving this causal variable, which would reflect in better patient scores

in the relevant indicators. If on the contrary the various indicators are distinct

and loosely related, it is possible that each is influenced by different factors in

the therapeutic process (and illness progression) and different causal mechanisms

need to be identified. In this case, situations in which interventions might result in

contradictory results (for example decreasing pain intensity while increasing pain-

related disability) would need to be given special consideration.
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In the first case, one would expect strong associations between health status indi-

cators, and similar relationships with psychological variables such as acceptance,

emotions, illness perceptions. Von Korff and Miglioretti (2005) referred to work on

the validation of the Chronic Pain Grade (CPG) questionnaire (Smith et al., 1997)4

to support the assertion that indicators such as pain intensity, interference with

activities, and pain-related role disability can represent an underlying dimension

of pain severity, even if they represent distinct constructs. Therefore it can be hy-

pothesised that the indicators of pain-related disability (SIP-RM), perceived pain

intensity (SF-MPQ indices), health care utilisation, and vocational status form a

unidimensional construct.

However, some evidence speaks against this model. For example, Jensen et al.

(1992) reported that pain-related disability was significantly correlated with pain

intensity (r = .27) and number of pain areas (r = .28) only for low back pain

sufferers5. Also in the case of CPG scores, the relationship between pain intensity

and pain-related disability changed depending on total pain severity levels, with

pain intensity being more discriminative at lower levels of severity, while disability

being more relevant at high levels (Von Korff et al., 1992; Von Korff, 2001; Smith

et al., 1997). The low correlations between these indicators in certain cases is one

of the reasons for recommending the assessment of multiple outcomes in evaluating

results of treatment programmes, as discussed in Chapter 2. Based on these con-

siderations, it can be hypothesised that the health status indicators do not form a

unidimensional construct.

Correlation analyses indicated a heterogeneous pattern of relations. The number of

specialist treatments and the number of self-help methods used were excluded from

further analyses due to lack of association with other measures of health status.

Pain intensity and disability indicators showed medium correlations, medication

had small to medium sized correlations to all other variables, while GP visits and

work status were associated with most other variables. Two alternative CPA models

were tested to identify whether the distinction between pain experience and pain

behaviours would be justified, and the results provided support for this distinction.

4This study was conducted on a general practice population in Scotland and reported an
internal consistency of .91, item-total correlations of .69− .83 and factor loadings greater than .75
for all 7 items measuring pain intensity (present, worst and average) and pain related disability
(interference with activities, including work).

5Correlations with depressive symptom severity were significant for all patient groups (r =
.40− 47).
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This analysis suggests that at least two outcome categories exist and are possibly

influenced by different factors, and particular attention needs to be paid in pain

management interventions to factors that influence these two aspects differentially.

As discussed in Chapter 5, strategies that aim to diminish pain intensity at the

expense of increasing pain disability have actually been the target of behavioral in-

terventions for decades, although behavioural control runs the danger of focusing on

the decrease of pain disability via at least temporary increases in pain experience.

From this perspective, the more recent acceptance-based interventions attempt to

strike a balance between the two outcome categories by reformulating achievable

aims to change activity levels and testing the constraints of the personal pain per-

ception levels6.

9.1.2 Interrelations

Emotions and acceptance

Correlational analyses indicated that both CPA and PF are related to more fre-

quent positive emotions and functional ERSs, and less frequent negative emotions

and dysfunctional ERSs. At the item level however, only dysfunctional strate-

gies showed consistent associations, while external functional strategies were only

weakly related to acceptance and the two internal functional subscale items (both

related to reviewing future plans) were significantly related only to the activities

engagement subscale.

These results confirm the theoretical similarities between emotion and acceptance

approaches to chronic pain adjustment. The magnitude of the correlations between

emotions and acceptance are similar to the results of McCracken et al. (1999) on

pain-related anxiety. Since the BES has not targeted pain specifically, it is unsur-

prising that both PF and CPA show correlations of similar magnitudes, with PF

consistently more associated to emotions and internal dysfunctional ERSs. Unlike

Kratz et al. (2007), who found pain acceptance related only to positive affect and

not to negative affect in weekly ratings, focusing on specific negative emotions led to

significant associations, which highlights the need to differentiate discrete emotions

in chronic pain research.

6In this context, the CPAQ distinction between activities engagement and pain willingness is
supported by this similar distinction at the level of health outcomes. This substantive difference
would however need to be clearly separated from method effects in future research.
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There are several possible interpretations of these relationships. As discussed in

Section 6.2.1, CPA (or psychological flexibility and its opposite, experiential avoid-

ance) may be viewed as a set of meta-emotional representations that guide both

antecedent-focused and response-focused emotion regulation, an emotion regula-

tion strategy in itself (Sloan, 2004; Kollman et al., 2009), a broader construct that

encompasses emotional distress and emotion regulation (Kashdan et al., 2006; Mc-

Cracken and Keogh, 2009). In CAM, experiential avoidance is viewed as a natural

result of chronic pain stimulation (which motivates escape) and partially overlaps

with worry as a pain-focused problem-solving effort, while acceptance is equalled to

reformulating the pain problem in terms of reducing disability and distress (Eccle-

ston and Crombez, 1999). In the SRM, acceptance can be considered as reflecting

cognitive beliefs about pain, emotional responses to pain and pain behaviours (cop-

ing strategies), constituting rather an emergent pattern in the cognitive-affective

interactions in responding to health threats.

Alternatively, both acceptance and emotional responses might be viewed as at least

partly determined by health status, or even to a certain extent as indicators of illness

severity: a more severe condition would lead to (and reflect in) lower acceptance,

increased emotional distress and lower positive emotions. Selecting between these

alternative interpretations is only partly an empirical problem (and due to the

different formats of the questionnaires used, only partly answerable based on this

data set). Clearly, emotional issues can be reformulated in ACT terminology, and

vice versa, and it is unclear if the relations identified here are structural (in the

sense of causal relations between distinct phenomena), measurement-related (i.e.

indicating an overlap in content between the two questionnaires), or both. This

issue will be further detailed in the next sections.

An important observation is the comparatively stronger association between the AE

subscale and happiness and functional ERSs at the total scores level, and the signif-

icant correlations between internal functional ERSs and AE only. These differences

indicate that the method bias identified in CPAQ (see Chapter 8) functions also

in BES and REQ, and it is possible that the lower correlations between the items

of the happiness subscale and the other emotions, and also between functional and

dysfunctional ERSs might also be due to similar mechanisms; when prompted to

report positive or negative behaviour, respondents tend to agree to both, as they

access opposite examples from their previous experience, thus lowering the correla-
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tions between the two types of items7. On the other hand, the differences are not

present in the case of negative emotions and dysfunctional ERSs, suggesting that

either the positive items are in this case more prone to such method bias, or the sub-

stantive differences between AE and PW interact with the method bias to produce

this pattern. This observation highlights the importance of distinguishing between

substantive and method effects in questionnaire construction, where possible.

Illness perceptions and acceptance

Non-adaptors (as identified by cluster analysis of illness perceptions) had as ex-

pected significantly lower scores of acceptance (CPA and PF) compared with adap-

tors. Beyond these simple differences, exploring the relationships between specific

IPs and acceptance was more informative (which underlines the necessity of working

with continua instead of using data reduction if data are not homogeneous).

All IPs except perceptions of understanding were significantly related to CPA and

PF, the association being stronger for CPA, which is to be expected, as both CPA

and IP subscales refer to pain specifically, while PF addresses more general issues

(and thus is more related to the emotional impact of the condition on other life do-

mains, as shown by its associations with perceptions of emotional response, concern

and consequences). The stronger associations with emotion-related perceptions and

the lack of association with understanding (as a cognitive aspect) support the view

that all three domains, acceptance, emotions and illness perceptions, share a com-

mon focus on emotional aspects of living with chronic pain, described in the CAM

as perception of threat. This is also in accord with the central (although rather

neglected as yet) role of emotion in the SRM. As stated in the previous section, it

is unclear whether these relationships are structural, measurement-related or both.

Importantly, perceptions of personal and treatment control are positively associated

with CPA. This result is relevant for the controversial issue of the role of control in

acceptance. As detailed in Chapter 3, acceptance is defined as opposite to effortful

control, and ACT has been developed in a sense as a reaction to the control-based

approach of OBT and CBT. Based on factor analyses of an early version of the

CPAQ, McCracken (1999) eliminated items referring to cognitive control due to

low correlations with the rest of the questionnaire. On the other hand, Risdon

7One difference is that, while the CPAQ subscales were derived based on EFA, both BES and
REQ included these distinctions as a theoretical choice from the design phase. Given the format
of the questionnaires, at least for BES, accounting for acquiescence bias by using reversed format
would not be possible.
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et al.’s (2003) study on the meanings of acceptance in pain-related discourse in

British culture identified one account that equates acceptance with taking control.

Also, perceptions of personal and treatment control may indicate lower severity of

the pain condition, which is understandably easier to accept, in the sense of getting

on with one’s life at lower levels of pain intensity. Thus, even if control is not a

representative aspect of CPA, these results indicate that it is not an antonym either.

Both control and acceptance have many meanings, which encumber definitional

clarity.

Among the causal attributions, only reports of external causes were related (nega-

tively) to CPA and PF. This broader category includes two main causes: accident/

injury/ assault (whiplash, someone stuck a knife in my face, previous accidents)

and working conditions (working in the fields when young, injury at work, my job).

These types of events are understandably less likely to be accepted, since they

involve conflictual relationships which are difficult to come to terms with (in com-

parison to situations where the pain is considered due to comorbid conditions, or

own behaviour).

Illness perceptions and emotion

Non-adaptors consistently reported more frequent negative emotions and use of in-

ternal dysfunctional ERSs and less frequent positive emotions. However the differ-

ences in the use of external dysfunctional and both functional ERSs were not consis-

tent across the three stages. Since illness perception subscales measures specifically

the individual’s response to health threats, the lack of consistent associations may

be due to the fact that the unrelated ERSs are not highly relevant to regulation of

the emotional impact of a health threat. As already seen, external dysfunctional

ERSs are underreported in this group, and some functional ERSs are weakly related

to CPA and PF. These results highlight the need to further explore emotion reg-

ulation in the context of chronic pain, particularly antecedent-focused, as opposed

to the response-focused strategies included in REQ.

The relationships between specific IPs and specific emotions were also informative.

In addition to perceptions of emotional impact (concern and emotional response),

specifically designed to measure emotion and therefore unsurprisingly related to all

emotion variables, most other IPs showed significant associations, with the excep-

tions of perceptions of timeline and understanding. As detailed in Chapter 5, the

content of the IPs was developed within the SRM based on the content of Stim-

ulus Evaluation Checks (SECs) described in Scherer’s component process model
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of emotion. While SECs include appraisals of novelty, pleasantness, goal signif-

icance, ability to cope (including causation and control) and compatibility with

internal and external standards, the SRM’s Prototype Assembly and Appraisal

Checks (PCs) refer to both emotional and cognitive interpretations. Even if per-

ceptions of identity, causes, timeline, consequences and controllability are described

as defining the health threat at the cognitive level (Leventhal et al., 1992), the SRM

stipulates multiple interactions between parallel cognitive and affective processes.

Cameron et al. (1993) noted that emotion may be elicited by the symptoms, by per-

ceptions of identity and consequences, by external events or by appraisals of coping

outcomes, while Leventhal (2008) described them as ‘embedded’ in the cognitive-

affective-behavioural framework. In the CAM, both IPs and emotion measures

can be described as individual perceptions of threat, but also as the worry-laden

problem-solving efforts (which may reflect in IPs of concern, emotional response,

consequences and in dysfunctional ERSs or reports of frequent emotional distress).

These theoretical considerations suggest that perceptions of consequences, control

and identity are related to emotion, while no theoretical statements referred to

perceptions of timeline and understanding. The correlational analyses fit this de-

scription: timeline is not consistently related to any emotion and ERS, while un-

derstanding is consistently related only to external functional ERSs. As this ERSs

category includes talking to others and asking for advice, acquiring an understand-

ing of the condition may be the result of obtaining information from friends and

health professionals, which highlights the importance of communication skills in ac-

quiring a coherent illness model. Coherence is central to the SRM, and although the

‘understanding’ item of the BIPQ is only an approximate indicator this association

suggests the usefulness of further investigating the role of external functional ERSs

(and perhaps communication skills broadly speaking) in achieving and maintaining

coherence (and thus taking adequate action). The consistent association between

treatment control and external functional ERSs supports this conclusion.

While emotional response was associated to all emotion variables, concern appeared

a more limited term, related only to negative emotions and internal ERSs. Per-

ceptions of identity (symptoms) were only related to anger, sadness and anxiety,

confirming research that showed the three emotions as the most frequently experi-

enced in relation to pain perception (Fernandez and Milburn, 1994; Fernandez and

Boyle, 2001; Clark et al., 2002; Price et al., 2001). Both personal and treatment

control were positively related to happiness/joy, while personal control was also

associated (negatively) with sadness, confirming controllability as both a cognitive
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and emotional appraisal. Perceptions of consequences were associated with all emo-

tions (except shame) and internal ERSs, suggesting that the impact of the chronic

pain condition is perceived as highly emotional. These results also confirm findings

regarding the structure of the BIPQ, presented in a previous section.

Shame and external dysfunctional ERSs were largely unrelated to illness percep-

tions. A possible explanation is the predominantly interpersonal and conflictual

nature of both concepts which may be independent of the mostly intrapersonal

and coping-oriented role of the illness model and its emotional components. Also,

both characteristics are underreported, likely because they are less socially accept-

able and less relevant for this population (as discussed above, antecendent-oriented

ERSs might be used more frequently by chronic pain sufferers in order to avoid

situations in which they might feel ashamed, or be aggressive towards others. In

future studies, the use of different measures might be necessary in assessing these

concepts.

This pattern of relationships may support various interpretations, for example ill-

ness perceptions as sources of frequent emotional reactions, or emotional distress as

a result of illness severity generating both reports of frequent emotional states and

perceptions of increased illness impact. It is important to note that participants’

responses to the BIPQ, especially given the relationships between BIPQ items and

emotion measures, cannot be viewed simply as ‘maladaptive cognitions’ indepen-

dent of illness severity and its emotional aspects. As detailed in Chapter 5, this

frequent misunderstanding can lead to inaccurate causal interpretations. Alterna-

tive interpretations will also be considered in the next sections.

Only external causal attributions were related to emotional variables (increased

anger, sadness and internal dysfunctional ERSs, and decreased happiness and ex-

ternal functional ERSs), reproducing the associations to CPA and PF. Thus, chronic

pain resulting from accidents, injuries or working conditions is reported as having

a significant emotional impact.

9.1.3 Health status and psychosocial variables

Contextual factors and health status

Each health status indicator was related to a slightly different set of contextual vari-

ables, as were the indicators of the three psychological factors considered. Without

discussing in detail the possible explanations for each single relation, it is important
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to note that some of them might reflect unsophisticated causal processes (such as

the relation between work status and financial status, or between education and

work status), others more likely suggest conceptual overlaps, for example between

increased negative emotions and reports of comorbid depression. The magnitude of

the associations was overall small to medium, suggesting a minimal influence of de-

mographic and medical characteristics, and confirming previous studies (e.g. Viane

et al., 2003). Obviously, it is likely that other contextual factors not measured

in this study have more impact on health status in chronic pain, especially more

proximal indicators of the physical and social environment8. Therefore, controlling

for these factors in further regression models to examine the unique contribution

of psychological variables to statistical prediction of health status cannot be inter-

preted as eliminating all contextual differences that might influence health status

reports.

To identify the individual roles and total predictive power of contextual variables for

health status, regression models were run with selected variables (from consistently

significant associations, eliminating overlapping and similar ones). Gender, spread

of pain, comorbidity and previous surgical treatment significantly participated in

explaining 19–23% of the variance in pain-related disability scores. This result

contrasts with the limited predictive power of contextual variables for medication

use (previous physiotherapy and total number of recent negative events, 7–9%),

work status (comorbidity, 7–10%), S-PRI (age at pain onset and previous surgery,

6–7%), A-PRI (comorbidity, 4–7%), T-PRI (comorbidity, age at pain onset and

previous surgery, 7–13%), and VAS (education and previous surgery 7–9%)9. The

number of GP visits and the present pain intensity were not predicted reliably by

any contextual variable. One possible interpretation is that, while disability is a

relatively stable characteristic more influenced by gender roles and stable constraints

of the medical condition, the rest of the variables depend on more circumstantial

and idiosyncratic factors, in addition to factors such as comorbidity and previous

treatments.

The fact that different factors influence sensory and affective pain quality brings

support to the theoretical viewpoint that the two pain perception components, even

if they correlate substantially in self-reports, are however independent in the sense

of being subject to different influences.

8One limitation of the study is the limited coverage of social support, discussed in Section 9.4.
9The stability of the estimates between the three stages in notable.
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Acceptance and health status

Confirming the study hypotheses, participants who reported more CPA reported

better health status in terms of disability, vocational status, healthcare utilisation

(medication, GP visits) and pain intensity (all indices), controlling for the relevant

context variables. The PF scores did not consistently increase prediction when con-

trolling for CPA, which reflects either a mediation mechanism, or, in light of the

previous analyses, the lack of a clear distinction between the two. Some contex-

tual variables also became nonsignificant predictors when CPA was included in the

equation, possibly reflecting a mediation role of CPA.

It is important to note that the CPA subscales did not relate differently to pain

perception and pain behaviour indicators (with the exception of work status, which

was more strongly related to AE). Thus, although both CPA and health status

may be characterised by the experience - behaviour distinction, this similarity is

not apparent in the associations between the two. These results only partially

confirm McCracken et al.’s (2004b) study, which also found AE more related to

work status, but found PW comparatively more related to pain intensity, medical

visits, pain medication and physical disability10.

CPA explained a sizeable additional proportion of the variance in disability (21–

24%), affective pain quality (15–31%), VAS (14–17%) and PPI (12–24%), and a

comparatively lower percentage in the other HSIs (e.g. 3–4% for medication use,

7–17% for S-PRI). These results are consistent with the description of acceptance

as focusing mostly on valued living and emotion regulation11.

These models are not to be interpreted as a causal effect of CPA on health status;

other equally possible interpretations may describe CPA as a result of health status,

or even as a different aspect/indicator of pain severity (both in terms of pain per-

ception and pain behaviours). The previous research on CPA reviewed in Chapter

3 has not achieved a definitive test of these alternative hypotheses. The only study

approaching the design requirements for such a test is Vowles et al.’s (2007a) study

of the role of pain, acceptance and catastrophising in explaining outcomes of an

acceptance-based intervention. However, the simultaneous measurement of changes

10Their findings were based both on correlational analyses and MRMs controlling for pain in-
tensity where appropriate, therefore an exact replication would be necessary for a full comparison.

11General pain indices such as VAS and PPI are arguably more influenced by affective aspects.
For example, PPI is known to fluctuate considerably depending on momentary psychological
factors such as mood, attention, etc., and correlates stronger with the affective and evaluative
dimensions (Melzack, 1975).
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in acceptance and outcome scores does not allow a definitive test of a mediation

effect (for a detailed methodological explanation of causal inference using regression

see Chapter 9 in Gelman and Hill, 2007).

Emotions and health status

Correlational analyses indicated that reports of lower distress and more frequent

happiness/joy were overall associated with reports of better health status. However

not all parameters were consistently significant, e.g. the relations between work

status and shame and anxiety, and between medication use and anger, shame and

joy. Happiness/joy was the least associated with HSIs (only with disability, work

status, affective and total pain quality), which confirms previous accounts of positive

emotions as more related to well being than with the emotional impact of chronic

pain (Clark et al., 2003).

In contrast, only the use of internal dysfunctional ERSs was significantly related

to all HSIs. All ERSs showed consistent relations only with pain-related disability

and affective pain quality. Item-level analyses showed only dysfunctional ERSs

(rumination and verbal aggression) as related to health status. The functional

ERSs were not consistently related to any HSIs. In light of previous analyses of

ERQ data in this chronic pain sample, these results further highlight the need to

identify ERSs that are specific to this population. The controversies related to

the effectiveness of pain coping strategies (discussed in Chapter 5) warn about the

difficulties in identifying generally applicable ERSs, especially given their highly

contextual nature. The importance of context is similarly expressed in relation

to emotion regulation (Gross, 1999), and by the notion of “workability” in ACT

(Gillanders, in press).

Controlling for contextual factors, basic emotions accounted for a significant addi-

tional proportion of the variance in most HSIs, except medication use: 11–18% for

disability, 14–21% for T-PRI, 10–22% for S-PRI, 20–23% for A-PRI, 09–16% for

VAS, 14–15% for PPI. These substantial associations highlight the importance of

emotions in chronic pain adjustment, although the data support several alternative

explanations, as discussed in the context of acceptance. The different emotions

explained a common amount of variance in HSIs, as reflected in the non-significant

unique contributions for most variables. This suggests that research on individual

emotions needs to consider this considerable overlap with other discrete emotions.

Not necessarily to control for other emotions or depression (e.g. Burns and Bruehl,
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2005) as this might unnecessarily decrease parameter estimates, but to experimen-

tally differentiate between the effects of distinct emotional states (e.g. Quartana

and Burns, 2007; Quartana et al., 2007; Burns et al., 2008b) and to acknowledge

that, beyond the distinctions between momentary, brief emotional experiences, self-

reports using emotion labels may actually refer to the same emotional episode and

reflect emotion regulation strategies. The concept of ‘discrimination ability’ (and

the more general affect-related ‘emotion granularity’, Barrett, 2006b) build upon

this particular function of verbal labels, as explained in Chapter 6.

Emotion regulation strategies did not add a significant unique contribution to pre-

diction of HSIs, supporting the previously stated suggestion regarding the limited

relevance of the response-focused ERSs for chronic pain sufferers.

Illness perceptions and health status

Adaptors reported significantly better health status compared with non-adaptors,

although differences in work status and medication use were not significant in all

stages. As stated previously, the heterogeneous structure of the BIPQ recommends

examining the individual subscales rather than relying on the inexact data dissection

based on the two groups. Thus, correlational analyses of the distinct IPs and HSIs

indicated that only emotional IPs (concern and emotional response) and identity

IPs were related to most HSIs. One exception was medication use, which was

related only to perception of symptoms (identity). While personal control and

understanding were not related to any HSI, perceptions of treatment control were

related only to affective pain intensity and VAS and perceptions of timeline were

related only to pain disability and pain intensity.

This pattern of relations might support various interpretations. In the case of

IPs of illness identity, the most obvious interpretation is an overlap with health

status, as the question is worded as a self-report of health status: ‘How much do

you experience symptoms from your chronic pain?’. This is a good example of the

interpretation caveats in SRM research, and warns against viewing IPs as ‘good’ or

‘bad’ cognitions, independent of the individual’s medical condition. All other IPs

(except personal control and understanding) may overlap (maybe to a lesser extent)

with health status, as the respondents might interpret the questions as referring to

the severity of their condition. In particular, treatment control and pain intensity as

indicated by the VAS scale are meaningfully related in the sense that, as treatment

is directed mostly at reducing pain, respondents access the same information to

respond to both questions (‘is the pain controlled/reduced?’). It is important to
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note that emotion-related IPs (as identified in previous analyses) were also most

related to HSIs, which confirms results related to acceptance and emotions, and

may also support various alternative explanations, from directional relationships to

construct overlap.

None of the causal attributions categories were related consistently with disability,

work status, HCU or pain intensity indicators, confirming the limited relevance of

causal models in adjustment to chronic pain, as discussed previously.

The results of the MRMs indicated that IPs also increased significantly the amount

of variance in HSIs explained: 28–31% for disability, 4–7% for medication use, 20–

30% for T-PRI, 5–21% for S-PRI, 24–36% for A-PRI, 33–43% for VAS, 34–41% for

PPI. In addition to the substantive interpretation of these relationships within the

SRM (regarding the role of the illness model in coping with the condition and the

subjective assessment of the health status based on the illness model), the relatively

large effect sizes might also be due to similarities in question format particularly for

VAS and PPI, which required an overall estimation of the respondent’s perception

regarding the pain severity (the difficulties of differentiating pain perception from

perceptions of related aspects are discussed in detail in Chapter 2).

Comparative analysis

The MRMs exploring the comparative contribution of CPA, discrete emotions and

IPs in predicting pain-related disability (RM-SIP) and total pain intensity (T-PRI)

indicated that, while emotions and IPs participated significantly in both equations,

CPA contributed significantly only to disability when emotion and cognition are

controlled for. Also, the percentage of variance explained in disability was higher,

compared to pain intensity. Similar results were given by the SEM parameter

estimates, which showed all psychological variables more related to disability. The

covariance estimates between the main latents indicated the CPA was strongly

related to all other latents (all estimates > .66), while the relation between emotions

and IPs showed the lowest magnitude (.34–.42).

However these estimates need to be treated with caution due to the suboptimal

fit of the models (i.e. significant χ2). This lack of fit might indicate that a dif-

ferent structure could represent the data more adequately. The theoretical issues

of content overlap discussed and the previous empirical results also indicate that

these constructs are not unidimensional. The GOF indices suggest that the addi-

tional paths specified between the model latents are not sufficient to account for
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these conceptual overlaps. Moreover, as the questionnaires have distinct response

formats, the influence of the self-report method used cannot be distinguished from

substantive differences, which highlights the necessity of a multi-trait multi-method

study in order to distinguish method and substantive effects based on new measures

in which the same response formats are used to measure emotion, cognition and

behaviour.

Although this comparative analysis can be considered a limited exploration of the

relationships between these concepts, it speaks clearly of the measurement issues in-

volved in studying chronic pain adjustment within an integrative model. Identifying

unidimensional constructs and the structural/functional relationships between them

is still a matter of future research. According to the CAM, the threat value of the

stimuli, the personal characteristics influencing this value and the escape behaviours

and affect-laden problem solving that result from the emerging problem definition

may be more useful distinctions which the present data cannot differentiate. Further

details on the cognition-emotion interactions in health threat (symptom) process-

ing and problem-solving are offered by the SRM (see Chapter 5). Integrating these

distinctions in future measurement tools may result in unidimensional constructs

in specific assessment settings.

Nevertheless, as discussed in Chapter 2 in relation to pain measurement, the dis-

tinctions identified via research and clinical practice are difficult to measure via

self-report, as the respondents access a variety of information from different do-

mains when answering a question as simple as ‘how painful is it?’. Questions about

pain intensity may be answered by accessing information about its emotional im-

pact, about the disability it causes, or about a variety of beliefs related to its

consequences, timeline, etc. These issues blur the line between measurement and

structure and represent a real barrier to model testing in chronic pain. They also

highlight the need to approach pain measurement from the respondent’s perspec-

tive, and to continue research (both qualitative and quantitative) on pain reporting.

An important step in approaching pain from the sufferer’s perspective is identifying

intra- and interpersonal variance in chronic pain reports, which was explored in the

last two sets of analyses.

9.1.4 Individual growth trends

All psychological and health status indicators showed significant between and within-

subject variance during the study period, which underlines the necessity to develop



9.1. DISCUSSION AND INTERPRETATION 323

models that would explain variance at both levels. It is important to note that the

actual variance proportions depend also on the test-retest reliability of the mea-

sures at 4 to 8-month intervals, therefore RM-SIP values show most variance at the

interpersonal level while IPs (single item scales) show comparatively more variance

at the intrapersonal level than multi-item scales.

Except pain intensity, no differences in growth trajectories were found at the in-

terpersonal level. Only CPA, anger, sadness, disability and IPs of consequences

showed limited changes at group level (increase in CPA and decreases in the rest).

These changes can be due to slight clinical improvements, but equally to a tendency

to report higher levels of pain severity at first assessment (Strand et al., 2006). In

contrast with similar multilevel analyses (Affleck et al., 1992; Zautra et al., 2001,

2005; Kratz et al., 2007) which focused on daily or weekly fluctuations, the present

data refer to 4-month intervals. The magnitude of these changes is below what

could be considered a relevant clinical improvement, which is to be expected in a

heterogeneous sample to which no specific common intervention was applied.

9.1.5 Discrimination ability

In light of the considerable overlap between the concepts used, it is relevant to ex-

amine the inter- and intraindividual variation in the ability to distinguish between

different aspects of the chronic pain experience, such as between sensory and af-

fective components of pain perception, or between different emotional reactions, or

between pain and emotion. A detailed theoretical account of the relevance of this

ability is presented in the final section of Chapter 6.

The concept of ‘discrimination ability’ was supported only in relation to sensory and

affective pain reporting. Mean levels of CPA, anger, sadness, shame, joy, dysfunc-

tional ERSs and IPs of concern and emotional impact mediated the associations

between sensory and affective pain quality, suggesting that for participants with

lower levels of acceptance, and reporting more emotional distress (partly due to

chronic pain), the distinction between sensory and affective pain becomes less clear.

Moreover, when symptoms are perceived as increasing (IPs of illness identity in-

crease), the distinction also becomes more blurred at an intrapersonal level. These

mediation effects are an addition to the main statistical effects of the included

moderators and sensory pain quality on affective pain quality.
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Interestingly, anxiety levels do not have a moderating effect on this distinction.

However, in terms of the ability to differentiate between pain and emotion or be-

tween positive and negative emotion, moderating effects of mean pain intensity and

mean CPA levels were found only in relation to anxiety, which singles out anxiety as

an emotion label for which different mechanisms likely apply. These interactions in-

dicated that, at higher levels of pain intensity and lower levels of CPA, the negative

relation between happiness and anxiety is weaker (not stronger, as the ‘discrimina-

tion ability’ concept would predict), which requires a different explanation.

Further investigation of ‘discrimination ability’ and other possible interpretations

of the interaction effects identified here is necessary, and replication with different

timeframes, measures and samples is essential. An additional interpretation of the

moderation effects related to pain and positive and negative emotion was given by

Zautra et al. (2005), who considered two alternative mechanisms, in addition to

the role of mood clarity as an interindividual difference: positive affect as a source

of resilience weakening the impact of pain on negative emotion, and the role of

pain increases in decreasing the differentiation between positive and negative affect.

All mechanisms may be valid, however the ‘discrimination ability’ in our results

applies only to the sensory-affective pain distinction, while the interaction between

changes in positive affect and changes in pain in predicting negative affect became

nonsignificant when mean levels of pain were considered. This difference is likely

explained by different time intervals (daily/weekly versus 4-month); differentiation

between emotional experiences might be apparent only when shorter time-frames

are considered.

The contrasting pattern identified for anxiety may reflect the special meaning of

worry as a problem-solving effort in addition to a threat perception label, which is a

central tenet of the CAM. In this context, the moderating role of pain intensity and

CPA mean levels in the association between happiness and anxiety might actually

reflect an increase of the impact of positive affect on reducing problem solving

efforts in persons with lower pain severity and higher acceptance. These results are

similar to the interaction found by Strand et al. (2007) between pain readiness to

change and positive emotion in predicting pain reports, which they interpreted as a

synergistic effect of the two predictors. Similarly, the present finding might reflect

a vicious cycle effect: higher pain severity (and higher avoidance) levels combined

with low frequency of rewarding events lead to more feelings anxiety, worry and

fear. A positive interpretation suggests that obtaining even slight decreases in pain

severity (and increases in acceptance) might help the positive events have more
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impact on decreasing anxiety. These relationships are certainly not unidirectional,

as the selection of anxiety as outcome variable was random. Further research is

necessary to clarify these alternative mechanisms.

Another important aspect is to distinguish ‘differentiation ability’ from the concept

of ‘coherence’ used both in the SRM and in emotion regulation literature. These

theoretical perspectives assert that lower coherence might be maladaptive, for ex-

ample that dissociation of response systems might be a mechanism underlying the

harmful effects of emotional suppression (e.g. Mauss and Gross, 2004), or in the

concept of ‘desyncrony’ whithin the fear-avoidance model (Lethem et al., 1983).

The main theoretical difference between these two concepts is that, while coher-

ence refers to the match between different levels of intrapersonal (e.g. propositional

versus schematic) or interpersonal (e.g. patient versus doctor) representations, or

between self-report versus physiological processes in emotional responding, the dif-

ferentiation ability is a uniquely propositional (i.e. linguistic) ability. It refers to the

regulatory function of language in relation to behaviour, as a flexible and nuanced

labelling of external and internal events allows theoretically the selection of more

contextually adequate responses.

If these mechanisms will be reliably confirmed in future research, they might indi-

cate new therapeutic approaches to pain management by increasing the complexity

of emotion processing (Zautra et al., 2005) and by focusing equally on accessing

sources of positive affect to catalyse the effects of relatively more stable clinical im-

provements. Separating the overwhelming ‘pain problem’ into distinct, manageable

problems has been a central component of CBT interventions (Turk et al., 1983).

However the affective aspects of this differentiation mechanism (i.e. between sensory

and affective pain, and between positive and negative affect) are certainly under-

developed, although acute pain models and animal models of counterconditioning

have been considered in the context of the SRM (Leventhal, 1993) and the CAM

(Eccleston and Crombez, 1999).

9.1.6 Questionnaire analysis

The main focus of this thesis was to bring together three strands of research based

on a detailed conceptual analysis, both theoretically and empirically. In this con-

text, the psychometric analysis of the measures used was instrumental in assessing

conceptual clarity in a practical sense. Measurement links theory to its empirical
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testing and, although usually addressed separately in the literature, cannot be fully

evaluated independently of substantive findings, and vice versa.

Chapter 8 has explored the properties of several validated measures as they apply

to the chronic pain population sampled for the present study. Without reiterating

the implications of each analysis here, it is important to underline the necessity of

further improving the instruments used based on their psychometric performance

and the substantive results obtained based on their application. Pain reporting is

a difficult domain to assess, and the format of the instruments used participates

to a considerable extent in the co-construction of pain experience. The intersub-

jectivity of pain measurement needs to be acknowledged at both substantive and

psychometric levels.

9.2 Overview of the main findings

The above sections briefly discussed the various issues that the present study at-

tempted to examine in the broader domain of psychological adjustment to chronic

pain. The study of the specific domains revealed the continuous nature of the con-

structs (CPA and IPs), attempted to clarify conceptual distinctions (i.e. between

CPA and PF) and tested theoretical relations (i.e. between emotions and ERSs)

and structural hypotheses (i.e. regarding health status indicators). Together with

the psychometric analyses in Chapter 8, these results constituted the foundation

on which the interrelations between the psychological concepts and their relations

to health status were examined.

This analysis revealed the central role of emotion in all concepts, including accep-

tance and illness perceptions, which were interpreted within the CAM’s description

of threat perception and affect-laden problem-solving as a special case of cognitive-

affective interactions in responding to health treats (stipulated by the SRM). The

role of emotion in health status reporting was emphasised in the subsequent com-

parative analyses, as was the substantial overlap between acceptance, emotions and

illness perceptions. This analysis raised important measurement issues and clarified

directions for future research in pain reporting.

The multilevel models confirmed the need to study variation in chronic pain ad-

justment variables at both intra- and interpersonal levels. They also highlighted

the stability of pain experience, also identified in previous analyses. The multilevel
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moderation analyses supported the ‘differentiation ability’ in relation to sensory-

affective pain at 4-month intervals, and suggested a different mechanism for the

anxiety-happiness relation, interpreted within the CAM as a catalysing effect of

lower pain intensity and higher pain acceptance levels on the role of positive feel-

ings in decreasing affect-laden problem-solving efforts.

9.3 Strengths and implications

The comprehensive theoretical review of behaviour, emotion and cognition as re-

flected in the three main research areas targeted can be considered a main strength

of this study, as it offered a broad interpretation framework that guided empirical

research and its interpretation. Certainly, the present thesis was not a systematic

review, but a narrative literature review which focused on the comparative anal-

ysis of these domains. However the detailed account of the complexity of chronic

pain adjustment revealed a diverse range of issues that were further tested and ex-

plored in the empirical study. Another strength is considering both measurement

and substantive issues within the same analysis, which helped assess the accuracy

and limitations of the possible interpretations. I would argue that the importance

given to empirical evidence in research often leads to a neglect of theoretical and

measurement issues, and the approach adopted in this study attempted to balance

these three equally important aspects. A third strength of this thesis is the diversity

of empirical issues explored. Given the complexity of the phenomenon studied, a

more flexible approach to research and data analysis (both in terms of hypotheses

and statistical methods used) was considered more adequate.

The implications for research and clinical practice of each of the findings reported

have been briefly discussed in the appropriate sections. As a general comment, it is

relevant to mention that the various results of this study may further guide research

on pain reporting, but also lead to new approaches to pain management if the mech-

anisms identified are replicated reliably in future studies. The analysis recommends

at least two main future directions for research within the CAM (and SRM). First,

the threat value of the pain signal and the emotional aversive response to pain can

be considered a common aspect of CPA, emotion and IPs, and further investiga-

tion of their possible distinct components may be useful. Second, the contextual

variability of chronic pain adjustment is highlighted by all frameworks studied, and

suggests that further research should focus on moderation mechanisms and clearly

delimit specific contexts for which theoretical predictions are tested. The clini-

cal implications of these results are also related to the link between emotion and
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pain, and suggest the possible usefulness of including basic emotion in pain adapta-

tion work, not only in terms of depression and anxiety, but also anger, shame and

happiness. Combining acceptance approaches and research on emotion regulation

strategies might also prove helpful, given the conceptual similarities identified in

this study.

9.4 Limitations and directions for future research

The results of the present study need to be interpreted within the limits set by the

philosophical and methodological assumptions detailed in Chapter 6. The realist

stance adopted and the higher level of generalisation targeted by this integrative

model imply that the results have a limited appplication at the level of individual or

therapeutic models of chronic pain adjustment. They identify areas of conceptual

overlap, clarify distinctions and structural relations and suggest areas of further

research and possible mechanisms for pain-affect relations. However they are not

informative regarding treatment options in particular situations, which are better

addressed by individual or therapeutic models or by the specific theoretical models

considered here. As previously stated, an integrative attempt inevitably loses vast

amounts of information by focusing on a limited number of elements, and examines

different models based on a single set of criteria which may not represent all the

models considered with equal accuracy. Therefore, it is not intended to replace, but

to complement these models.

Another important caveat regarding the results of the present study refers to the

limits of generalizability regarding population sampling, choice of measured vari-

ables and measurement tools, and occasions of measurement. First, the sampling

strategy used has selected participants that were willing to respond to a relatively

long questionnaire, especially in the first stage, and might therefore differ from the

general chronic pain population in terms of medical status or personality traits; the

influence of these characteristics could not be assessed. Although the response rate

is comparable to other studies in the field, it raises the question of the generaliz-

ability to chronic pain populations which include persons for whom illness severity,

familial conditions or personality traits might have led to a refusal to participate.

The users of NHS and support organisations services, despite showing no difference

regarding relevant measured variables, might have differed in other, unmeasured,

aspects thus biasing results.
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Second, the present study, although it has measured a broad range of variables,

did not include psychological concepts such as readiness to change, pain coping

strategies, self-efficacy which are considered relevant concepts for chronic pain re-

search (Keefe et al., 2004). Some of them partly overlap with the included concepts,

but it is likely that some omissions led to limited description of the dynamics of

adjustment to chronic pain.

One of the main limitations is the lack of thorough consideration of the social and

environmental factors that participate in shaping the experience of chronic pain.

Although present in an indirect way through participants’ self-reports regarding

socio-economic status, external events, perceived support, these external factors

would need to be measured independently of the individual’s perceptions in order

to be considered independent indicators of the third aspect of the biopsychosocial

model of chronic pain. Without such data, the models discussed still have a ‘corre-

lated error’ component due to the method used (self-report) and to the possibility

that other sources of variance might influence the report on which all variables

included here were based. As both CAM and SRM are to a considerable extent

contextualist approaches, the present study does not cover the full extent of these

models.

Another limitation is not including measures related to personal goals. Hamil-

ton et al. (2004) noted that, apart from the event-person interactions, an often

neglected aspect includes the personal goals, which influence both the impact of

stressful events on the person’s emotional state, and the overall adjustment strat-

egy in chronic pain. From this perspective, research on reinforcement sensitivity

(and the behavioural inhibition and behavioral activation systems; Gray and Mc-

Naughton, 2003) may be relevant for emotional adjustment to chronic pain. One

related limitation is not considering the intentionality (‘aboutness’) of emotions.

As Consedine and Moskowitz (2007) stated, the role of discrete emotions on health

status depends considerably on the specific situation that elicits them. For example

fear of pain might lead to avoidance of painful medical examinations, but also to

seeking medical diagnosis and treatment as a means to prevent increases in pain.

Okifuji et al. (1999) distinguished between several targets of anger in chronic pain

patients (from self-directed anger to anger towards health care providers and per-

sons responsible for the onset of pain) and highlight the distinct implications each

might have for adjustment to chronic pain. This distinction would be important in

future studies.
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On the other hand, such wide coverage is not feasible due to methodological and lo-

gistic reasons. Respondent burden is also an important ethical consideration which

recommends limiting the length of the assessment and the effort required from the

study participants (Ulrich et al., 2005). One would need to choose one level of expla-

nation and place each study within a bigger framework. Skevington (1995, p. 184)

describes four levels of analysis of the psychosocial influences on chronic pain expe-

rience: individual processes affected by social processes, interpersonal behaviours,

group and intergroup behaviour, and higher order factors affecting psychological

processing (health culture, history, ideology, politics etc.). This study is located at

the first level, however with a limited consideration of social factors.

Third, there are several limitations due to the data collection methods used. All

measurement tools selected rely on self-report, and the bias due to retrospective

assessments and to the social aspects inherent in pain reporting (Skevington, 1995)

could not be controlled for. The use of measurement methods other than retrospec-

tive self-report, while increasing the difficulty of data collection, would have added

different perspectives free of these sources of bias. Moreover, the wording of some

items (e.g. the categories chosen for reporting current vocational/employment sta-

tus, current and past treatment methods, or the subjective rating of annual income)

might benefit from further improvements in future studies.

Fourth, the results of this study are obviously limited to 4-month intervals. In this

context, it is important to compare with other studies that have selected different

measurement intervals. As seen in relation to the multilevel moderation analyses,

distinctions between positive and negative affect are apparent in daily and weekly

data (Zautra et al., 2001, 2005), but do not replicate when discrete positive and neg-

ative emotions are considered at 4-month intervals. On the other hand, back pain

patients did show different trajectories of improvement or chronicity at intervals of 1,

2 and 5 years in a recent study by Von Korff and Miglioretti (2005), contrasting with

the stable 1-year trajectories of our heterogeneous chronic pain sample. Therefore,

different dynamics of chronic pain adjustment characterise different populations and

time frames, recommending against unfounded generalisations.

Many additional analyses may be performed, such as exploring other possible mod-

eration roles of the contextual factors (gender, pain location, etc.), controlling for

pain intensity in predicting disability, achieving a simplified prediction model for

HSIs, testing alternative directional models based on the cross-sectional data, ex-

ploring growth models at a latent level. However the conceptual and theoretical

focus of the thesis, together with the space limitations, prevented a more detailed
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exploration of the data set. Also, although several alternative models were consid-

ered where appropriate, the possibility of untested alternative models with better

data fit cannot be excluded. Many SEMs presented had suboptimal fit, which on

one hand is expected as SEM is well-known to represent a more stringent test (see

Appendix B), but on the other hand highlights the need to continue the search for

better explanatory models.

An important issue of which this study offered only a limited account is the issue of

causality. Although this can be considered a limitation of the study and analysis,

it was to a certain extent a deliberate choice. Given that no substantial change

was found between stages, the data can be considered in essence cross-sectional.

Directional relations in cross-sectional designs are justified only if the causal in-

fluence is considered instantaneous, or if the causal variable does not change from

the moment of causal influence to the moment of concurrent measurement (Mac-

Callum and Austin, 2000), conditions which do not apply to the relations between

psychological variables and health status. On the contrary, these variables are en-

dogenuous, in the sense that they are all describing the individual’s status from

different perspectives and are susceptible to reciprocal causation, as explained in

Chapter 6. In contrast to the frequent use of cross-sectional data to support the-

ories proposing directional claims (even if the difference between correlation and

causation is usually mentioned in reports), the present study intended to limit sta-

tistical modelling within the constraints of the data properties, in order to avoid

any unfounded inferences.

Moreover, the measurement issues identified in the comparative analysis of accep-

tance, emotions and illness perceptions in predicting health status prevented the

analysis from testing other structural relationships. If suboptimal fit is obtained for

the measurement model, some authors recommend against pursuing model testing

at a structural level (Mulaik and Millsap, 2000). Although other analysis strategies

are available, in our case the results obtained regarding the overlaps between the

concepts analysed are by themselves informative and in my opinion they suggest

that acceptance, emotions and illness perceptions cannot be considered distinct con-

cepts linked by a yet unknown structural network, but complementary perspectives

on a similar substantive issue. This interpretation recommends further research that

would distill the content of these concepts into one or several unidimensional as-

pects of chronic pain adjustment and would improve measurement of these aspects.

Only at this stage would testing of alternative structural relations be appropriate,

and SEM methodology could help both measurement and structural research.
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Another related limitation is assuming causal homogeneity, which underlies model

development in MRM and SEM. However, Turk and Okifuji (2001) highlight the

danger of considering chronic pain adjustment as a phenomenon with similar man-

ifestations in all sufferers, which they name “the patient uniformity myth”. The

intra- and interpersonal moderation analyses presented in this study are a step

towards unveiling the variability of chronic pain adjustment. Further exploration

of moderation mechanisms is however necessary, and might invalidate the current

explanatory models.

9.5 Conclusion

The findings of this study can be considered a diverse range of empirical and the-

oretical components converging towards an integrative account of chronic pain ad-

justment, which gives emotion a central position and in the same time describes

its multifaceted nature. Rather than aiming for a parsimonious model at a general

level, the approach here was to characterise the complexity of the phenomenon and

interpret its various aspects within an overarching framework based on Eccleston

and Crombez’s (1999) CAM and Leventhal et al.’s (1992) SRM.

Selecting between models and concepts based on the strength of association with

health status indicators is a frequently applied strategy, especially based on cross-

sectional data. It does not account for common theoretical elements and also might

exclude important unique contributions of the excluded variables or possible func-

tional relationships. A different approach was adopted here, which consisted in a

detailed conceptual analysis and comparison. The concepts studied offered comple-

mentary information and represented parallel tests of similar mechanisms. Impor-

tantly, the analysis highlighted the need to further test other possible distinctions

based on the CAM and SRM.

The emotional aspects of chronic pain adjustment proved to be a common theme for

acceptance, emotions and illness perceptions. In this context, emotion regulation

becomes an important research direction, especially given that the response-oriented

strategies included in the present study were only partially related to health status.

Also, clinical applications would benefit from the integration of the three perspec-

tives and the focus on regulating the emotional impact of chronic pain via various

antecedent- or response-focused strategies and perhaps by developing the ability to

distinguish between various emotional experiences, or between pain and emotion.
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The role of context was another important issue that linked the three domains

and is also integrated in the CAM and SRM. Distinctions that cannot be detected

at a general level might be essential in specific situations, and research at both

levels is valuable. The moderation analyses presented represented a step in this

direction, and the results justify further moderation research (and also experimental

and longitudinal studies with shorter time intervals) and underline the necessity of

a flexible application of research findings in clinical practice.
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Appendix A

Data collection documents

The next 31 pages contain the following documents in their original format:

a) the “Living with chronic pain” questionnaire (first stage);

b) the letter of invitation and patient information sheet;

c) the consent form;

d) the pain location questionnaire as used in the online version and for chronic pain

support organisations;

e) the final report sent to participants;

f) the ethics approval documents.
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For the following questions, please circle the number that best corresponds to your views:

How much does your chronic pain affect your life?
0 1  2  3  4  5  6  7  8  9  10

no affect at all severely affects my life

How long do you think your chronic pain will continue?
0 1  2  3  4  5  6  7  8  9  10

a very short time forever

How much control do you feel you have over your chronic pain?
0 1  2  3  4  5  6  7  8  9  10

absolutely no control  extreme amount of control

How much do you think your treatment can help your chronic pain?
0 1  2  3  4  5  6  7  8  9  10

not at all extremely helpful

How much do you experience symptoms from your chronic pain?
0 1  2  3  4  5  6  7  8  9  10

no symptoms at all  many severe symptoms

How concerned are you about your chronic pain?
0 1  2  3  4  5  6  7  8  9  10

not at all concerned  extremely concerned

How well do you feel you understand your chronic pain?
0 1  2  3  4  5  6  7  8  9  10

don’t understand understand very clearly
at all

How much does your chronic pain affect you emotionally? (e.g. does it make you angry, scared, upset or de-
pressed?)

0 1  2  3  4  5  6  7  8  9  10
not at all affected extremely affected
emotionally emotionally

Please list in rank-order the three most important factors that you believe caused your chronic pain.
The most important causes for me:
1. __________________________________
2. __________________________________
3. __________________________________
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Appendix B

SEM Data analysis strategy

B.1 Introduction

The increasing use of SEM methodology in psychological research has led to both

considerable progress in substantive areas and problematic issues in its use (Mac-

Callum and Austin, 2000). Due to the controversial issues associated with SEM

model testing and reporting, it is necessary to detail the methodological position

taken in this study regarding data analysis within this domain, from data prepara-

tion and model specification to model interpretation and modification. To illustrate

the current state of the art regarding practical applications of SEM in chronic pain,

several examples are presented in the final section.

B.2 Data preparation

As with all analyses based on linear equations, it is necessary to examine data for

linearity, normality and presence of outliers, as well as for multicollinearity and

singularity (Ullman, 2001). These checks were performed for all analyses and were

reported where relevant. Regarding the requirement of multivariate normality, one

exception is the robust correction available in EQS for several estimation methods.

As many variables in the present dataset show significant departures from normal-

ity, the robust ML method was used in all analyses, as recommended by Bentler

(2004) and Ullman (2001). No data transformation was performed. Missing values

treatment was reported in Appendix C, while issues of model identification were

mentioned only if problematic (for brevity).

Given that the use of correlation matrices leads to biased parameter estimates (Mac-

Callum and Austin, 2000), covariance matrices based on raw data were used in all

analyses. This issue is particularly relevant when using ordinal data. In such cases,
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there is the option of considering polychoric correlation matrices, but according to

Bentler (2004) this means ignoring variance differences between variables (p. 145)

plus the assumptions of normality and large enough sample size (p. 150). On the

other hand, if the item distributions are relatively normal (especially symmetrical)

and have more than 3 categories, treating ordinal variables as continuous will lead

to only minor distortions (p. 148–9). For binary data however, both types of ma-

trices were used where possible, since considering this data as continuous may lead

to more substantial distortions and also impact on fit indices.

I have also addressed in relevant sections of the thesis further recommendations by

Boomsma (2000) regarding reporting information about the theoretical framework

of the models and the theoretical implications of model testing results, the necessity

of applying SEM, the population and sample of study, the characteristics of the

dataset.

B.3 Power in SEM

Model testing is essentially dependent on the sensitivity of the test to detect model

misspecifications. However in SEM power does not have a simple relation with sam-

ple size, number of parameters, significance levels and effect sizes (as for multiple

regression, for example). Unfortunately power is rarely discussed in SEM appli-

cations, and most authors only discuss it (often erroneously) as a justification for

significant χ2 results (Tomarken and Waller, 2003).

Power (for both likelihood ratio χ2 tests and χ2 difference tests between nested

models) varies with many factors: sample size, the difference between the true value

and the specified value of a parameter, the location of the parameter in the overall

model, the reliability and error of the manifest variables, the number of manifest

variables per latent, overall magnitude of covariances between variables, parsimony,

normality of distributions of manifest variables, estimation method, missing data

treatment and in longitudinal studies number of time points assessed (Tomarken

and Waller, 2003). Although power cannot be calculated for many fit indices due

to unknown distributional properties, simulation studies show they are sensitive

to many of the above mentioned factors (Tomarken and Waller, 2003). The au-

thors recommend the use of additional diagnoses apart from model fit statistics

and computing power and conducting simulations on the effects of different factors

on the sensitivity of measures of fit. However these computation methods add an
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unnecessary level of complexity to the analyses. They represent a area under de-

velopment in SEM and are not yet applicable to routine implementation (Bentler,

2000; Barrett, 2007).

Bentler (2004) recommends testing of multiple models and examination of standard

errors for assessing variability of estimates in small samples (fewer than 100 cases);

if some models are rejected and standard errors are relatively small adequate sam-

ple size can be inferred. This approach was used in the present study. It is worth

mentioning that the sample size of the present study is not considered small in the

literature. According to a review of the recent CFA applications by Jackson et al.

(2009), 20% of studies have a sample size of less than 200. As model size impacts

significantly on power, a special concern was to limit the number of measured vari-

ables included in the model to the minimum necessary. Jackson et al. (2009) report

a median number of 17 (12 as the 25th percentile, and 24 as the 75th percentile) for

variables used in recent CFA studies.

B.4 Model specification and analysis strategy

Using specifications of directional relations in cross-sectional designs is justified only

if some theoretical assumptions are met. Either that the causal influence is virtu-

ally instantaneous, or that the causal variable does not change from the moment

of causal influence to the moment of concurrent measurement. If none of these is

met, estimates in a cross-sectional design are highly biased (MacCallum and Austin,

2000). Therefore, theoretical justifications for causality were given if directional re-

lations were used cross-sectional models, and equivalent models (with directional

relations replaced with covariances between latents) were discussed where appro-

priate.

In both cross-sectional and longitudinal designs, the validity of the model depends

on the assumption that all relevant variables are included, to rule out the possibility

of a spurious relationship between the stated causes and effects (MacCallum and

Austin, 2000). The great majority of SEM applications do not include known rele-

vant variables, which results in biased parameter estimates and standard errors, and

fit indices are sensitive only partially to this type of misspecification; on the other

hand, increasing the number of measured variables included in the model impacts

negatively on the sensitivity of the tests to detect misspecifications (Tomarken and

Waller, 2003). Thus, additional relevant factors measured were included in the mod-

els tested where possible, acknowledging their limitation to estimate a higher degree
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of complexity. Also, the limits of generalizability regarding population sampling,

choice of measured variables and measurement tools, and occasions of measurement

were addressed directly, as recommended by MacCallum and Austin (2000).

MacCallum and Austin (2000) recommend testing alternative models as the best

strategy in data analysis, since testing a single model is too restrictive and model

generation based on an initial model tends to capitalise on chance. This strategy

is particularly relevant in terms of taking into account one of the main limitations

of SEM: the existence of alternative models that might explain the relations be-

tween the measured variables better or equally well (Tomarken and Waller, 2003).

Without a proper treatment of this possibility (for example by identifying equiva-

lent models or testing qualitatively different nonnested models), models are subject

to confirmation bias, especially if accompanied by a lax application of criteria for

adjudging model fit (MacCallum and Austin, 2000). The use of experimental or

longitudinal design is highly recommended in order to limit the number of plausible

alternative models (Tomarken and Waller, 2003). Based on these recommendations,

several models were developed where relevant, and equivalent models discussed.

Also, models tested in the cross-sectional design were reconsidered based on the

longitudinal data where possible.

An important and controversial issue regarding the available analysis strategies

in SEM is the distinction between measurement and structural components of a

model. Some authors (Mulaik and Millsap, 2000) recommend testing the measure-

ment model (specifying only correlated disturbances between all latent variables)

before testing the composite model (which includes the hypothesised unidirectional

paths between latents). Other authors (Hayduk and Glaser, 2000b,a) argue against

this distinction and advise considering the composite model globally1. This contro-

versy is relevant for interpreting model fit and diagnosing model misfit. Tomarken

and Waller (2003) note that the distinction between measurement and structural

components is only one of the multiple possible ways of parsing composite models.

They describe a case in which good fit at the measurement level can mask ill fit at

the structural level (which is usually the main theoretical focus of the analysis) and

therefore recommend reporting model fit at both levels.

This distinction is particularly important for this study as the constructs and mea-

sures are already developed. There are three strategies available: using the total

1This dispute would require much more space to expose in fairness. Suffice it to say that
arguments exist for both strategies in certain situations, and both have limitations. Also, other
strategies are available for modeling, as described by Bollen (2000).
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scores in path models (irrespective of the internal structure of the questionnaires),

using all questionnaire items or selecting a set of best indicators from the question-

naire items.

The first strategy has several drawbacks, as path models hold additional assump-

tions: error-free measurement, uncorrelated error terms, unidirectionality of rela-

tionships (Schreiber et al., 2006). These assumptions are rarely met in practice,

especially in longitudinal models (Maruyama, 1998), therefore using only mani-

fest variables is not recommended in SEM. Consequently, using total questionnaire

scores might bias estimates by not accounting for measure validity, possible lack of

construct unidimensionality and even content overlap of selected items.

Using all questionnaire items as manifest variables in composite models makes test-

ing these assumptions possible. However, this would increase the number of esti-

mated parameters and lower the power of the analysis. Moreover, CFA tests show

suboptimal fit for the majority of the measures used (see Chapter 8).

The remaining option is using only a set of indicators. This strategy relates to

another important SEM controversy: the selection and optimum number of indica-

tors of a latent variable. Some authors are supportive of single indicators (Hayduk

and Glaser, 2000b), and some of multiple-indicator latents (Mulaik and Millsap,

2000), while others advise the use of item parcels - aggregates (sum or average) of

items from the same scale (MacCallum and Austin, 2000). Parceling has multiple

drawbacks, such leading to biased estimates under certain conditions and hiding

various model misspecifications (Hall et al., 1999; Little et al., 2002), and will not

be considered further.

Selection of the best indicators from questionnaire items is a delicate enterprise. The

highest loading in a CFA model is not considered a good criterion, as the model

is not complete (and parameters can be misleading) unless the relevant structural

relations are included (cause or effect latents; Beckie and Hayduk, 1997). The cri-

teria proposed are “based on the methodology that provided the data (i.e., clear

and appropriate wordings of questions, appropriately scaled answer categories, suf-

ficient variance, etc.)” (Hayduk, 1996, p. 25–30). On the other hand, criticisms of

item selection include the subjectivity of the item selection process, the limitations

imposed to the construct’s definition by insufficient sampling of its content area,

the limits to generalisation resulting from the use of a different construct definition

when compared to other studies.
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Given all these considerations, the following strategy was applied in the present

study: use of questionnaire scores in regression analyses and path models, followed

by use of selected items in SEM analyses where appropriate. The selection of four

items and equal numbers of positive and negative items was preferred based on

arguments regarding the possibility to test latent unidimensionality detailed by

Mulaik and Millsap (2000) (although see Hayduk and Glaser, 2000a) and regarding

modeling method bias as explained by Billiet and McClendon (2000). If measures

of fit indicate potential problems with the resulting models, a complete diagnosis

includes a test of the measurement model (as a preferred model parsing method

given the state of the substantive area) and further tests of the model starting with

single indicator latents, as recommended by Hayduk (1996, p. 29).

B.5 Model reporting and interpretation

Recommendations on model reporting converge on several aspects: complete model

specification including indicators for each latent variable, the type of data used, the

software and method of estimation, complete results including measures of fit with

confidence intervals and parameter estimates with confidence intervals or standard

errors (MacCallum and Austin, 2000; Boomsma, 2000; McDonald and Ho, 2002;

Schumacker and Lomax, 2004; Bentler, 2007; McIntosh, 2007; Jackson et al., 2009).

Model specification in a path diagram format is preferred (Boomsma, 2000). Pa-

rameter estimates are best reported in table format for the relations between man-

ifest and latent variables and in path diagram format for latent variable relations

(McDonald and Ho, 2002).

In terms of measures of fit, reports should include results of the likelihood ratio χ2

test (including degrees of freedom and p-values); however, p-values should not nec-

essarily be considered as the final indicator of model fit (McIntosh, 2007). Although

χ2 has several limitations including its tendency to detect even small discrepancies

given a large enough sample size, a significant χ2 should not be dismissed as invari-

ably an artifact of a big sample size if sample size is above 200 (a common error in

the literature, according to Barrett, 2007).

Reporting all fit indices (minimum two) is recommended given their controver-

sial status (MacCallum and Austin, 2000; McDonald and Ho, 2002; Tomarken and

Waller, 2003), but accept/reject decisions based on some thresholds are not (Mark-

land, 2007). Although several cutoff criteria were proposed (for example, Hu and

Bentler (1999) recommend a cutoff of .95 for incremental fit indices such as NNFI
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and CFI and of .05 for RMSEA), the power of fit measures to detect model misspeci-

fications varies considerably depending on the characteristics of the model therefore

other authors advise against using these stringent criteria indiscriminately (Marsh

et al., 2004) or even banning the use of fit indices (Barrett, 2007).

Other diagnoses are also recommended: standardized root mean square residual

(SRMR) or average absolute standardized residual (and the largest several residuals

in a correlation metric), results of Lagrange Multiplier and Wald tests, Fisher’s C

test, Heywood cases, latent multicollinearity (Bentler, 2007; McIntosh, 2007). For

reasons of brevity, these were reported only where relevant. In addition, reporting

covariance or correlation matrices is advised; these were included in Appendix D.

Model interpretation should consider both measures of global fit and parameter

estimates. Good overall fit does not imply automatically strong effects, which are

assessed by examining parameter estimates and residual variances in dependent

variables (MacCallum and Austin, 2000). There are several recommendations re-

garding model interpretation if measures of fit indicate considerable discrepancies

between the model implied and the data based covariance matrices. First, if the χ2

test is significant, the parameters cannot be trusted as they may be based on biased

estimates. Also, the χ2 difference test cannot be used to justify the selection of one

of the nested models (Yuan and Bentler, 2004). In these cases, a proper diagnosis is

recommended in relation to the substantive theory and many authors strongly ad-

vise against considering close fit as satisfactory, as this hinders the advancement of

a field (e.g. McIntosh, 2007, p. 861). On the other hand, model testing needs to set

theoretically relevant and achievable goals: “the best one can hope for is to identify

a parsimonious, substantively meaningful model that fits observed data adequately

well” (MacCallum and Austin, 2000). The balance between rigorous model testing

and unrealistic goals lies in the careful examination of diagnostic criteria in light of

substantive theory.

I have attempted to follow all these recommendations in reporting and interpreting

SEM results throughout the data analysis chapters2.

2To allow interpretation of the effect sizes in a common metric, such as ”small” for < .10,
medium for around .30 and large for > / = .50 (Kline, 2004), standardized parameter estimates
were reported. Standard errors of unstandardized estimates were examined in each case, but were
only reported where relevant.
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B.6 Model modification

Warnings regarding model modification are given across the methodological litera-

ture (MacCallum and Austin, 2000; Boomsma, 2000; Tomarken and Waller, 2003).

Model modification should be based on substantive theory, not only data driven, and

replicated on a new sample to check generalizability of the new model (MacCallum

and Austin, 2000; Tomarken and Waller, 2003). Also, introducing modifications

based on modification indices and χ2 difference tests starting from an ill-fitting

model may be misleading (Yuan and Bentler, 2004). As mentioned before, a dif-

ferent strategy for modifying composite models is to run further tests starting with

single indicators (Hayduk, 1996).

If model modification is attempted, it is recommended to report all model modi-

fications and also the similarity of the estimates of a priori parameters before and

after modification; close values would indicate “that the model was incomplete, but

not fundamentally biased” (Bentler, 2007, p. 826). In this case, replication on a

different sample is necessary for cross-validation of the new model.

B.7 SEM and chronic pain research

Despite its limitations and caveats and the multiple methodological requirements

presented above, SEM has often been regarded as a panacea in many substantive

domains including chronic pain, leading to misinterpretations. For example, Skev-

ington (1995, p. 55) presented SEM as a solution to many problems encountered in

pain assessment: the difficulty to measure pain could be solved by modeling pain as

a latent trait, while the difficulty of inducing pain experimentally could be solved

by using non-experimental data in SEM. She cited the study by Holroyd et al.

(1992) as an example of SEM application who helped test and refine theory and

thus clarify controversial results in prior literature, in this case the Pain Rating In-

dex structure of the McGill Pain Questionnaire. As discussed previously, SEM does

not hold any a priori answers for either measurement error or the disadvantages of

using nonexperimental data in pain research.

In fact, Holroyd et al.’s (1992) study is a good example of the complexity of using

SEM in pain research. SEM was actually only used here in a limited application

as part of a wider analysis of MPQ. It compared three confirmatory factor models

identified in earlier studies (with 1, 3 and 4 factors) as reflecting the structure of

MPQ. Even if they interpreted the 4-factor model as being the best fitting factor
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structure for their data sets, their results did not provide a decisive solution, only a

different perspective on the still controversial issue of the psychometric properties

of MPQ. Moreover, their use of SEM methodology could be critiqued. For example

their interpretation of the significant χ2 difference test for comparing goodness-of-

fit between two models as indicating improvements in model specification (in the

absence of a non-significant χ2 goodness-of-fit test) is still a matter of dispute nowa-

days in SEM literature, as even the 4-factor model can be considered inadequate.

In addition, the authors themselves warned against overconfidence in the results

of this method. For example, they mentioned that the values for the correlations

between latent factors are upper-bound estimates rather that the real values, due

to the correction for attenuation; such words of caution often get lost in the praise

of latent trait models as a cure for measurement error.

SEM has been infrequently applied in chronic pain research. However, to illustrate

the complexities of using this methodology, several studies are briefly described

and critiqued next. The focus on the limitations of the presented studies does not

intend to diminish their contribution to the field of chronic pain, but to highlight

the difficulties of implementing this methodology and to fully use its potential.

An early application of SEM in chronic pain is Rudy et al.’s (1988) study test-

ing the cognitive-behavioural mediation model of pain and depression, which sup-

ported a total mediation of the relation between pain and depression by perceptions

of increased life interference and reduced personal control. Although the study

was highly innovative at the time, there are several limitations worth discussing.

First, the authors employed total scores as manifest indicators for latent variables,

and thus did not address the possible content contamination acknowledged in the

depression-pain measurement literature (Pincus and Williams, 1999). Second, only

one model was tested against a null model (assuming no relationships), and no al-

ternative models were specified. Given the use of cross-sectional data, an equally

valid model (actually equivalent statistically) would specify directional relation-

ships from depression to pain. Moreover, as there is no time sequence, the data

can also be interpreted as the structure of conceptual similarities in the measures

employed which address various facets of the overall pain experience. The authors

did acknowledge the limitations inherent in the use of concurrent correlational data.

Asmundson and Taylor (1996) used SEM on data from a musculoskeletal pain sam-

ple to test the role of anxiety sensitivity in exacerbating fear of pain, and its influence

via the mediating role of fear of pain on pain-related avoidance, over and above the

role of pain severity. In this study, the latents were constructed based on subscale
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scores and other single-item variables, for example pain severity had as manifest

variables the sensory subscale of the MPQ and a question about pain duration;

this allowed only a partial test of the measurement component of the model. Only

one goodness-of-fit index was reported (NNFI= .92), and no additional diagnostics

were reported. The authors acknowledged the data were cross-sectional and that

other factors might have intervened (such as fear of other consequences, expecta-

tions, beliefs, coping). The study was replicated for headache pain by Norton and

Asmundson (2004), employing a similar strategy, with similar drawbacks (except

reporting a broader range of fit indices). As an example of the possible consequences

of the limited testing of the measurement component, the parameter estimate re-

ported for the relation between fear of pain and avoidance was .90 (.83 in the first

study), indicating latent multicollinearity and thus suggesting that an alternative

model with a single latent combining the indicators of these two concepts might fit

the data equally well, or better. The possible problems at the measurement level

in this second study were reflected in the unexpectedly small (e.g. .03) or large

(e.g. 1.21) standardized loadings of some indicators on their latents. Although the

possibility of alternative models was mentioned, only one model was tested.

The sequential processing model (Price and Harkins, 1992; Price et al., 2001) was

also tested using SEM. Wade et al. (1996) modeled the serial relationships be-

tween pain stages using pain intensity, pain unpleasantness, cognitive evaluation

(appraisals of interruption, difficulty and concern for future), secondary affect (com-

bined ratings of pain-related emotions, i.e. depression, anxiety, frustration, anger,

fear), and behaviour as latent variables, each measured by single-item manifest vari-

ables (except pain behaviour indicators, which were subscale scores). They started

with an exploratory analysis on half of the sample, which led to the elimination

of several indicators and the cognitive evaluation latent; the resulting model, al-

though it did show an optimal fit on the exploratory data3, showed a better fit to

the confirmatory data (χ2(40) = 62, p = .02, NFI= .97, NNFI= .95). A reanalysis

of an extended sample (Price et al., 2001, p. 68–70) compared three alternative

models with all concepts included and found support for the partial mediation by

cognitive evaluation of the relation between unpleasantness and secondary affect4.

The use of SEM in this research programme has many methodological strengths,

such as the comparative testing of alternative models, the use of single items for

3The authors repeated here the controversial argument regarding the dependency of the χ2

test on sample size.
4Although none of the models optimally fit the data in this sample (N=1647), the authors used

the χ2 test to compare nested models, which can be considered controversial according to newer
methodological research.
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manifest variables, the detailed consideration of the measurement and structural

levels, splitting the sample for exploratory and confirmatory analysis, the analysis

of parameter indicators in addition to global model fit, and the acknowledgement

of other possible intervening factors5.

Davis et al. (2000) combined EFA with SEM in an attempt to identify the un-

derlying factors behind three frequently used psychological instruments (MMPI-2,

MPI, BDI) and described the relations between them in a sample of patients with

headache and orofacial (myofascial, neuropathic and neurovascular) pain. They

first performed an EFA on half of the sample using selected subscale scores from

MMPI-2 and MPI, the total BDI score and the scores on a VAS scale for functional

limitation and identified a 3-factor solution: depression, pain impact and somatic

focus. The authors reported this structure as confirmed by CFA on the other half

of the sample, although the χ2 test was reported as significant. The section of the

article reporting the SEM analysis showed multiple errors, showing a very limited

understanding of this methodology: reporting standardized parameters between la-

tents as ‘R2’, stating that CFA results “revealed that Depression determined 61%

of the variance in Illness Conviction” (when CFA only specifies bidirectional re-

lationships between latents), not reporting GOF for the final model selected. It

is not clear why a model replacing bidirectional relationships with “a relationship

other than correlational” led to an invalid model, since the models are practically

equivalent (if no additional parameters are fixed), but this would not be a test of

directional (causal) relationships, given that the data were cross-sectional, as the

authors stated several times.

Covic et al. (2003) used path analysis on a sample of rheumatoid arthritis sufferers

with a longitudinal design (three time points, 12-month interval). They assessed the

role of physical disability, mediated by helplessness and passive coping in predicting

depression and pain using both cross-sectional and longitudinal data (of all three

stages, in all combinations). Although most models had an adequate fit to the data,

the limitations of this application were similar to those of the studies mentioned

above: the use of total scores, no alternative or equivalent models presented (plau-

sible especially in the cross-sectional analysis). Also, longitudinal models did not

control for values of the same variable at a prior stage (the data showed stability,

5Another minor limitation was not considering equivalent models in the context of cross-
sectional data. Although results of experimental studies (Price, 2000) supported the direction
of causality proposed by the authors, in this particular design it was equally plausible for example
that reports of pain unpleasantness were influenced by current experience of discrete emotions
and current assessments of pain implications.
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except for an improvement in depression scores), and therefore can be considered

similar to a cross-sectional analysis, except the lack of common sources of variation

due to simultaneous measurement, which led to lower parameter estimates between

variables in different stages (some becoming non-significant). Thus, the study was

actually a limited test of the mediation role of helplessness and passive coping.

Goubert et al. (2004a) applied SEM to investigating the relationships between pain

severity, neuroticism, pain catastrophizing and pain-related fear in vigilance to pain

in a sample of low back pain sufferers. They tested a serial model from neuroticism

via pain catastrophizing, fear of movement, vigilance to pain to pain severity. Most

latents had subscale scores as indicators, except pain severity which was measured

by 3 selected MPQ items. The parameter estimates of the paths between pain

catastrophizing, fear of movement and vigilance to pain were .85 and .95, indicat-

ing latent multicollinearity and suggesting that an alternative model in which these

three latents would be merged into a single latent should have been considered.

These limitations of Goubert et al.’s (2004a), together with the cross-sectional de-

sign acknowledged by the authors, suggest that the associations between these mea-

sures might also be explained by the measurement overlap between the instruments

selected: since the three concepts tap into pain-related distress, it is unsurprising

that they are in a sense midway between a trait-measure of distress and indicators

of pain perception.

Cook et al. (2006) tested Vlaeyen et al.’s (1995) fear-avoidance model via a SE

model of the relationship between catastrophizing, pain-related fear, depression,

disability and pain severity. Catastrophizing was specified to influence fear of injury,

which in turn determined both depression and disability (also determined directly by

catastrophizing), both impacting on perception of pain severity; the model showed

a good fit: χ2(29) = 42, p = .06, GFI= .98, AGFI= .97, CFI= .99, RMSEA=

.03(.00 − .05). Multigroup analyses indicated age differences between middle-aged

and older patients in the strength of relationships between the constructs. As in

previous studies, the use of total subscale scores as manifest variables limited theory

testing on the measurement level, especially given issues of content overlap between

scales. The authors did consider alternative models (partial versus total mediation

role of fear of injury), but not equivalent models (relevant especially given the

cross-sectional design), although they did specify the cyclical nature of the process

and the selection of pain severity as outcome as one of the possible solutions. The

authors encouraged the replication of this study on longitudinal data.
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Gheldof et al. (2006) studied the role of work-related, psychosocial and psycholog-

ical factors in relation to functional and social disability based on cross-sectional

data in a sample of employees reporting back pain. They first used regression anal-

yses to explore the relationships between the study variables, performed mediation

analyses of the role of pain-related fear in the relation between pain severity and

negative affectivity as predictors and functional and social disability as outcomes.

Based on these analyses, they further explored the mediation relationships together

by comparing two alternative path models. One methodological limitation of the

study (in addition to the lack of measurement level and a liberal interpretation of

fit indices) is that the models were not stipulated a priori, but built based on the

previous analyses and in sequence, the second model benefiting from the results

of the first model. Nevertheless, splitting the sample ensured that the final model

was validated on a new sample. The final model specified negative affect influenc-

ing pain-related fear and pain severity which in turn determined both functional

and social disability; unidirectional paths were also specified from pain-related fear

to pain severity, and from functional to social disability (χ2(2) = 6.2, p < .05,

GFI= .99, AGFI= .96, CFI= .99, RMSEA= .07). Despite its limitations, this

study highlights the importance of testing multiple relationships simultaneously in

comparison to 3-variable mediation analyses.

The studies presented here only partially adhere to the methodological requirements

summarised in the previous sections. While it can be argued that a method should

be adapted to the practical goals and constraints of a specific application, I consider

that these examples illustrate the fact that taking full advantage of the method-

ological possibilities of SEM remains a future direction in chronic pain research.
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Appendix C

Data preparation and missing data analysis

C.1 Data preparation

The data from online questionnaires were first combined with paper questionnaire

data from PAS and NHS, with particular attention paid to identical coding of vari-

ables. Five participants in the online survey could not be matched to their first

stage responses due to lack of correspondence between their date of birth, height

and colour of eyes data (the responses in stage 2 and 3 were matched in these

5 cases). From the 269 participants, only 208 cases had responses for all three

stages. Selection based on inclusion and exclusion criteria was performed at the

data preparation stage for participants from chronic pain support organisations.

Four participants were excluded for analyses on the basis of reporting cancer as

comorbid condition. The age requirement (above 18 years) was met by all partic-

ipants. Therefore 265 cases remained available for the first stage analysis, 224 for

the second stage, 209 for the third stage and 204 cases for a longitudinal analysis

(Figure C.1).

Questions about comorbidity, current treatment, and medication were apparently

difficult for some respondents, as the categories provided were not sufficiently com-

prehensive and clear and contained technical terms. These questions were checked

for consistency based on the responses to subsequent open-ended questions (such as

“other medical problems”) and recoded where necessary. The difficulty the partici-

pants had in choosing categories indicates that such questions could be improved in

further studies to tackle both general linguistic issues of categorisation and specific

issues of adapting medical language to lay use.

The responses to the open-ended questions of the Self-Administered Comorbid-

ity Questionnaire (“other medical problems”) included diagnoses related to chronic
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193 NHS:
133 post

58 face-to-face
2 unknown

76 NGOs:
29 post
47 online

total //
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Figure C.1: Number of cases for analysis considering attrition and data preparation

pain (CRPS, fibromyalgia, sciatica), problems related to other body locations (blad-

der, bowel), less severe conditions (hypothyroidism, eczema), less frequent condi-

tions (Hirschsprung’s disease, Crohn’s disease), or lay diagnoses (cholesterol, poor

circulation, palpitations). The total score was computed as the sum of all conditions

reported and used as a control variable to account for decreases in health status due

not to the pain itself, but to the number and severity of accompanying conditions.

To increase the accuracy of the total scores, these types of responses were treated

differently. As not all participants reported their chronic pain as separate condition,

all chronic pain diagnoses reported (e.g. CRPS) were deleted. Less severe and less

common conditions and reports of problems in other locations were considered valid

and included in the total score. Lay terms that focused on limited symptoms with

unclear relationship to a medical diagnosis were deleted. After these changes, the

number of patients who reported one or more other conditions decreased from 89%

to 34%.

Some of the responses to open-ended categories of the List of Threatening Events

included descriptions of ‘other’ events that could be included in one of the already

provided categories. These responses were recoded for consistency.
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Pain location was recoded based on the open-ended questions in the NHS question-

naires according to the categories provided for the rest of the participants. Com-

plaints of jaw pain, dental pain and other facial pain were considered head pain,

throat pain - neck pain, upper arm - shoulder, lower arm - wrist/hand, breast - chest,

pelvic, groin and testicle - abdominal, midback - lower back, lower leg - ankle/foot,

leg pain - both hip and ankle/foot, arm - both shoulder and wrist/hand, back pain

- both upper and lower. Broader categories were computed based on the existing

locations: head and neck, limb, back and visceral pain. Generalised pain was con-

sidered a separate category to include all comments about pain allover body both

muscular and joint-related1. Also, responses for the participants that were given the

categories format were recoded for consistency where necessary, based on the rules

above and their responses to the open-ended questions (‘other pain’ locations). The

number of individual pain locations (up to 12) and the number of broader categories

of pain reported (up to 4) were computed as indicators of the spread of pain by

adding the responses to the above questions (reports of generalized pain were given

the maximum score).

Questionnaire scores were computed from the raw data according to their authors’

instructions. Further data preparation for questionnaires and a detailed analysis of

their psychometric properties is presented in Chapter 8.

Several other scores were computed based on existing variables: age at survey

(difference between the date when the study started and birth date), number of

weeks with pain (sum of years, months and weeks with pain considered as 52, 4 and

1 week, respectively), age at pain onset (difference between age at survey and years

with pain - weeks of pain divided by 52), time to respond to questionnaire (difference

between date of posting/handing and date of posting the response letter), and time

between stages (difference between date of posting the response letter in stage 1 or

2 and stage 2 or 3 respectively).

Most of the statistical analyses necessary (correlation, regression, SEM) require ab-

sence of univariate outliers and assume (or are enhanced by) normal distribution for

continuous variables and good proportion of cases in all categories for dichotomous

and categorical variables (Tabachnick and Fidell, 2001). Therefore these criteria

were checked in the data preparation stage for all variables other than question-

naire items: gender, age at survey, education, marital status, vocational status,

1Left-right distinctions are lost in such a categorisation, but arguably they are less important
for this type of study and more relevant for treatment.
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annual income, ethnicity, nationality, number of weeks with pain, age at pain on-

set, pain location, previous and current type of pain treatment, time to respond to

questionnaire, time between stages. As most data analyses are based on ungrouped

data, outliers were sought in the entire data set (Tabachnick and Fidell, 2001, p.

67).

From the categorical demographic variables, ethnicity, nationality and several pre-

vious (pain relief medication) and current types of pain treatment (pain relief med-

ication, surgery, psychological therapies) had an uneven split (more than or closely

approaching 90% in one category; Tabachnick and Fidell, 2001, p. 58, 67) and

were excluded from further analyses. Education, vocational status and marital sta-

tus had several categories with very few cases which were therefore merged into

more general categories: none/secondary school versus college/university (educa-

tion); unable to work because of pain versus working/training versus unable to

work for other reasons (vocational status); married/living as married versus sin-

gle/separated/divorced/widowed (marital status).

Several individual pain locations (e.g. elbow, chest) had an uneven split and there-

fore only the broader categories were used in these cases. From the two indicators

of spread of pain, the number of individual pain locations had a non-normal dis-

tribution; thus, only the number of broader categories (from 1 to 4) was kept for

further analyses.

For the continuous variables, the data was screened for normality of distribution

based on the Kolmogorov-Smirnov and Shapiro-Wilk tests, inspection of the Q-Q

plots, histograms and boxplots. The Kolmogorov-Smirnov and Shapiro-Wilk tests

were significant for all variables except age at pain onset. However, Kolmogorov-

Smirnov and Shapiro-Wilk are known to be too sensitive if dealing with big samples

(Field, 2005, p. 93). Based on inspection of the graphs, age at pain onset and age

at survey were considered as having relatively normal distributions.

Pain duration, time to respond to questionnaire and time between stages had ex-

tremely skewed distributions and numerous outliers. As this was not due to data

entry or sampling errors, several options were available: variable transformation,

deleting or replacing the outlier scores with less extreme values, variable dichotomi-

sation via median split.

Transforming variables was not considered, as it would make the interpretation very

difficult and applying non-parametric tests would not answer the research questions.
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In addition, normality of the data is only a condition that enhances prediction

in linear statistics, not an assumption. Only residuals need to be characterised

by normality, linearity and homoscedasticity, according to Tabachnick and Fidell

(2001), and regression analysis is robust to moderate violations of the normality

assumption especially in large samples (Berry and Feldman, 1985, p. 11). Also, in

SEM analysis the use of the ML robust method gives reliable estimates even with

moderate violation of non-normality (Bentler, 2004).

Reducing the influence of outliers, although does not significantly improve very

skewed distributions, prevents loss of information in comparison to the median

split method. This was considered useful for pain duration; therefore all scores

bigger than two standard deviations from the mean (12) were replaced by this

value (mean+2SD; Field, 2005, p. 79). It can be argued that in terms of pain

duration, the behaviour of chronic pain sufferers which have a history of more than

28 years of pain is similar to those whose pain has started about 28 years ago. The

analyses that include pain duration can be run comparatively with replaced outliers

and with the dichotomised variable via median split.

Time to respond to questionnaire and time between stages are relevant only to the

extent that the late respondents were different from those that responded in a short

time. Therefore these variables were dichotomised using the median for the purpose

of these analyses.

Examining missing data revealed few missing values (below 2%) or none for most of

the above variables, except annual income (5%), pain duration (and consequently

age at pain onset, 5.6%), and the missing data due to attrition. For the vari-

ables with less than 2% missing values, any procedure would give similar results

Tabachnick and Fidell (2001, p. 59) and therefore listwise or pairwise deletion were

considered suitable (selected depending on analysis). For annual income, missing

values were replaced with the mean value (of the three ordered categories). For

pain duration, missing values were replaced using the expectation maximisation

method (EM), a procedure usually used for randomly missing data, which was the

case in this dataset (see Peng et al., 2006, for discussion of random patterns of

missing data). It is a two-step iterative procedure that uses maximum likelihood

estimation to improve the initial expected values of the missing data based on the

observed values and the assumed distribution. It is a better method of computing

missing data in comparison to others (e.g. using prior knowledge, mean substitution
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and regression) for several reasons such as realistic variance estimates and avoid-

ing overfitting (Tabachnick and Fidell, 2001, p. 63). Age at pain onset was then

recomputed based on age and pain duration.

Listwise deletion was used for missing data due to attrition both for cross-sectional

analyses of the second and third stage and for the longitudinal analysis. The use

of this method in comparison to data imputation (for example by EM) is contro-

versial in the literature. Deletion is considered adequate only in cases where data

is missing completely at random (the mechanism behind non-response is indepen-

dent of the variables studied; Peng et al., 2006), otherwise results are biased to a

certain extent and generalizability is limited; if missing values are spread across

cases, it also leads to substantial sample size decrease. On the other hand, methods

such as EM assume normal distributions (Newman, 2009) and are rather suited to

continuous variables (while many variables in the present data set are categorical

or ordinal). According to Bentler (2004), using an imputed data matrix in SEM

does not adequately account for the fact that the data is not complete, as does

the ML method available in EQS. Its implementation in both SPSS and EQS does

not handle well a high cases-to-variables ratio, which would be the case in the lon-

gitudinal data set, while computing missing values separately for sets of variables

potentially introduces other sources of bias. If missing data characterises only se-

lected cases (therefore not impacting dramatically on sample size), and the bias is

minor (leading to only minor distortions of parameter estimates, Newman, 2009),

listwise deletion can be considered a valid approach.

To assess the suitability of listwise deletion, mean differences between participants

that have responded to all three stages and those that only answered to the first

stages were explored. Several variables were considered: demographics (gender,

age, education, vocational and marital status), pain location, age at pain onset,

pain duration, healthcare utilisation, source of participants (NHS or other) and

questionnaire scores (AAQ, BES, REQ, LTE, SACQ, MPQ, CPAQ, SIP, BIPQ)2.

Participants recruited from the NHS by face-to-face contact or by post were more

likely to participate to all stages than participants from other sources (stage 2:

χ2(1) = 7.3, p = .01; stage 3: χ2(1) = 7.1, p = .01). This is more likely to be

due to the use of the online questionnaire and email remainders and not to some

characteristics intrinsic to the respondents. Participants to all stages tended to

report that their life is less affected by their chronic pain (stage 2: means 7.9 vs 7.5,

2Only differences that were consistent between the two last stages are reported. If differences
appear only in one of the stages, they were considered more likely to be due to random variations.
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t(261) = 4.76, p = .03; stage 3: means 8.2 vs 7.3, t(261) = 6.03, p = .015) and that

they are also less affected emotionally (stage 2: means 7.8 vs 7.1, t(260) = 6.74,

p = .01; stage 3: means 7.8 vs 7.0, t(260) = 8.15, p = .005).

These differences could indicate a tendency for those participants that felt over-

whelmed by their condition to give up responding to the questionnaire. It is impor-

tant to note that these participants did not report higher pain intensity, more pain

related disability, more frequent emotions, more life events (positive or negative) or

other pain related beliefs. Therefore these differences are not indicating consistently

higher illness severity and pain-related distress in general for non-respondents com-

pared to respondents and thus for the purposes of this analysis the missing data

mechanism was considered independent of the variables of study3. In SEM models,

listwise deletion and ML imputation were used comparatively4.

As participants were recruited from two sources (NHS and support organisations),

it is important to check if there are any differences between groups which would

indicate that the sample analysed is not homogeneous. Several variables were con-

sidered: demographics (gender, age, education, vocational and marital status), pain

location, age at pain onset, pain duration, healthcare utilisation, and questionnaire

scores (AAQ, BES, REQ, LTE, SACQ, MPQ, CPAQ, SIP, BIPQ). At a conservative

α = .01 (selected due to the high number of comparisons), the two groups differed

only in the level of education (χ2(1) = 6.4, p = .01), frequency of anger-related

emotions reported (t(219) = 2.95, p = .003) and presence of pain reported in most

body areas.

The difference in the level of education was unsurprising, as searching for and

joining support groups, especially on the internet, require a higher level of literacy

and abilities to proactively search for information, which are usually the result

of education. The differences in reports on the anger subscale of BES indicated

that participants of support groups are less angry (t(218) = 2.79, p = .006) and

aggressive (t(45) = 3.95, p < .001), which was also unsurprising in people that have

been participating in group activities, but not less frustrated or irritated, which are

less socially destructive emotions. Given that no other differences were identified

3Nevertheless, it is acknowledged that the sample might not be representative for all the
chronic pain population, given the low initial response rate, which might also be due to the
higher emotional-motivational impact of the chronic pain condition.

4Also, EM computation was used for a selected sample of variables and estimates of associations
between variables were compared to those based on listwise deletion, resulting in very similar
values; therefore it was considered that the two methods would likely lead to similar results across
analyses.
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in emotional reports, it was concluded that the two groups came from the same

population.

The differences in reports of pain location have an obvious explanation: pain loca-

tion was measured via open-ended questions in the NHS sample, while the ques-

tionnaires given to support organisations had a more detailed format in which a list

of pain locations was given. The presence of the list made it easier for respondents

to report the presence of pain, which led to more pain reporting. Since there are

no differences in other indicators of pain severity (such as pain related disability or

pain intensity), it can be concluded that this differences are solely due to the ques-

tionnaire format. Therefore data related to pain location was analysed separately

for the two groups, while the whole dataset was used for all other analyses.

Another potential source of sample heterogeneity is represented by differences due

to time of response (the time the participants took to respond to the stage 1 ques-

tionnaire, the time interval between first two stages and between the last two).

If participants that took longer to respond are consistently and significantly dif-

ferent from the quick respondents, change statistics might be influenced by these

variables rather than represent intrinsic characteristics of the individuals. Demo-

graphics (gender, age, education, vocational and marital status), pain location, age

at pain onset, pain duration, healthcare utilisation, source of participants (NHS

or other) and questionnaire scores (AAQ, BES, REQ, LTE, SACQ, MPQ, CPAQ,

SIP, BIPQ) were considered as potential sources of differences, and a conservative

α level of .01 was selected due to the high number of comparisons. There were no

differences between quick and slow respondents except the fact that participants

from the NHS had longer response intervals between the last two stages (probably

due to the use of the postal services which were on strike several times during that

period). Therefore it was concluded that the sample was homogeneous from this

point of view.

Several variables had a special status due to a small subsample of participants

from the chronic pain support organisations responding to additional questions: the

presence of a medical diagnosis, the degree to which they felt they understood the

diagnosis, whether they received benefits, whether they were involved in litigation

and to what extent they felt they received social support from family, friends,

colleagues, etc. As none of the participants reported being involved in litigation,

this variable was excluded from further analyses. Within this subsample, missing

values due to non-response had negligible levels. Ordinal variables had non-normal

distribution and were therefore dichotomised. As medians for these variables ranged
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Variable name Problem Decision
Gender - -
Age at survey - -
Education Underrepresented categories Recoded into broader categories
Marital status Underrepresented categories Recoded into broader categories
Vocational status Underrepresented categories Recoded into broader categories
Annual income Missing values 5% Replaced with mean
Ethnicity Uneven split Excluded
Nationality Uneven split Excluded
Time to respond,
time between
stages

Skewed distribution Dichotomised (median split)

Pain duration
Outliers present Replaced with mean+2SD Me-

dian split (comparative analyses)
Missing values 5.6% Computed via expectation max-

imisation
Age at pain onset - -

Pain location
Uneven split for some variables Recoded into new variables with

broader categories
Group differences depending on
the type of questions used

Separate analysis for subsamples
from NHS and from support or-
ganisations

Previous treatment Uneven split: pain relief medica-
tion

Pain relief medication excluded

Current treatment Uneven split: pain relief med,
surgery, psychological therapies

Problem variables excluded

Diagnosis - -
Clear diagnosis - -
Benefits - -
Litigation Uneven split Excluded
Social support Skewed distributions Dichotomized (cut-off - middle

value of scale)
Questionnaire
scores

See Section C.2 and Chapter 8 -

Table C.1: Summary of data preparation decisions

from 4 to 9 on a scale from 0 to 10, it was considered more theoretically meaningful

to use the middle point of the scale as cut-off point. All resulting variables had

both categories well represented. The data preparation decisions are summarised

in Table C.1.

C.2 Missing data analysis

As a preliminary step, missing data analysis was performed for all questionnaires at

each stage. Except BES and SF-MPQ, all questionnaires had less than 10% missing

values. Inspection of missing data patterns for each of the stages revealed several

cases with a higher number of missing values (excluding BES and SF-MPQ data:
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6 cases with more than 10%, 2 cases with more than 25% for stage 1; 6 cases with

more than 10%, 3 cases with more than 25% for stage 2; 5 cases with more than

10%, 3 cases with more than 25% for stage 3). These respondents skipped one or

more questionnaires in part or in full, however their response to other instruments

did not seem to be affected; as this may be due to turning pages (or double clicking

on the ‘next’ button in the online version) and it is not necessarily an indicator

of low overall reliability of responses, the cases were kept in the dataset. The rest

of missing values were scattered across cases. The decisions or replacing missing

values for each questionnaire are presented in Tables C.2 and C.3

Expectation maximisation (EM) was performed for ordinal questionnaire scores in

EQS (the method is not available for categorical data). The computation based

on EM was based on all ordinal questionnaire scores for each stage (except MPQ:

AAQ, BES, REQ, CPAQ and BIPQ) in order to take into consideration as much

variation as possible from the whole survey. MPQ was excluded due to the special

missing data pattern that needed separate consideration (detailed next). EM could

not be computed for all stages together due to algorithm convergence problems both

in SPSS and EQS. As the missing values were generated in a continuous format,

the rounding (RND) function was used to transform the values back into ordinal

format. Additional checks were made to ensure that the estimated values were

within the correct response range for each questionnaire.

The missing data analysis of the SF-MPQ identified two main patterns (the per-

centages of missing data for each item are presented in Table C.4). Both patterns

were characterised by the omission of responses to some descriptors, while differing

in the type of responses selected. One category of respondents never selected ‘none’

from the response options, and only reported ‘mild’, ‘moderate’ and ‘severe’ levels.

The second category selected from all options, including ‘none’. These patterns

were spread across cases (first pattern is present in 28.1%, 15.2% and 10.0% in the

three stages, while pattern 2 in 18.9%, 27.4%, and 33.3%, respectively) and there-

fore computing missing values was essential. Due to this potentially meaningful

difference, the choice of the imputation method needed to carefully consider the

possible mechanisms of non-response5.

5Other minor patterns were skipping the questionnaire entirely (very few respondents per
stage: 2, 1 and 1, respectively) and responding only to the VAS and/or PPI and skipping all the
descriptors (3 cases in stage 1). Their impact on the dataset was less dramatic, and any data
imputation method would lead to similar results.
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Item Stage 1 Stage 2 Stage 3
throbbing 15.5 9.7 8.5
shooting 21.9 12.8 9.5
stabbing 21.9 16.8 12.3
sharp 23.4 11.1 12.3
cramping 23.4 12.8 11.4
gnawing 23.0 12.8 11.4
hot-burning 20.8 13.3 10.9
aching 10.6 6.2 3.3
heavy 22.6 11.1 9.0
tender 17.4 11.1 10.4
splitting 31.7 16.8 16.6
tiring-exhausting 10.2 5.3 6.2
sickening 23.0 12.4 10.4
fearful 24.9 15.0 13.3
cruel-punishing 21.9 15.0 11.4
VAS 22.3 22.6 22.3
PPI 3.0 6.6 9.5

Table C.4: Mising values SF-MPQ (percentages)

Regarding the two pain patterns, several mechanisms were hypothesised and tested.

One possible explanation considered was that all respondents skipped the missing

items by mistake, but their answers can be reconstituted from their remaining

answers, given the inter-item correlations. If this were the case, non-response would

not be related to any other variable, as it would be a random phenomenon. This

hypothesis was disconfirmed in an analysis at the level of the whole data set: non-

response in most descriptors was significantly associated overall with higher scores

at other descriptors in the same stage (the majority of mean differences belonged

to this trend, a fair percentage of t-tests were significant at α = .05), but not with

VAS and PPI scores (non-response in VAS and PPI were unrelated to any of the

SF-MPQ items).

Two explanations were considered for this association. First, respondents did not

skip items by mistake, but by choice, and compensated the lack of response by

giving higher ratings to the remaining items. This suggested that computing the

missing values via EM would bias the overall scores by inflating the non-respondents’

ratings. Second, respondents that skipped items mistakenly had genuinely higher

scores (and this possibly contributed also to their lack of attention to the task). In

this case, EM would be a suitable procedure. No test of the probability/adequacy

of these mechanisms could be performed on the whole data set. Therefore, separate

missing value analyses were performed for the two patterns. For the first pattern

(no ‘none’ response selected), non-response was indeed consistently associated with
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higher scores at the other items. Therefore the compensation mechanism was con-

sidered more likely for this pattern. As in this case ‘none’ and non-response were

not differentiated, it was considered probable that missing values corresponded to

‘none’ even if they did not correlate to lower values at the same item in other

stages, since the items did not show stability. For the second pattern (only some

‘none’ responses selected), no consistent trend of association was found, therefore

skipping items mistakenly was considered a more probable mechanism in this case,

as ‘none’ answers were differentiated from non-response, and implied computing

missing values via expectation maximisation. Thus, missing values were computed

by replacing them with ‘none’ for pattern one and using EM for the second pattern,

the VAS and PPI scales and the rest of the minor patterns. Several other missing

data mechanisms were considered but deemed less likely (such as unfamiliarity with

specific words, questionnaire length, not experiencing the particular quality of pain,

random response due to task difficulty). The full analysis is not reported here for

reasons of brevity.

As missing data analysis is not usually reported in the literature for SF-MPQ, it

was considered that the default computation is considering ‘none’ as equivalent of

all missing data. Therefore this second method for computing missing data was also

used for comparative purposes. The correlations between the scores obtained on

descriptors based on the two methods had values between r = .93− 1.00, while the

correlations between pain quality indexes exceeded .98, and reliability and stability

estimates were very similar, indicating that the two methods resulted in largely

equivalent scores. The first missing data computation result was kept for further

analyses.

From all other variables in the data set, missing data was consistently associated

only with age. In this sample, older people are consistently more prone to non-

response at descriptors and VAS in all stages (the majority of t-tests are significant

at an α level of .05 in pattern one responses). This result contradicts the preliminary

evidence for the suitability of SF-MPQ in older populations (Gagliese and Melzack,

1997) and adds to the concerns regarding MPQ expressed by Herr and Mobily

(1993, as cited in Gagliese and Melzack, 1997): SF-MPQ might not be suitable for

older adults.



Appendix D

Covariance matrices for SE models

As detailed in Appendix B, reporting covariance matrices is recommended in SEM

analyses. The following tables present this data for the analyses in Chapter 7.

AAQ1 AAQ2 AAQ3 CPAQ1 CPAQ2 CPAQ3
AAQ1 .872
AAQ2 .683 .935
AAQ3 .637 .658 .855
CPAQ1 -.483 -.537 -.478 .888
CPAQ2 -.489 -.590 -.533 .780 .970
CPAQ3 -.523 -.561 -.574 .791 .854 .975

Table D.1: Covariance matrix for CPA-PF longitudinal path model

I2 I3 I7 I8 I9 I1R I4R I5R I6R
I2 1.652
I3 0.634 2.874
I7 0.802 1.746 2.770
I8 0.543 0.772 1.054 2.366
I9 0.945 0.825 1.257 1.266 3.878
I1R -0.017 0.416 0.403 0.025 0.320 1.708
I4R 0.191 0.342 0.543 0.152 0.487 0.329 2.772
I5R 0.633 0.783 1.013 0.416 0.833 0.466 1.070 2.781
I6R 0.145 0.513 0.800 0.309 0.740 0.494 0.921 1.108 1.872

Table D.2: Covariance matrix for AAQ CFA model, stage 1

395
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400 APPENDIX D. COVARIANCE MATRICES FOR SE MODELS
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