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Vehicular Ad hoc NETworks (VANETs), an emerging technology, use vehicles as nodes to form a mobile ad hoc network for the dissemination of safety and entertainment messages. The thesis provides a scheme for the fast propagation of messages in VANETs and evaluates the impact of vehicles as obstacles on signal propagation.

An improved scheme for intermediate node selection in DBA-MAC (Dynamic Backbone Assisted MAC) is proposed, which consists of a CW (Contention Window) constraint scheme and an updated criterion of suitability. A performance comparison shows that messages in the proposed scheme propagate faster than in DBA-MAC. The CW constraint scheme is also applicable in VANET protocols which adapt the CW mechanism to communicate the suitability of vehicles for acting as intermediate nodes. Additionally, the mathematical models for DBAMAC and the proposal are established, which indicate the probability of candidates to be chosen over alternatives in the intermediate node selection.

A novel metric - delay taking into account the effect of formation time(DEFT) - is proposed. DEFT combines the network formation time and propagation delay. It shows the impact of network formation on propagation latency. The configuration for optimal performance can be acquired using the proposed DEFT. In order to evaluate the proposals, a novel distribution of vehicle location is proposed. In the proposed distribution, the security distances between adjacent vehicles in the same lane are considered. The estimation of vehicles' location can be more practical and accurate using the proposed distribution.

In the wide body of the VANET literature, it is assumed that all the vehicles within the radio range of a transmitter are able to receive the signal. Yet, in practice, the vehicles as obstacles between the transmitter and the receiver affect the signal propagation significantly. This thesis presents the impact of these obstacles on the network connectivity and system performance of the protocols. The results and the analysis show that neglecting obstacles in practice leads to a significant degree of error in the estimation of system performance. In practice, tall vehicles forward messages in a more efficient way than do lower vehicles since they are free from the obstacle effect. An improved scheme is proposed, in which the height of vehicles is used as a factor to determine their suitability for message forwarding.
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## Chapter 1 Introduction

### 1.1 VANET

Vehicular Ad hoc NETworks (VANETs), a special type of Mobile Ad hoc NETworks (MANETs), encompass vehicular communication. Differently to cellular networks, VANETs conduct communication with no help from traditional infrastructure. VANETs are categorised into two basic types; vehicle-to-roadside-infrastructure (V2X) and vehicle-to-vehicle (V2V). A V2X network provides the vehicles, which are connected to roadside infrastructure, e.g. traffic lights and road lights, with access to the Internet, while in V2V operation the vehicles organise the network and share information with no central control.

According to the type of information provided [3, 4], VANET applications are divided into two types: safety and infotainment. Safety applications include information on traffic conditions, e.g. traffic collisions, congestion, emergency vehicle warnings, overtaking vehicle warnings, lane changing assistance or pre-accident warnings. Safety applications of VANETs inform drivers of any change in traffic conditions and take corresponding actions. Infotainment, the portmanteau word of information and entertainment, provides drivers with locale-based services, e.g. points of interest notification, and media downloading, information sharing among vehicles and Internet access.

The US Federal Communications Commission (FCC) allocates the 75 MHz spectrum in the 5.9 GHz band exclusively to vehicular applications and research in the Dedicated Short Range Communication (DSRC) was launched in 1992 [5]. Since 2004, the focus of research on vehicular network has migrated to the auspices of the IEEE standard group. IEEE 802.11p is the amendment to the 802.11 standard on data links and physical layers for vehicular environments, the latest version of which was released in 2010 [6]. IEEE Task group 1609 undertook the work of developing specifications for vehicular networks at the application and network layers, and establishing the IEEE 1609 standards set [7].

### 1.2 Thesis Organisation and Contribution

This thesis investigates the fast propagation of messages in VANETs. Based on a cross layer protocol Dynamic Backbone-Assisted MAC (DBA-MAC) [16], an improved scheme is proposed to achieve better performance of propagation. In addition, the impact of vehicles on signal propagation, on network connectivity and system performance is also studied.

Chapter 2 introduces the background knowledge of the thesis. The discussion includes the features of VANETs which distinguish VANETs from MANETs, IEEE 802.11p, i.e. the dedicated protocols for vehicular networks, a summary of routing protocols in VANETs, and the factors related to network connectivity.

Chapter 3 introduces a cross-layer protocol, DBA-MAC, which works in both proactive and reactive modes. Analysis shows its potential to enhance system performance in terms of propagation delay and the number of vehicles involved in DBA-MAC communication. Based on the analysis, an improved scheme is proposed, the Contention Window Constraint and Minimum Distance as criterion of intermediate node selection (CWCMD). The CWCMD contains a novel criterion for intermediate node selection and a contention window (CW) constraint scheme. The CWCMD is also applicable to other VANET protocols that adapt the CW mechanism to distinguish between vehicles $[57,81]$. The CWCMD is shown to improve upon DBA-MAC and flooding and provides faster propagation.

In Chapter 4, the mathematical models of DBA-MAC and the CWCMD are established based on statistical analysis. The models are used to predict and estimate the system performance of intermediate node selection which is the key factor in propagation performance, as well as key to validating the simulation results. For the proactive protocols, commonly-used metrics, i.e. delay and overhead/formation time, show the network performance of delay and network formation time separately. A novel metric for proactive protocols is proposed. The proposed Delay taking into account the Effect of Formation Time (DEFT) combines the impact of network formation on propagation and propagation delay. By adjusting the CW-related parameters, the optimal performance of a system, in terms of the DEFT, can be achieved.

Vehicles between the transmitting vehicle and the receiver may block the line of sight (LOS) and attenuate the signal strength. In Chapter 5, the obstacle effect caused by such vehicles is analysed, with the impact on network connectivity and system performance of DBA-MAC
and the CWCMD. Analysis and simulation results show that vehicles between the transmitter and receiver affect signal propagation significantly and the performance trend, e.g. propagation delay, with vehicle density is opposite to the ideal case. Additionally, in existing literature the vehicles on the road are assumed to be following a Poisson distribution, yet simulation results indicate that the existence of a security distance between adjacent vehicles in the same lane leads to variation in location distribution. A novel distribution of vehicles is proposed in this chapter, which incorporates the security distance.

The contributions of this thesis are listed below:

1) An improved propagation scheme for fast propagation of messages in VANETs, based on DBA-MAC, is proposed. The CW constraint scheme and novel criterion of relay selection improve system performance in terms of propagation delay and average transmission time for each message;
2) The mathematical models are established, for both DBA-MAC and the CWCMD from statistical analysis. The models provide a tool to predict, estimate and validate system performance from simulation;
3) A novel metric for proactive protocols in VANETs, the DEFT, is proposed;
4) A distance distribution among vehicles is proposed, in which a security distance is retained between adjacent vehicles in the same lane. The proposed model provides a more practical distribution than the Poisson distribution, the widely adopted distribution in the existing literature. 5) The impact of obstacles caused by the vehicles between transmitter and receiver on network connectivity and system performance, e.g. delay, is presented and the necessity of considering obstacles in estimation of system performance in VANETs is also demonstrated;
5) An improved propagation scheme incorporating vehicles' height in the BM selection is proposed. The scheme is based on the proposal, the CWCMD, proposed in this thesis. The consideration of vehicles' height is to deal with the obstacle effect in practical traffic.

## Chapter 2 Background

### 2.1 Features of VANETs

VANETs are a subset of mobile ad hoc networks (MANETs). They differ from MANETs as the nodes are vehicles, subject to current traffic conditions. They exhibit the following features $[8,9]$ :

1) High dynamic and frequent disconnection: due to the high speed movement of nodes (vehicles) in VANETs, compared with nodes in MANETs, the duration time of connection could be shorter than that in MANETs, which leads to more frequent breakage of links than in MANETs. Typically, the radio range is assumed to be 240 m , which is the configuration in this thesis, and the gap in speed between two vehicles moving in the same direction is 10 mph , e.g., 50 mph and 60 mph , so the maximum connection time is approximately 107 s if the faster vehicle is catching up the other one from the very beginning. If they are moving in the opposite direction, the maximum connection time is less than 10 s . While for a relatively low-speed MANET, e.g. $1 \mathrm{~m} / \mathrm{s}$ between two nodes, the connection duration could be as long as 480 s , approximately 4 times 109 s. Frequent disconnection of links in VANETs also leads to the frequent change of network topology. Frequent disconnection is an important factor in the design of protocols for VANETs.
2) Density variation: due to the mobility of VANETs, the density of vehicles varies with road condition and time. Traffic jams and accidents, especially in rush hours on weekdays, make the road congested to varying degrees. Vehicles may accumulate near traffic lights even in sparse traffic conditions. Usually in an urban scenario, vehicle density is higher than on a highway or rural scenario. Congestion in rush hours reduces highway efficiency, yet drivers can experience a relatively comfortable driving experience at other times of the day, especially at night when vehicles are sparse on the road. The vehicle density is related to the network connectivity of VANETs and may make an impact on the performance of communication schemes dedicated for VANETs.
3) Regular trace: in MANETs, nodes can move in any direction along an irregular trace. While in VANETs due to the confines of the roads, buildings and bridges, the traces of the nodes are regular, i.e., along the road. In addition, it is observed that the speed of a vehicle may be influenced by other vehicles on the road, especially in dense traffic. Therefore, the traces of nodes in VANETs are not completely independent. The traces of nodes may be predictable from the road maps and traffic conditions.
4) Power consumption of VANETs: in MANETs, power consumption is a crucial problem, since the carrier is usually a small device and the battery capacity for the sensor is limited. While in VANETs, network power is supplied by an on-board source, i.e. the vehicle battery which provides enough energy for the VANETs sensors, and power consumption is not an important problem.
5) Varying environment for communication: the impact of environment on the VANET system changes with the type of environment. Typically, two types of environment are considered in the application of VANETs, i.e., an urban scenario and a highway one. In the urban scenario, the vehicles move slower with more complicated traffic patterns, due to traffic lights and congestion. The buildings and traffic lights provide the potential for VANETs to form a vehicle-to-infrastructure network, as well as block radio propagation. In the highway scenario however, conditions are simpler, i.e., faster speed, mainly straight paths, less interference from roadside units. Due to the lack of roadside infrastructure, the communication between vehicles is mainly in the form of vehicle-to-vehicle.

### 2.2 IEEE 802.11p

IEEE 802.11p, a.k.a. Wireless Access for the Vehicular Environment (WAVE), is the communication protocol dedicated to Intelligent Transportation Systems (ITS). The application of WAVE in ITS includes the data exchange between vehicles on the move (V2V) and between vehicles and roadside units (V2X) in the frequency band 5.9 GHz , licensed by the US Federal Communications Commission (FCC) and European Telecommunications Standards Institute (ETSI). As an enhancement to IEEE 802.11 protocols, 802.11 p has been standardised and the latest amendment version was released in 2010 [6].

The US Federal Communications Commission (FCC) and European Telecommunications Standards Institute (ETSI) allocated 75 MHz and 30 MHz of spectrum in the 5.9 GHz for DSRC,
respectively. The channel for DSRC consists of seven sub-channels with one control channel and six service channels.

Vehicle-to-Vehicle (V2V) and Vehicle-to-Infrastructure (V2I) applications adopting DSRC can potentially reduce the possibility of traffic accidents by informing drivers of the real time traffic conditions. In addition, non-safety applications can also be provided via DSRC technology. Safety applications have higher priority than non-safety applications, and therefore they are the focus of vehicle technologies, aimed at saving lives by preventing accidents.

### 2.2.1 WAVE

### 2.2.1.1 Basic Service Set (BSS) and Basic Service Set IDentification (BSSID)

Two types of BSS [5], Infrastructured BSS and Independent BSS (IBSS), are defined in IEEE 802.11. In infrastructured BSS, a hub, called an Access Point (AP), is set for a group of stations. Through the AP, the stations in the group are able to connect to each other and access the source and services of the AP. To form the group, i.e. BSS, the AP broadcasts beacons. A radio registers for the group after several exchanges with the AP, e.g. authentication and association. The radios that do not participate in this are excluded from the group. In IBSS, no AP is appointed from the stations in the group, and the stations in the group communicate in an ad hoc manner. Different BSSs are connected to form an Extended Service Set (ESS).

A BSS is also known as a Service Set IDentification (SSID) and a Basic Service Set IDentification (BSSID). The SSID is the name of the BSS which is identified by the stations, the field being between 0 and 32 Bytes. The BSSID is the name of the BSS at the MAC layer and is 48-bits long. The stations in a BSS share the same, unique BSSID which is simply the MAC address of the AP.

Figure 2.1 presents the data frame of IEEE 802.11. The frame starts with a Frame Control (FC), indicating the type of the frame. DUR shows the duration of the frame, and overhead beyond physical transmission time if possible. The Frame Check Sequence (FCS) field is used to detect errors during transmission. Sequence control (SEQ) indicates the sequence number of each frame and fragmented frame. As is shown in Figure 2.1, at most 4 address fields are contained in one IEEE 802.11 data frame, which stores the source address (SA), destination address (DA), transmitting station address (TA), and receiving station address (RA) or BSSID. The type of address in each field is determined by the bits in the Frame Control (FC), which
indicate 'To DS' and 'From DS'.

| FC | DUR | $\mathrm{ADD}_{1}$ | $\mathrm{ADD}_{2}$ | $\mathrm{ADD}_{3}$ | SEQ | $\mathrm{ADD}_{4}$ | DATA | FCS |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

Figure 2.1: Data frame in IEEE 802.11

To detect whether a frame received is from the same BSS, the MAC level of a station checks the Address 1 field after receiving the frame. The comparison between the address in Address 1 and BSSID of the station tells it whether the frame is from the same BSS or not. This mechanism selects the frames of the same BSS among all the frames received.

### 2.2.1.2 BSS and BSSID in WAVE

The dynamic character of VANETs makes the access scheme in IEEE 802.11 relatively inefficient. Imagine a case where two vehicles are approaching each other from opposite directions in the different lanes. Due to the joint effects of the transmission range of wireless devices and the speed limit, the connection time can be in the order of seconds, while VANETs require immediate communication between vehicles, especially with regard to safety applications. The interactive steps as well as handshakes in group formation in IEEE 802.11 can be a barrier to meeting the requirement of VANETs [5].

A BSS in a vehicular environment is modified by the WAVE standard, i.e., WAVE BSS (WBSS). The on-demand beacon is broadcast by a station to create a WBSS. The beacon contains the information about the transmitter, e.g. service offered and configuration for the receiver to join. The receivers can decide whether or not to join in the WBSS based solely on the beacon received, without complex exchanges when the transmitter and receiver are on the same channel. The cancellation of interactions during network formation reduces the overhead of WBSS in fast movement environments. It is noted that a station belongs to a unique WBSS and it does not search the network to join another WBSS. Upon the establishment of a WBSS, every station in the WBSS, including the initial one broadcasting the beacon, has equal status and therefore the WBSS continues to work even if the initial station quits the network.

A special BSSID is defined in IEEE 802.11, the wildcard BSSID, the bits of which are all set to 1 . IEEE 802.11p defines a WAVE mode, in which stations (vehicular nodes) in VANETs are
able to communicate by transmitting and receiving data frames with the wildcard BSSID. In WAVE mode, any station, no matter whether it is in a WBSS or not, is still able to broadcast or receive the message with a wildcard BSSID from nearby stations. This enables the safety messages in VANETs to propagate in an efficient manner.

### 2.2.2 Carrier Sense Multiple Access/Collision Avoidance (CSMA/CA)

IEEE 802.11p adopts the identical medium access scheme in IEEE 802.11, CSMA/CA [11]. CSMA/CA allows the stations to share the same channel in an efficient manner. The summary of CSMA/CA is listed as follows:

1) the station with a frame to be transmitted senses the channel prior to transmission;
2) if the channel is idle, the frame is ready to be transmitted;
3) if the channel is busy, the station sets up a countdown step waiting for the idle status of the channel. The waiting time before transmission, i.e. backoff, is determined by the multiplication of a randomly-selected number and the duration of the time slot. The countdown begins as the channel is idle and pauses as the channel is busy again. When the channel is idle and the countdown reduces to zero, the frame is to be transmitted;
4) before the frame is transmitted, the station sends a Request-To-Send (RTS) packet and the intended receiver responds to the station with a Clear-To-Send (CTS) packet, which informs other stations in the same channel that a station is ready to send a frame and the channel becomes busy immediately. Application of RTS/CTS avoids possible collisions and partially solves the hidden-terminal problem;
5) Upon the completion of reception, the receiver sends an acknowledge (ACK) packet to the transmitter to inform it that the frame has been successfully received;
6) if the transmitter fails to receive an ACK after transmitting the frame, a re-transmission is executed after a random backoff time.

### 2.2.3 Distributed Coordination Function (DCF)

DCF, based on the CSMA/MA MAC protocol, is a basic method of random access in IEEE 802.11 [12]. The stations (STAs) in DCF are able to sense whether the channel is idle or busy, i.e., whether the signal strength received from the channel exceeds the threshold of the receiver or not.

Before a message is to be transmitted by an STA, the STA first checks the status of the channel for a period of Distributed InterFrame Space (DIFS). If the channel is idle for the period of DIFS, the STA starts transmission. Once the channel is busy, either before DIFS or during DIFS, the STA defers the transmission, checks the channel continuously and waits until the ongoing communication in the channel ends. STA starts transmission only after the channel remains idle for a period of DIFS. In this case, the STA generates a random waiting time before transmission. The waiting procedure proceeds to the end and then the STA transmits the message if the channel remains idle. Otherwise, as the channel turns to busy, the STA pauses its waiting procedure, and resumes after the channel is released.

DCF adopts the Binary Exponential Backoff (BEB) scheme to decide the waiting time prior to transmission. The product of a randomly-selected value from 0 to $C W_{i}, C W_{i}^{\prime}$, and slot time is used as the waiting time, or backoff time $T_{\text {backoff }}$,

$$
\begin{equation*}
T_{\text {backoff }}=T_{\text {slot }} \cdot C W_{i}^{\prime} \tag{2.1}
\end{equation*}
$$

$C W_{i}$, the maximum value of contention window of STA $i$, is initially set as $C W_{\min }$ as specified in IEEE 802.11 and depends upon the number of unsuccessful transmission attempts, $k$, $C W_{i}=\left(C W_{\min }+1\right) \cdot 2^{k-1}-1$. Every time a transmission fails, e.g. due to collision at the receivers, $k$ and $C W_{i}$ increment till the maximum value of $C W, C W_{\max }$. When reaching $C W_{\text {max }}$ and collision at receivers occurs again, STA $i$ restarts backoff time from the initial value, $C W_{\text {min }}$. The backoff time in transmission reduces the possibility of collision caused by the STAs transmitting messages simultaneously, especially at the higher value of $C W_{i}$. Avoidance of collision, however, is at the cost of greater waiting time before transmission.

The STA first transmits a Request-to-Send (RTS) packet to the destination upon occupying the channel. The destination responds to the transmitting STA with a Clear-to-Send (CTS) packet. Then the STA begins to transmit the data message before the destination replies with an acknowledge (ACK) message to confirm that the message from the STA is successfully received. After sending the ACK, the destination forwards the message if the channel is idle; otherwise, the destination keeps listening to the channel until it is idle.

Note that after the STA occupies the channel and exchanges messages with the destination, a Short InterFrame Space (SIFS) is adopted before the response of both transmitter and receiver, as is shown in Figure 2.2. SIFS is shorter than DIFS, which avoids the other STAs in DIFS
from identifying the channel as idle and contending for the channel in the period of the SIFS. SIFS is used for the highest priority transmission and is the shortest time that an STA switches to receive/transmit mode.


Figure 2.2: DCF access mechanism [1]

In addition, the Network Allocation Vector (NAV) is used in DCF. The MAC layer frame contains the Duration field indicating the time the ongoing transmission of STA will occupy the channel. The Duration field in the MAC layer frame is set as the NAV by other STAs trying to accessing the channel in the network, who then sleep for the indicated time in the MAC layer frame to avoid sensing the channel. This virtual carrier sensing mechanism of NAV limits the power used by STAs to sense the channel. The NAV is updated every time the STAs receive a MAC frame in which the During field exceeds the current ending time of NAV; otherwise, the NAV remains the current ending time and continues counting down. When the NAV counts down to zero, the STA starts to sense the channel, checking whether it is idle or not.

### 2.3 Routing protocols in VANETs

The similarity between MANETs and VANETs enables protocols in MANETs to be applied in VANETs. Yet, performance of these protocols can be affected, due to the features listed in the previous section which distinguish VANETs from MANETs. Reliability and stability are the key factors to be considered in protocol design of VANETs due to their dynamic property and frequent disconnection. For safety applications, which require fast delivery of messages, propagation latency is an important factor that needs to be considered in protocol design. The routing protocols in VANETs can be categorised into several types [8]: broadcast routing, positionbased routing (geographic routing), cluster-based routing, geocast routing, and topology-based
routing. Notice that in the current literature, the features and the advantages of different types of protocols are often combined in one protocol to deal with network mobility, e.g. the combination of position-based routing and broadcast routing or a topology-based protocol.

### 2.3.1 Broadcasting protocols

Flooding broadcast is a simple and straightforward method of message dissemination. In a flooding scheme, every node receiving the message forwards the message. Yet, the problems caused by flooding, e.g. waste of bandwidth and frequent collisions, make it an inefficient method especially in the case of a dense network. Broadcast storm in VANETs is quantified [13], which indicates that in the flooding scheme, with the increase of vehicle density, the transmission performance is significantly affected, in terms of the number of hops, total delay and packet loss ratio.

Selective forwarding schemes are used to improve the performance of the flooding scheme [13]. In weighted $p$-persistence broadcasting, if a message is received for the first time, the receiver forwards the message with a specific probability $p$, which is the ratio of the distance between the transmitter and the receiver to the transmission range. That is, the farther receivers to the transmitter forward the message with higher probability. In addition, slotted 1-Persistence broadcasting permits the receiver to forward the message with probability 1 in the pre-assigned time slot. The assigned time slot relates to the one-hop delay, total number of time slots and the distance from the transmitter to the receiver. In slotted $p$-persistence broadcast, the hybrid scheme, the receivers forward the message in a pre-assigned time slot with a specific probability. Both the assigned time slot and the probability relate to the distance from the transmitter to the receiver. Broadcast redundancy and packet loss ratio are reduced by up to $70 \%$ compared to flooding and the propagation latency is still at acceptable levels.

The properties of urban traffic are analysed and compared with the highway scenario [14], and Urban Vehicular Broadcast protocol (UV-Cast) is proposed. Store-Carry-Forward (SCF) scheme is adopted in UV-Cast. Region of interest (ROI) in the highway scenario is usually unidirectional along the road while in an urban scenario ROI is multi-directional. Therefore, the broadcast scheme for the highway needs to be modified from the one applied in the urban case. More than one vehicle is selected as the relay for SCF in the urban case, since one relay may fail to propagate the messages in all directions considering the direction of movement of the relay. A relay for SCF forwards the message more than once to inform all the possible vehicles
in the ROI. Experiments in an urban scenario show excellent performance of UV-Case in terms of reachability and network overhead.

A Border node-Based Routing (BBR) protocol is proposed for a partially connected network [15], e.g. VANETs in a rural area. The border node is defined as the node with minimum common neighbour nodes with the transmitter, which is the furthest node from the transmitter within the transmission range. As is shown in figure 2.3, the common neighbours between vehicle $T x$ and 1 are vehicle 4 and 5 . While for vehicle $2,3,4$ and 5 , the number of common vehicles with vehicle $T x$ is 3 or more. Therefore, vehicle 1 is the border node. In BBR, the beacon message is sent out by the network layer of the nodes to claim their existence and one-hop neighbour information is collected, since it is assumed that the location information is unavailable for the vehicles. As the transmitter broadcasts a message, the border node of the transmitter forwards the message in a flooding way. Simulation indicates that a high packet delivery ratio can be achieved in a highly partitioned network, e.g. a rural network, by using a limited flooding scheme, e.g. BBR, although flooding schemes cause problems resulting in low delivery ratio in dense networks.


Figure 2.3: Illustration of border node

Broadcasting protocols are a simple and straightforward method of message propagation in vehicular environments but the issues, e.g. broadcast storm, can lead to low efficiency of message propagation in dense traffic.

### 2.3.2 Cluster-based Protocols

In cluster-based protocols, a virtual chain of networks is created for message propagation, unlike the flooding scheme adopted in IEEE 802.11, in which every node is involved in forwarding messages. The vehicles are grouped geographically as clusters. The size of the cluster depends on the radio range of wireless devices adopted in the network. The cluster head (CH) is selected in each cluster and it takes charge of inter-cluster communication. Cluster members communicate directly with members in the same cluster and via CHs with vehicles in other clusters. The stable and reliable communication between CHs affects the system performance.

In a cross layer protocol for alert message propagation in VANETs [16], predefined backbone members (BM) are selected to forward messages prior to the propagation, which is named as DBA-MAC, Dynamic Backbone Assistance MAC. Once a vehicle has not received any messages from nearby BMs for a specific period, it upgrades itself as a BM and broadcasts a beacon to create a BM network. The vehicles receiving a beacon, which then become BM candidates, start a contention to be the next BM. The suitability as a BM is measured by the relative distance between the BM candidates and the BM at the end of the predefined period, the one with the longest distance winning contention with the highest probability. During message propagation, only BMs forward messages from the preceding BM. Once a BM fails to forward a message all the other vehicles start contention to forward the message. A scheme of on-line game message propagation [57, 81] is similar to DBA-MAC [16]. Each time a message is to be transmitted, a beacon is broadcast to start a contention. The suitability of the vehicles is determined by the relative distance, similar to the BM selection scheme [16]. The propagation scheme for online game messages [57, 81] is the basis for the on-demand part and the BM selection part of DBAMAC [16]. The difference between on-line game message propagation and DBA-MAC lies in the fact that in DBA-MAC it is assumed that every vehicle has a constant radio range and this assumption in the former scheme has been relaxed. And the ratio of relative distance to Tx and the unique radio range of Tx is used to calculate the suitability of candidates.

The Affinity Propagation algorithm is adopted to select CH in a distributed manner periodically [17]. Considering node location and mobility, similarity function between nodes within
mutual radio range is built, which is related to the sum of negative Euclidean distance between two nodes now and in the future. In order to achieve a stable CH link, the proposed protocol is able to group vehicles into clusters which minimise relative mobility between CHs and the distance between CHs and cluster members. To deal with the situation where CHs lose connection, a scheme whereby more than one CH is used to forward messages is proposed [18]. The network formation procedure is divided into two phases, a setup phase and a maintenance phase. In the setup phase a normal node claims to be a CH if it does not receive any messages from nearby CHs. CHs broadcast beacons to create a CH network. In the maintenance phase, a secondary $\mathrm{CH}(\mathrm{SCH})$ is selected. A weighted sum of speed difference and location distance between CH and any cluster member can be acquired and the member with the minimum sum is selected as the SCH. If the CH leaves the cluster network, the SCH undertakes message propagation and upgrades itself to the CH of the cluster.

The cluster-based protocols disseminate messages through a CH , which reduces the contention, collision and thus energy consumption of vehicles in message propagation.

### 2.3.3 Ad hoc (Topology-based) Routing Protocols

Ad hoc routing protocols in MANETs, e.g. Ad hoc On-Demand Vector (AODV) and Dynamic Source Routing (DSR), are also applicable in VANETs. These protocols in MANETs are designed for relatively stable networks and the performance is significantly affected by the dynamic character of VANETs. In the literatures [19-22], it is assumed that the vehicles are equipped with GPS devices which provide the location and speed of the vehicles exactly.

Traffic information is the key factor in the improvement of routing protocols which were originally designed for MANETs, especially AODV. In AODV [19], the source broadcasts a route request (RREQ) before a message is transmitted. A nearby node either responds with a route reply (RREP) if it stores a route to the destination, or it rebroadcasts the RREQ. When the destination receives the RREQ, it replies with a RREP and the RREP is propagated back to the source. The message transmission starts as soon as the RREP is received. If a RREP with a smaller hopcount to the destination is received, the source updates the route and adopts the new route for message propagation. In the event of link failure, the upstream node of the breakage reports to the source, and the source re-initiates finding a route if necessary. DAODV [20] improves AODV by including mobility information in route selection. It is assumed that every vehicle in a network is equipped with Global Positioning System (GPS) and the mobility infor-
mation, i.e. direction and location, is provided by GPS. During route discovery, the direction of candidates needs to be checked. Only candidates moving in the same direction as the source and/or destination are considered to be potential candidates. Furthermore, among the potential candidates, the ones in between the source and the destination are the only ones to respond to the source. If no potential candidate is found between them, all the potential candidates respond to the source to build the route. The model is applicable to the case of travel both in the same and opposite directions.

As well as direction of motion, the speed of nodes can be considered in the phase of route discovery to reduce overhead [21]. The candidates with similar speed travelling in the same direction as the source/previous relay in the route are marked with smaller link weight, the index which indicates the similarity of speed between candidates and source. A maximum number of routes, number ${ }_{\text {bound }}$, are defined and only up to number $r_{\text {bound }}$ candidates with smallest link weight are able to respond to the source/previous relay; therefore, the number of routes and overhead of route discovery is limited. Furthermore, to select a reliable and stable route, the link and route expiration time are estimated. During route discovery, the link time for each pair of adjacent relays is estimated based on the transmission range and relative speed. The route expiration time is the minimum link time of all the relay pairs in the route. The link and route expiration time are stored in the RREP back to the source and the route with longest expiration time is chosen for message broadcast.

To reduce the overhead of route establishment, Prior AODV (PAODV) [22] is proposed by limiting the number of routes and number of candidates for the routes. Before route discovery, an upper bound of the number of routes is set to limit the number of routes as well as the number of candidates responding to the source. Limiting the number of responses minimises the overhead of route discovery. In addition, the source filters candidates spatially. Routes that include the candidates lying within a short distance from the transmitter as intermediate nodes, if selected, are likely to lead to longer routes and result in low efficiency in route discovery and message forwarding. The protocol defines an exclusion region around the transmitter, such that nodes within this region are not selected for routing. Only candidates outside the specific distance, but within the transmission range are able to act as a relay in the route. Combining the two selection schemes, fewer routes are selected and the distance between adjacent relays in the routes are larger on average than the one in AODV and performance in terms of route length and overhead is improved.

### 2.3.4 Position based protocols

Route map and Global Positioning System (GPS) provide location of vehicles in VANETs. To transmit the message from the source to the destination, location information can be used to find a route from the source to the destination for message propagation. To take account of network mobility of VANETs, the traffic information is often used to predict the location of potential relays for the stability of the route.

Greedy Perimeter Stateless Routing (GPSR) [23] is one of the most famous position-based protocols. It is assumed that the position of every node and the destination in the network is known by others. As a message is generated to be transmitted, the transmitter finds a node closest to the destination to forward the message.

If the transmitter fails to find the greedy path, the packet is forwarded in perimeter mode, in which it traverses along the closer faces of a planar graph of the network in turn, and the greedy forwarding restarts if a node closer to the destination than the current node is found. This procedure ceases when a node closer to the destination is found and the greedy forwarding procedure continues. GPSR was designed for MANETs and in VANETs it has to deal with network mobility. To enable GPSR to be efficient in VANETs, the future location of vehicles can be considered with GPSR [24,25]. Once a node is about to transmit a message, it estimates the geographic location of each neighbour after a specific time $T$, based on current velocity, current location and direction of movement. The vehicles outside the communication range after $T$ are excluded from the possible intermediate nodes. Among the remaining nodes, the one closest to the destination implements forwarding the message.

Smart Broadcast (SB) protocol is proposed [26], in which the location of potential intermediate nodes determines the priority of vehicles to forward the message. Before a message is transmitted, a Request-to-send (RTS) packet is broadcast by the transmitter to find the relay nodes. To determine the relay node, all the nodes receiving the RTS start a backoff procedure and the waiting time is related to the distance from the node to the transmitter. The coverage of the transmitter is divided into sectors and each sector shares the same range of backoff time. The nodes with longer distances to the transmitter finish backoff prior to the ones with shorter distances. The winner in this contention procedure responds with a Clear-to-broadcast (CTB) packet to the transmitter before the transmitter starts propagating the message. This procedure repeats until the message arrives at the destination.

Position-based schemes can be merged with other types of protocol, e.g. topology-based AODV, to carry out message propagation. HLAR [27], a hybrid protocol, is proposed, which contains features of location-based routing and AODV. The source broadcasts a route request (RREQ) before a message is transmitted, with a time-to-live (TTL) packet which estimates hopcount to avoid unnecessary flooding in the network. The sequence number of the intermediate node, IP address of the node, and sources information are included in the RREQ. The nearby node responds with a route reply (RREP) if it has a route to the destination, or rebroadcasts the RREQ. As the destination receives the RREQ, it replies with an RREP and the message is propagated back to the source, before the source is able to transmit the message. Considering the dynamics of networks, if the link breaks during message propagation, the nodes of the broken link are permitted to repair the broken part of the route to find the route to the destination, instead of unicasting the breakage information to the source and re-building a new route from the source. The intermediate nodes locally broadcast beacons to neighbouring vehicles which are closer to the destination if such nodes exist or flood a route repair message to inform nearby nodes which are still connected to the destination.

Position-based protocols distinguish vehicles by location and provide the vehicles closer to the destination with priority to forward messages, which improves the efficiency of message propagation.

### 2.3.5 Geocast protocols

Geocast routing protocols set an ROI which is determined by the location of the message source. Packets, e.g. information on accident and congestion, are propagated to all the vehicles in the ROI. Other types of routing protocols, e.g. position-based protocols, can be combined with geocast routing to achieve efficient propagation of messages in an ROI.

Vehicles travelling in the opposite direction may be used to relay the message through the region of interest [28,29]. The vehicles moving in the same direction are grouped based on the transmission range [28], and a group head $(\mathrm{GH})$ is selected for each individual group. Once an incident is triggered, the vehicle involved in the incident, as the message source, broadcasts a message to inform other vehicles about the event. If the network condition cannot guarantee that the message is transmitted throughout the region of interest, e.g. the disconnected case, GHs travelling in the opposite direction take charge of forwarding the message. Once a GH receives the message and rebroadcasts it, the source stops periodical broadcast upon sensing the
rebroadcasting. The GH travelling in the opposite direction rebroadcasts the message before it moves out of the region of interest. The adoption of vehicles travelling in the opposite direction provides acceptable levels of delivery ratio and broadcast cost in either dense or sparse traffic.

A cached scheme to geocast routing is introduced [30]. Once a node holding a message loses its connection with others, it stores the message in its cache and waits to establish connection. Nodes in the network periodically broadcast beacons to inform nearby nodes of their existence. If the node with messages to be transmitted again receives a beacon, it starts broadcasting the message. The delivery ratio is improved by the cache scheme. In addition, a location constraint scheme is proposed to keep the route connected. The selected intermediate node, based on greedy routing, is always the closest to the destination. The selection range of the next relay, therefore, is reduced to guarantee network connectivity. That is, vehicles outside the transmission range after a specific interval are excluded from the potential relays. The scheme decreases network load and delivery delay.

Different from the passive reception of traffic information in other protocols, a pull-based geocast protocol is proposed [31]. In this scheme, after setting the destination, the vehicle broadcasts a request for information on congestion and the receivers in between the current location of the vehicle and the destination forward the request to their neighbours as far as the vehicles near the destination. The area from the location of the requester to the destination is defined as the ROI. In addition, the receivers respond to the requester with a congestion index which indicates the local congestion level. With this pull-based approach, the requester is able to obtain the congestion information for the possible routes to the destination and to choose the one with the shortest delay.

### 2.3.6 VANETs Routing Protocols with Consideration of Height

In practical traffic conditions, the vehicles between Tx and Rx are the main source of the signal attenuation [32,33]. Intuitively, tall vehicles are better than low vehicles as intermediate nodes. It has been proved by experiments [34] that tall vehicles as intermediate nodes, instead of low vehicles, help to improve the performance of signal propagation in terms of the received signal power, packet delivery ratio and effective communication range. This is because the vehicles as obstacles have a smaller impact on signals from tall vehicles than from lower ones. In the experiments, it is assumed that the vehicles receiving the message know the number of neighbouring vehicles. The farthest low and tall vehicles among the receivers compare the
number of their neighbours, and the one with the most neighbours forwards the message. In the experiments, the ratio of tall vehicles was spread from 0.05 to 0.5 . The results indicate that tall vehicles have more neighbours and they forward the message with higher probability. Using tall vehicles as intermediate nodes can be applied to any type of routing protocols in VANETs.

A clustering protocol, Spring Clustering, is improved by considering vehicles' height, which has been named Enhanced Spring Clustering (ESC) [35, 36]. In the ESC, a cluster head is elected using Coulombs law for the stability of a cluster network. The suitability of a candidate, the analogy with the force in Coulombs law, is

$$
\begin{equation*}
F_{r e l i j x}=k_{i j x} \frac{q_{i} q_{j}}{r_{i j}^{2}}, F_{r e l i j y}=k_{i j y} \frac{q_{i} q_{j}}{r_{i j}^{2}} \tag{2.2}
\end{equation*}
$$

where $F_{\text {relijx }}$ and $F_{\text {relijy }}$ are the pairwise relative forces between vehicles $i$ and $j$ along the $x$ axis and $y$ axis. The two axes are the movement directions of the vehicles, which are vertical to each other. $r_{i j}$ is the relative distance between vehicles $i$ and $j . k_{i j x}$ and $k_{i j y}$ indicate whether the vehicles are approaching each other $\left(k_{i j x}>0\right)$ or departing $\left(k_{i j x}<0\right)$, which relates to their relative speed. $q_{i}$ and $q_{j}$ are the factors which distinguish tall vehicles from low ones. As vehicle $i$ belongs to the group of tall vehicles (assuming that the vehicles are divided into tall and low vehicles), $q_{i}=2$; otherwise, $q_{i}=1 / 2$. For any vehicle, the sum of $F_{r e l i j x}$ with all its neighbouring vehicles, $F_{x}$ and $F_{y}$, are $\sum F_{\text {relijx }}$ and $\sum F_{\text {relijy }}$, which are the total force of vehicle $i$. The vehicles broadcast beacon messages periodically, which contain the information of their location, movement direction and speed. The force $F_{\text {rel }}$ of each other, therefore, can be exchanged. The candidate with the highest $F_{\text {rel }}$, is equivalent to the situation where the candidate is likely to be a tall vehicle and is at a smaller distance from its neighbours, and is thus best suited to be the cluster head. This method aims to improve the performance regarding the cluster lifetime and the stability of the link between cluster heads. However the mechanism of periodic beacons from all the vehicles could be a source of congestion in the channel, especially in heavy traffic.

### 2.4 Backoff Analysis: Transmission Probability

The backoff mechanism in IEEE 802.11 is adopted to avoid collision, since stations may try to access idle channels at the same time. Random backoff time is specified, forcing stations to defer the starting time of transmission by various degrees. This mechanism determines the
transmission probability of stations and whether the message can be transmitted in the cases where there is only one winner in channel contention.

The transmission probability of any station in a random time slot is deduced using a Markov chain [37]. It is assumed that there are always messages to be transmitted at any station. If the channel is sensed to be idle and the backoff counter of a station reaches zero, a message will be transmitted by the station. Other stations receiving the message pause the backoff procedure and only restart the backoff whenever the channel is released. It is also assumed that the packet collides with a constant and independent value $p_{c o}$ regardless of re-transmission numbers. The backoff process is modelled using a discrete Markov chain,

$$
\begin{align*}
& P(i, k \mid i, k+1)=1, k \in\left(0, W_{i}-2\right), i \in(0, m)  \tag{2.3}\\
& P(0, k \mid i, 0)=\frac{1-p}{W_{0}}, k \in\left(0, W_{0}-1\right), i \in(0, m)  \tag{2.4}\\
& P(i, k \mid i-1,0)=\frac{p}{W_{i}}, k \in\left(0, W_{i}-1\right), i \in(1, m)  \tag{2.5}\\
& \quad P(m, k \mid m, 0)=\frac{p}{W_{m}}, k \in\left(0, W_{m}-1\right) \tag{2.6}
\end{align*}
$$

where $k$ represents the randomly-selected backoff value and $i$ is the backoff stage, i.e., the retransmission times. Equations 2.3 to 2.6 represent the one-step transition probability of the Markov chain. $P\left(i_{1}, k_{1} \mid i_{0}, k_{0}\right)$, for example, is the transition probability from the backoff stage $i_{0}$ and backoff counter $k_{0}$ to the backoff stage $i_{1}$ and backoff counter $k_{1}$. $W_{i}=2^{i} W$. For the first transmission, $W=C W_{\min }$. Equation 2.3 reflects the fact that the backoff value is decreased by one at the start of each time slot. Equation 2.4 shows the probability that a new packet is to be transmitted with a backoff value selected from $W_{0}-1$ and 0 , after the successful transmission of a previous message. Equation 2.5 shows the fact that after the $(i-1)$ th unsuccessful transmission, a new backoff value is selected within a greater range, from $W_{i}-1$ to 0 . Equation 2.6 indicates that if the range of the backoff selection reaches the peak, $C W_{\max }-1$, and the transmission fails again, the re-selected backoff value is still from $C W_{\max }-1$ to 0 .

According to the basic relations listed above, the probability $\tau$ that a station will transmit in any chosen time slot is

$$
\begin{equation*}
\tau=\frac{2(1-2 p)}{(1-2 p)(W+1)+p W\left(1-(2 p)^{m}\right)} \tag{2.7}
\end{equation*}
$$

where $p$ is the probability of collision and $W$ is the minimum $\mathrm{CW}, C W_{\text {min }} . m$ represents a predefined maximum CW stage which relates to $C W_{\min }$ and $C W_{\max }$. The equation shows that the probability that a station will transmit in a randomly-chosen time slot. $p$ is the probability that at least one of the other $N-1$ stations will transmit in the same time slot as station $i$. It is

$$
\begin{equation*}
p=1-(1-\tau)^{(N-1)} \tag{2.8}
\end{equation*}
$$

For a system, $\tau$ and $p$ are unknown parameters and can only be obtained by numerical methods.
The successful transmission probability of an individual station [38] is studied. It is assumed that there are $N$ stations contending for the shared channel. A station successfully transmits messages if it has the smallest backoff value among all the other stations. $v_{i}(t)$ is defined as the backoff value which is randomly chosen by station $i$ from $\left[0, \operatorname{win}_{i}(t)\right]$, where $\operatorname{win}_{i}(t)$ is the contention window size of node $i$ at time instant $t . P_{i}(t)$ is the probability of the successful transmission of station $i$ at time $t$.

$$
\begin{equation*}
P_{i}(t)=P\left(v_{i}(t)<v_{j}(t) \mid j \neq i, j=1, \ldots, N\right) \tag{2.9}
\end{equation*}
$$

then $P_{i}(t)$ is above zero if the backoff value which the station $i$ selected is smaller than the others.

For all the stations, the minimum value of $\operatorname{win}_{i}(t), \operatorname{win}_{\min }=\min \left(\operatorname{win}_{i}(t), i \in N\right)$, is a threshold for successful transmission. If the backoff value of station $i$ is greater than $\mathrm{win}_{\text {min }}$, the probability of successful transmission $P_{i}(t)$ is zero.

If $i$ is the sole station, the backoff value is smaller than $\operatorname{win}_{\text {min }}$, then $P_{i}(t)=1$. Otherwise, if there are $r$ stations with a backoff value smaller than win $_{\text {min }}$, the opportunity for successful transmission for these $r$ stations is equal, which is $\frac{1}{r+1}$.

To get a general expression of $P_{i}(t)$, the probability that there are $r$ stations with a backoff value smaller than win $_{\text {min }}$ has to be calculated among the other $N-1$ stations, i.e., $P(r)$.

$$
\begin{equation*}
P(r)=\sum_{k=1}^{\binom{N-1}{r}}\left(\prod_{m \in \mathrm{r} \mathrm{in} \mathrm{kth}} \frac{\text { win }_{\text {min }}}{\text { win }_{m}-1} \prod_{v \in \mathrm{rest} \mathrm{in} \mathrm{kth}} \frac{\text { win }_{v}-\text { win }_{\text {min }}-1}{\text { win }_{v}-1}\right) \tag{2.10}
\end{equation*}
$$

In Equation 2.10 there are two products. The first term, $\prod_{m \in \mathrm{r} \text { in kth }}$, presents the product of the probability of $r$ stations with a smaller backoff value than $\operatorname{win}_{\text {min }}$ in the $k$ th combination
of stations. The second term, $\prod_{v \in \text { rest in kth }}$, shows the product of the probability of the other $N-1-r$ stations with a greater backoff value than $w i n_{\min }$ in the $k$ th combination of stations.

$$
\begin{equation*}
P_{i}=\frac{\text { win }_{\text {min }}-1}{\text { win }_{i}-1} \sum_{r=0}^{N-1} \frac{1}{r} P(r) \tag{2.11}
\end{equation*}
$$

Equation 2.11 shows the probability that any station will access the channel successfully and transmit. The calculation [38], however, is too complicated to understand and to implement. The probability of successful transmission will be re-deduced in Chapter 4. The expression in Chapter 4 provides a simplified version of the probability of successful transmission and a specialised form for the proposed scheme in this thesis.

### 2.5 Network Connectivity in Vehicular Networks

As a fundamental property of ad hoc networks, network connectivity is a prerequisite for network functions, e.g. protocol design and system configuration of wireless devices. The dynamics of VANETs make the network connectivity an important factor to consider in protocol design.

According to graph theory [39], the network is connected if and only if any pair of nodes are connected by at least one path. The network is said to be $k$-connected if and only if there are $k$ independent paths, with no common part of path shared between any pair of nodes. In VANETs, if any two vehicles are connected, the receiver is able to receive the signal from the transmitter successfully.

### 2.5.1 Inter-vehicle Spacing Distributions

Studies on VANET connectivity are carried out based on the assumption that the location of vehicles follow a Poisson distribution [40-42], that is the location of any vehicle is uniformly random on the road and independent from each other. The expression of probability density function (PDF) of $x$ is given in Equation 2.12

$$
\begin{equation*}
f(k, x)=\frac{\left(\rho_{v} x\right) \mathrm{e}^{-\rho_{v} x}}{k!}, k \geq 0 \tag{2.12}
\end{equation*}
$$

where $\rho_{v}$ is the vehicle density in veh $/ \mathrm{m}, x$ represents the distance considered, in metre. $\rho_{v} x$ is the average number of vehicles within the range of $x$ metres. The expression shows the probability that $k$ vehicles occur at the distance interval of $x$ metres.

Poisson distribution of location is equivalent to the situation where the inter-vehicle spacing follows an exponential distribution. The PDF of inter-vehicle spacing is

$$
\begin{equation*}
E D(x)=\rho_{v} \mathrm{e}^{-\rho_{v} x} \tag{2.13}
\end{equation*}
$$

The Poisson and exponential distribution are simple models for location distribution. Yet, the empirical data [43] shows that the statistics of inter-vehicle distribution change with time of day and the exponential distribution is not able to describe the distance between vehicles precisely in all periods except sparse traffic flow [44].

Log-normal distribution is adopted to model the inter-arrival time and inter-vehicle distance, $x$, of free-flow traffic [44-46], i.e., $X \in \log _{e} N(\mu, \sigma)$, where $\mu$ and $\sigma$ represent the mean and standard deviation of log-normal distribution. By comparing with practical traffic data, it is shown [44] that log-normal distribution is more accurate than exponential distribution to model heavy flow traffic.

A statistical model more suitable and accurate than exponential distribution distance is described [43,47]. The condition of real traffic changes with time in one day. For example, the average distance between consecutive vehicles during daytime is much smaller than the one in the midnight. To acquire the statistical property of inter-vehicle distance, 24 CDF (Cumulative Distribution Function) curves of inter-vehicle distance are drawn from the real traffic data of Berkeley Highway Lab with each one matching one hour in a day. The Kolmogorov-Smirnov test (K-S test) is used to approximate the CDF curves to the pre-selected distributions, i.e. exponential distribution and generalised extreme value (GEV) distribution. If the difference between the CDF curves of traffic data and pre-selected distance is above the threshold of the critical level, which presents the level of similarity, the data can be represented by the distribution. The K-S test shows that in the hours with light traffic conditions, e.g. from 1 a.m. to 5 a.m., the exponential distribution is accurate enough to represent the real traffic data, according to the threshold of critical level $95 \%$. In the cases of relatively heavy traffic, i.e. from 7 a.m. to 10 a.m. and from 2 p.m. to 7 p.m., either of the hypothesised distributions is able to approximate the CDF curves. And in other hours with moderate traffic, the data of distance between consec-
utive vehicles can be properly described by GEV distribution. GEV distribution contains type I, II and III extreme value distributions and forms a family of continuous probability distribution. The distribution is the limit distribution of the normalised maxima of an i.i.d. random variables and thus used to approximate the maxima of finite sequences of random variables. To model the traffic flow with log-normal distribution and GEV distribution, the parameters in the distributions need to be adjusted carefully.

### 2.5.2 Factors Related to the Network Connectivity

Current research shows that the network connectivity in vehicular networks is mainly determined by the following factors: 1) vehicle density; 2) transmission power, or the maximum transmission range (MTR); 3) network mobility; 4) whether roadside units (RS)/infrastructures are involved in the communication; and 5) impact from environments on signal propagation.

### 2.5.2.1 Vehicle Density and Transmission Range

Intuitively the network connectivity in VANETs rises with the increase of vehicle density and it is supported by experiments [48]. For a specific connection probability, the trend of vehicle density is opposite to the one of MTR, and these two factors are considered together [2,49]. The analytical model of connection probability for unidirectional traffic is presented [2]. The distance between consecutive vehicles and the transmission range in VANETs determine the network connectivity. The network is connected if and only if consecutive vehicles are always connected, i.e. the distance between any pair of consecutive vehicles is smaller than the transmission range. The CDF of the distance between consecutive vehicles is [2]

$$
F_{c v}(x)=\left\{\begin{array}{cc}
1-\mathrm{e}^{-\rho_{v} x} & x \geq 0  \tag{2.14}\\
0 & x<0
\end{array}\right.
$$

Therefore, the connection probability for a pair of vehicles with $N-1$ relays (vehicles) is


Figure 2.4: Vehicle distribution of one-way scenario [2]

$$
\begin{align*}
P_{c} & =\operatorname{Pr}\left(X_{1} \leq R R, X_{2} \leq R R, \cdots, X_{N-1} \leq R R\right) \\
& =\left(1-\mathrm{e}^{-\rho_{v} \cdot R R}\right)^{N-1} \tag{2.15}
\end{align*}
$$

where $X_{1}$ represents the distance between vehicle 1 and vehicle 2 , and so on. $R R$ indicates the Radio Range of the wireless devices. Figure 2.5 presents the change of connection probability with the vehicle density and the transmission range, based on Equation 2.15. The rise of vehicle density and transmission range increases the connection probability as expected, as is shown in figure 2.5.

Minimum Transmission Range (MTR), that is the transmission range which keeps the connection probability above a specified threshold, is

$$
\begin{equation*}
d_{c}=-\frac{1}{\rho_{v}} \ln \left(1-P_{c}^{\frac{1}{(N-1)}}\right) \tag{2.16}
\end{equation*}
$$

By increasing the transmission range, the required connection probability at a specific density can be raised.

The theoretical analysis above only applies to a straight highway scenario, with no intersections. At intersections [49], the traffic flow is disrupted, which results in significant difference in terms of vehicle density at both sides of the intersection point. Therefore, the increase of vehicle density cannot rise connectivity necessarily.


Figure 2.5: Connectivity probability with the density and the transmission range in one-way case

### 2.5.2.2 Network Mobility

As the distinguishing property of VANETs, network mobility affects network connectivity. The metrics to measure network mobility are the mean value and the standard deviation of speed distribution.

The connection probability of VANETs in the highway scenario decreases as the mean and standard deviation of speed increase [50].

The availability of connections for each individual link determines the connectivity of the whole network. Using real traffic data, duration of the link between consecutive relays is analysed in a geometrical view based on the mathematical model of the connection availability [51]. Mathematical models show that in the highway scenario the links between relay nodes moving in the same direction last for a significant amount of time, in the order of tens of seconds. If the vehicles moving in the opposite direction are adopted as relay nodes, the connection time will decrease, since the speed gap of vehicles in the opposite direction results in a shorter time that the vehicles lie within mutual transmission range.

### 2.5.2.3 Roadside Unit (RSU) / Infrastructure

An RSU can provide drivers with the information about traffic condition, e.g. accidents and traffic jams, and an access point to the Internet. An RSU also facilitates the construction of vehicular networks in a centralised manner.

The RSU is equivalent to a static node with stronger transmission power compared to the mobile nodes in VANETs. The network connectivity is degraded by extending the space between adjacent RSUs [40]. Experiments [52] show that the rise of transmission range of RSUs improves the network connectivity and shortens the disconnection interval in vehicular networks. In the V2X network, the decrease of the vehicle density and the transmission range of vehicles has the same impact on the network connectivity with RSUs and reduces access possibility to RSUs [40, 52].

### 2.5.2.4 Impact from Environments on Signal Propagation

The network connectivity is also affected by environmental factors, e.g. roadside buildings and vehicles on the road. These factors result in the reflection, diffraction and scattering of the transmitted signal, and signal fading at the receiver.

Road tests $[32,33]$ show that the signal received is the superposition of multipath signals with various delay and strength, among which the signal from the Line of Sight (LOS) path dominates the signal received. In the LOS component [53, 54], the packet delivery ratio and the Received Signal Strength Indication (RSSI) are both significantly affected by the vehicles blocking the path between transmitter and receiver. Any potential receiver may fail to receive the signal although it is within the transmission range of the transmitter due to the vehicles which block the signal. Experiments were conducted between one pair of vehicles with one vehicle as an obstacle in between of them. The obstacle effect, as well as signal fading by multipath, weakens the network connectivity inevitably by affecting the signal reception in real traffic.

### 2.6 Conclusion

In this chapter, four topics are covered, i.e., the features of VANETs, a brief introduction of WAVE (IEEE 802.p) for vehicular communication, common types of routing protocols in VANETs, and a summary of the factors related to network connectivity in VANETs.

The routing protocols are categorised into 5 types, position-based, broadcasting, cluster-based, geocast and ad hoc routing. Notice that some of the protocols mix the features and advantages of multiple types to deal with the high mobility of VANETs for better performance. In the coming chapters, an improved protocol is proposed based on DBA-MAC (Dynamic Backbone Assisted MAC) which contains the features of cluster based, position-based and geocast protocols and aims to propagate safety message as fast as possible. The analysis and results demonstrate that the proposed scheme increases the probability that the best candidates become the intermediate nodes and reduces the propagation latency. In the practical case, the vehicles between the transmitter and receiver affect the signal propagation. In Chapter 5, network connectivity is estimated based on diffraction models to present the obstacle effect in real traffic, and the necessity of considering the obstacle effect in performance estimation of protocols in VANETs is also shown.

# Chapter 3 Improved Scheme for Intermediate Node Selection in Proactive Routing Protocol 

### 3.1 Introduction

Dynamic Backbone-Assisted MAC (DBA-MAC) [16], a hybrid routing protocol, comprises of a proactive protocol and an on-demand one. DBA-MAC provides better system performance in terms of propagation delay and average number of nodes involved in each transmission than flooding in IEEE 802.11. The performance improvement stems from lack of backoff between consecutive transmissions and long distances between adjacent intermediate nodes. Since the intermediate nodes take charge of forwarding messages, the key factors affecting network performance are the manners of selecting intermediate nodes efficiently and keeping the distance between adjacent intermediate nodes as long as possible. In this chapter, DBA-MAC is analysed to speed up message propagation. Based on the analysis, a novel scheme is proposed to improve the selection efficiency of intermediate nodes and system performance. The proposed scheme can also be applicable to other VANET protocols in which the CW mechanism is adopted as the selection criterion.

To the best of our knowledge, in existing VANET proactive protocols, the propagation performance and network formation are measured separately, i.e. propagation delay and overhead/formation time. The network formation time, however, is an inseparable part of a proactive protocol and has an impact on average delay in the protocols. In this chapter, a novel metric, delay taking into account the effect of formation time (DEFT), is proposed for the proactive protocols, in which propagation delay and network formation time are combined. The value of the proposed metric represents the propagation delay with the impact of network formation time on delay.

This chapter is organised as follows: in section 3.2, a novel metric for proactive routing protocols is proposed with the analysis of the impact of network formation time on message propaga-
tion. In section 3.3, a proactive routing protocol, DBA-MAC, which is the basic of the research in this thesis, is briefly introduced. Section 3.4 presents the analysis of the drawbacks of DBAMAC which affect the BM selection and system performance, and proposals of the improved schemes. Performance comparison between DBA-MAC and the proposals are presented in section 3.5. Section 3.6 concludes the chapter.

### 3.2 Proposed Metric for Proactive Routing Protocols

Delay in proactive protocol is at the inevitable cost of network formation. A system with short delay is usually with long formation time. To the best of our knowledge, in current literature the delay metric only comprises of the time from transmission by the message generator to the end of the last re-transmission. Formation time/overhead, as an individual metric, is ignored in the delay. To estimate the propagation delay taking into account the impact of network formation, a novel metric is proposed. The proposed metric contains the propagation delay and the effect of network formation time on delay, and is named DEFT, i.e., Delay taking into account the Effect of Formation Time.

In this metric, both propagation delay and formation time are normalised to the unit distance, i.e., 1 km . Given that the network in proactive protocols, e.g. DBA-MAC, updates periodically and the messages are held by generators in the network formation phase, the network formation time is weighted by the ratio of average time of network formation in unit distance to the period. DEFT is expressed as Equation 3.1,

$$
\begin{equation*}
T_{d f t}=\alpha T_{f t}+T_{\text {delay }} \tag{3.1}
\end{equation*}
$$

where $T_{d f t}$ is DEFT, $\alpha$ is the parameter of impact from the network formation to the message propagation. In $\alpha$, the average formation time in unit distance is normalised by all the messages in the period, given that the messages are randomly distributed in time, since in the phase of network formation the message generators suspend the message to be transmitted. Therefore, $\alpha=T_{f t} /$ period, where period is the updating period in DBA-MAC. $T_{f t}$ is the average formation time of a $1-\mathrm{km}$ network and $T_{\text {delay }}$ represents the average propagation delay of the messages in 1 km .

### 3.3 A Proactive Routing Protocol: DBA-MAC

In DBA-MAC, vehicles with wireless devices are categorised into 2 groups, i.e., backbone members (BMs) and normal members (NMs). When no network is detected in a specific period, vehicles broadcast beacon messages to form one. Upon establishing a BM network, messages are forwarded by BMs. NMs only act as intermediate nodes when BMs fail to forward messages due to collisions or a BM link breakage. A BM forwards a message as soon as it is received from the BM's last counterpart, with no backoff time. Because there is no backoff time when a BM forwards a message, delay is reduced, compared with flooding scheme.

### 3.3.1 Network Formation: the BM Selection

If a vehicle receives no beacon message from any neighbouring vehicle in a specific period, i.e., 5 seconds, it broadcasts a beacon message to start a BM formation procedure, claiming itself as a BM. The beacon message contains ID information of the transmitter, the radio range and information from the GPS equipment, including speed, location and direction of movement. Following vehicles within its radio range justify whether they are suitable candidates and only the suitable ones start a contention-based procedure to become the next BM. The CW scheme in IEEE 802.11 is adopted to determine the suitability of candidates and their backoff time. The candidate which finishes backoff first replies to the BM with a candidature message prior to others and the BM unicasts an ACK message to the winning candidate. All the other candidates suspend backoff procedure and listen to the channel if they receive a candidature message. After this handshake step, the newly-selected BM repeats the procedure by starting from broadcasting a beacon to find the next BM and form the BM network.

During network formation, suitable candidates are the ones which keep connected with the BM and never overtake the BM throughout the period. Whether a candidate is a suitable one, therefore, depends on the relative speed and relative distance between the BM and the candidate. Those outside a BM's radio range at the end of a period, predicted from the relative speed and relative distance, are excluded from the suitable candidates, since the breakage of the BM link degrades system performance if such candidates are selected as a BM.

Among the suitable candidates, the suitability for each individual is related to the relative distance, relative speed to the last BM, the period of network and the radio range. The candidate with the highest suitability is defined as the one farthest from the BM at the end of a period.

The BM selection in DBA-MAC aims at selecting the farthest candidate at the end of the period with highest probability and implementing fast propagation.

The backoff time of candidates before responding to the BM relates to the relative distance of the candidate to the BM at the end of the period. The relative distance normalised by the Radio Range ( RR ) is used to measure the suitability of the candidate. An index which shows the suitability is defined here, the Suitability Index (SI), as Equation 3.2

$$
\begin{equation*}
S I_{i}=\frac{\Delta s_{i}+\Delta v_{i} t}{R R} \tag{3.2}
\end{equation*}
$$

where $\Delta s_{i}$ is the relative distance between candidate $i$ and the BM at the beginning of the period. Since only candidates following the BM are considered, $\Delta s_{i}$ is above zero. $\Delta v_{i}$ represents the speed gap between the candidate $i$ and the BM. For candidates approaching the BM, $\Delta v_{i}<0$, and so on. $t$ indicates the updating period of a BM network. $R R$ stands for the radio range of the wireless device in a BM. Dividing by the distance at the end of the period by the radio range normalises the result. In this research, it is assumed that GPS provides the data of location and velocity, and the data is accurate to 0.1 metre. Therefore, the accuracy of $\Delta s_{i}$ and $\Delta v_{i}$ is determined by GPS. The CW of candidate $i, C W_{i}$, is rewritten as follows [16]:

$$
\begin{equation*}
C W_{i}=\left(1-S I_{i}\right)\left(C W_{\max }-C W_{\min }\right)+C W_{\min } \tag{3.3}
\end{equation*}
$$

where $C W_{\max }$ and $C W_{\min }$ are the parameters from the IEEE 802.11 scheme, which are 1023 and 15 , respectively. Candidate $i$ randomly selects a value, $C W_{i}^{\prime}$, from 1 to $C W_{i}$ and starts a countdown from $C W_{i}^{\prime}$. Once the countdown procedure terminates, the candidate broadcasts a candidature message to contend to be the next BM.

The BM replies to the first candidate with an ACK message after receiving the candidature message successfully. Subsequent candidature messages from other candidates are ignored. The winning candidate is assigned a unique ID number which is contained in the ACK message. To reduce the network overhead, all the other candidates in backoff phase abort backoff as receiving the candidature message, and store the ID information of the new BM after receiving the ACK message.

Subnetworks may be created on the same highway simultaneously. In the BM selection phase, if a beacon message is received by a BM from another BM in the subnetwork ahead, the receiver responds with a candidature message after SIFS, without backoff. The subnetworks merge in
this way.

### 3.3.2 Transmission by BMs

BMs play a major role in message propagation. Once a BM receives a message from its upstream BM, it responses with an ACK message after SIFS and forwards the message without any backoff. An ACK message indicates that the downstream BM has received the message successfully and is ready to forward it. The upstream BM which receives the ACK does not forward the message again. NMs receiving the message from BMs keep listening to the channel without forwarding the message.

If a NM broadcasts a message as the message generator, all the following vehicles which receive the message start a contention procedure to forward the message. If a predefined BM receives the message, it forwards the message with high priority. Note that a risk zone for the safety message is set at 1 km in the protocol. The safety message contains the information about traffic congestion, accidents and other road traffic conditions. The messages are not forwarded by any vehicles if the receivers are out of the risk zone of the message generator.

### 3.3.3 Transmission by NMs

Note that messages are not always forwarded by BMs. Although in the protocol, the vehicles outside the radio range are excluded from being suitable candidates during the BM selection, the BM network may be broken by the network mobility, e.g. an unexpected change of BM speed. In addition, channel collision at a BM also results in reception failure and no forwarding of the message. In these cases, NMs participate in the contention to forward the message after the BM re-transmits the message. A contention-based scheme similar to the one in the BM selection phase is adopted here. The backoff time of the NMs is determined by the relative distance to the transmitter and the radio range 3.4. The one which finishes backoff prior to others forwards the message as an intermediate node.

$$
\begin{equation*}
C W_{i}=\left(1-\frac{\Delta s_{i}}{R R}\right)\left(C W_{\max }-C W_{\min }\right)+C W_{\min } \tag{3.4}
\end{equation*}
$$

### 3.4 Proposed Scheme and Analysis

### 3.4.1 Discussion of DBA-MAC

During message propagation, predefined intermediate nodes in the route table take charge of message propagation in the proactive protocols. The system performance, e.g., latency, is directly related to the route selection in proactive protocols.

BMs are the nodes that forward the messages in DBA-MAC. In the BM selection, the suitability of a candidate is defined by the distance to the last BM at the end of the network period. The candidate with the highest suitability is the one with the farthest distance to the BM. Any candidates projected to be outside the radio range of the BM's wireless device or overtaking the BM at any time in the period are excluded. The backoff time of a specific candidate, $i$, is a random value selected from 1 to $C W_{i}$. Statistically, the candidate with the highest suitability will win the contention with the highest probability.

### 3.4.1.1 The Suitability Criterion of DBA-MAC

The suitability criterion is the relative distance between the individual candidate and BM at the end of the period, that is, the longer the distance of the candidate at the end of the period, the greater suitability it has. Yet, this criterion ignores the location at the beginning of the period, which may result in the decrease of the distance between adjacent BMs. For example, in Figure 3.1, three vehicles are suitable candidates to be the next BM. The black vehicle indicates the relative location of the candidate at the beginning of the period and the dashed blue vehicle is the one at the end of the period. According to the criterion, candidate 2 will win the contention with the highest probability. However, the distance from candidate 2 to the BM is not the longest at the beginning of the period, which may degrade the average distance between adjacent BMs and affect the propagation performance.

On the other hand, if using the distance at the beginning as the suitability criterion, the situation may occur that a potential BM is an approaching candidate and gets closer to the previous BM than the others at the end, as does candidate 4 in Figure 3.1, which gets closer to the BM than candidate 2 and 3. Once such a candidate is upgraded to a BM, in the selection phase of its downstream BM, the candidate set is affected by its relatively high speed. A leaving candidate is free from such a problem. If the relative distance of a leaving candidate at the beginning is


Figure 3.1: Illustration of the ending distance as $C W$ criterion in DBA-MAC
the longest, the distance to the BM only increases throughout the period.
The transfer of criterion changes the SI of leaving candidates; therefore, the SI ranking among all suitable candidates may be changed. Notice that the change may occur only if the traces of the relative distance throughout the period overlap with each other. The following section shows all possible cases which result in the changing of SI ranking, from the final distance(the relative distance at the end of a period) to BM and the initial distance to BM .

Figure 3.2 presents the relative movement of any two candidates with the BM being set as a benchmark. The dashed lines are the trace of the candidates throughout the period. Given the relative speed between the BM and the candidate, the trace indicates the change of the relative distance to the BM in the period. Direction of relative movement is related to the relative speed, i.e., if the candidate is faster than the BM, the relative movement is from the edge of the radio range towards the BM, and vice versa. As is shown in the figure, the relations of the relative distance between any two candidates throughout the period consist of three types, a) no overlap, b) partial overlap and c) fully covered overlap, respectively.

In the case of no overlap, no matter which scheme is adopted and what speed of the candidates are, there is no change of SI ranking. The candidate with longer distance to the BM has higher SI value.

The dash in the table indicates the relative movement direction. For example, B-A in the table


(a)

(b)

Figure 3.2: Cases of overlap

|  | SI ranking changed |
| :---: | :---: |
| 1:B-A, 2:D-C | N |
| 1:A-B, 2:C-D | N |
| 1:B-A, 2:C-D | N |
| 1:A-B, 2:D-C | N |

Table 3.1: Analysis: change of SI ranking in case of no overlap
represents that at the beginning of a period the relative location of the candidate (to BM ) is at B and it is at A after a period.

In partial overlap, the cases are grouped into 4 scenarios, which include 1) both approach, 2) both leave, 3) candidate 3 approaches and candidate 4 leaves, and 4) candidate 3 leaves and candidate 4 approaches. In 1 ), candidate 3 is selected as the $B M$ with higher ranking than candidate 4 in both schemes; in 2), candidate 3 with higher ranking than candidate 4 in both schemes; in 3 ), candidate 3 has a higher ranking in the scheme of the beginning distance as criterion and a lower ranking in DBA-MAC; in 4), candidate 3 has a higher ranking in DBAMAC and a lower one in the scheme of the beginning distance as criterion. The following table summarises the change of SI ranking in the partial overlap case.

|  | SI ranking changed |
| :---: | :---: |
| 3:F-E, 4:H-G | N |
| 3:E-F, 4:G-H | N |
| 3:F-E, 4:G-H | Y |
| 3:E-F, 4:H-G | Y |

Table 3.2: Analysis: change of SI ranking in case of partial overlap

In full overlap, the cases are grouped into 4 scenarios, i.e., 1) both approach, 2) both leave, 3) candidate 5 approaches and candidate 6 leaves, and 4) candidate 5 leaves and candidate 6 approaches. In 1), candidate 6 has a higher ranking in DBA-MAC and a lower one in the scheme of the beginning distance as selection criterion; in 2), candidate 6 has a higher ranking in the scheme of the beginning distance as selection criterion and a lower one in DBA-MAC; in 3), candidate 6 has a higher ranking in DBA-MAC and a lower one in the scheme of the beginning distance as selection criterion; in 4), candidate 6 has a higher ranking in the proposal and a lower one in the scheme of the beginning distance as selection criterion. The following table summarises the change of SI ranking in the full overlap case.

|  | SI ranking changed |
| :---: | :---: |
| 5:J-I, 6:M-L | Y |
| 5:I-J, 6:L-M | Y |
| 5:J-I, 6:L-M | Y |
| 5:I-J, 6:M-L | Y |

Table 3.3: Analysis: change of the SI ranking in case of full overlap

### 3.4.1.2 Random Selection of CW

A randomly-selected number from 1 to $C W_{i}$, which is given in Equation 3.3, determines the backoff time of this candidate. As Figure 3.1 shows, the suitability ranking is $2>3>1>4$, resulting in the upper boundaries: $C W_{2}<C W_{3}<C W_{1}<C W_{4}$. Candidate 2 will win the contention with the highest probability. Notice that although candidates 1,3 and 4 are weaker in suitability they also have an opportunity to win the contention. The randomness of CW selection in IEEE 802.11 is designed to avoid collision among competitors. In DBA-MAC, the randomness makes it possible that a candidate with weak suitability becomes the next BM. This reduces the average distance between adjacent BMs and has an impact on system performance.

### 3.4.2 Proposed Schemes Based on the Analysis

To deal with the issues listed above, schemes to improve the BM selection are proposed, i.e. the CW constraint scheme and the change of suitability criterion.

### 3.4.2.1 Constraint of CW Selection

To deal with randomness of CW selection and better reflect the candidate suitability, the CW Constraint scheme (CWC) is proposed in the BM selection. CWC is similar to the limited CW selection scheme [55,56], in which the lower boundary of CW selection is related to the retransmission times. For example, if a station attempts to transmit the message for the $i$ th time, the length of CW selection is $32 i$. That is, the selection range of CW spreads from $C W-32 i+1$ to $C W$. This method is designed to reduce collisions, yet not suitable to distinguish candidate suitability. This is because the stations with greater retransmission times have a greater range of CW selection. Greater range may lead to greater overlap of CW range with other stations. Stations with greater retransmission may access to the channel prior to the stations with smaller retransmission times. CWC aims to select the candidate of the highest suitability with highest probability. CWC sets an interval for CW selection from the upper boundary $C W_{i}$ to the lower boundary $C W_{i}-L+1$, confining the selection range of all the candidates. The range of CW selection, $L$, is set to be a number smaller than $C W_{\min }$, the minimum CW of all the candidates. As is shown in Figure 3.3, candidate 3 is the most suitable, so the backoff time for candidate 3 is from $C W_{3}$ to $C W_{3}-L+1$. The backoff time of the candidates with weak suitability is greater than the one of $C W_{3}$; therefore, candidate 3 responds to BM prior to others and will be
the next BM. The suitability of candidate 3 is protected by limiting the backoff time of other candidates with weaker suitability, i.e., 1 and 2 . In this way, only if the gap between the upper boundary of two adjacent candidates is great enough, i.e. greater than $L$, does the candidate with greater suitability terminate backoff prior to the weaker ones. A detailed analysis, with a mathematical model, will be presented in the next chapter.


Figure 3.3: Illustration of criterion in CWC

### 3.4.3 Extension of CW Constraint Scheme

A fast delivery scheme for online games in VANETs is presented [57]. The game-event message is propagated among the players in the vehicles in an on-demand manner. To reduce the hop of message propagation, the farther candidates have higher priority to forward the message by the adoption of CW mechanism in IEEE 802.11. The suitability of a candidate to forward a message is measured as Equation 3.5

$$
\begin{equation*}
\text { Suitability }=\left\lfloor\frac{R R_{i}-\text { Dist }_{i}}{R R_{i}}\left(C W_{\max }-C W_{\min }\right)+C W_{\min }\right\rfloor \tag{3.5}
\end{equation*}
$$

where $R R_{i}$ is the radio range of the wireless devices on vehicle $i$ which transmits the message and Dist $_{i}$ represents the distance from the current candidate to vehicle $i$. Note that the radio range is not fixed to a constant value and it is carried by the game message [57]. A random value between 1 and CW is selected to determine the backoff time of the candidate. In addition, the work of game message propagation [57] is extended [58] to more generic applications,
e.g. safety message and road service information propagation. The CW mechanism and Equation 3.5 is also adopted to indicate the suitability of the candidates to forward the messages.

Note that in the scheme for game message propagation $[57,58]$ the same criterion of candidate suitability is adopted as DBA-MAC. Therefore, the CWC proposed in the thesis is applicable to increase the probability that the candidates with the highest suitability become the relays. The CWC scheme is able to be adopted for the schemes in which CW mechanism is used to distinguish candidates for different priority.

### 3.4.3.1 Minimum Distance throughout Period as the Suitability Criterion

From the discussion, we see that the maximum distance of a candidate to the BM throughout the period is not always a good metric to determine the suitability. Specifically, the relative distance of the approaching candidates at the beginning and that of the leaving candidates at the end of the period are not the key factors for a long distance of adjacent BMs in the BM selection, due to the speed distribution. In contrast, the minimum distance throughout the period is related to the range of the next BM candidates. To make the distance between adjacent BMs as long as possible, the minimum values of the relative distances of all the candidates can be used as the suitability criterion. The reason to consider minimum values of the relative distance is that the criterion in DBA-MAC aims to get the distance of one hop as long as possible, yet the performance is determined by the average distance of all hops. A novel criterion of suitability is proposed here. The maximum value among the Minimum Distance of all the candidates to the BM throughout the period is adopted as criterion to measure the suitability. The proposal is named as MDC, short for Minimum Distance as Criterion. Different from the SI in Equation 3.2, the SI in the MDC is as Equation 3.6

$$
\begin{equation*}
S I_{i}=\frac{\min \left(\Delta s_{i}, \Delta s_{i}+\Delta v_{i} t\right)}{R R} \tag{3.6}
\end{equation*}
$$

The above equation shows that the minimum distance of a candidate determines the suitability as a BM. That is, the initial distance to the BM of a leaving candidate in the period determines its suitability and so does the ending distance of approaching candidates. As candidates which are outside the radio range and overtake the BM are excluded from being suitable candidates, $S I_{i}$ is a value from 0 to 1 . The candidate with the highest value is the best.

Notice that the change of criterion leads to the change of SI value of leaving candidates. This is
because the relative distance of a leaving candidate to the BM is the minimum at the beginning of the period.

Regarding SI ranking, the comparison of ranking change in DBA-MAC and the MDC occurs in some cases. The illustration of vehicles' location is shown in Figure 3.2. For the vehicles without overlap, there is no change of SI ranking. The cases with overlap are listed here.

Partial overlap: in the case of both approaching, candidate 3 is selected as a BM with higher ranking than candidate 4 in both schemes; in the case of both leaving, candidate 3 with higher ranking than candidate 4 in both schemes; in the case of candidate 3 approaching and candidate 4 leaving, candidate 3 has a higher ranking in the MDC and a lower ranking in DBA-MAC; in the case of candidate 3 leaving and candidate 4 approaching, candidate 3 has a higher ranking in both schemes. The following table summarises the change of SI ranking in partial overlap cases.

|  | SI ranking changed |
| :---: | :---: |
| 3:F-E, 4:H-G | N |
| 3:E-F, 4:G-H | N |
| 3:F-E, 4:G-H | Y |
| 3:E-F, 4:H-G | N |

Table 3.4: Analysis: change of SI ranking in case of partial overlap

Full overlap: in the case of both approaching, candidate 6 has a higher SI ranking than candidate 5 in both schemes; in the case of both leaving, candidate 6 has a higher ranking in the MDC and candidate 5 has a higher ranking in DBA-MAC; in the case of candidate 5 approaching and candidate 6 leaving, candidate 6 has a higher ranking in both schemes; in the case of candidate 5 leaving and candidate 6 approaching, candidate 6 has a higher ranking in the MDC and candidate 3 has a higher ranking in DBA-MAC. The following table summarises the change of the SI ranking in full overlap cases.

|  | SI ranking changed |
| :---: | :---: |
| 5:J-I, 6:M-L | N |
| 5:I-J, 6:L-M | Y |
| 5:J-I, 6:L-M | N |
| 5:I-J, 6:M-L | Y |

Table 3.5: Analysis: change of SI ranking in case of full overlap

For candidates with weak suitability, the change of SI ranking has little impact on the winning probability. For those with the highest suitability and a tiny difference between their SIs, the change of the SI ranking affects their winning probability, especially where the CWC is adopted. We see from the above comparison that a difference of the SI ranking caused by the MDC occurs in 3 cases out of 12, thus the change of the SI ranking by the change of the suitability criterion is not a frequent event in the BM selection. In addition, even if the MDC changes the ranking, the suitability of the candidates involved in the change of SI ranking is unlikely to cause a huge difference in the average distance between adjacent BMs. Simulation results and more analysis of the CWC with mathematical models are presented in Chapter 4.

### 3.5 Performance and Analysis in DBA-MAC and CWCMD

This section presents the performance comparison between DBA-MAC and the CWCMD. The impact on performance from the rate of safety messages, the rate of the background messages and the vehicle density are presented.

### 3.5.1 Methodology

To verify that the CWCMD provides faster propagation than DBA-MAC, extensive simulations are conducted.

Event driven programming is carried out in the MATLAB environment, focusing on the MAC layer. Network Simulator 2, as a widely-used tool in VANETs research, is not adopted, since it adds complexity to the simulation and cannot present the results by layer.

In event-driven programming, every individual action on the MAC layer and the routing layer is implemented. For example, once a message generator broadcasts a message (implemented by command Tx_message), a series of actions of the vehicles within the transmission range is triggered, based on various conditions of the vehicles. If the channel is idle and the vehicle keeps listening to the channel, an action of message reception (Rx_message) is triggered. If the vehicle is receiving a message from the other transmitter, a collision occurs (collision_by_safety_message). Nothing is triggered if the potential receiver is transmitting a message.

In the implementation of event-driven programming, an event list is set as a stack to store all
the events. An event is generated with the time instance of its occurrence and is inserted into the event list. The events in the event list are arranged and executed in chronological order. An event is only triggered by the completion of all the events ahead. If all the events are implemented and none remains, the simulation finishes.

| Time instant | Event | The vehicle(s) executing the event |
| :---: | :---: | :---: |
| $\ldots$ | $\ldots$ | $\ldots$ |
| 3.6 | Mobility update | all |
| 3.579 | end back off | 12 |
| 3.5 | Message generated | 57 |
| $\ldots$ | $\ldots$ | $\ldots$ |

Table 3.6: Illustration of the event list
As is shown in Table 3.6, the 1st column of the event list shows the time instant of the event's occurrence. The 2nd column is the name of the event and the 3rd column indicates the index of the vehicle which executes the command.

A command is inserted into the event list as above chronologically. For example, node 12 finishes the back off procedure at time instant 3.579s. Therefore, the event end back off by node 12 is inserted and listed before the event mobility update at 3.6 s . The event is triggered only if the events ahead of it are all executed. Only after the events end back off by node 12 at 3.579 and all the other events before time instant 3.6 s are finished, the event mobility update is triggered.

Safety messages are generated by all the vehicles equally throughout the entire period. The messages can be generated at any time during the period. In the simulation, the safety message rate and the total number of vehicles determine the number of messages. Each message is allocated to a randomly selected vehicle and time instance. The procedure of message generation and time allocation is completed before the period starts, and the corresponding events are executed according to the time order.

The generation of background messages is the same as that of safety messages. It is also determined by the message rate and the vehicle numbers.

The mobility of the vehicular network is independent of the network formation and message propagation. The vehicles are running on a ring-shaped road model which is of 8 -km length, with the starting and ending points overlapping. All the vehicles are randomly allocated a
location and a lane on the road in turn until all the vehicles are on the road. Once the location of a vehicle is fixed on the ring-shaped road model, the range of its forward and backward security distance is unavailable for other vehicles to be placed on the model. The process of position allocation restarts only if the road is fully occupied by the vehicles and the corresponding security distances with no space available for the remaining vehicles.


Figure 3.4: Illustration of security distance
Figure 3.4 shows that once a vehicle is placed in the security distance of another one, it has to choose the location randomly again until it is out of the security distance of the other one.

The velocity of vehicles is a value randomly selected from the truncated normal distribution. In the initial stage, the speeds of the vehicles are independent of each other. Refer to Section 3.5.2 System Configuration for the parameters of the distribution.

The mobility model, which is free from the impact of communication runs discretely with a time step of 0.1 seconds from the very beginning of each period and the mobility update commands are pushed into the event list before the message propagation. At each step, the vehicles detect the relative distance to the vehicle that is ahead in the same lane. If the distance to the vehicle ahead is smaller than the security distance, the following vehicle decelerates to the lowest speed bounded by the speed distribution in one second to avoid collision.

If the relative distance is not smaller than the security distance, the following vehicles choose to accelerate, decelerate or remain at their current speed with equal probability. Each vehicle has an equal chance of changing speed in this case throughout a given period. As a vehicle is changing speed, the target is to change by a standard deviation of the speed distribution during an entire period. Once the speed reaches the boundary of speed distribution, acceleration stops and the vehicle keeps moving with the boundary speed.

In the simulation, the location of the vehicles at the next time step is predicted based on the current speed and location. The procedure is repeated at every time step until the end of the
period. Overtaking is not considered in this model, since the period of 5 seconds is inadequate for the vehicles to complete the actions of lane changing and overtaking.

A Monte Carlo simulation is conducted to obtain the statistical results. In iteration, since the BM network updates during every period, one entire period of network formation and message propagation is simulated. The network formation starts at the beginning of each period, from the vehicle closest to the edge of the ring-shaped road model along the opposite direction of movement. Propagation delay and other information, e.g. the transmission times of each individual message, are stored in every iteration. To acquire the statistical results, the iteration number is set to 200 in the simulation.

The simulation randomness is guaranteed by the command RandStream in MATLAB. The starting moment of the simulation is used as the seed to generate a random stream. Since the starting moment in each simulation is unique, the generated random stream is unique as well as the results.

To get an unbiased result, i.e., delay, the definition of unbiased estimation of standard deviation is used to get the standard deviation of delay. In calculation, $t=\sqrt{\frac{1}{n-1}\left(\sum\left(t^{\prime}-\hat{t}\right)^{2}\right)}$, where $t^{\prime}$ is the simulation result of the propagation delay, $\hat{t}$ represents the average delay and $n$ is the total sample number.

### 3.5.2 System Configurations

In the simulation, it is assumed that the vehicles are located on a one-way ring-shaped road, on which the starting point and ending point overlap. The location of the vehicles follows a Poisson distribution, except that the distance of adjacent vehicles is equal to or greater than a security distance, which is related to the speed distribution of the vehicles. The vehicle speed follows a truncated normal distribution. For example, the possible speed at a density of 100 veh per km is from $64-6=58 \mathrm{mph}$ to $64+6=70 \mathrm{mph}$. In the mobility model, no overtaking is considered. The actions of overtaking contain the lane changing and overtaking the vehicle ahead from the other lane, which are usually unable to be completed in one period, given the speed distribution and the security distance. The period follows the configuration in DBA-MAC, the selection of which incorporates the consideration of network stability after establishing the network and amount of overhead during network formation. The configuration is listed in Table 3.7 [51]

In the simulation, there are two types of message, i.e., safety messages and background mes-

| Vehicle density (veh/km) | 100 | 60,20 |
| :---: | :---: | :---: |
| Speed: mean | 24 mph | 64 mph |
| Speed: standard deviation | 5 mph | 6 mph |
| Speed: range | $24 \pm 5 \mathrm{mph}$ | $64 \pm 6 \mathrm{mph}$ |
| Security distance | 25 m | 50 m |

Table 3.7: Configuration: traffic and mobility model
sages. Safety messages contain information on congestion, traffic accidents and messages about the safety of traffic and drivers. Background messages are the ones which are not safety messages, e.g., information about road service or entertainment messages, and so on. During propagation, if safety messages and background messages are waiting to be transmitted by a vehicle at the same time, it is the safety message that is first transmitted to guarantee its priority. The remaining parameters are listed in Table $3.8[6,16]$. The message rate is the average number of message a vehicle transmits in each second. For example, message rate 0.2 means that each vehicle transmits 0.2 messages per second on average. It can also be understood as $20 \%$ of all the vehicles transmit one message each second.

| Radio range | 240 m |
| :---: | :---: |
| Length: highway | 8 km |
| Cover range: safety message | 1 km |
| Transmission bit rate $R_{b}$ | 6 Mbps |
| Length: candidature message $L_{\text {candi }}$ | 40 bits |
| Length: ACK message $L_{A C K}$ | 40 bits |
| Length: safety message $L_{\text {smsg }}$ | 100 bits |
| Length: background message $L_{\text {bgmsg }}$ | 500 bits |
| $C W_{\max }$ | 1023 |
| $C W_{\min }$ | 15 |
| $D I F S$ | $58 \mu \mathrm{~s}$ |
| SIFS | $32 \mu \mathrm{~s}$ |
| Rate:safety message | $0.05,0.2,0.5$ |
| Rate: background message | $0,1,2,4$ |
| Updating period | 5 seconds |
| Length of CW selection $L$ | 4 |

Table 3.8: Configuration: system

### 3.5.3 Simulation Results and Performance Analysis

### 3.5.3.1 Advantage of DBA-MAC

A comparison between DBA-MAC and the flooding scheme in IEEE 802.11 is presented here. The metrics to estimate the performance are the propagation delay from the safety message generation to reception at the edge of the $1-\mathrm{km}$ risk zone and average number of transmission for each message. The vehicle density is 60 vehicles per km . The rate of safety message generation is 0.2 , i.e. 0.2 messages are generated by each vehicle per second on average. The propagation direction of the message is opposite to the movement direction. Figure 3.5 presents the performance comparison between DBA-MAC and flooding in terms of propagation delay.


Figure 3.5: The CDF of propagation delay in both DBA-MAC and flooding at a density of 60 veh per km and alert rate being 0.2

|  | DBA-MAC | Flooding |
| :---: | :---: | :---: |
| Aver. number of transmissions | $6.05 \pm 0.84$ | $9.59 \pm 2.29$ |
| Aver. delay $/ \mathrm{ms}$ | $1.162 \pm 0.542$ | $2.793 \pm 0.775$ |

Table 3.9: Average number of transmissions and propagation delay at a density of 60 veh per km rate of safety message 0.2

Figure 3.5 and table 3.9 show that the messages in DBA-MAC are propagated in a shorter delay than in the flooding scheme. In the flooding scheme, the vehicles which receive the message forward it after DIFS and a random backoff time. The backoff time is related to the number of previous transmissions of the message, instead of the relative distance and relative speed of the vehicles. If the message is propagated by the previous intermediate node as the $n$th time, the maximum CW for candidate $i, C W_{i}$, is $2^{2+n}-1, n=1,2, \ldots, 8$. The vehicles receiving the message forward it with equal opportunity.

Furthermore, in the flooding scheme each time a message is transmitted all the following vehicles within the radio range participate in the contention to forward the message, which reduces the efficiency of channel usage and channel capacity. Based on the configuration of the simulation approximately 14 to 15 vehicles on average join the contention to forward the message. In DBA-MAC, BMs are the only vehicles active for message propagation in the network except when a BM link fails to forward the message.

Due to the usage of BMs in DBA-MAC, the delay of most messages in DBA-MAC is less than 2 ms . In the flooding scheme, the propagation delay varies from 1.5 ms to more than 5 ms . The backoff time before each forwarding and greater number of transmissions are the source of the longer delay in flooding.

Table 3.9 presents the average number of transmissions of a safety message, which includes the broadcast by the message generator. The number of transmissions in the flooding scheme is greater than DBA-MAC and the range varies over a wider range, which is caused by the uniform selection of candidates within the radio range. In DBA-MAC, the candidate with the highest suitability becomes the BM with the highest probability and this accounts for the reduction in average number of transmissions. Note that the average number of transmissions is different from the number of BMs in the risk zone. The average number of transmissions includes transmissions and re-transmissions due to link breakage and collision.

Figure 3.5 shows that the CDF of flooding is more like a continuous curve instead of discrete results, although the results are discrete. This is because flooding delay is spread from 1.5 ms to more than 5 ms . The randomness of 1) location of intermediate nodes and 2) transmission number for each message in flooding makes delay in flooding more varied than in a predefined BM network, which leads to a visually smooth 'curve' in the CDF.

### 3.5.3.2 Comparison between the MDC, the CWC and DBA-MAC

In this section, the performance in terms of delay are presented in four schemes, i.e., DBAMAC, DBA-MAC with MDC (MDC for simplicity), DBA-MAC with the CWC (CWC for simplicity) and DBA-MAC with the CWC and the MDC (the CWCMD). The simulation was conducted at a density of 60 vehicles per km with message rate being 0.05 .


Figure 3.6: The CDF of propagation delay in DBA-MAC, the MDC, the CWC and the CWCMD

Results in Figure 3.6 and table 3.10 show that only if the CWC is adopted, is performance improved, compared with DBA-MAC. The CWC improves the winning probability of candidates with the highest suitability, which is the root of performance improvement. In DBA-MAC, the candidates with the highest suitability finish backoff prior to other candidates with higher probability. In the CWC, the length of backoff time is linear with CW , and the candidate with the highest suitability always finishes backoff prior to the others, which guarantees that the candidate with the highest suitability upgrades to be a BM.

The MDC, however, only manages to improve performance when it is used with the CWC. In the condition that the MDC is combined with the CWC, the candidate with the highest suitability is changed only if the overlap of the relative distance to the BM throughout the period occurs between two or more candidates with the highest suitability, as analysed above. The case
of overlap occurs occasionally, which accounts for the slight improvement of performance.

|  | DBA-MAC | MDC | CWC | CWCMD |
| :---: | :---: | :---: | :---: | :---: |
| delay | $1.144 \pm 0.280$ | $1.182 \pm 0.372$ | $1.071 \pm 0.367$ | $1.070 \pm 0.360$ |

Table 3.10: Average delay of $D B A-M A C, M D C, C W C$ and $C W C M D$ at a density of 60

Where the MDC is solely used with DBA-MAC, performance gets worse. Considering the ending distance in the period as the criterion in DBA-MAC, the CW of vehicles with smaller speed than the BM is changed by the MDC. In other words, the MDC only affects the candidates which are leaving the BM and the CWs of approaching candidates are not changed by the MDC. The MDC raises the CW of leaving candidates and the winning probability of all candidates is affected. The MDC leads to the situation where half of the CWs (of the leaving vehicles) become greater than in DBA-MAC and the vehicles with greater CW spread evenly from 0 to the radio range. The equivalent effect is that vehicles with strong suitability tend to be fewer than in DBA-MAC and vehicles with weak suitability increase in number. This effect results in an increase in the possibility of candidates with weaker suitability winning in the BM contention and the performance of the distance between adjacent BMs and propagation delay are both weakened. The overlap of the relative distance among the best candidates occurs occasionally and makes little impact on the performance.

Results show that the CWC makes the major contribution to performance improvement. In the following work, the CWC and the MDC are combined to conduct the simulation and comparison, given the name CWCMD (CW Constraint and Minimum Distance as criterion).

### 3.5.3.3 Impact of Rate of Safety Message and Background Message on the Performance of DBA-MAC and CWCMD

| Message rate | CWCMD | DBA-MAC |
| :---: | :---: | :---: |
| 0.5 | $1.114 \pm 0.765$ | $1.196 \pm 0.858$ |
| 0.2 | $1.087 \pm 0.565$ | $1.162 \pm 0.542$ |
| 0.05 | $1.070 \pm 0.360$ | $1.144 \pm 0.280$ |

Table 3.11: Average delay of DBA-MAC and CWCMD at a density of 60
Figure 3.7 and table 3.11 show that in both DBA-MAC and the CWCMD, the rate of safety


Figure 3.7: The CDF of propagation delay in both schemes at a density of 60 veh per km and changing rate of safety message
messages has little impact on message delay. The CDF curves show that the delay is in the order of $m s$. The interval in which a safety message occupies the channel (order of ms) is far less than the network period (5s). Since the messages are distributed equally in time, the impact from other safety messages is insignificant. Besides, once the channel is occupied, only the local channel within the radio range of the transmitter is busy. Channels outside the radio range are free from the impact of the safety message.

It is also noted that flat parts occur in the CDF figure. The horizontal axis of the figure is propagation delay. The flat parts in the CDF indicate that the delay of no message is in the range defined by the values at the both ends of the flat parts. In both DBA-MAC and the CWCMD, the message propagation is among BMs. Due to the propagation scheme adopted in DBA-MAC and the CWCMD, no backoff is introduced during message propagation among BMs. The delay can be estimated, by the transmission times of BMs and backoff time before transmission by the generator. Since the propagation time by each BM is a constant, which is related to the message rate and message length, the delay of messages propagated by the same number of BMs form a group of delay and the delay of no message is in the gap between
different groups. This accounts for the flat parts in the CDF. More details are as follows.

Assuming the message is forwarded by $n \mathrm{BMs}$, the delay $T_{\text {delay }}$ is

$$
\begin{gather*}
T_{\text {delay }}=n\left(S I F S+T_{A C K}+T_{t x}\right)+\left(T_{\text {pre }}+T_{t x}\right)  \tag{3.7}\\
T_{A C K}=\frac{L_{A C K}}{R_{b}}  \tag{3.8}\\
T_{t x}=\frac{L_{s m s g}}{R_{b}}  \tag{3.9}\\
T_{\text {pre }}=D I F S+T_{\text {backoff }}^{\prime} \tag{3.10}
\end{gather*}
$$

where $T_{A C K}$ and $T_{t x}$ are the transmission time of an ACK and a safety message. $L_{A C K}$ and $L_{\text {smsg }}$ define the length of the ACK and the safety message. DIFS and SIFS are DCF Interframe Space duration and Short InterFrame Space duration defined in IEEE 802.11. $T_{\text {pre }}$ is the waiting time of the message generator before broadcasting the message. $T_{\text {backoff }}^{\prime}$ shows the backoff time of the message generator if the channel is busy when the message is to be broadcast. The value of $n$ is related to the message's coverage range, the maximum radio range and distance distribution of adjacent BMs. In the condition that the coverage range is 1 km and the radio range is 240 m , the minimum $n$ is 4 , which means once the safety message is broadcast by the message generator at least 4 BM transmissions are required. The complete delay by a BM contains a SIDF period, a time period to transmit the ACK message and a time period to transmit a safety message. The time to transmit an ACK message and a safety message depends on the length of the messages and the bitrate, as is shown in Equation 3.8 and 3.9. The delay incurred by the message generator is calculated as the second part of Equation 3.7, which includes a DIFS period after generating a message and a random waiting time before broadcasting.

Also from Figure 3.7, we see that in the same condition, e.g. the same density and the same rate of safety messages, the performance of DBA-MAC is outperformed by the CWCMD, in which more messages are transmitted over the coverage range in a short delay. This results from the shorter re-transmission times and longer distance between adjacent BMs as indicated in table 3.12 and 3.13. In the CWCMD, a message is forwarded fewer times than the one in DBA-MAC on average which is caused by the longer distance between adjacent BMs in the CWCMD.

BMs are selected along the road and due to the stripe-like shape of the road the BM network is

| Message rate | CWCMD | DBA-MAC |
| :---: | :---: | :---: |
| 0.5 | $5.57 \pm 0.76$ | $6.06 \pm 0.85$ |
| 0.2 | $5.56 \pm 0.75$ | $6.05 \pm 0.84$ |
| 0.05 | $5.55 \pm 0.74$ | $6.04 \pm 0.84$ |

Table 3.12: Average re-transmission times of DBA-MAC and CWCMD at a density of 60

|  | CWCMD | DBA-MAC |
| :---: | :---: | :---: |
| Aver. distance of adjacent BMs | $222.97 \pm 12.23$ | $180.21 \pm 58.48$ |

Table 3.13: Average distance between adjacent BMs of DBA-MAC and the CWCMD at a density of 60
a chain along the road. Therefore the longer distance among adjacent BMs indicates a smaller number of hops in unit distance. This accounts for the increase of average distance between adjacent BMs leads to a smaller hop number and further smaller average delay.

The following data present the change of performance by each individual scheme.

|  | CWC | MDC |
| :---: | :---: | :---: |
| Aver. distance of adjacent BMs | $222.73 \pm 12.56$ | $176.43 \pm 60.01$ |

Table 3.14: Aver. distance between adjacent BMs by two parts of CWCMD at a density of 60

The results in table 3.14 show that the CWC is the predominant source of performance improvement. The CW scheme adopted in DBA-MAC provides the candidate of the highest suitability with the highest probability of becoming the BM. The candidates of weaker suitability, however, are able to win the contention as well with lower probability. While in the CWCMD, due to the CWC, the candidate of the highest suitability finishes backoff prior to the candidates of weaker suitability and becomes BM, unless the upstream BM fails to receive the message from the candidate of the highest suitability. The chances of the candidates of weaker suitability becoming BMs are reduced, at whatever density. Therefore, the average distance between adjacent BMs is increased in the CWCMD.

Figure 3.8 , table 3.15 and 3.16 show how the vehicle density affects system performance. At low density, the location of winners of the BM selection are spread more sparsely and unevenly than at higher density. This means the possibility of a shorter distance at low density is higher


Figure 3.8: The CDF of propagation delay in both schemes at changing density with the rate of safety message generation being 0.05
than the one at the high density and therefore, the average distance between adjacent BMs is smaller than at the high density in both schemes.

| Density per km | 100 | 60 | 20 |
| :---: | :---: | :---: | :---: |
| Delay $/ \mathrm{ms}$ | $1.065 \pm 0.390$ | $1.070 \pm 0.360$ | $1.096 \pm 0.384$ |
| Retransmission times | $5.51 \pm 0.75$ | $5.55 \pm 0.74$ | $5.77 \pm 0.73$ |
| Distance between BMs $/ \mathrm{m}$ | $229.05 \pm 7.86$ | $222.97 \pm 12.23$ | $195.88 \pm 35.11$ |

Table 3.15: Average delay, retransmission time and distance between adjacent BMs in the CWCMD in various densities

Figure 3.9, table 3.17 and 3.18 show how the background messages (BGMSG) impact the system performance. With the increase of background message rate, the performance of safety message propagation is degraded. From table 3.8, we see that the length of the background message is five times as long as the safety message. A transmitted background message occupies the channel longer than a safety message. Therefore, with the increase of background messages, the rate of transmission failures and re-transmissions go up as well as the waiting time before transmissions. This account for the longer delay of safety messages. Even so,

| Density per km | 100 | 60 | 20 |
| :---: | :---: | :---: | :---: |
| Delay $/ \mathrm{ms}$ | $1.141 \pm 0.473$ | $1.144 \pm 0.280$ | $1.156 \pm 0.29$ |
| Retransmission times | $6.03 \pm 0.83$ | $6.04 \pm 0.84$ | $6.15 \pm 0.82$ |
| Distance between BMs $/ \mathrm{m}$ | $181.92 \pm 59.62$ | $180.21 \pm 58.48$ | $170.41 \pm 57.57$ |

Table 3.16: Average delay, retransmission time and distance between adjacent BMs in DBAMAC in various densities


Figure 3.9: The CDF of propagation delay in both schemes in changing rate of $B G$ msg with the rate of safety message being 0.05 at a density of 60
the performance in the CWCMD outperforms DBA-MAC at all rates of background message generation due to the longer distance between adjacent BMs.

| Rate of BG MSG | 0 | 1 | 2 | 4 |
| :---: | :---: | :---: | :---: | :---: |
| Delay /ms | $1.070 \pm 0.360$ | $1.210 \pm 1.020$ | $1.337 \pm 1.481$ | $1.641 \pm 2.192$ |
| Retransmission times | $5.58 \pm 0.71$ | $5.67 \pm 0.79$ | $5.71 \pm 0.84$ | $5.86 \pm 0.99$ |

Table 3.17: Average delay and retransmission time in CWCMD in various rates of background messages

| Rate of BG MSG | 0 | 1 | 2 | 4 |
| :---: | :---: | :---: | :---: | :---: |
| Delay /ms | $1.144 \pm 0.280$ | $1.290 \pm 1.185$ | $1.426 \pm 1.503$ | $1.688 \pm 2.178$ |
| Retransmission times | $6.04 \pm 0.84$ | $6.10 \pm 0.89$ | $6.17 \pm 0.94$ | $6.26 \pm 1.03$ |

Table 3.18: Average delay and retransmission time in DBA-MAC in various rates of background messages

It is shown in the results that the retransmission time of messages is not significantly increased but the mean of propagation delay is increased by up to some $40 \%$. Before the message is broadcast, the message generator senses the channel and transmits it if the channel is idle. Due to the length of the background message, which is 5 times longer than the safety message, it occupies the channel longer and with the rise of background message rate the safety message generators have to wait for a longer time before broadcasting the message which leads to a prolonged delay.

### 3.6 Conclusion

In this chapter, a novel metric, the DEFT, for proactive routing protocols is proposed, which considers the impact of network formation on propagation delay. The metric reflects the message propagation more precisely than the delay only. In addition, the drawback of a routing protocol, DBA-MAC, is analysed. Randomness of CW selection is the predominant reason that a candidate with weak suitability is able to become the BM, which lowers the system performance. Therefore, a CW constraint scheme (CWC) and Minimum Distance as Criterion (MDC) are proposed to improve the system performance in terms of propagation delay and number of vehicles involved in the message transmission. The CWC is also applicable in the VANET protocols adopting the CW mechanism to distinguish candidates. With the combina-
tion of the CWC and the MDC, the CWCMD, the safety messages can be propagated faster than with DBA-MAC.

# Mathematical Models of DBA-MAC and the CWCMD, and Optimal Configuration of the System 

### 4.1 Introduction

In the previous chapter, we summarised DBA-MAC, analysed its drawbacks and proposed an improved scheme to speed up message propagation. In this chapter, mathematical models for DBA-MAC and the CWCMD (DBA-MAC with CW Constraint scheme and Minimum Distance as criterion) are established based on statistical analysis, to predict and to estimate the BM selection performance as well as to validate the simulation results. The mathematical models indicate the winning probability of each suitable vehicle in a set of candidates. Numerical methods are used to calculate the winning probability, which is a function of vehicle density and relative distance. Comparison between simulation results and the analytical ones is presented.

We present the performance of DBA-MAC, the CWCMD and flooding, in terms of propagation latency, average transmission times and the DEFT (Delay taking into account the Effect of Formation Time). Results show that the CWCMD provides the best performance in terms of fast propagation. Besides, observation shows that the change of $C W$ and length of CW selection, $L$, affect the performance of network formation time and propagation delay simultaneously in the CWCMD. The optimal performance of the DEFT is obtained by adjusting $C W$ and L. Simulations are carried out in this chapter to acquire the system configuration of optimal performance.

In addition, it is usually assumed that the location of vehicles follows a Poisson distribution, particularly in network simulators in current literature. Yet, due to the existence of a security distance the Poisson distribution cannot describe the location accurately. A novel distribution of the following vehicles is proposed in this chapter, maintaining a security distance between adjacent vehicles in the same lane.

The first contribution in this chapter is the statistical models that estimate the winning probability of suitable candidates. The second contribution is the application of the proposed metric to the CWCMD to get the configuration of optimal performance by adjusting parameters related to CW. Further, a practical distribution of vehicles' location is proposed in this chapter which considers the security distance between adjacent vehicles in the same lane.

The rest of the chapter is organised as follows: section 4.2 describes the theoretical models of distance distribution in DBA-MAC and the CWCMD, with numerical results and comparison with simulation results. Section 4.3 describes the method and procedure to determine the system configuration of optimal performance, which balances the propagation delay and network formation time. In section 4.5, a novel location distribution of vehicles is proposed which incorporates a security distance between vehicles in the same lane and compares this with the case of no security distance. Section 4.5 draws conclusions.

### 4.2 Mathematical Models of DBA-MAC and the CWCMD

In DBA-MAC and the CWCMD, BMs forward the safety message as soon as they receive it, with no backoff time. The delay for each single message in unit distance ( 1 km ) is, therefore, determined by the transmission time from the source to the last transmitter. With more BMs within the coverage range, the message is forwarded by more BMs and the delay will be increased. For example, a safety message may be forwarded by as few as 5 BMs or, say, 7 BMs to cover 1 km . The message propagation in the latter is approximately $40 \%$ longer than the one in the former. The average distance between adjacent BMs is inversely proportional to the number of BMs in a specific range. Therefore, the distance between adjacent BMs has an impact on the propagation delay.

To get the distance distribution of adjacent BMs, a mathematical model is proposed, which indicates the winning probability of each candidate in a set of suitable candidates in the BM selection phase. The winning probability is a function of the number of candidates, relative distance to the nearest BM, and the speed distribution. The suitability of each candidate is expressed as the maximum value of the contention window as is shown in Equation 4.1(DBAMAC) and Equation 4.12(CWCMD). A numerical method is used to compute the winning probability in the radio range, which is the distance distribution of adjacent BMs.

### 4.2.1 Mathematical Models: DBA-MAC

In the BM selection phase of DBA-MAC, the candidate's suitability depends on its relative location to the nearest BM at the end of the period. The maximum backoff time, $C W_{i}$, for candidate $i$ is,

$$
\begin{equation*}
C W_{i}=\left(1-\frac{\Delta s_{i}+\Delta v_{i} t}{R R}\right)\left(C W_{\max }-C W_{\min }\right)+C W_{\min } \tag{4.1}
\end{equation*}
$$

The backoff time, $T_{\text {backoff }}$, of candidate $i$ is the product of the slot time and a random value, $C W_{i}^{\prime}$, which is uniformly distributed between 1 and $C W_{i}$,

$$
\begin{equation*}
T_{\text {backoff }}=T_{\text {slot }} C W_{i}^{\prime} \tag{4.2}
\end{equation*}
$$

where $C W_{i}^{\prime}$ is a randomly-selected number from 1 to $C W_{i}$. In this thesis, it is called the countdown number.

The first candidate to finish backoff prior to others responds to the previous BM with a candidature message and becomes the next BM after receiving the ACK message from the previous BM. Other candidates suspend countdown and listen to the channel if they receive the candidature message. In other words, a candidate with a unique minimum $C W_{i}^{\prime}$ among all of the candidates becomes the next BM. If more than one candidate responds at the same time the contention procedure restarts and the candidates select backoff randomly again in this analysis. The winning probability is given by the probability that $C W_{k}^{\prime}$ of all the other candidates is greater than $C W_{i}^{\prime}$. Therefore, the winning probability of candidate $i$ is written as:

$$
\begin{equation*}
P_{i}\left(C W_{i}^{\prime}\right)=P\left(C W_{1}^{\prime}>C W_{i}^{\prime}, C W_{2}^{\prime}>C W_{i}^{\prime}, \cdots, C W_{k}^{\prime}>C W_{i}^{\prime}, k \neq i, k \in 1,2, \cdots, N\right) \tag{4.3}
\end{equation*}
$$

Since $C W_{i}^{\prime}$ is randomly selected from 1 to $C W_{i}$, the distribution of $C W_{i}^{\prime}$ is the reciprocal of $C W_{i}$,

$$
\begin{equation*}
p\left(C W_{i}^{\prime}\right)=\frac{1}{C W_{i}} \tag{4.4}
\end{equation*}
$$

Using Equation 4.3 and 4.4 and the theory from Proakis [59], the probability of candidate $i$ winning in all cases is a weighted sum of the winning probability over all the possible $C W_{i}^{\prime}$
and the weight for each case is the probability that the case occurs, which can be derived as Equation 4.5

$$
\begin{align*}
P_{i}= & \sum_{C W_{i}^{\prime}=1}^{C W_{i}} P_{i}\left(C W_{i}^{\prime}\right) p\left(C W_{i}^{\prime}\right) \\
= & \frac{1}{C W_{i}} \sum_{C W_{i}^{\prime}=1}^{C W_{i}} P\left(C W_{1}^{\prime}>C W_{i}^{\prime}, C W_{2}^{\prime}>C W_{i}^{\prime}, \cdots\right. \\
& \left.C W_{k}^{\prime}>C W_{i}^{\prime}, k \neq i, k \in 1,2, \cdots, N \mid C W_{i}^{\prime}\right) \tag{4.5}
\end{align*}
$$

where $P_{i}$ defines the winning probability of candidate $i . N$ is the total number of suitable candidates which are involved in the contention for the next BM , with $C W_{k}^{\prime}$ defining the randomlyselected value of candidate $k$.


Figure 4.1: Illustration of $C W$ random selection

Figure 4.1 illustrates how to calculate the winning probability for each individual candidate. Take candidate 3 for example, if candidate 3 wins in the contention with the countdown number $C W_{3}^{\prime}\left(1 \leq C W_{3}^{\prime} \leq C W_{3}\right)$, the countdown number of other candidates will be greater than
$C W_{3}^{\prime}$.
Note that the winning probability can be zero. Take candidate 2 for example. We assume the countdown number of candidate 2 is $C W_{2}^{\prime}$. If $C W_{2}^{\prime}>C W_{3}$, all the possible countdown numbers for candidate 3 are smaller than $C W_{2}^{\prime}$. Candidate 2 with its countdown number being $C W_{2}^{\prime}\left(C W_{2}^{\prime}>C W_{3}\right)$ is unable to finish backoff prior to candidate 3, and consequently, the winning probability of candidate 2 is zero.

The winning probability is acquired in the condition that the backoff time of the winner is the only minimum. If more than one candidate finishes backoff and responds to the BM simultaneously, collision occurs and the BM fails to receive the candidature message successfully. In the mathematical model, it is assumed that once collision occurs all the suitable candidates restart contention and select $C W_{i}^{\prime}$ again. The winning probability of candidate $i$ in the reselection procedure is as Equation 4.5 shows. The contention procedure continues until the unique winner is selected. In practice, if collision occurs, the BM fails to receive messages from candidates and it broadcasts the beacon again to restart the contention process which is reflected by the mathematical model.

### 4.2.2 Simplification of Mathematical Models for DBA-MAC and its Calculation

In the BM formation phase, the backoff time is related to the relative distance from the candidate to the last BM, the relative speed of the candidate and the maximum radio range of the BMs. In other words, the parameters required for the contention for each candidate can be determined by the candidate itself. No communication is required between the candidates until responding to the BM and, therefore, the candidates are independent of each other.

One property of joint probability distribution functions is that the joint probability function equals the product of the probability function of all variables if they are independent. For example, if variables $X$ and $Y$ are independent of each other, the joint probability function is the product of the individual probability functions,

$$
\begin{equation*}
P(X, Y)=P(X) P(Y) \tag{4.6}
\end{equation*}
$$

According to the above property, the winning probability given a certain countdown number in Equation 4.3 is rewritten as follows,

$$
\begin{align*}
P_{i}\left(C W_{i}^{\prime}\right) & =P\left(C W_{1}^{\prime}>C W_{i}^{\prime}\right) P\left(C W_{2}^{\prime}>C W_{i}^{\prime}\right) \cdots P\left(C W_{k}^{\prime}>C W_{i}^{\prime}\right), k \neq i, k \in 1,2, \cdots, N \\
& =\prod_{k=1, k \neq i}^{N} P\left(C W_{k}^{\prime}>C W_{i}^{\prime}\right) \tag{4.7}
\end{align*}
$$

And Equation 4.5 is rewritten as follows

$$
\begin{align*}
P_{i} & =\frac{1}{C W_{i}} \sum_{C W_{i}^{\prime}=1}^{C W_{i}} P_{i}\left(C W_{i}^{\prime}\right) \\
& =\frac{1}{C W_{i}} \sum_{C W_{i}^{\prime}=1}^{C W_{i}}\left(\prod_{k=1, k \neq i}^{N} P\left(C W_{k}^{\prime}>C W_{i}^{\prime}\right)\right) \tag{4.8}
\end{align*}
$$

Equation 4.7 shows that the probability of a candidate winning with a specific countdown number can be expressed as the product of the probability that this candidate finishes backoff prior to all other candidates. Take candidate 3 in Figure 4.1 for example, the countdown number is $C W_{3}^{\prime}$. Candidate 3 becomes the next BM only if it finishes backoff prior to candidate 1 and 2. To get this probability, what we need is the winning probability of candidate 3 over each one. For any candidate, say candidate 1 , if its countdown number is greater than $C W_{3}^{\prime}$, then candidate 3 responds to the BM prior to it. Therefore,

$$
\begin{equation*}
P\left(C W_{1}^{\prime}>C W_{3}^{\prime}\right)=\frac{C W_{1}-C W_{3}^{\prime}}{C W_{1}} \tag{4.9}
\end{equation*}
$$

Generalising the above equation, we get the following equation, for candidate $i$

$$
P\left(C W_{k}^{\prime}>C W_{i}^{\prime}\right)=\left\{\begin{array}{cc}
\frac{C W_{k}-C W_{i}^{\prime}}{C W_{k}} & C W_{k}>C W_{i}^{\prime}  \tag{4.10}\\
0 & \text { otherwise }
\end{array}\right.
$$

Using Equation 4.10, the winning probability can be found in a simple way. Notice that if the countdown number of candidate $i, C W_{i}^{\prime}$, is greater than the maximum countdown number of candidate $k, C W_{k}$, the winning probability of candidate $i$ in this case is zero.

With the above equations, the winning probability of a specific candidate is able to be calculated. The statistical results of the winning probability as well as the distance distribution will be presented in the following sections.

### 4.2.3 Mathematical Models: the CWCMD

The basic mechanism in both DBA-MAC and the CWCMD, that candidates choose a countdown number for a backoff time to select a winner, is the same; therefore, they share a similar mathematical model. Yet, a feature of the CWCMD leads to the changes in the winning probability, i.e., the range of CW selection, which accounts for the change in the mathematical model.

In DBA-MAC, the possible countdown number of the backoff ranges from 1 to $C W_{i}$ for candidate $i$. The CWCMD raises the lower boundary such that the range of CW selection is a positive integer, $L$. The possible countdown number of candidate $i$ is from $C W_{i}-L+1$ to $C W_{i}$. Consequently, the winning probability in Equation 4.8 is rewritten,

$$
\begin{equation*}
P_{i}=\frac{1}{L} \sum_{C W_{i}^{\prime}=C W_{i}-L+1}^{C W_{i}}\left(\prod_{k=1, k \neq i}^{N} P\left(C W_{k}^{\prime}>C W_{i}^{\prime}\right)\right) \tag{4.11}
\end{equation*}
$$

In addition, the suitability ranking of candidates leads to the change of the mathematical model:

$$
\begin{equation*}
C W_{i}=\left(1-\frac{\min \left(\Delta s_{i}, \Delta s_{i}+\Delta v_{i} t\right)}{R R}\right)\left(C W_{\max }-C W_{\min }\right)+C W_{\min } \tag{4.12}
\end{equation*}
$$

where $\Delta s_{i}$ is the relative distance from candidate 1 to the BM at the beginning of the period, and $\Delta v_{i}$ is the relative speed between candidate 1 and the BM. $t$ is the period of the BM network. Figure 4.2 illustrates the calculation of the winning probability in the CWCMD. The smallest countdown number of candidate 1 is $C W_{1}-L+1$, which is greater than the greatest countdown number of candidate $2, C W_{2}$. The probability of candidate 1 winning over candidate 2 is zero,

$$
\begin{equation*}
P\left(C W_{2}^{\prime}>C W_{1}^{\prime}\right)=0 \tag{4.13}
\end{equation*}
$$

The range of $\mathrm{CW}, L$, is a value equal to or less than $C W_{\text {min }}$, which is set to 15 in the system. This is because the minimum $C W_{i}$ for any candidate is $C W_{\min }$ according to Equation 4.12.

All the candidates share the same range of CW selection due to $L$. In the next section, the impact of $L$ on system performance will be discussed.


Figure 4.2: Illustration of $C W$ constraint

### 4.2.4 Numerical Results of mathematical models and Simulation Results

Deduction in this chapter shows models which are used to predict the performance of the BM selection in DBA-MAC and the CWCMD. Jointly with the numerical results in this part, the models are able to estimate and validate the BM selection in both DBA-MAC and the CWCMD.

### 4.2.4.1 Methodology

The PDF (Probability Density Functions) of the distance of the adjacent BMs is calculated within the transmission range with 1 metre being the interval used in this thesis.

Note that the results in this chapter present the instantaneous traffic condition. A speed is allocated to each vehicle to predict its location at the end of the period. The mobility of vehicles is unnecessary and neglected, since the instantaneous traffic condition also applies to any time instance throughout the period.

Only the procedure of network formation is simulated in this part. Once a BM vehicle broadcasts a beacon message to select the next BM, the following vehicles within its transmission range calculate their suitability based on the selection criterion. In the simulation results of this part, the candidates are contending to be the BM by randomly selecting a back off time, which is the same as the simulations in Chapter 3. The difference between the results here and those in Chapter 3 is that the phase of message propagation is excluded, since message propagation makes no impact on the BM selection. In the case of mathematical models, the winner and the winning probability are calculated from the deducted expressions.

The Monte Carlo method is used to obtain the results. The random elements in each of the iterations are the location and speed of the vehicles. The difference between the simulation in this chapter and the one used in Chapter 3 is that the mobility is considered here to predict the location of vehicles at the end of each period, yet the vehicles do not need to move, since the results here show the instantaneous traffic condition.

### 4.2.4.2 System Configuration

The parameters used for calculating the numerical results, and the simulation, are given in Table 4.1.

| density | 60 per km | speed | $64 \pm 6 \mathrm{mph}$ |
| :---: | :---: | :---: | :---: |
| lanes | 4 | $L$ | 4 |
| $C W_{\max }$ | 1023 | $C W_{\min }$ | 15 |

Table 4.1: System Configuration

In Table 4.1, the CW range, $L$, applies only to the CWCMD, since there is no selection constraint in DBA-MAC. The location of vehicles follows a Poisson distribution in the numerical results. For the simulation, as adjacent BMs in the same lane cannot be less than the security distance, i.e. 50 metres, the distribution is not Poisson distribution for short distance.

To get the numerical results, the location and speed of BMs and a set of candidates are predefined to be able to derive the winning probability. By adding the results of iterations and normalising the results, a statistical result is obtained. In the simulation, once the location and speed of vehicles are predefined, the candidates start BM network formation using the contention schemes instead of calculating the result from probability theory. The results are
presented below.

### 4.2.4.3 Theoretical Comparison between DBA-MAC and the Proposal



Figure 4.3: The CDF of the distance between adjacent BM in both DBA-MAC and the CWCMD in numerical results

The Cumulative Distribution Function (CDF), of distance between adjacent BMs in both schemes are presented in Figure 4.3. In DBA-MAC, the distance between adjacent BMs spreads from zero to the radio range. The gradient of the CDF rises with the increase of distance. This is because in DBA-MAC the candidates with weaker suitability have greater CW value and the probability that a vehicle with weaker suitability finishes backoff prior to a vehicle with greater suitability is small. Yet, the vehicle with weaker suitability still has a chance to win the contention. Therefore, the CDF curve is non-zero at any distance. While in the CWCMD, the lower boundary of candidates with weak suitability is $C W_{i}+L-1$ instead of 1 in DBA-MAC. Such candidates with weak suitability are unable to finish backoff prior to the candidates with greater suitability, i.e. those whose maximum countdown number is less than $C W_{i}+L-1$. As the curve reflects, the CDF of distance less than 150 metres in CWCMD is almost zero. This figure shows that the CWCMD results in a longer distance between adjacent BMs than DBA-MAC.

By examining the PDF curves in Figure 4.4, a reduction in probability can be observed close to the radio range. In the BM selection phase in both schemes, the candidates moving out of a BM's radio range at the end of the period are excluded from the contention. They are the reasons for the sharp slope in both curves.


Figure 4.4: The PDF of the distance between adjacent BM in both DBA-MAC and the CWCMD in numerical results

Figure 4.3 shows that the majority of performance improvement is due to the CW constraint scheme (CWC) in the CWCMD. The improvement of the average BM distance is approximately 0.7 metres by the change of SI, i.e., minimum distance as criterion (MDC) in the CWCMD. Analysis in Chapter 3 indicates that the change of SI affects the candidate with the highest suitability only when the overlap of the relative distance throughout the period exists between the candidate with the highest suitability and other candidates, esp. in the CW constraint scheme. The case of overlap occasionally occurs and this is the reason that the MDC improves the system performance slightly.


Figure 4.5: Comparison of the distance CDF between numerical results and simulation in DBA-MAC

### 4.2.4.4 Comparison between Theoretical Results and Simulation Results

Figures 4.5 and 4.6 are the comparison between numerical results and simulation results in both schemes. Analysis and simulation differ from each other in the distance distribution only. In the analysis, all the vehicles on the highway follow a Poisson distribution, the parameters of which are specified by the vehicle density. While in the simulation, the vehicles follow a Poisson-like distribution, with a security distance existing between consecutive vehicles in the same lane. The security distance is set to 50 metres at the density of 60 vehicles per kilometre on four lanes. The security distance is the approximate distance that the vehicle goes through in 2 seconds.

In Figure 4.5, the gradient changes at 50 meters. The gap between simulation and analysis is insignificant and the PDF curves show the change more clearly, as in Figure 4.7. The security distance accounts for the spike at 50 metres in the PDF of simulation results of DBA-MAC, as is shown in figure 4.7. In the simulation, BMs in the range from 0 and 50 metres corresponds to the vehicles in different lanes. From 50 metres on, BMs can be in the same lane of the upstream BM , and these vehicles are the source of spikes in the simulation curve.


Figure 4.6: Comparison of the distance CDF between numerical results and simulation in the CWCMD


Figure 4.7: Comparison of the distance PDF between numerical results and simulation in DBA-MAC

It is noticed that a gap exists in the CDF between numerical results and simulations of the CWCMD. This is mainly due to the location distribution of the vehicles. This can be explained using order statistics.

To show the impact of the location distribution on the distance distribution of BMs, the speed of each vehicle is set to zero. In this case, the farthest candidate is the best candidate to be the next BM according to the suitability criterion and the distribution of the farthest candidate is the distance distribution of adjacent BMs. At a density of $60 \mathrm{veh} / \mathrm{km}$, there are approximately 14 vehicles within the radio range on average. The location distribution of the $k$ th candidate among $n$ candidates is written as Equation 4.14 from the theory of order statistics [60],

$$
\begin{equation*}
\operatorname{Pr}(k)=\frac{n!}{(k-1)!(n-k)!} F(x)^{k-1}[1-F(x)]^{n-k} f(x) \tag{4.14}
\end{equation*}
$$

The distribution of the last candidate in $n$ candidates is

$$
\begin{equation*}
\operatorname{Pr}(n)=n[F(y)]^{n-1} f(y) \tag{4.15}
\end{equation*}
$$

where $f(y)$ is the PDF of the vehicles location, $F(y)$ is the CDF of the vehicles location. The CDF of the last candidate in both order statistics and the simulation of the CWCMD with no relative speed is shown in Figure 4.8.

Between the results of order statistics and the simulation of the CWCMD, the main difference lies in the location distribution of vehicles. In numerical results, all the vehicles follow a Poisson distribution. While in the simulation they follow a Poisson-like distribution with security distance. The security distance in the simulation causes the difference between the location PDF/CDF of all candidates in the simulation and numerical results. In the numerical results of order statistics, the 14th candidate after the BM is the farthest candidate and the winner. Its PDF is expressed as Equation 4.15 where $n=14$. In the simulation, however, due to the security distance, both $f(y)$ and $F(y)$ change, which leads to the change of $\operatorname{Pr}(14)$ in the simulation. In addition, in the simulation without speed, due to the randomness of the vehicle distribution, it is hard to guarantee the last candidate within the radio range of a BM is the specific candidate, i.e. 14th candidate. It may be greater or less than 14. This also changes the distribution of adjacent BMs. The change of location distribution of vehicles also accounts for the gap of the CDF of DBA-MAC in both the simulation and analysis.


Figure 4.8: The CDF comparison between the simulation of the CWCMD with no speed distribution and the last candidate in order statistics

### 4.3 Optimal Configuration Based on the Proposed Metric

In the CWCMD, the main feature is the confined range of CW selection. If candidate $i$ is the winner in the contention and the length of CW selection is set as $L$, the possible backoff time for the winner is from $C W_{i}-L+1$ to $C W_{i}$. Backoff time and transmission time of the beacon and ACK by each winning candidate define the network formation time. Hence, $C W_{\max }$ and $L$ which determine the backoff time also relate to formation time. As for the propagation delay, it is related to the number of times a message is forwarded and therefore the average distance in between adjacent BMs matters. $C W_{\max }$ takes an impact on the ability of the system to distinguish candidates. With a smaller $C W_{\max }$ and greater $L$, multiple candidates may have the same upper boundary of the countdown number and there will be a high probability of identical countdown numbers, which reduces the probability of the most suitable candidates to win, resulting in a longer propagation delay. To show the impact of $C W_{\max }$ and $L$ on formation time and delay, a series of simulations are conducted. In the simulation, we show the performance in terms of network formation time and average distance between adjacent BMs in the CWCMD for various $C W_{\max }$ and $L$. The value of $C W_{\max }$ is $2^{n}-1$. To improve
the accuracy of results, the median points between consecutive $C W_{\max }$ are also adopted as $C W_{\max }$. And $L$ changes from 1 to $C W_{\text {min }}$, which is 15 in the configuration.


Figure 4.9: Impact of $C W_{\max }$ and $L$ on the formation time

Figures 4.9 and 4.10 present the effect of changing parameters on the formation time and the average distance between adjacent BMs at the density of $100 \mathrm{veh} / \mathrm{km}$.

Figure 4.9 indicates that a larger $C W_{\text {max }}$ results in a longer formation time in the CWCMD. In the CWCMD, $C W_{i}$ is a linear function of $C W_{\max }$ as Equation 4.12 shows. This accounts for the relation between $C W_{\max }$ and network formation time. It can be seen that at the same $C W_{\text {max }}$ a smaller range of CW selection increases the formation time. This is because the minimum backoff time for each BM is $C W_{i}-L+1$ and a smaller $L$ increases the minimum backoff time for each winner in the BM selection phase. As $L$ increases, the winning candidate is able to respond to the BM in a shorter time which reduces the backoff time as well as the formation time.

The effect of changing $C W_{\max }$ and $L$ on the average distance between adjacent BMs is presented in Figure 4.10. The average distance rises with an increasing $C W_{\max }$. This is because $C W_{\max }$ determines the ability to distinguish between candidates. The maximum countdown number for candidate $i, C W_{i}$, is proportional to $C W_{\max }$ as Equation 4.1 and 4.12 show. We


Figure 4.10: Impact of $C W_{\text {max }}$ and $L$ on the average distance between adjacent $B M$ s
define a suitability index for candidate $i$ as $S I_{i}$,

$$
\begin{align*}
& S I_{i}=\frac{\Delta s_{i}+\Delta v_{i} t}{R R}, \text { for DBA-MAC }  \tag{4.16}\\
& S I_{i}=\frac{\min \left(\Delta s_{i}, \Delta s_{i}+\Delta v_{i} t\right)}{R R}, \text { for CWCMD } \tag{4.17}
\end{align*}
$$

Therefore, the relation between $C W_{i}$ and $I_{s i}$ is

$$
\begin{equation*}
C W_{i}=\left(1-S I_{i}\right)\left(C W_{\max }-C W_{\min }\right)+C W_{\min } \tag{4.18}
\end{equation*}
$$

The difference between the maximum countdown number of candidate $i$ and $k, \Delta C W_{i k}$ is therefore given by

$$
\begin{equation*}
\Delta C W_{i k}=\left(S I_{k}-S I_{i}\right)\left(C W_{\max }-C W_{\min }\right) \tag{4.19}
\end{equation*}
$$

Equation 4.19 shows that for two candidates the ratio between $\Delta C W_{i k}$ and the suitability difference is $C W_{\max }-C W_{\min }$. If $C W_{\min }$ is set to be a constant, $C W_{\max }$ determines the ratio. In other words, the candidates are able to be distinguished by a large $C W_{\max }$ even if the gap
in the SI is small. Hence, the value of $C W_{\max }$ is the crucial factor to distinguish the candidates. This explains the reduction of the average distance at a smaller CW. With weak ability to distinguish between candidates, collision between the responses from candidates arises with relatively high probability which increases the possibility that candidates with weak suitability win the contention. The average distance between adjacent BMs decreases accordingly.

In addition, for each specific $C W_{\text {max }}$, the selection range $L$ determines whether there exists an overlap of backoff time of candidates and how large the overlap is, as is shown in Figure 4.11. With longer $L$, the overlap of possible backoff time among candidates rises, which increases the


Figure 4.11: Impact of $L$ on the $B M$ selection
probability that candidates with a weaker suitability will win in the contention. This accounts for the reduction of the average distance between adjacent BMs.

As $C W_{\text {max }}$ decreases, the ability of the system to distinguish between candidates becomes weaker. An increasing number of candidates have a similar countdown number with the decrease of $C W_{\text {max }}$, which also raises the winning probability of candidates with weak suitability, as is shown in Figure 4.12. This is the reason that the average distance between adjacent BMs decreases more with a longer $L$ as $C W_{\max }$ decreases.

Figures 4.9 and 4.10 reveal that with the increase of $C W_{\max }$, both the formation time and the average distance are increased. Balancing the formation time and the average distance is the


Figure 4.12: Impact of changing $C W_{\text {max }}$ on the $B M$ selection as $L$ is a constant
key in the optimisation.
Figure 4.13 presents the performance of different $C W_{\max }$ and $L$ in terms of DEFT. All 6 curves are concave, although at density of 60 and 100 the increase after $C W_{\max }=255$ is small. At density of 20 , the minimum delay occurs when $C W_{\max }=127, L=1$ and at density 60 and 100 , it is when $C W_{\max }=255, L=1$. In all the curves, the descending part before the minimum is due to the increase of the average distance between adjacent BMs. An increase of the average distance makes a more significant contribution to the proposed metric compared to formation time. After the minimum the curves rise with the increase of $C W_{\max }$. This is because from the minimum point the change of $C W_{\max }$ affects the distance between adjacent BMs little while the formation time of the network still has an impact on DEFT.

It is noticed that at a low density, e.g. $20 \mathrm{veh} / \mathrm{km}$, the ascending trend after the minimum point is more significant than the one at higher density. At a low density, since the location distribution of vehicles is more sparse, the range of possible distance between adjacent BMs is wider than at a higher density, which expands the formation time on average. Figure 4.14 shows that the system spends increasing time to form the network from the high density to the low density.

Therefore, according to the analysis, the optimal performance of the system depends on the density. At high density, e.g. 60 and $100 \mathrm{veh} / \mathrm{km}$, to get the optimal performance, $C W_{\max }$ is set


Figure 4.13: The performance of the $C W C M D$ at all densities with change of $C W_{\max }$ and $L$
to 255 and $L$ is 1 . While at the low density, $C W_{\max }$ can be set to 127 and $L$ to 1 . Accordingly, with density diminishing, decreasing $C W_{\max }$ is the method to get the optimal performance of the system. In all cases, confining the randomness of CW selection is an approach to improve the performance of the BM selection.

### 4.4 Location Distribution with Consideration of Security Distance

The results in Chapter 3 and in this chapter show that the difference between the simulation and the numerical results stems from the ideal location distribution, in which the inter-vehicle space is assumed to be exponentially distributed and the security distance is neglected. A location distribution which incorporates the security distance among adjacent vehicles in the same lane is proposed in this section. The distribution aims to provide a more accurate way to estimate the location of the vehicles in the numerical results.


Figure 4.14: Impact of the vehicle density and $C W_{\max }$ on formation time

### 4.4.1 Analysis of the Existing Location Distribution

In the previous research in this chapter, it is assumed that the vehicles on the highway follow a Poisson Distribution in the numerical results. The results in Chapter 3 and in this chapter indicate that in a realistic scenario, in which the location distribution is not the ideal Poisson distribution, the system performance is affected, as well as the distribution of BMs. The gap between the simulation results and the numerical results is caused by the security distance of the location distribution in the simulation. In this section, the location distribution of each specific following vehicle after a reference vehicle is derived, where a security distance between the adjacent vehicles in the same lane is maintained.

In the ideal case, the vehicles on the road follow a Poisson distribution,

$$
\begin{equation*}
P D(k, x)=\frac{(\rho x) \mathrm{e}^{-\rho x}}{k!}, k \geq 0 \tag{4.20}
\end{equation*}
$$

where $\rho$ is the vehicle density in veh/m and $P D(k, x)$ is the probability that there are $k$ vehicles in a segment of road of $x$-metre length. If the vehicles' location follows a Poisson distribution, then the distance interval between consecutive vehicles is exponentially distributed. The distri-
bution of the distance between consecutive vehicles, $E D(x)$, is

$$
\begin{equation*}
E D(x)=\rho \mathrm{e}^{-\rho x} \tag{4.21}
\end{equation*}
$$

For the $n$th following vehicle, its distance from the lead vehicle is the sum of $n$ independent distances. This is given by an Erlang distribution

$$
\begin{equation*}
\operatorname{Er} D(x, n)=\frac{\rho^{n} x^{n-1} \mathrm{e}^{-\rho x}}{\Gamma(n)} \tag{4.22}
\end{equation*}
$$

where $\Gamma(n)$ is the Gamma function.

It is noted that the vehicles on the road are distributed on the lanes equally and independently, regardless of the lane of the vehicles ahead. Thus, it is possible in the model that the distance between two consecutive vehicles is smaller than the security distance, despite the vehicles being located in the same lane. The occurrence of this case is related to the number of lanes, with a higher probability in the case of fewer lanes. The gap between numerical results and practice accumulates with any increase of the vehicle index $n$. Neglecting the security distance leads to obvious difference of vehicle distribution, which is embodied in the BM selection in both DBA-MAC and the CWCMD, as is shown in the previous results in this chapter.

### 4.4.2 The Proposed Distribution

The main difference between the proposed distribution and the exponential distribution lies in the consideration of the security distance between adjacent vehicles in the same lane. In the exponential distribution, the distance between adjacent vehicles in the same lane is neglected, which is far from being the practical case. The basic assumption in the proposed distribution is that the security distance is set as the minimum value of the distance between adjacent vehicles and this distance still follows an exponential distribution. The proposed distribution is given the name EDSL, short for Exponential Distribution with consideration of Security distance and Lanes.

The other difference is that in the proposed distribution the lanes of the road are considered. A vehicle is either in the same lane as another one, or is on a different lane. The movement and location of vehicles on different lanes are independent.

### 4.4.2.1 Location Distribution of Vehicles on the Same Lane as the Reference Vehicle

For adjacent vehicles in the same lane, the distance between them incorporates two components, i.e. the security distance and the additional distance. The part of the security distance is a predefined constant related to the vehicle density. The part of the additional distance follows an exponential distribution. In other words, the distance between adjacent vehicles in the same lane follows an exponential distribution with shift, that is

$$
\begin{equation*}
f_{s}(1, x)=\rho \mathrm{e}^{-\rho(x-S D)} H(x-S D) \tag{4.23}
\end{equation*}
$$

where $f_{s}(1, x)$ is the PDF of the distance between adjacent vehicles in the same lane. $f_{s}(1, x)$ also represents the location distribution of the 1st following vehicle in the same lane as the reference vehicle. $f_{s}(n, x)$ indicates the location distribution of the $n$th following vehicle in the same lane as the reference vehicle. The reference vehicle can be any vehicle that is on the road. $x$, a non-negative value, is the distance between two vehicles and at the location of the reference vehicle $x=0$. The distance $x$ is the distance between the projections of two vehicles on the roadside instead of the physical distance between the vehicles. $H(\cdot)$ represents the heaviside step function, $H(x)=1$ as $x \geq 0$; otherwise, $H(x)=0$. Equation 4.23 indicates that the location distribution of the 1st following vehicle after the reference vehicle is an exponential distribution with a shift along the reverse direction of movement.

Since the relation in equation 4.23 applies to all the vehicles in the same lane, the distribution of the distance from the reference vehicle to the 2 nd following vehicle can be obtained by convolution:

$$
\begin{equation*}
f_{s}(2, x)=f_{s}(1, x) * f_{s}(1, x)=\rho^{2} \mathrm{e}^{-\rho(x-2 S D)}(x-2 S D) H(x-2 S D) \tag{4.24}
\end{equation*}
$$

In the same way, the distribution of the 3rd and 4th following vehicles are

$$
\begin{align*}
& f_{s}(3, x)=f_{s}(1, x) * f_{s}(2, x)=\frac{\rho^{3}}{2} \mathrm{e}^{-\rho(x-3 S D)}(x-3 S D)^{2} H(x-3 S D)  \tag{4.25}\\
& f_{s}(4, x)=f_{s}(1, x) * f_{s}(3, x)=\frac{\rho^{4}}{6} \mathrm{e}^{-\rho(x-4 S D)}(x-4 S D)^{3} H(x-4 S D) \tag{4.26}
\end{align*}
$$

The location distribution of the $n$th following vehicle is

$$
\begin{equation*}
f_{s}(n, x)=\frac{\rho^{n}}{\Gamma(n)} \mathrm{e}^{-\rho(x-n S D)}(x-n S D)^{(n-1)} H(x-n S D) \tag{4.27}
\end{equation*}
$$

Equation 4.27 presents the PDF of the $n$th following vehicle after any vehicle in the same lane. Therefore, the CDF of the $n$th following vehicle is

$$
\begin{align*}
F_{s}(n, x) & =\int_{0}^{x} f_{s}(n, y) d y \\
& =\frac{\rho^{n}}{\Gamma(n)} \mathrm{e}^{-\rho x} \sum_{i=1}^{n}\left(\frac{\prod_{j=1}^{i-1}(n-j)^{s g n(i-1)}}{\rho^{i}} x^{n-i}\right) \tag{4.28}
\end{align*}
$$

where $\operatorname{sgn}(x)$ represents a sign function. Equation 4.28 and equation 4.27 apply for vehicles on each individual lane.

### 4.4.2.2 Location Distribution of Vehicles on a Different Lane from the Reference Vehicle

The distance from the $n$th following vehicle ( $n \geq 2$ ) in a different lane to a reference vehicle is the sum of 1 ) the distance from the 1st following vehicle in a different lane to the reference vehicle and 2) the distance from the 1 st following vehicle to the $n$th following vehicle in the same lane. The distribution of the latter distance has been obtained in the last section. The distance distribution between the reference vehicle to the 1 st following vehicle in a different lane will be shown in the following section.

The movement and location of the reference vehicle are independent from the 1st following vehicle in a different lane. Figure 4.15 provides an illustration of the distance between the reference vehicle and the 1st following vehicle in a different lane.

As is shown in figure 4.15, the distance from the reference vehicle $a$ in lane 1 to the 1 st following vehicle $b$ in lane 2 is $x$. The distance from vehicle $b$ to vehicle $c$, the one that is ahead in the same lane, is $z$. And the distance from vehicle $a$ to $c$ is $y$. Therefore, we have $x=z-y$. Since the distance of adjacent vehicles in the same lane follows an exponential distribution with shift, as has been shown in the previous section, the distribution of $z$ is

$$
\begin{equation*}
f_{Z}(z)=\rho \mathrm{e}^{-\rho(z-S D)} H(z-S D) \tag{4.29}
\end{equation*}
$$



Figure 4.15: Illustration of the distance from the reference vehicle to the 1st following vehicle in a different lane

The movement and location of vehicles in different lanes are independent; therefore, vehicle $a$ can be anywhere between vehicle $b$ and $c$. The location of reference vehicle $a$ to vehicle $c, y$ follows a uniform distribution of $z$,

$$
f_{Y}(y)=\left\{\begin{array}{cc}
\frac{1}{z} & y \in[0, z]  \tag{4.30}\\
0 & \text { otherwise }
\end{array}\right.
$$

The CDF of the distance from reference vehicle $a$ to vehicle $b, x$, is given by:

$$
\begin{align*}
F_{d}(1, x) & =F_{X}(x) \\
& =P(z-y \leq x)  \tag{4.31}\\
& =P(y \geq z-x)  \tag{4.32}\\
& =\iint f(y, z) d y d z  \tag{4.33}\\
& =\iint f_{Y}(y) f_{Z}(z) d y d z \tag{4.34}
\end{align*}
$$

Equation 4.31 is discussed in two conditions, i.e., $x \geq S D$ and $x<S D$. In the case of $x \geq S D$,

$$
\begin{align*}
F_{X}(x) & =\iint_{Y_{Y}(y) f_{Z}(z) d y d z}^{x} \\
& =\int_{S D} \int_{0}^{x} f_{Y}(y) d y f_{Z}(z) d z+\int_{x}^{+\infty} \int_{z-x}^{z} f_{Y}(y) d y f_{Z}(z) d z  \tag{4.35}\\
& =\int_{S D}^{x} \rho \mathrm{e}^{-\rho(z-S D)} d z+\int_{x}^{+\infty} \frac{x \cdot \rho \mathrm{e}^{-\rho(z-S D)}}{z} d z  \tag{4.36}\\
& =1-\mathrm{e}^{-\rho(x-S D)}+x \rho \mathrm{e}^{\rho S D} E_{1}(x \rho) \tag{4.37}
\end{align*}
$$

where $E_{i}$ and $E_{1}$ are exponential integrals, $E_{i}(x)=-\int_{-x}^{\infty} \frac{\mathrm{e}^{-t}}{t} d t$ and $E_{1}(x)=\int_{1}^{\infty} \frac{\mathrm{e}^{-t x}}{t} d t$. As $x<S D$,

$$
\begin{align*}
F_{X}(x) & =\iint f_{Y}(y) f_{Z}(z) d y d z \\
& =\int_{S D}^{+\infty} \int_{z-x}^{z} f_{Y}(y) d y f_{Z}(z) d z  \tag{4.38}\\
& =x \rho \mathrm{e}^{\rho S D} E_{1}(\rho S D) \tag{4.39}
\end{align*}
$$

Combining Equation 4.35 and Equation 4.38, the CDF of the distance from reference vehicle $a$ to the 1 st following vehicle $b$ in a different lane is

$$
F_{d}(1, x)=\left\{\begin{array}{cc}
x \rho \mathrm{e}^{\rho S D} E_{1}(\rho S D) & 0 \leq x<S D  \tag{4.40}\\
1-\mathrm{e}^{-\rho(x-S D)}+x \rho \mathrm{e}^{\rho S D} E_{1}(x \rho) & x \geq S D
\end{array}\right.
$$

Therefore, the PDF of the distance $x$ is

$$
f_{d}(1, x)=\left\{\begin{array}{cc}
\rho \mathrm{e}^{\rho S D} E_{1}(\rho S D) & 0 \leq x<S D  \tag{4.41}\\
\rho \mathrm{e}^{-\rho(x-S D)}+\rho \mathrm{e}^{\rho S D} E_{1}(x \rho)-x \rho \mathrm{e}^{\rho S D} E_{0}(x \rho) & x \geq S D
\end{array}\right.
$$

where $E_{0}(x \rho)=\frac{\mathrm{e}^{-x \rho}}{x \rho}$.
$F_{d}(1, x)$ and $f_{d}(1, x)$ present the CDF and the PDF of the distance between the reference vehicle to the 1 st following vehicle in a different lane. To obtain the distribution of the $n$th following vehicle in a different lane, the distribution of the following vehicles in the same lane is adopted.

$$
\begin{gather*}
f_{d}(n, x)=f_{d}(1, x) * f_{s}(n-1, x)  \tag{4.42}\\
F_{d}(n, x)=\int_{0}^{x} f_{d}(1, y) * f_{s}(n-1, y) d y \tag{4.43}
\end{gather*}
$$

where $f_{s}(n-1, x)$ is the PDF of the $(n-1)$ th following vehicle in the same lane.

### 4.4.2.3 Location Distribution of the $n$th Following Vehicles Regardless of Lanes

The $n$th vehicle from the reference vehicle is the one which is the $n$th closest to the reference vehicle in the following direction, regardless of the lane of vehicles. The location distribution of the $n$th following vehicle is deducted based on the location distribution of the vehicles in the same lane and in the different lanes to the reference vehicle, using the theory of order statistics.

The location of the reference vehicle is assumed to be 0 on the road. For a specific location $x$ $(x>0)$, the number of potential vehicles at this location is related to the ratio of $x$ to security distance $S D$, and the number of lanes $L N$. The number of all the potential vehicles at the location $x$ needs to be considered, since each potential vehicle could be the $n$th following vehicle.

Maximum Number of Potential Vehicles at a Specific Location $x$ The calculation of potential vehicles is also implemented from two standpoints, i.e., the same lane and a different lane from the reference vehicle.

In the same lane as the reference vehicle, there is no vehicle within the range of $S D$ from 0 . The distance from the adjacent vehicle to the reference vehicle is equal to or greater than $S D$. For the same reason, the possible location of the 2 nd following vehicle to the reference vehicle starts from $2 S D$, and so on. Therefore, the maximum number of potential vehicles in the same lane as the reference vehicle, $N_{s l}$ is

$$
\begin{equation*}
N_{s l}=\left\lfloor\frac{x}{S D}\right\rfloor \tag{4.44}
\end{equation*}
$$

In a different lane, which is free from the security distance of the reference vehicle, the location of the 1 st following vehicle starts from 0 . The location of the 2 nd vehicle in this lane is greater than SD , and so on. Therefore, the maximum number of potential vehicles in a different lane to the reference vehicle, $N_{d l}$, is

$$
\begin{equation*}
N_{d l}=\left\lfloor\frac{x}{S D}\right\rfloor+1 \tag{4.45}
\end{equation*}
$$

Therefore the maximum total number of potential vehicles $N_{t}$ at a specific location $x$ is

$$
\begin{equation*}
N_{t}(x)=N_{d l}(x)(L N-1)+N_{s l}(x) \tag{4.46}
\end{equation*}
$$

where $L N$ is the number of lanes.

Probability of a Specific Vehicle as the $n$th Following Vehicle at the Location $x$ At $x$, there are $N_{t}$ potential vehicles. Any of these vehicles can be the $n$th following vehicle, since the PDF of any of these vehicles at $x$ is non-zero, but with various probabilities. For a specific vehicle $j$, the CDF of its location is $F_{j}(x), j=1, \ldots, N_{t}$. Note that vehicle $j$ can either be in the same lane as the reference vehicle or in a different lane, and the lane of vehicle $j$ is neglected here. Assume that vehicle $j$ is the $n$th following vehicle after the reference vehicle, with $n-1$ vehicles being ahead of vehicle $j$ and others following it. Take the case of $N_{t}=7$ and $n=$ 3 for example, as is shown in figures 4.16, 4.17 and 4.18. The scenario where vehicle $j$ is the $n$th following contains several cases, i.e., the vehicles ahead could be vehicles $x 1$ and $x 2$, as is shown in figure 4.16 (combination 1), or vehicles $x 2$ and $x 4$ in figure 4.17 (combination 2 ), vehicles $x 1$ and $x 4$ in figure 4.18 (combination 3 ), and so on. The probability of each combination is determined by the location distribution of all $N_{t}$ vehicles. Taking combination 1 as an example, the probability that the location of vehicles $x 1$ and $x 2$ is less than $x$ is $F_{x 1}(x)$ and $F_{x 2}(x)$. The probability that the location of vehicle $x 3, x 4, x 5$ and $x 6$ are greater than $x$ is $1-F_{x 3}(x), 1-F_{x 4}(x), 1-F_{x 5}(x)$ and $1-F_{x 6}(x)$, where $F_{i}(x)$ is the CDF of the location of vehicle $i$ relative to the reference vehicle.

According to the property of non-identically-distributed variables in order statistics [61], the probability of vehicle $j$ as the $n$th vehicle at location $x$ in combination 1 is

$$
\begin{equation*}
\operatorname{Pr}_{j}^{\prime}(x, 1)=\left(\prod_{i=x_{1}, x_{2}} F_{i}(x)\right) f_{j}(x)\left(\prod_{k=x_{3}, \ldots x_{6}}\left(1-F_{k}(x)\right)\right) \tag{4.47}
\end{equation*}
$$

The probability of vehicle $j$ as the $n$th vehicle at location $x$ in combination 2 is

$$
\begin{equation*}
\operatorname{Pr}_{j}^{\prime}(x, 2)=\left(\prod_{i=x_{2}, x_{4}} F_{i}(x)\right) f_{j}(x)\left(\prod_{k=x_{1}, x_{3}, x_{5}, x_{6}}\left(1-F_{k}(x)\right)\right) \tag{4.48}
\end{equation*}
$$



Movement direction

Figure 4.16: Illustration of vehicle $j$ as the nth vehicle, combination 1


Figure 4.17: Illustration of vehicle $j$ as the nth vehicle, combination 2


Figure 4.18: Illustration of vehicle $j$ as the nth vehicle, combination 3

The probability of vehicle $j$ as the $n$th vehicle at location $x$ in combination 3 is

$$
\begin{equation*}
\operatorname{Pr}_{j}^{\prime}(x, 3)=\left(\prod_{i=x_{1}, x_{4}} F_{i}(x)\right) f_{j}(x)\left(\prod_{k=x_{2}, x_{3}, x_{5}, x_{6}}\left(1-F_{k}(x)\right)\right) \tag{4.49}
\end{equation*}
$$

The probability in all the other combinations can also be expressed in the same way.

To make Equations 4.47, 4.48 and 4.49 general, the probability of vehicle $j$ as the $n$th following vehicle at location $x$ is written,

$$
\begin{equation*}
\operatorname{Pr}_{j}^{\prime}(x)=\left(\prod_{a_{i}=1}^{n-1} F_{a_{i}}(x)\right) f_{j}(x)\left(\prod_{f_{i}=n+1}^{N_{t}}\left(1-F_{f_{i}}(x)\right)\right) \tag{4.50}
\end{equation*}
$$

where $F_{a}(x)$ and $F_{f}(x)$ represent the CDF of the vehicles ahead and the following vehicle $j$, respectively.

The probability that vehicle $j$ is the $n$th vehicle in all combinations can be written as

$$
\begin{equation*}
\operatorname{Pr}_{j}(x)=\sum_{\text {AllCombinations }} \operatorname{Pr}_{j}^{\prime}(x) \tag{4.51}
\end{equation*}
$$

Since every vehicle among $N_{t}$ vehicles can be the $n$th following vehicle, the location PDF of
the $n$th following vehicle is

$$
\begin{equation*}
P D F_{n}=\sum_{j=1}^{N_{t}} P r_{j} \tag{4.52}
\end{equation*}
$$

Issues of the Combinations In Equation 4.51, all the combinations are considered. Some combinations, however, are unrealistic. For example, it is impossible for a vehicle with a greater index in the same lane as vehicle $j$ to become the vehicle ahead and these unrealistic combinations lead to deviations in the results. Here are the principles for excluding unrealistic combinations:

1. The vehicles with smaller indices than vehicle $j$, and in the same lane, are always the vehicles ahead of vehicle $j$, the $n$th following vehicle. If the number of vehicles ahead of vehicle $j$ in the same lane is greater than number $n$, it is impossible that vehicle $j$ is the $n$th following vehicle and the probability of this combination is 0 ;
2. The indices of the vehicles ahead in a different lane from vehicle $j$ are always consecutive and start from 1 ; otherwise, the possibility of this combination is 0 . For example, assume that there are three vehicles in a different lane, say lane $K$, among the vehicles ahead of vehicle $j$. The three vehicles can only be the 1 st , 2 nd, and 3 rd vehicles in lane $K$. The combinations with no consecutive indices, e.g. 1st, 2nd and 4th, and so on are unrealistic and the probability of these combinations is 0 .

After excluding all combinations fulfilling the above principles, the remaining combinations are realistic and practical.

### 4.4.2.4 Selection of Parameter $\rho$

In the exponential distribution which describes the inter-vehicle space, the parameter $\rho$ is obtained directly from the density. Yet, in the proposed distribution, the security distance has to be incorporated into $\rho$, since the minimum distance gap between adjacent vehicles in the same lane is the security distance instead of 0 in the exponential distribution.

The parameter $\rho$ represents the number of vehicles in the unit distance, i.e. vehicles per meter in this thesis. $\rho$ in exponential distribution is

$$
\rho_{\exp }=\frac{V D}{1000}
$$

where $V D$ indicates the vehicle density, i.e. vehicles per kilometre.
In the proposed distribution, a security distance is guaranteed between adjacent vehicles. In other words, if the security distance is eliminated from the interval of each pair of adjacent vehicles, the vehicles locations follow a strict exponential distribution. Therefore, $\rho$ in the proposed distribution is

$$
\begin{equation*}
\rho=\frac{V D}{1000-V D \cdot S D} \tag{4.54}
\end{equation*}
$$

where $S D$ is the security distance which relates to the vehicle density.

### 4.4.3 Results and Comparison

The results here present the CDF of vehicles' location in the same lane and different lanes to the reference vehicle at a density of 60 veh per km and 4 lanes. The security distance at this density is 50 metres. The results of the EDSL are compared with the results of an Erlang distribution.

The distance distribution of the $n$th following vehicle to the reference vehicle follows an Erlang distribution, which is equivalent to cases where 1) the location of vehicles follows a Poisson distribution, and 2) the inter-vehicle space follows an exponential distribution.


Figure 4.19: The CDF comparison of the following vehicles in the same lane as the reference vehicle, density 15 per km per lane


Figure 4.20: The CDF comparison of the following vehicles in a different lane from the reference vehicle, density 15 per km per lane

Figures 4.19 and 4.20 present a comparison of the following vehicles in the same lane and in a different lane from the reference vehicle between the simulation results and the numerical results. In both the same lane and different lanes, the numerical results provide an estimation with only up to $10 \%$ errors. This is because the security distance is incorporated into the exponential distribution which leads to a more realistic estimation than the exponential distribution.

Figure 4.22 shows that the gap between the proposed distribution and the simulation results rises with the index increasing, yet the distribution still overtakes the Erlang distribution in figure 4.21 in terms of the location range. The inter-vehicle space in the Erlang distribution spreads from 0 , which leads to the unrealistic location of the following vehicle. For example, the probability of the 9th following vehicle in the range from 0 to 50 (security distance) is nonzero, which means that there may be 9 vehicles within the range, but this is impossible. In the EDSL, due to the consideration of the security distance, the occurrence of vehicles within this unrealistic range is avoided.

The errors between the numerical results and the simulation in figure 4.22 stem from the dependence on the vehicle location. The PDF of each individual vehicle is a dependent function related to the location of the vehicle ahead due to the existence of the security distance. And


Figure 4.21: The CDF comparison between simulation results and an Erlang distribution, density 15 per km per lane


Figure 4.22: The CDF comparison between simulation results and numerical results, density 15 per km per lane
this matches the PDF of the vehicles in the same lane in which the first non-zero value starts from the integral times of the security distance. In the results of the location distribution of the $n$th following, however, the location of a vehicle makes no impact on the others, since the variables of location are independent in the numerical results; therefore, the security distance between adjacent vehicles in the same lane cannot be guaranteed. For a vehicle $i$ with vehicle $(i-1)$ ahead, the location of vehicle $i$ is always equal to or greater than the location of vehicle $(i-1)$ plus a security distance in the simulation. While in the numerical results, vehicle $i$ can be anywhere only if vehicle $i$ is following vehicle $(i-1)$, since they are independent. The independence of the variables in the numerical results reduces the distance from the reference vehicle to any following vehicle. This accounts for the smaller distance of the numerical results at the same quantile with the simulation results.

### 4.5 Conclusion

Mathematical models are proposed for both DBA-MAC and the CWCMD to predict and validate the system performance. Simulation and numerical results show that the CWCMD outperforms DBA-MAC in terms of propagation delay and average transmission times in various scenarios. The CW constraint scheme in the CWCMD, which weakens the randomness in CW selection, is the key factor to improve system performance. In addition, the research in this chapter shows that due to the restricting relation between the network formation time and propagation delay, the configuration for optimal system performance, in terms of the DEFT, can be found by adjusting CW related parameters.

In addition, it is often assumed that all the vehicles on the highway follow a Poisson distribution even for vehicles in the same lane. In practice, a security distance has to be guaranteed between adjacent vehicles in the same lane. In this chapter, the proposed distribution EDSL which considers the security distance between adjacent vehicles in the same lane provides a more practical method for modelling traffic.

## Chapter 5

## Impact of Obstacles on Network Connectivity and System Performance

### 5.1 Introduction

A significant body of existing literature assumes the signal transmission in VANETs is ideal, i.e. the vehicles within the radio range of the transmitter are able to receive the signal successfully. All the factors which affect communication have been ignored. Experiments [53,54] have shown that vehicles on the road interfere with the communication, e.g. weaken the signal strength from the transmitter, which leads to the condition that the vehicles are unable to receive the signal from the transmitter even if it is within the radio range.

To show the impact of vehicles between the transmitter and the receiver on signal propagation, network connectivity is studied in this chapter with consideration of obstacles. System performance of different propagation schemes is presented and analysed.

The chapter is organised as follows. Section 5.2 presents existing work concerning obstacles on signal propagation in VANETs. The impact of vehicles as obstacles on network connectivity is analysed in section 5.3. Section 5.4 explores the effect of obstacles on system performance and the necessity to consider them. In section 5.5 , an improved scheme of protocol, in which the heights of vehicles are considered, is proposed. Section 5.6 concludes this chapter.

The contributions in this chapter are, 1) analysis of network connectivity with consideration of obstacles and 2) analysis of the impact of obstacles on system performance for different propagation schemes, and 3) the effect of height consideration in the BM selection on propagation performance.

### 5.2 Obstacle Effects and Signal Attenuation in VANETs

In the network simulation of VANETs it is commonly assumed the vehicles within the radio range of the Tx are able to receive the signal equally. Some factors are ignored in this assumption, such as roadside buildings, trees, vehicles in between the transmitter ( Tx ) and the receiver (Rx), and the terrain, which causes reflection, diffraction and scattering. Superposition of signals may lead to signal fading due to phase shifts. Accordingly, vehicles within the radio range of the Tx may fail to receive the signal.

Highway road tests were conducted [32,33] at frequencies of 2.45 GHz and 5.2 GHz . Measurements [32] on an expressway section with nearby office buildings were conducted on two vehicles travelling in the same direction at 2.45 GHz to extract the characteristics and parameters of a vehicular channel. The experiments [33] on the highway with factory buildings near the road are described and the experimental vehicles travelled in the opposite direction to obtain the channel parameters by transmitting testing frames periodically. In both experiments, the impact of the environment on signal propagation stems from the roadside buildings, i.e. office and factory buildings, and the vehicles on the road. The Power-Delay Profile (PDP) results show that the signal power received from the Line-of-sight (LOS) is higher than the reflected signal from roadside buildings by $15 \mathrm{~dB}-20 \mathrm{~dB}$ and the power of other multipath signals is even smaller than from roadside buildings by at least 20 dB . Both experiments indicate that the signal from the LOS is the predominant component in the signal power received.

Furthermore, experiments $[53,54]$ show that the signal strength received is significantly attenuated at the Rx, due to the vehicles in between the Tx and Rx which block the LOS, and vehicles may fail to receive the signal even if they are within the radio range of the Tx. The remainder of this section summarises the features of the experiments [53,54]. In the analysis, the vehicle height is categorised into two groups, i.e. low and tall vehicles. The height of each group follows a normal distribution. The antenna is mounted in the middle of the top of the vehicle. The model is a simplified geometry-based deterministic model.

### 5.2.1 Probability of Vehicles as Obstacles on LOS

The vehicles in between the Tx and Rx are the only factor considered in the analysis and other obstacles, e.g. roadside objects and overpasses, are ignored. The LOS is blocked if any part of any vehicle in between the Tx and Rx lies in the Fresnel zone of the LOS. The Fresnel zone
is the concentric ellipsoid defining the volumes of antenna aperture, which comes from the diffraction of the antenna. Objects in the Fresnel zone lead to the signal attenuation. The radius of the Fresnel zone is

$$
\begin{equation*}
r_{n f}=\sqrt{\frac{n_{f} \lambda_{p} d_{o b s 1} d_{T R}}{d_{T R}}} \tag{5.1}
\end{equation*}
$$

where $r_{n f}$ represents the radius of the $n$th Fresnel zone. The radius of the first Fresnel zone is used to judge whether the vehicles are blocking the LOS path. In this thesis $r_{f}=r_{1 f} . n_{f}$ is the index of the Fresnel zone. For example, for the first Fresnel zone $n_{f}=1$, and so on. $\lambda_{p}$ indicates the wavelength of the frequency used by Dedicated Short-Range Communication (DSRC), $d_{o b s 1}$ and $d_{T R}$ are the distance from the Tx to the potential obstacle and from the Tx to the Rx. The major axis is the line through the Tx and Rx. If the obstacle is in the first Fresnel zone, it is blocking the LOS path.

Experiments [62] show that the signal attenuation is negligible if no obstacle exists within 0.6 times the radius of the first Fresnel zone. A vehicle in between the Tx and Rx but outside 0.6 times the radius of the first Fresnel zone is not an obstacle. The relative height of the potential obstacle is

$$
\begin{equation*}
h=\left(h_{R x}-h_{T x}\right) \frac{d_{o b s 1}}{d_{T R}}+h_{T x}-0.6 r_{f} \tag{5.2}
\end{equation*}
$$

where $h_{R x}$ and $h_{T x}$ are the height of the Rx and Tx respectively, $r_{f}$ indicates the radius of the first Fresnel zone. $h$ is the height of the line joining the Tx and $R \mathrm{x}$ at the location of the potential obstacle. The probability of one vehicle blocking a LOS between the Tx and Rx $P\left(L O S \mid h_{T x}, h_{R x}\right)$, is

$$
\begin{equation*}
P\left(L O S \mid h_{T x}, h_{R x}\right)=1-Q\left(\frac{h-\mu}{\sigma}\right) \tag{5.3}
\end{equation*}
$$

where $Q(\cdot)$ is the $Q$-function, and $\mu$ and $\sigma$ are the mean and standard deviation of the height $h$, respectively. Moreover, if there are $N_{0}$ vehicles between the Tx and Rx, the probability that the LOS path is not blocked is [62]

$$
\begin{equation*}
P\left(n, \operatorname{LOS} \mid h_{T x}, h_{R x}\right)=\prod_{k=1}^{N_{0}}\left[1-Q\left(\frac{h_{k}-\mu_{k}}{\sigma_{k}}\right)\right] \tag{5.4}
\end{equation*}
$$

where $h_{k}$ is the height of the $k$ th potential obstacle, and $\mu_{k}$ and $\sigma_{k}$ are the mean and standard deviation of the height of the $k$ th potential obstacle.

### 5.2.2 Effect of Vehicle as Obstacle on Signal Propagation

To quantify the attenuation by the obstacles, diffraction models in ITU-R recommendation [63] are adopted. The size of the obstacles, i.e. vehicles, is much greater than the wavelength, which is the requirement to apply diffraction models.

The simplest case is that there is only one vehicle as the obstacle and the single knife-edge model can be applied to this case. In a single knife-edge model, the obstacle is regarded as a half plane, which simplifies the calculation. In the case of multiple obstacles, a multiple knifeedge model [63], i.e. Epstein-Paterson model, is adopted in the analysis, which provides an optimistic approximation of signal attenuation. Notice in the latest recommendation of diffraction models [63], the Epstein-Paterson model is replaced by the Bullington model which provides reliable results for diffraction for various paths, regardless of terrain. In the research of this thesis, diffraction models [63] are adopted. Free space path loss (FSPL) is used to define the effect of vehicle separation [64].

Experiments were carried out $[53,54]$ to test the obstacle effect in a variety of scenarios, e.g. static conditions in a parking lot, movement on a highway, and in a suburban and an urban canyon. The Tx and Rx were cars and the obstacle vehicle was a van. Experimental results indicate that the performance in terms of Packet Delivery Ratio (PDR) and Received Signal Strength Indicator (RSSI) are significantly affected by the presence of the obstacle. The RSSI is reduced from 7 dB to 20 dB approximately when the distance between the Tx and $R \mathrm{x}$ is not greater than 100 metres. The PDR drops significantly as the distance between the Tx and Rx increases.

### 5.2.3 Effect of Obstacle Height on Signal Propagation

M. Boban et al. carried out research on the effects of obstacle height on signal propagation [34]. Experimental results show that the system performs better in terms of the PDR where at least one of the Tx or Rx is a tall vehicle, e.g., van. This is because once tall vehicles are used to forward messages they are less likely to be obstructed than short vehicles.

The performance of packet delivery is improved by using tall vehicles as relays [34]. When considering latency, the number of times a message is transmitted by the relays and the distance between relays have to be considered. Therefore, balancing the effect of the height and location of the potential relays in the selection procedure of relays could be an interesting topic for
further research.

### 5.3 Obstacle Effect to Network Connectivity

### 5.3.1 Estimation Models of Signal Strength

The diffraction models recommended by the ITU are adopted here to estimate the attenuation by obstacles.

To deal with the case of a single obstacle between the Tx and Rx , the single knife-edge model is adopted. Attenuation by a single obstacle $A_{s k}$ is

$$
\begin{gather*}
A_{s k}=\left[6.9+20 \log _{10}\left(\sqrt{(V-0.1)^{2}+1}+V-0.1\right)\right] H(V+0.1)  \tag{5.5}\\
V=\Delta h \sqrt{\frac{2}{\lambda_{p}}\left(\frac{1}{d_{T T O}}+\frac{1}{d_{T O R}}\right)} \tag{5.6}
\end{gather*}
$$

where $\Delta h$ is the gap between the height of the obstacle and the LOS path at the location of the obstacle. If the height of the obstacle is above the line connecting the Tx and $\mathrm{Rx}, \Delta h>0$; otherwise, $\Delta h<0 . d_{T T O}$ and $d_{T O R}$ represent the distance from the Tx to the Top of the Obstacle and from the Top of the Obstacle to the Rx. An illustration of the parameters is shown in Figure 5.1 [63].


Figure 5.1: Illustration of single knife edge

The double-isolated-edges model is adopted in the case of two obstacles between the Tx and Rx. This model applies the single knife-edge model twice successively with obstacles 1 and 2 being regarded as the Rx and $T x$ in turn. In the first step, obstacle 2 is regarded as the Rx, and the attenuation is caused by obstacle o1. Then, obstacle 1 is the $T x$ and obstacle 2 is the source of signal attenuation. The model is illustrated in Figure 5.2 [63].


Figure 5.2: Illustration of double isolated edges

Attenuation by two obstacles is given by

$$
\begin{equation*}
A_{d i}=A_{s k 1}+A_{s k 2}+A_{c} \tag{5.7}
\end{equation*}
$$

where $A_{s k 1}$ and $A_{s k 2}$ are the attenuation by obstacle 1 and $2 . A_{s k 1}$ and $A_{s k 2}$ can be derived from the single knife-edge model. $A_{c}$ is the correction term, which is estimated by Equation 5.8

$$
\begin{equation*}
A_{c}=10 \log _{10}\left[\frac{d_{o b s 2}\left(d_{T R}-d_{o b s 1}\right)}{\left(d_{o b s 2}-d_{o b s 1}\right) d_{T R}}\right] \tag{5.8}
\end{equation*}
$$

where $d_{o b s 1}$ and $d_{o b s 2}$ are the distance from the Tx to the first obstacle and from the Tx to the second obstacle. $d_{T R}$ is the distance between the Tx and Rx.

For the case of three obstacles and more, the Bullington model is adopted. An equivalent obstacle is used to replace multiple obstacles. To get the equivalent obstacle, join Tx and the obstacles and keep the line with the largest elevation angle so that all the vehicles touch or are below the line. The same procedure is carried out on Rx and another line is derived. The
location and height of the equivalent obstacle are determined by the intersection of the two lines or their extension, as is shown in Figure 5.3 [63].


Figure 5.3: Illustration of Bullington method

The above models are used to estimate the attenuation by obstacles. The FSPL is adopted for the strength loss due to the distance between the Tx and Rx. The expression is

$$
\begin{equation*}
A_{f s}=10 \log _{10}\left(\left(\frac{4 \pi}{c_{l}} d_{T R} f_{p}\right)^{2}\right) \tag{5.9}
\end{equation*}
$$

where $c_{l}$ is the speed of light, $3 \times 10^{8} \mathrm{~m} / \mathrm{s}, f_{p}$ is the carrier frequency of the DSRC, 5.9 GHz . In the case of the LOS, path loss is the only source of signal reduction and the radio range is determined by path loss.

### 5.3.2 Network Connectivity

To indicate the effect of vehicles as obstacles on signal strength, network connectivity on the road is presented here. The simulations show instantaneous results. Yet, due to the statistical property of the vehicle location, they are also applicable to the connection condition of the network at any instant. In addition, how the obstacles affect system performance is also presented in the later parts of this chapter.

### 5.3.2.1 Methodology

The mobility model is the same as the one in Chapter 3 . The speed is used to predict the location of vehicles at the end of the period and to determine the suitability of candidates as BM.

The vehicles are distributed on the road randomly except that the distance between consecutive vehicles in the same lane is not less than the predefined security distance. In addition, the height of the vehicles is incorporated to reflect the practical case more accurately. The vehicles are categorized into tall and low types, that is, a vehicle is either a tall vehicle or a low vehicle.

In the diffraction models [63], if the length of the obstacle is far greater than the wavelength, the obstacle blocking LOS can be treated as an edge with only height in the dimensions being considered during the calculation. That is, the attenuation caused by the body of the obstacle is the one caused by the edge only; therefore the vehicles in the simulation are interpreted as edges which are of the width of the lane. The height of the vehicles is adopted to calculate the attenuation.

Notice that, in the signal propagation, the LOS is considered to be the only component in the received signal. Any NLOS signal, e.g. reflection and scattering, is neglected, as it is not the predominant part of the signal received $[32,33]$.

In the simulation, the transmitter broadcasts a message. The transmitter and the selected receiver are connected by a Light-of-Sight (LOS) path. The vehicles intersecting with the LOS are the obstacles and they are involved in the attenuation calculation from the diffraction models.

If the signal strength received is above the threshold of the sensor, the link between the transmitter and the receiver is connected; otherwise, it is disconnected. The network connectivity is for the direct communication between any pair of vehicles within the mutual transmission range. Communication with a vehicle outside the transmission range is via intermediate nodes and is excluded from this work.

A Monte Carlo simulation is conducted to get the statistical results. In each iteration, once the vehicles are located on the ring-shaped $8-\mathrm{km}$ road model, a random one is selected as the transmitter. Among the following vehicles within the transmission range, a receiver is randomly selected as well. The vehicles blocking the LOS of the transmitter and the receiver are the obstacles. The simulation is repeated 100,000 times in order to get a reliable result.

### 5.3.2.2 Configuration

The simulations are carried out in three densities, i.e. 20, 60 and 100 veh per km . The vehicle height is categorised into two groups, i.e. tall and low vehicles. For each group, the height follows a normal distribution [34]. The configuration of traffic parameters are the same as those in Chapters 3 and 4. The transmission-related parameters are listed in Table 5.1

| $P_{T x}$ | 16 dBm |
| :---: | :---: |
| $T h_{R x}$ | -79.5 dBm |
| $f_{p}$ | 5.9 GHz |
| $C_{l}$ | $3 \times 10^{8} \mathrm{~m} / \mathrm{s}$ |

Table 5.1: Configuration of transmission
$T h_{R x}$ represents the threshold of Rx , which is above the minimum sensitivity $(-80 \mathrm{dBm})$ of the DSRC in the QPSK model [53]. Based on the configuration, the maximum transmission range is 240 m .

Table 5.2 presents the height of short and tall vehicles [34]. In the following results, the con-

| Height of tall vehicles: mean | 3.35 m |
| :---: | :---: |
| Height of tall vehicles: standard deviation | 0.08 m |
| Height of short vehicles: mean | 1.5 m |
| Height of short vehicles: standard deviation | 0.08 m |

Table 5.2: Configuration of vehicles' height
nectivity probability in various ratios of tall vehicles are presented.

### 5.3.2 Simulation Results of Connectivity Probability at a fixed Ratio of Tall Vehicles

The results in this section present the impact of the vehicle density and the distance on connectivity probability. The ratio of tall vehicles is set to 0.1 .

Figure 5.4 shows that the connectivity probability reduces with the increase of distance, as expected. With the distance between Tx and Rx increasing, there are more vehicles as well as obstacles, which accounts for the decreasing connectivity probability. It is seen that as the distance increases, the connectivity probability is higher at a density of 20 than at a density of 100. This is because at a lower density the same distance, e.g. 100 metres, is occupied by fewer


Figure 5.4: Connectivity probability in all densities
vehicles as well as obstacles. The signal strength is weakened by obstacles less significantly at a low density. The relation between the distance of the Tx and Rx and the maximum number of obstacles in between is presented in the next section.

The absolute gap between the lanes of the Tx and Rx is defined as $\Delta L N$. There are three cases of lane relation between Tx and $\mathrm{Rx}, 1$ ) in the same lane, $\Delta L N=0,2$ ) in an adjacent lane, $\Delta L N=1$ and 3) at least one lane apart $\Delta L N>1$. The distance between Tx and $\mathrm{Rx}, d_{T R}$, is expressed as the multiple of the security distance and the ceiling of the distance is adopted in the analysis. For example, if $d_{T R}=1.3 S D$, then in the results $d_{T R}<2 S D$. Results of individual cases are presented in Table 5.3.

Based on the above results, a general procedure for determining the number of obstacles is given here:

Assume the distance between the Tx and $\mathrm{Rx} d_{T R}$ satisfies $(k-1) S D \leq d_{T R}<k S D$ and the gap of lanes in between the $\operatorname{Tx}$ and $\operatorname{Rx} \Delta L N=n . n \geq 1$ where the two vehicles being considered are not in the same lane and $\Delta L N=0$ for the case of the two being in the same lane. Two cases are considered here, the obstacles in a different lane from the $\mathrm{Tx} / \mathrm{Rx}$ and the obstacles in the same lane as the $T x / R x$.

| $d_{T R}$ | max. obs \# <br> $\Delta L N=0$ | max. obs \# <br> $\Delta L N=1$ | max. obs \# <br> $\Delta L N=2$ | max. obs \# <br> $\Delta L N=3$ |
| :---: | :---: | :---: | :---: | :---: |
| <SD | 0 | 0 | 1 | 2 |
| <2SD | 0 | 0 | 1 | 2 |
| <3SD | 1 | 2 | 2 | 2 |
| <4SD | 2 | 2 | 2 | 4 |
| <5SD | 3 | 4 | 5 | 4 |
| <6SD | 4 | 4 | 5 | 4 |
| <7SD | 5 | 6 | 6 | 8 |
| <8SD | 6 | 6 | 6 | 8 |
| $<$ SD | 7 | 8 | 9 | 8 |
| $<$ 10SD | 8 | 8 | 9 | 10 |
| $<$ 11SD | 9 | 10 | 10 | 10 |
| $<$ 12SD | 10 | 10 | 10 | 10 |

Table 5.3: Relation between maximum obstacle number and $d_{T R}$

The length of the LOS on the lane of the Tx and Rx is less than $\frac{k}{2 n} S D$, since the minimum distance between vehicles in the same lane is $S D$. By rounding up $\frac{k}{2 n}$ the maximum number of vehicles in the lane of the $T x / R x$, which includes the $T x / R x$ themselves, may be determined. Therefore, the maximum number of the obstacles in the lanes of the Tx and Rx is $2\left(\left\lceil\frac{k}{2 n}\right\rceil-1\right)$.

Regarding the obstacles in the lanes without the $\mathrm{Tx} / \mathrm{Rx}(n>1)$, the length of the LOS on the lane is less than $\frac{k}{n} S D$. As with the case of the lane(s) of the Tx and Rx , the rounding up of $\frac{k}{n}$ determines the maximum number of vehicles in LOS in one lane between the Tx and Rx. In total, there are $n-1$ lanes, excluding the Tx or Rx. The maximum number of obstacles in the lanes without the Tx or Rx is $\left\lceil\frac{k}{n}\right\rceil(n-1)$.

For the case where the Tx and Rx are in the same lane, the number of obstacles cannot exceed $(k-2)$. Thus, the maximum number of obstacles for the case where the Tx and Rx are in the same lane is $(k-2) H(k-2)$.

For all three cases of the lane relation between the $T x$ and $R x$, i.e. $T x / R x$ in the same lane, $\mathrm{Tx} / \mathrm{Rx}$ in adjacent lanes and others, given that $d_{T R}$, as $0<d_{T R}<k S D, k=1,2,3, \cdots$, the maximum number of obstacles can be summarised as follows:

1) $T x$ and $R x$ in the same lane, maximum number of obstacles,

$$
\begin{equation*}
O N_{s}=(k-2) H(k-2) \tag{5.10}
\end{equation*}
$$

2) Tx and Rx in adjacent lanes, maximum number of obstacles,

$$
\begin{equation*}
O N_{a}=2\left(\left\lceil\frac{k}{2}\right\rceil-1\right) \tag{5.11}
\end{equation*}
$$

3) Tx in lane one and Rx in lane $n$, maximum number of obstacles,

$$
\begin{equation*}
O N_{o}=\left\lceil\frac{k}{\Delta L N}\right\rceil(\Delta L N-1)+2\left(\left\lceil\frac{k}{\Delta L N} \frac{1}{2}\right\rceil-1\right) \tag{5.12}
\end{equation*}
$$

Summarising the above analysis, we conclude that if $d_{T R}<k S D(k=1,2,3 \ldots)$, the maximum number of obstacles between the Tx and Rx is $\max \left(O N_{s}, O N_{a}, O N_{o}\right)$. With an increase of $d_{T R}$, or $k$, the maximum number of obstacles rises which accounts for the reduction of connection probability.

In addition, Figure 5.4 indicates that at the same distance, the connection probability rises with a decrease of vehicle density. At a higher density, more vehicles exist in between the Tx and Rx at a specific distance as well as a higher maximum number of obstacles shown in Table 5.3. Figure 5.5 presents the connectivity with one obstacle and two obstacles.

The above figure presents the connectivity probability with 1 obstacle and 2 obstacles. The results for 1 obstacle show a step-shaped reduction of connection probability between 110 m and 120 m . As $d_{T R}$ is less than 100 metres, the connection probability is approximately constant at $90 \%$. Over this range in the cases where the obstacle is a tall vehicle and at most one of the $T x-R x$ pair is a tall vehicle, the attenuation with path loss is large enough to disconnect the Tx and Rx. For example, if $d_{T R}=50 \mathrm{~m}, h_{T x}=h_{R x}=1.5 \mathrm{~m}, h_{o b s}=3.35 \mathrm{~m}$ and the obstacle is halfway between the Tx and Rx, the attenuation by the obstacle $A_{s k}=23.17 \mathrm{~dB}$, and free space path loss $A_{f s}=81.84 \mathrm{~dB}$. The signal strength received is $P_{T x}-A_{s k}-A_{f s}=-89 \mathrm{dBm}$, which is lower than the threshold -79.5 dBm .

In the range from 110 m to 120 m , the connection probability experiences a sharp reduction. This is due to the increase of free space path loss. The signal strength at the Rx drops to be lower than the sensitivity of the Rx.

From 120 m to the edge of the maximum radio range, the connection probability stays in the range from $10 \%$ to $20 \%$, although the path loss is still increasing. In the cases where the


Figure 5.5: Connectivity probability by 1 obstacle, 2 obstacles and more
obstacle is a low one and at least one of the Tx-Rx pair is a tall vehicle, the signal strength received is above the threshold of the Rx . For example, if $d_{T R}=200 \mathrm{~m}$, the obstacle is midway between the Tx and $\mathrm{Rx}, h_{o b s}=1.5 \mathrm{~m}, h_{T x}=h_{R x}=3.35 \mathrm{~m}$, the attenuation is $A_{s k}=0$, with path loss $A_{f s}=93 \mathrm{~dB}$. Thus the Rx is able to receive the signal successfully.

In the above results of section 5.4.2, the ratio of tall vehicles is set to 0.1 . To indicate the impact of the ratio of tall vehicles on network connection, more results of various ratios of tall vehicles are presented in the following parts.

### 5.3.2.4 Simulation Results of Connectivity Probability at various Ratio of Tall Vehicles

This section provides the results of connectivity probability at different ratios of tall vehicles to show its impact on connectivity probability. The ratio of tall vehicles examined are $0,0.05,0.1$ and 0.2 . The density of vehicles is set to 60 veh per km.

As is shown in figure 5.6, the radio range can be divided into three intervals based on the connection, i.e. close distance from 0 to about 110 m , middle distance from 110 m to 140 m and far distance from 140 m . The connection at different ratios of tall vehicles share similarities,


Figure 5.6: Connectivity probability in 4 different ratios of tall vehicles, density 60
i.e. high connection at close distance, sharp drop at middle distance and low connection in far distance.

At a close distance, since the signal loss by distance is relatively small, the main combination of height which affects the signal strength at Rx are the cases where obstacle(s) in between Tx and $R x$ is (are) taller than $T x$ and $R x$, i.e., tall obstacle(s) and short $T x / R x$. In the combination of tall obstacle(s) and short $\mathrm{Tx} / \mathrm{Rx}$, the signal strength is attenuated more significantly than in other combinations as described by the diffraction models. The occurrence of these cases depends on the ratio of tall vehicles. As the ratio is 0.2 , the probability of one tall obstacle and short $\mathrm{Tx} / \mathrm{Rx}$ is $12.8 \%(80 \% \times 20 \% \times 80 \%)$. In the case of ratios lower than 0.2 , the occurrences of these combinations get less frequent and therefore the connection probability is higher in a lower ratio of tall vehicles. A special case is that if the ratio of tall vehicles is 0 , all the vehicles are low ones and the attenuation is less than the combinations of tall obstacles and short $\mathrm{Tx} / \mathrm{Rx}$, which accounts for the higher connection of a lower ratio of tall vehicles in the figure.

In the middle distance, the rise of path loss results in a drop in signal strength through the threshold of the receivers' sensitivity and disconnects the link of the Tx and potential Rx in the combination of short $\mathrm{Tx} / \mathrm{Rx}$ and obstacle(s), which is the combination with the biggest ratio.

The connectivity, therefore, drops dramatically.
In the far distance, which is close to the edge of the radio range, due to the more significant path loss, obstacles play a predominant role in the network connection. Since the probability of there being no obstacle is almost zero close to the edge of the radio range, the cases where obstacles cause little attenuation matter, i.e., tall $\mathrm{Tx} / \mathrm{Rx}$ and short obstacle(s), tall Tx (or Rx ) and short Rx (or Tx ) and obstacle(s). The total probability of these cases in the ratio of $20 \%$ tall vehicles is $28.8 \%$ which is greater than the probability of $17.1 \%$ in the ratio of $10 \%$ and other scenarios. This accounts for the higher connection probability at the distance close to the edge of the radio range for a higher ratio of tall vehicles. In the case of 0 tall vehicles, no matter which combination it is, the obstacle attenuates the signal strength and since the sum of path loss and attenuation is big enough, the link between Tx and Rx disconnects.

### 5.4 The Effect of Obstacles on the System Performance of Protocols

In this part, the system performance of DBA-MAC and the CWCMD is presented. In the simulation, the effect of obstacles is considered in both BM formation and message transmission. The results are compared with the ideal case in which all the vehicles are able to receive the signal equally in the maximum radio range of the Tx. The configuration in this part is the same as those in the simulation of Chapter 3 and 4.

| Density $/ \mathrm{km}$ | 100 | 60 | 20 |
| :---: | :---: | :---: | :---: |
| without obstacles | $181.92 \pm 59.62$ | $180.21 \pm 58.48$ | $170.41 \pm 57.57$ |
| with obstacles | $63.10 \pm 33.73$ | $90.44 \pm 49.07$ | $146.53 \pm 61.90$ |

Table 5.4: Average distance between adjacent BMs in DBA-MAC with and without obstacle effect

| Density $/ \mathrm{km}$ | 100 | 60 | 20 |
| :---: | :---: | :---: | :---: |
| without obstacles | $229.05 \pm 7.86$ | $222.97 \pm 12.23$ | $196.00 \pm 35.01$ |
| with obstacles | $108.14 \pm 24.90$ | $141.50 \pm 38.97$ | $171.49 \pm 46.22$ |

Table 5.5: Average distance between adjacent BMs in the CWCMD with and without obstacle effect


Figure 5.7: Impact of obstacles on the BM selection in DBA-MAC (up) and the CWCMD (down)

Figure 5.7, Table 5.4 and 5.5 present the impact of obstacles on the BM selection in DBA-MAC and the CWCMD. Due to the obstacle effect, the number of suitable candidates reduces and the candidates are excluded from the suitable candidates if the signal strength received is below the threshold of the Rx. Farther candidates are excluded from the set of suitable candidates with higher probability, due to the increasing number of obstacles as indicated in Table 5.3. Therefore, suitable candidates are closer to the BM than in the ideal case.

The selection performance of the CWCMD is better than DBA-MAC, as is shown in Figure 5.7. Due to the property of the CWCMD that the candidate with the highest suitability responds to the BM prior to others, the winning candidate is still the one with the highest suitability among
the decreasing number of suitable candidates. Even in the condition of obstacle effect, the CWCMD still provides better performance of the BM selection than in DBA-MAC.

It is also noted that in the case of obstacles the performance of the BM selection is better at a lower density than at a high density, which is the opposite to the ideal case with no obstacle. If more obstacles exist between the Tx and Rx for a specific distance, the signal strength received is affected more by the obstacles, as is shown in Figure 5.5. The average number of vehicles within a specific range, including obstacles, rises with the increase of vehicle density. This means that the average distance between adjacent BMs at a high density is smaller than the one at a low density when considering the obstacle effect.

The CDFs of the results are plotted in Figure 5.7. Without considering obstacles, as analysed in the last chapter, the suitable candidate farthest from the BM will win the contention with highest probability in both schemes. Thus, at a high density a longer BM distance is achieved on average. However, obstacles affect propagation at a high density more severely than at a low density. Hence, the suitable candidates are closer to the BM at a high density than at a low density.


Figure 5.8: The performance comparison with and without obstacles in flooding, DBA-MAC and the CWCMD

|  | DBA-MAC | CWCMD | Flooding |
| :---: | :---: | :---: | :---: |
| without obstacle | $1.144 \pm 0.280$ | $1.070 \pm 0.360$ | $2.748 \pm 0.712$ |
| with obstacle | $2.552 \pm 2.482$ | $1.821 \pm 0.991$ | $5.575 \pm 1.443$ |

Table 5.6: Average delay in DBA-MAC, the CWCMD and flooding with and without obstacle effect, /ms

|  | DBA-MAC | CWCMD | Flooding |
| :---: | :---: | :---: | :---: |
| without obstacle | $6.04 \pm 0.84$ | $5.55 \pm 0.74$ | $9.57 \pm 2.27$ |
| with obstacle | $10.42 \pm 1.85$ | $8.05 \pm 1.43$ | $16.32 \pm 4.01$ |

Table 5.7: Average retransmission times in DBA-MAC, the CWCMD and flooding with and without obstacle effect

Figure 5.8 shows that the performance delay is significantly affected by the obstacles. The propagation delays in all densities are affected by obstacles. The performance of the CWCMD is still better than the one in DBA-MAC.

Regarding the distance between BMs, the trend of delay performance with respect to the vehicle density is opposite to the results obtained when obstacles are considered. This result matches the performance of the BM selection, as is shown in Figure 5.7. The shift of performance is because the increase of vehicle density brings about more obstacles and the connectivity is increasingly affected.

Figure 5.9, Table 5.9, Table 5.10, Figure 5.10, Table 5.11 and Table 5.12 present the results of delay and retransmission times in both DBA-MAC and the CWCMD in various densities, with and without consideration of obstacles. The results match the one of Figure 5.7, Table 5.4 and 5.5 , which indicate that the CWCMD outperforms DBA-MAC in either ideal case without considering obstacles or in the case of considering obstacles. The performance is better at a lower density than at a high density when obstacles are taken into account. This is opposite to

|  | DBA-MAC | CWCMD | Flooding |
| :---: | :---: | :---: | :---: |
| without obstacle | $180.21 \pm 58.48$ | $222.97 \pm 12.23$ | $123.52 \pm 68.38$ |
| with obstacle | $90.44 \pm 49.07$ | $141.50 \pm 38.97$ | $72.58 \pm 43.42$ |

Table 5.8: Average distance between adjacent intermediate nodes in DBA-MAC, the CWCMD and flooding with and without obstacle effect, /m


Figure 5.9: The performance comparison with and without obstacles in DBA-MAC at message rate 0.05

| Density $/ \mathrm{km}$ | 100 | 60 | 20 |
| :---: | :---: | :---: | :---: |
| Without obstacle | $1.141 \pm 0.473$ | $1.144 \pm 0.280$ | $1.156 \pm 0.290$ |
| With obstacle | $3.473 \pm 3.004$ | $2.552 \pm 2.482$ | $1.581 \pm 1.296$ |

Table 5.9: Average delay in DBA-MAC in various densities with and without obstacle effect

| Density $/ \mathrm{km}$ | 100 | 60 | 20 |
| :---: | :---: | :---: | :---: |
| Without obstacle | $6.03 \pm 0.83$ | $6.04 \pm 0.84$ | $6.15 \pm 0.82$ |
| With obstacle | $14.18 \pm 2.02$ | $10.42 \pm 1.85$ | $6.94 \pm 1.11$ |

Table 5.10: Average retransmission times in DBA-MAC in various densities with and without obstacle effect

| Density $/ \mathrm{km}$ | 100 | 60 | 20 |
| :---: | :---: | :---: | :---: |
| Without obstacle | $1.065 \pm 0.390$ | $1.070 \pm 0.360$ | $1.096 \pm 0.384$ |
| With obstacle | $2.529 \pm 2.508$ | $1.821 \pm 0.991$ | $1.272 \pm 0.588$ |

Table 5.11: Average delay in the CWCMD in various densities with and without obstacle effect


Figure 5.10: The performance comparison with and without obstacles in the CWCMD at message rate 0.05

| Density /km | 100 | 60 | 20 |
| :---: | :---: | :---: | :---: |
| Without obstacle | $5.51 \pm 0.75$ | $5.55 \pm 0.74$ | $5.77 \pm 0.73$ |
| With obstacle | $10.47 \pm 1.82$ | $8.05 \pm 1.43$ | $6.35 \pm 0.87$ |

Table 5.12: Average retransmission times in the CWCMD in various densities with and without obstacle effect
the situation of the ideal case, in which performance at a high density is better.
In the CWCMD, the candidate with the highest suitability is more likely to win the contention to become the next BM than in DBA-MAC, where the candidates of weaker suitability still have the chance to become the next BM. The inclusion of the effect of obstacles does not change the selection mechanism of the CWCMD in which the best candidate responds before all the others. Therefore, the CWCMD still outperforms DBA-MAC when the effect of obstacles is included.

### 5.4.1 The Effect of Changing Ratio of Tall Vehicles on the System Performance of Protocols

In this section, the effect of the ratio of tall vehicles will be presented in the cases of different ratios of tall vehicles. The ratio of tall vehicles is selected from four possibilities, i.e., $0,0.05$, 0.1 and 0.2 . The density of the vehicles is set to 60 veh per km .


Figure 5.11: The performance comparison of DBA-MAC at changing ratio of tall vehicles, message rate 0.05

As is shown in figure 5.11 and 5.12, the delay at a higher ratio of tall vehicles is smaller than the one at a lower ratio. During message propagation, a signal broadcast by tall vehicles reaches farther than the one from the low vehicles, since the obstacles in between the Tx and Rx affect


Figure 5.12: The performance comparison of the CWCMD at changing ratio of tall vehicles, message rate 0.05
the signal from tall Tx less than the signal from low vehicles. In other words, the tall vehicles help to improve the performance of delay by minimising the effect of obstacles and increasing the propagation distance. More tall vehicles leads to higher possibility that the $\mathrm{Tx} / \mathrm{Rx}$ is a tall vehicle and therefore has a longer propagation distance. Note that with a higher ratio of tall vehicles, it is more likely that the obstacle(s) is/are the tall vehicle(s) which affect the signal propagation. Yet, the obstacle effect by tall vehicles is less dominant than the performance improvement. The effect of changing ratio of tall vehicles in both DBA-MAC and the CWCMD is similar.

### 5.5 Incorporating Vehicle Height in the BM Selection

The results in the previous section show that the height of the vehicle affects the signal propagation. Specifically, tall vehicles as obstacles block the signal and reduce the range of transmission. On the other hand, tall vehicles as Tx or Rx improve the network connectivity and thus suitable to be the intermediate nodes for a stable connection [34]. In this section, the height of the vehicles is included in the SI of the BM selection of the CWCMD to determine whether this
can improve the performance in a practical case for faster propagation.
During the BM selection, the heights of the vehicles are used to estimate the suitability of the candidates, as well as the relative distance. The tall vehicles are distributed on the road randomly and considering the height solely as the criterion of the candidates' suitability may result in an increase in the number of the hops and consequential longer delays. While considering the relative distance only as a suitability criterion, low vehicles may be the winners of the BM selection, which reduces the transmission range if the signal is blocked by tall vehicles. The purpose of considering height in assessing suitability is to balance the relative distance between the BMs and the transmission range. The proposal which combines the CWC, the MDC and also the vehicles' height is named as the CMH (CWC, MDC, Height).

In the CMH, SI is the product of the Distance Index (DI) and the Height Index (HI),

$$
\begin{gather*}
C W_{i}=\left(1-S I_{i}\right)\left(C W_{\max }-C W_{\min }\right)+C W_{\min }  \tag{5.13}\\
S I_{i}=H I_{i} D I_{i}  \tag{5.14}\\
D I_{i}=\frac{\min \left(\Delta s_{i}, \Delta s_{i}+\Delta v_{i} t\right)}{R R} \tag{5.15}
\end{gather*}
$$

The value of $H I$ is between 0 and 1 and is determined by the type of the vehicles, i.e. a tall vehicle or a low one. The $H I$ for a tall vehicle is set as 1 , and the one for a low vehicle is less than 1. The improved SI shows that for two vehicles with the same distance to the BM, the taller vehicle has a shorter backoff time than the low one. And for two vehicles with the same height, the vehicle farther from the BM has a shorter backoff. In the simulation of this thesis, the value of $H I$ for low vehicles is set as $0.1,0.5$ and 0.9 to show the results of low vehicles at different priorities. The optimal configuration of $H I$ and the relation between $H I$ and system performance are left for future work.

### 5.5.1 Comparison between the CWH and the ESC

The simulation results of the CWH and a comparison between the CWH and a clustering protocol the ESC are presented in this part. The configuration of the system in the CWH is the same as the one in Section 5.4. The ratio of tall vehicles ranges from 0 to 0.2 . The message rate in the simulation is set to 0.05 .

The ESC $[35,36]$ is a clustering protocol which incorporates the vehicles' height in a clus-
terhead selection. Vehicles estimate their suitability as a clusterhead according to the relative speed and the relative distance to other vehicles as well as their height. When considering their suitability to be a clusterhead, vehicles with a lower relative speed are preferred over those with a high relative speed. A smaller distance is preferred, and tall vehicles are favoured over short vehicles. The suitability of a vehicle to be a clusterhead is quantified in the form of Coulomb's Law. Each individual vehicle calculates the relative force to all the neighbouring vehicles and the vehicles with the greatest total force are selected as the clusterheads.

$$
\begin{equation*}
F_{i j}=k_{i j} \frac{q_{i} q_{j}}{r_{i j}} \tag{5.16}
\end{equation*}
$$

Equation 5.16 provides the relative force between vehicles $i$ and $j$. Coefficient $k_{i j}$ is determined by their relative movement and relative speed. If vehicles $i$ and $j$ are approaching each other, which means that the faster vehicle is following the slower vehicle, $k_{i j}$ is defined as the reciprocal of their speed gap, $k_{i j}=\frac{1}{a b s\left(\Delta v_{i j}\right)}$. Otherwise, $k_{i j}$ is the inverse of the speed gap, $k_{i j}=-a b s\left(\Delta v_{i j}\right) . q_{i}$ and $q_{j}$ are determined by $k_{i j}$. If $k_{i j}>0, q_{i}, q_{j}=2$; otherwise, $q_{i}, q_{j}=0.5$. For tall vehicles, e.g. vehicle $i, q_{i}=2$ regardless of the sign of $k_{i j} . r_{i j}$ represents the relative distance between vehicles $i$ and $j$.

Vehicles broadcast their speed and location by means of a periodic beacon. All of the vehicles calculate $F_{i j}$ for each neighbour. $F_{i}=\sum_{j} F_{i j}$ shows the suitability of vehicles as a CH . The vehicle with the greatest $F_{i}$ among the neighbours is selected as a clusterhead.

To make a direct comparison between the two selection schemes, the transmission scheme of the CWH is used as a basis for both selection schemes. Using this common transmission scheme, the performance of the two selection schemes will be evaluated through message delay. The CHs in the ESC are the counterparts of the BMs in the CWH.

Figure 5.13 shows that the messages are propagated with a longer delay in the ESC than in the CWH. This is due to the mechanism of CH/BM selection in the two schemes. In the CWH, the aim is to forward messages as fast as possible; therefore, the farthest candidates within the radio range have the highest suitability to be a BM . In the ESC , the association of a vehicle with all its neighbours is considered to determine its suitability, as is shown in Equation 5.16, since the stability of the CH links is the prime target in the ESC. The ESC selection scheme results in the CHs being distributed evenly throughout the radio range. From the standpoint of link stability, the link between a CH and the farthest vehicle is less stable than a link between a


Figure 5.13: Performance comparison between ESC and CWH at a density of 60 per km and message rate 0.05

CH and a close vehicle, due to the dynamic nature of VANETs. Therefore, the farthest vehicle is not a suitable candidate to guarantee CH link stability. The criterion in the ESC lowers the distance between adjacent CHs and the number of hops and transmission times are greater than the CWH, which accounts for the performance gap shown in the figure. In both the CWH and the ESC, the height of the vehicles is used to measure the suitability of vehicles as intermediate nodes.

### 5.5.2 Impact of Height Index (HI) on the Performance of the CWH

This section presents the impact of HI on the performance of the CWH. The configuration of the system is the same as the one in Section 5.4. The ratio of tall vehicles is 0.1 . The performance is compared to the one of the CWCMD, in which vehicle height is neglected, in various densities. In the second part of the section, the impact of the ratio of tall vehicles on performance is also presented.

The results in Figure 5.14 and Table 5.13 show that the CMH results in only a slight improvement in the system performance in terms of propagation delay as well as the average hop of


Figure 5.14: The performance comparison of the CWCMD with changing height at message rate 0.05

|  | $\mathrm{HI}=0.1$ | $\mathrm{HI}=0.5$ | $\mathrm{HI}=0.9$ | neglecting height |
| :---: | :---: | :---: | :---: | :---: |
| Aver. BMs /km | $5.70 \pm 0.24$ | $5.48 \pm 0.20$ | $5.53 \pm 0.23$ | $5.62 \pm 0.23$ |
| High\% in BMs | $57.57 \%$ | $48.40 \%$ | $31.27 \%$ | $26.97 \%$ |
| Aver. hop | $7.76 \pm 0.30$ | $7.70 \pm 0.29$ | $7.89 \pm 0.32$ | $8.00 \pm 0.34$ |
| Delay /ms | $1.677 \pm 0.149$ | $1.694 \pm 0.136$ | $1.789 \pm 0.161$ | $1.811 \pm 0.160$ |

Table 5.13: Performance with consideration of height at a density of 60 per km
each message.
In the BM selection, the low vehicles which share the same CW with the tall vehicles are farther from the BM than the tall vehicles, due to the introduction of the HI. Assume the relative distance from the low vehicle to the BM is $\Delta s_{l}$, then the distance gap between low vehicles and tall vehicles with the same CW , i.e. $D_{g}$, is determined by the $\mathrm{HI}, D_{g}=H I \Delta s_{l}$. If the relative distance of a low vehicle to the BM is not greater than the one of the tall vehicle by $D_{g}$, the tall vehicle will respond to the BM prior to the low one. The advantage in height makes the tall vehicles better intermediate nodes in terms of the transmission range. This accounts for the slight improvement of the propagation delay.

With the decrease of HI , the number of BMs in the unit distance and the ratio of tall vehicles rise. A smaller HI leads to the case where the tall vehicles win the contention with a higher probability than the low vehicles, although the tall vehicles may be closer to the BM than their low counterparts. The signals from the tall BMs, however, are less likely to be blocked than the low BMs and will propagate over a longer distance, which accounts for the smaller average number of BMs in the unit distance and the smaller average hop number, as $\mathrm{HI}=0.9$ and 0.5 . As HI reduces further, the relative distance becomes an increasingly weak factor in the selection criterion and the average number of BMs becomes greater than the one without any consideration of the vehicles' height, which also affects the hop number.

Note that the introduction of the HI increases the backoff time of the low vehicles. The improvement of performance, i.e. delay, comes at the cost that the formation time is increased. The comparison of the DEFT in varying density and the HI is presented in Figure 5.15.

The figure shows that with decrease of the HI, i.e. raising the priority of tall vehicles, the DEFT rises. The case of $H I=1$ is that low vehicles share the same priority with tall ones, i.e. height is not considered. With the decrease of the HI , the reduction of the SI of a low vehicle is greater, compared to the case of $H I=1$. The equivalent effect of the smaller HI for low vehicles is to reduce the relative distance to the BM. A tall vehicle which is not the best one in terms of its relative distance to the BM has a chance to win the contention. The backoff time of the winner therefore rises, which increases the network formation time. It is noticed that the performance change, i.e., a delay, caused by the consideration of height is negligible when compared with the DEFT. The major effect of considering height is the increase of network formation time. In terms of the DEFT, the CMH is not the optimal one, since the benefit of fast propagation is at


Figure 5.15: The comparison of the DEFT in the CWCMD with the height in varying densities at message rate 0.05
the cost of a longer backoff time of low vehicles in the procedure of the BM selection.

### 5.5.3 Impact of the Ratio of Tall Vehicles on the Performance of the CWH

In the above section, the ratio of tall vehicles is set to 0.1 . In this part, the performance of the CMH at various ratios of tall vehicles will be presented to show how the tall vehicles affect the system performance. The ratio of tall vehicles in this section is set to $0,0.05,0.1$ and 0.2 .

Figure 5.16 shows the propagation delay of the CMH in various densities and ratios of tall vehicles. It is shown that at any density the performance in a greater ratio of tall vehicles is better than the performance in a low ratio of tall vehicles. In the CMH, the priority of tall vehicles is guaranteed by weakening the suitability of low vehicles. A greater ratio of tall vehicles leads to the condition of there being more tall vehicles in the BMs. The tall vehicles propagate the signal farther than the low vehicles, since the impact of obstacles on propagation is weaker when the Tx and/or Rx are tall vehicles; therefore, the rise in the ratio of tall vehicles in BMs increases the average distance between adjacent BMs. This accounts for the performance improvement as the ratio of tall vehicles rises.


Figure 5.16: Performance of the CWCMD with consideration of the height at various ratios of tall vehicles and densities, $H I=0.5$

Also, from the figure 5.16, the degree of performance improvement in high densities is more conspicuous than in low densities, i.e., 20 veh per km . At a low density, i.e. 20 veh per km, due to the sparse distribution of the vehicles, the effect of the obstacles between $T x$ and $R x$ is less than the effect in high densities and thus the benefit of using tall vehicles is limited. But, in high densities, the signal attenuation caused by obstacles between Tx and Rx is large and the use of tall vehicles significantly increases the propagation distance, as the Fresnel zone is higher and the propagation suffers less from vehicles in between the Tx and Rx.

### 5.6 Conclusion

The research in this chapter indicates that the vehicles in between the Tx and Rx affect signal propagation significantly. In fact, the performance in terms of propagation delay, as a function of the vehicle density, is the opposite of the case when obstacles are ignored. That is, performance of delay in dense traffic is better than in sparse traffic in ideal case. But performance in sparse traffic is better if incorporating obstacles in performance estimation. Ignoring the obstacle effect in estimating the system performance leads to significant errors. Therefore, obstacles
is recommended to be modelled when testing the design of protocols in VANETs to improve the accuracy of performance estimation.

Since tall vehicles provide better transmission range than low vehicles, an improved protocol the CMH that takes into account a vehicle's height is proposed. The results indicate that the consideration of height can improve the performance of delay, but at the cost of network formation time.

## Chapter 6

## Conclusion and Future Work

### 6.1 Summary of the Thesis and Conclusion

In this thesis, protocols aimed at fast propagation of safety messages in VANETs are proposed based on DBA-MAC and the impact of vehicles between the transmitter and receiver as obstacles on system performance are evaluated.

In Chapter 3, DBA-MAC is introduced, which is a cross-layer protocol for fast propagation of safety messages. Predefined BM are selected periodically and take charge of message forwarding. Analysis shows that the selection criterion of BMs in DBA-MAC and random selection in the CW scheme are barriers to improving performance in terms of fast propagation. Based on the analysis, a novel selection criterion (MDC) to determine the suitability of candidates is proposed, in which the minimum distance of the candidate to the previous BM throughout the period is adopted instead of the distance at the end of the period. The change of selection criterion aims to keep the distance between adjacent BMs as long as possible. Yet, the MDC solely changes the suitability of the leaving candidates. The difference caused by the MDC relates to the standard deviation of speed distribution. An extreme case is that if all the vehicles share a same speed, the MDC has little impact on the BM selection. In addition, the order of candidates' suitability is mainly determined by the location of vehicles at the beginning of each period. The MDC changes the suitability of leaving candidates but changes little about the rank of candidates' suitability which decides the BM selection more significantly.

The randomness of selection in the CW mechanism leads to the condition where candidates with weak suitability are able to become BMs, although with low probability. This weakens the performance of BMs distance and message propagation. The CWC is proposed to increase the probability that the candidates with the best suitability win in the contention. Simulations show that the proposed scheme improves the performance of message propagation in various densities of vehicles, ratios of safety messages and non-safety messages. The CWC can be applied to other VANET protocols in which a CW mechanism is adopted to communicate the
suitability of vehicles. The CWC improves the performance in terms of delay because the randomness of CW selection is limited. The smallest CW of candidates with weak suitability is always greater than the ones with better suitability. The randomness in the DCF scheme is to avoid collision among stations, yet it is not a good scheme to distinguish stations with different priorities. By limiting CW selection range, the CW lower boundary reflects the suitability of candidates directly and therefore the candidate distinction can be implemented.

In Chapter 4, the mathematical models for both the CWCMD and DBA-MAC are established to predict and validate the system performance. Numerical results of mathematical models show that 1) the distance between adjacent BMs in the CWCMD is longer than the one in DBA-MAC and close to the theoretical maximum as defined by order statistics, and 2) the CWC is the key factor to improve the system performance. Besides, network formation is evaluated by overhead/formation time in proactive protocols of VANETs. With the proposed metric DEFT, the configuration for optimal system performance can be found by adjusting CW-related parameters due to the restricting relation between the network formation time and propagation delay in the CW mechanism. The analysis and results indicate that fast propagation could be at the cost of long formation time and vice versa in the CWCMD. That is, improving performance of one metric solely, i.e., delay, leads to the degradation in the performance of the other metric, i.e., formation time, and vice versa. The direct effect of longer formation time, which reduces the average delay, is postponing the transmission of message propagation. Shorter formation time means longer delay. Therefore, the balance between shorter delay and shorter formation time should be kept in mind when adjusting the system parameters of the CWCMD.

In addition, analysis and simulation in this research show that the security distance between adjacent BMs affects the location distribution of vehicles, which is neglected in the assumption of Poisson distribution in the majority of existing research. In Chapter 4, a novel location distribution is proposed which considers this factor and provides a more realistic estimation of traffic. The ideal exponential distribution leads to increasing error with the rise of indices due to the lack of consideration of the practical factor, i.e., the security distance. If the security distance is incorporated, the error of theoretical distribution becomes much smaller and the theoretical distribution can used to model the location distribution in simulations. The security distance is the key factor to enhance the availability of theoretical distribution.

In Chapter 5, a more practical scenario is considered, in which the vehicles in between the
transmitting vehicle and the receiver affect the signal reception by blocking the LOS. Analysis and simulations indicate that 1 ) the assumption that the vehicles in the maximum transmission range of the transmitting vehicle are able to receive the signal equally is not suitable in the practical scenario, 2) whether the signal can be received is related to the number of obstacles and the distance between Tx and potential Rx , 3) the impact of vehicles as obstacles is significant to the system performance, and 4) system performance, e.g. propagation delay, at a higher density, when considering the effect of obstacles, is worse than at a lower density which is the opposite to the ideal case without consideration of obstacles. The existence of obstacles changes the network connectivity and possible transmission range, which results in dramatic change of system performance. Even the trend of performance is reversed by the obstacles. Therefore, the obstacle effect caused by vehicles is an important factor to be considered when evaluating protocol performance as well as designing VANETs protocols. It is often assumed that vehicles between the transmitter and the receiver take no impact on signal propagation in existing literatures. This research indicates that the obstacle effect should be incorporated in protocol design and performance estimation to improve the accuracy and to make the research on VANETs available and valuable.

### 6.2 Future Work

### 6.2.1 Interference of Vehicles and Roadside Buildings in Signal Propagation

In this thesis, the impact of vehicles between the transmitting vehicle and receiver as obstacles on signal propagation and network connectivity are analysed. Only the signal from the LOS part is considered, since it dominates the signal received, especially in the highway scenario. Other factors, e.g. reflection/scattering from vehicles on the road surface and roadside building, are neglected. How the signal is affected by the reflection/scattering caused by vehicles and roadside buildings, especially in an urban scenario is an interesting topic for future work, which is very useful for the analysis of the system performance of VANETs in practice. The analysis of interference in signal propagation will offer a tool for performance estimation of VANET protocols in practical scenarios.

### 6.2.2 Low Penetration Ratio of VANET Devices

The work in this thesis assumes that every vehicle in a VANET is equipped with a wireless device and can be involved in information exchange or forwarding. Yet, at the initial stage of commercialisation, the penetration ratio of VANET devices could be low, which makes the possible VANET a sparse network. The network connectivity and efficiency of information propagation directly affect the benefit and development of VANETs. How to implement efficient propagation in low penetration ratios is an interesting technical topic to attract more users in the initial stage of VANETs. Adaptation of the store-carry-forward scheme which is designed for disconnected networks can be one solution for the case of low penetration ratios. The other possible solution is to increase the transmission power for higher connectivity. The relation between a threshold of connectivity and transmission range for low penetration ratio, e.g. $10 \%, 20 \%$, is an interesting topic to be studied.

### 6.2.3 Urban Scenario: Performance Estimation of the Proposed Protocol and Protocol Design

The environment of the work in this thesis is the highway scenario, in which the traffic is more simple than the urban scenario. The urban environment brings more complexity to the research, e.g. variable speed, changing vehicle density and turning or stopping at road corners. The work in this thesis proves that the speed and the density make an impact on network communications. In addition, the leaving and merging of vehicles in the network affects the density and speed and, further, the communication, the case being worse if the leaving vehicles are the BMs. To estimate the performance of the protocol in an urban scenario as well as design protocols dedicated to urban traffic, a traffic model of the urban case should be designed/used, which includes the features of urban traffic, e.g. merging and leaving of vehicles, vehicles gathering near traffic lights, a broader range of speed, and so on.

## Appendix A <br> Extended results of Chapter 3

## A. 1 Impact of the Message Rate on Performance at Various Densities in both DBA-MAC and the Proposals



Figure A.1: The CDF of propagation delay in both DBA-MAC and the CWCMD at a density of $20 \mathrm{veh} / \mathrm{km}$ with the changing ratio of the message rate

Figure A. 1 shows that the various message rates affect the performance of DBA-MAC and the proposals insignificantly at a density of 20 , since at a low density the absolute number of safety messages is small enough to be unable to affect the propagation of other messages. While at a density of 100 (figure A.2), the effect of the message rate on the performance is greater than at a low density. This is because at a high density the absolute number of messages is greater, provided that the message rate is the same. More messages increase the possibility of collision


Figure A.2: The CDF of propagation delay in both DBA-MAC and the CWCMD at a density of $100 \mathrm{veh} / \mathrm{km}$ with the changing ratio of the message rate
and the average waiting time of vehicles to transmit messages, which accounts for the more conspicuous gap of performance caused by the higher message rate.

## Appendix B <br> Extended results of Chapter 4

## B. 1 Theoretical Comparison between DBA-MAC and the Proposals at a Variety of Densities

Besides the results of the density shown in the content, i.e., $60 \mathrm{veh} / \mathrm{km}$, a theoretical comparison at a density of 100 and $20 \mathrm{veh} / \mathrm{km}$ is presented here.


Figure B.1: The CDF of distance distribution between adjacent BM in both DBA-MAC and the proposals at a density of $100 \mathrm{veh} / \mathrm{km}$

Figure B. 1 and figure B. 2 show similar features with the results at a density of $60 \mathrm{veh} / \mathrm{km}$, i.e. 1) the relative distance of BMs in DBA-MAC spreads from 0 to the radio range $240 \mathrm{~m} ; 2$ ) the BMs in proposals locate closer to the edge of the radio range.

In DBA-MAC, every candidate within the radio range is able to win the contention, although


Figure B.2: The CDF of distance distribution between adjacent BM in both DBA-MAC and the proposals at a density of $20 \mathrm{veh} / \mathrm{km}$
with various winning probabilities, which accounts for the spread of distance distributions. In the proposals, those candidates with greater suitability finish their waiting time before transmission prior to the other candidates, which is the reason for the BMs closer to the edge of the radio range. The advantage of the proposals over DBA-MAC is that they are free from the impact of vehicle density.

It can also be noticed that in DBA-MAC the performance of distance distribution is better at a density of 100 than of 20 . At a higher density, due to the uniform distribution of vehicles' location on the road, there are more vehicles in the area close to the edge of the radio range on average, e.g. 200-240 metres. Inversely, it is highly possible that there are less vehicles or even no vehicles in the same area at a lower density, e.g. $20 \mathrm{veh} / \mathrm{km}$. Considering the greater suitability of the vehicles in the area close to the edge of the radio range, they will win the contention with a higher probability than other vehicles and accordingly a higher ratio of vehicles become the next BMs at the higher density.

The results also indicate that the BMs in the proposals at the higher density are closer to the edge of the radio range than those at the lower density. According to the theory of order statis-
tics [60], once there are more candidates in the contention, the location of the candidate with the highest suitability (the last candidate on the assumption that there is no speed) is closer to the edge of the radio range, which accounts for the greater distance between adjacent BMs on average.

## B. 2 Theoretical Comparison between the Results of Order Statistics and Proposals at a Variety of Densities



Figure B.3: The CDF comparison between the simulation of the proposals with no speed distribution and the last candidate in order statistics, density 100

Figures B. 3 and figure B. 4 present the theoretical results of the location distribution of the last candidate at a density of 100 and 20 from the theory of order statistics. Since the theoretical location of the last candidate at a high density is closer to the edge of the radio range, the relative distance of BMs at a high density is greater than the relative distance at a low density, which accounts for the performance gap of the proposals at different densities.

In the results of the proposal, the index of the last candidate is not a constant value considering the radio range and the vehicles' density. For example, the index of the last candidate can be 4 ,


Figure B.4: The CDF comparison between the simulation of the proposals with no speed distribution and the last candidate in order statistics, density 20

5 or 6 in different cases of a density of $20 \mathrm{veh} / \mathrm{km}$. Therefore, the curve of the proposal is the weighted result of the indices in a variety of cases, i.e., about 4.8 at a density of 20 . While the results of order statistics must be from an integer, i.e., 5 at a density of 20 and 24 at a density of 100 , the difference between the indices of the proposals and order statistics leads to the gap in the CDF curves between the theoretical results of order statistics and the results with no speed. Note that at a density of 100 and 60 , the weighted indices from the analysis are close to the indices of the vehicles from order statistics, the gap between the theoretical results and the analysis results is almost zero.

# Appendix C <br> Extended results of Chapter 5 

## C. 1 The Connection Probability at Various Densities and the Ratio of Tall Vehicles



Figure C.1: Connection Probability of vehicles at a density of $20 / \mathrm{km}$ at various ratios of tall vehicles

Figure C.1, C.2, and C. 3 present the connection probability at various densities and various ratios of tall vehicles.

At a low density, the number of obstacles in between Tx and Rx is smaller than the one at a high density, which accounts for the lower connection probability at a high density at the same location.

The probability of there being no obstacle between Tx and Rx decreases with the rise of the distance which is due to the distribution of the vehicles. Therefore, the attenuation caused by


Figure C.2: Connection Probability of vehicles at a density of $60 / \mathrm{km}$ at various ratios of tall vehicles


Figure C.3: Connection Probability of vehicles at a density of $100 / \mathrm{km}$ at various ratios of tall vehicles
obstacle(s) is increasingly greater with the rise of the distance. In addition, the path loss is an exponential function of the distance which is also the factor of reducing signal strength at the receivers.

In addition, the figures show that at the same density the connection probability is higher for the case of the high ratio of tall vehicles near distance 0 , but is overtaken by the low ratio of tall vehicles as the distance approaches the edge of the radio range. The radio range is divided into three parts, 1) close distance, 2) middle distance, and 3) far distance.

1) At a close distance, i.e., less than 100 m , since the signal strength loss by distance is relatively small, the main factor which affects the signal strength at Rx is the case where obstacle(s) in between $T x$ and $R x$ is/are taller than $T x$ and $R x$, i.e., tall obstacle(s) and short $T x$ and $R x$. The occurrence of this type of case depends on the ratio of tall vehicles. As the ratio is 0.2 , the probability is $12.8 \%(80 \% * 20 \% * 80 \%)$. In general, it is $a^{2}(1-a)$ where $a$ is the ratio of tall vehicles. In the case of a lower ratio than 0.2 , the occurrence of such cases get less frequent and therefore the connection probability is higher in the lower ratio of tall vehicles.
2) In the middle distance, the common feature of connection probability at all densities is that a sharp slope occurs on the curves. The sharp drop of the curves is caused by the sharp increase of the probability of the obstacle(s) cases, which makes significant impact on the signal strength and connection.

Take the density of $60 \mathrm{veh} / \mathrm{km}$ as an example. The probability of one obstacle, two obstacles and more, as is shown in figure C.4, rises with the distance, sharply from 100 metres (twice that of the security distance 50 m ). In the range from 100 m to 150 m , the case of one obstacle becomes the predominant case, the probability of which is above $50 \%$. The dramatic rise of the probability of one obstacle is the reason why the connection probability drops sharply in this range, since the signal attenuation caused by one obstacle in this range is great enough to disconnect the link between Tx and Rx . This is proved by the connection probability by individual cases of obstacle numbers in different ratios of tall vehicles, as is shown in figure C. 5 and C.6. In both figures, the connection probability drops dramatically in the middle range, which is the joint effect of path loss and attenuation by obstacle(s), especially in the case of one obstacle.
3) At a distance close to the edge of the radio range, the cases of no obstacle effect play a predominant role in the network connection, because in this range the path loss is large enough


Figure C.4: Probability of obstacle numbers


Figure C.5: Connection probability by obstacles, ratio of tall vehicles 0


Figure C.6: Connection probability by obstacles, ratio of tall vehicles 0.2
that the signal strength received is likely to fall below the threshold of the receiver and the obstacles affect the link more easily than at the close distance and middle distance. Since the probability of there being no obstacle is almost zero as we get closer to the edge of the radio range, the cases where obstacles cause little attenuation matter, i.e., tall $\mathrm{Tx} / \mathrm{Rx}$ and short obstacle(s), tall Tx (or Rx) and short Rx (or Tx) and obstacle(s). The total probability of these cases at the ratio of $20 \%$ tall vehicles is $28.8 \%$ which is greater than the probability of $17.1 \%$ at the ratio of $10 \%$ (figure 5.5 ) and 0 at the ratio of $0 \%$ (figure C.5). This accounts for the higher connection probability at a distance close to the edge of the radio range in a higher ratio of tall vehicles.
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