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Abstract

Operations Managers of manufacturing systems, distribution systems, and sup-

ply chains address lot sizing and scheduling problems as part of their duties.

These problems are concerned with decisions related to the size of orders and

their schedule. In general, products share or compete for common resources and

thus require coordination of their replenishment decisions whether replenishment

involves manufacturing operations or not.

This research is concerned with joint replenishment problems (JRPs) which are

part of multi-item lot sizing and scheduling problems in manufacturing and dis-

tribution systems in single echelon/stage systems.

The principal purpose of this research is to develop three new periodic review

policies for stochastic joint replenishment problem. It also highlights the lack of

research on joint replenishment problems with different demand classes (DSJRP).

Therefore, periodic review policy is developed for this problem where the inven-

tory system faces different demand classes that are deterministic demand and

stochastic demand. Heuristic Algorithms have been developed to obtain (near)

optimal parameters for the three policies as well as a heuristic algorithm has been

developed for DSJRP. Numerical tests against literature benchmarks have been

presented.
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Chapter 1

Introduction

Operations managers of manufacturing systems, distribution systems, and sup-

ply chains address lot sizing and scheduling problems as part of their duties.

These problems are concerned with decisions related to the size of orders and

their schedule. In general, products share or compete for common resources and

thus require coordination of their replenishment decisions whether replenishment

involves manufacturing operations or not.

Joint replenishment problems (JRPs) are concerned with coordinating replen-

ishment decisions of several products in situations where the joint replenishment

of a subset of products or all products achieves some sort of economies of scale

by sharing, for example, fixed ordering costs, setup costs, or transportation costs

so as to minimise the total costs. Typically, each time a replenishment order is

placed, an ordering cost is incurred consisting of a major fixed cost, often referred

to as the joint replenishment ordering cost, as well as a minor cost for each item

on the order, often referred to as item-specific ordering costs, where replenishment

could involve manufacturing or not. In many practical situations, it is more com-

mon to use joint replenishment of items than the independent replenishment of a

single item. Substantial savings may be obtained when several items are ordered

using the same truck (e.g., transportation costs) or the same machine. Therefore,

an efficient joint replenishment policy is required. If the operations mangers effec-

tively apply the concept of the JRPs in their manufacturing/distribution systems,

1
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they could join the replenishment order of the items to meet customers demand

and significantly, to reduce substantial cost in the meanwhile. The main goal

for using inventory replenishment policy include keeping stock avoiding both the

problem of oversupply of inventory, the problem of stockouts, and minimise the

total cost of replenishment.

In some industries (e.g., food industry, chemical industry), managers often have to

deal with a variant of the JRP where products are manufactured in large batches

(e.g., full milk, semi-skimmed milk, skimmed milk), then packaged into various

types of containers (e.g., 50ml, 100ml, 200ml) commonly referred to as items

(e.g., 50ml container of full milk, 50ml container of semi-skimmed milk, 100ml

container of skimmed milk), and there is a primary setup cost for the manufac-

ture of the product (e.g., full milk) and a secondary setup cost for each of the

items to be packaged (e.g., 50ml container of full milk, 100ml container of full

milk, 200ml container of full milk). Therefore, the joint replenishment problem is

what products (e.g., full milk) should be manufactured and items (e.g., container

of full milk, 50 ml) should be packaged in each manufacturing run in order to

determine the minimum manufacturing setup costs and packaging setup costs. In

distribution system, if several items are ordered from the same supplier, the joint

ordering cost can be shared by ordering two or more items jointly. In sum, this

variant involves two types of operations; namely, manufacturing and packaging,

whereas the JRP involves only one type of operations such as manufacturing or

distribution. A similar variant involves manufacturing and assembly operations.

A stochastic joint replenishment problem (SJRP) is a version of JRP when de-

mand for each item is stochastic and stationary. The objective is to minimize the

expected total costs per unit time where the expected total cost consists of three

costs; expected ordering cost, expected inventory cost and expected shortage cost.

Two main policies have been most commonly used in the literature for address-

ing the SJRP; namely, continuous review policies and periodic review policies.

We have completed an extensive literature review on deterministic joint replen-

ishment problems (JRPs) and stochastic joint replenishment problems (SJRPs)

2
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and their inventory control policies. This led to the development of three new

policies for the stochastic joint replenishment problems. It also highlighted the

lack of research on joint replenishment problems with different demand classes.

This thesis focuses on stochastic joint replenishment problems (SJRPs).

The main contribution of this thesis to the research on the JRPs is to propose

three periodic review policies for SJRPs. The first one which is referred to as

(mF, s, S) policy. The policy is a periodic review policy for SJRPs. The prin-

ciple of this policy is that the inventory for each item i is reviewed periodically

every miF time units and if the inventory position is below their s, order up

to level S, m is a positive integer. In addition, a heuristic Algorithm has been

developed to search for near optimal parameters for an (mF, S) policy. The sec-

ond one which is referred to as (F,Q, S) policy, where the inventory is reviewed

periodically every F time units, and all items are replenished up to their levels

S only if the aggregate demand during a replenishment order cycle reaches Q.

The proposed policy bases the replenishment decisions only on the total demand

that have accumulated for all items during replenishment order cycle. For this

policy, we developed expressions for the operating characteristics of the inventory

system and constructed the expected total cost function for Poisson demand pro-

cess. Numerical results have been conducted to study the sensitivity of the policy

to various system parameters and to evaluate the performance of the proposed

policy over existing policies. The third policy is referred to as (F,Q, s, S) policy.

This policy is to add a must-order point for each item in the (F,Q, S) policy.

Moreover, a periodic review policy is developed for this problem where the in-

ventory system faces different demand classes that are deterministic demand and

stochastic demand. Heuristic Algorithms have been developed to search for near

optimal parameters for the three policies and a heuristic algorithm has been de-

veloped for an (mF,R+S) policy. Numerical tests against literature benchmarks

have been presented.

The thesis is structured as follows. Chapter 2 presents an extensive literature

review on deterministic and stochastic joint replenishment problems and the crit-

3
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ical analysis of the literature. Chapter 3 is concerned with the periodic review

policy for SJRPs, denoted (mF, s, S). It deals with two control variables where

F is continuous and m is positive integer. Also, it deals with a new heuristic

algorithm for the (mF, S) policy. Chapter 4 is concerned with the two periodic

review policies for SJRPs; namely, (F,Q, S) policy and (F,Q, s, S) policy. It

deals with two decision variables where F is continuous and Q is discrete. Chap-

ter 5 deals with the joint replenishment problems with different demand classes.

The periodic review policy (mF,R + S) is proposed for the problem. Chapter

6 summarizes the results obtained, presents some conclusions, and makes some

suggestions for future research.

4



Chapter 2

Literature Review and

Classification

This chapter is concerned with joint replenishment problems (JRPs) which are

part of multi-item lot sizing and scheduling problems in manufacturing and dis-

tribution systems in single echelon/stage systems. An extensive literature review

on deterministic joint replenishment problems (JRPs) and stochastic joint replen-

ishment problems (SJRPs) and their inventory control policies are presented with

a particular focus on the stochastic joint replenishment problems (SJRPs).

The chapter is organized as follows. We provide a description of the JRPs, and a

classification of the literature in section 2.1 and 2.2 respectively. Typical assump-

tions for the model, the model formulation and a critical analysis of the literature

for the deterministic JRPs are discussed in Sections 2.3. Also, we review the

stochastic JRPs in section 2.4.

2.1 Introduction

Joint replenishment problems (JRPs) are part of multi-item lot sizing and schedul-

ing problems in manufacturing and distribution systems in single echelon/stage

systems. The joint replenishment problem is concerned with the determination

of the optimal replenishment for multi-item inventory system and stocking deci-

5
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sions to minimize the expected total ordering costs, inventory holding costs and

shortages costs where demands are Poisson distributed. Because of the applica-

bility to multi-location inventory systems, stochastic joint replenishment problem

(SJRPs) is a challenging research area.

The problem of stochastic joint replenishment policies has been one of the most

important issues faced especially by operations managers. Despite its practical

importance, solution of the stochastic joint replenishment problems (SJRPs) is

extremely hard. The existing policies in the literature do not dominate each other

over the whole parameter space.

The joint replenishment problems (JRPs) are described as a single-location/multi-

products system in the literature. However, it can also be described as a one

product/multi-locations system where one product is supplied by a single ware-

house, from which all the locations/retailers must replenish. The locations/retailers

could replenish independently, but it may be beneficial to place their replenish-

ments especially if the warehouse is far away. Consequently, the transportation

costs will be reduced. For instance, if one considers the problem in a single-

location/multi-products system, it might be debatable whether the lead times

may differ, since the products are supplied by a single source. In the multi-

locations/single-product setting, it is very likely that the lead times differ, since

the times to reach the different locations naturally may differ (Nielsen and Larsen

(2005)).

2.2 Classification of the Literature

In this study, we consider joint replenishment problems (JRPs) in a single-

location/multi-item and single-item/multi-location inventory systems. The JRPs

can be classified into two main categories according to the nature of demand;

that is, deterministic JRPs and stochastic JRPs as shown in Figure 2.1. The

deterministic JRPs have received a lot of attention in the literature (e.g., Aksoy,

Y., Erenguc, S., 1988; Goyal S. and Satir A. T., 1989; and Khouja M. and Goyal

6
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Figure 2.1: Classification of the Joint Replenishment Problems

S., 2008).

Deterministic JRPs could be divided into two main categories; namely, JRPs

involving one type of operations (Ben-Daya and Hariga, 1995; Cha and Moon,

2005, 2006; Federgruen and Zheng, 1992; Frenk et al., 1999; Goyal and Desh-

mukh, 1993; Hariga, 1994; Hong, Kim, 2009; Hoque, 2006; Kaspi and Rosen-

blatt, 1985a, 1985b, 1991; Khouja et al, 2000; Khouja, 2005; Silver, 1976; van

Eijs et al., 1992; Fung and Ma, 2001; Goyal, 1974a, 2002; Lee and Yao, 2003;

Van Eijs, 1993; Viswanathan, 1996, 2002; Wildeman et al., 1997; Klein and Ven-

tura, 1995; Olsen, 2003, 2005; Porras and Dekker, 2006; Queyranne, 1987; Xu et

al., 2007) and JRPs involving several types of operations (Goyal, 1973a, 1973b,

1973c, 1974c, 1974b, 1975a, 1975b, 1976, 1977, 1980, 1987, 1988a, 1988b, 1988c;

Goyal and Belton, 1979; Nocturne, 1973; Shu, 1971; Kaspi, 1991; Andres and

Emmons, 1976; Graves, 1979).

In addition, JRPs involving one type of operations could be further divided into

two subcategories depending on whether one considers a single buyer (e.g., Ben-

Daya and Hariga, 1995; Federgruen and Zheng, 1992; Goyal and Deshmukh, 1993;

Hariga, 1994; Honga, Kim, 2009; Kaspi and Rosenblatt, 1985; Kaspi and Rosen-

7
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blatt, 1991; Silver, 1976; van Eijs et al., 1992; Fung and Ma, 2001; Goyal, 1974a;

Goyal, 2002; Lee, Yao, 2003; Van Eijs, 1993; Viswanathan, 1996, 2002; Wildeman

et al., 1997; Klein and Ventura, 1995; Olsen, 2003, 2005; Khouja, 2005; Frenk

et al., 1999; Queyranne, 1987; Rosenblatt and Kaspi, 1985; Goyal, 1973a, 1973b,

1973c, 1974c, 1974b, 1975a, 1975b, 1976, 1980, 1988a, 1988b, 1988c; Goyal and

Belton, 1979; Nocturne, 1973; Shu, 1971; Kaspi, 1991; Andres and Emmons,

1976) or multiple buyers (Chan et al., 2006; Chan et al., 2003; Li, 2004); note

however that the single buyer case has been studied more often and related con-

tributions could be further divided into those addressing the classical JRP (Ben-

Daya and Hariga, 1995; Federgruen and Zheng, 1992; Goyal and Deshmukh, 1993;

Hariga, 1994; Honga, Kim, 2009; Kaspi and Rosenblatt, 1985; Kaspi and Rosen-

blatt, 1991; Silver, 1976; van Eijs et al., 1992; Fung and Ma, 2001; Goyal, 1974a;

Goyal, 2002; Lee, Yao, 2003; Van Eijs, 1993; Viswanathan, 1996, 2002; Wildeman

et al., 1997; Klein and Ventura, 1995) and those addressing its generalizations

(Olsen, 2003, 2005; Khouja, 2005; Frenk et al., 1999; Queyranne, 1987; Rosen-

blatt and Kaspi, 1985).

Recall that the classical JRP (C-JRP) assumes that both the joint replenish-

ment ordering cost and the item-specific ordering costs are independent of the

group of items jointly replenished. A generalization of the C-JRP consists of

relaxing the assumption that item-specific ordering costs are independent of the

group of items jointly replenished. Arkin et al. (1989) proved that the JRP is an

NP-hard problem; therefore, it can not be solved by polynomial time algorithms.

The solution strategies to the JRP can be basically classified into two main cate-

gories: indirect grouping strategy (IGS) where a replenishment is made at regular

time-cycles and each item has a replenishment quantity sufficient to last for ex-

actly an integer multiple of the regular time cycle (e.g. Ben-Daya and Hariga,

1995; Federgruen and Zheng, 1992; Goyal and Deshmukh, 1993; Hariga, 1994;

Honga, Kim, 2009; Kaspi and Rosenblatt, 1985; Kaspi and Rosenblatt, 1991;

Silver, 1976; van Eijs et al., 1992; Fung and Ma, 2001; Goyal, 1974a; Goyal,

2002; Lee, Yao, 2003; Van Eijs, 1993; Viswanathan, 1996, 2002; Wildeman et al.,

8
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1997; Klein and Ventura, 1995; Olsen, 2003, 2005; Khouja, 2005; Frenk et al.,

1999; Queyranne, 1987; Rosenblatt and Kaspi, 1985; Goyal, 1973a, 1973b, 1973c,

1974c, 1974b, 1975a, 1975b, 1976, 1980, 1988a, 1988b, 1988c; Goyal and Bel-

ton, 1979; Nocturne, 1973; Shu, 1971; Kaspi, 1991; Andres and Emmons, 1976),

and direct grouping strategy (DGS) where items are partitioned into a predeter-

mined number of groups and the items in each group are jointly replenished with

the same cycle time (Aggarwal, 1984; Bastian, 1986; Chakravarty, 1981, 1985,

Chakravarty et al., 1982, 1985; Olsen, 2003, 2005; Rosenblatt and Kaspi, 1985;

Page and Paul, 1976; Queyranne, 1987 ; Queyranne and Sun, 1993; Schwarz,

1987). Groups in IGS are indirectly formed by products having the same integer

multipliers. Van Eijs et al. (1992) reveal that IGS outperforms DGS for high ma-

jor ordering cost because many products can be jointly replenished when using

an IGS. Another classification according to the quality of the solutions, it can be

classified into two main categories, namely, optimal solution (i.e., Goyal, 1974a;

van Eijs, 1993; Viswanathan, 1996) and heuristic solution (i.e., Brown, 1967;

Goyal, 1973; Hariga, 1994). For the optimal algorithms, there are two classes of

cyclic policies for the JRPs, namely, a strict cyclic policy where there is at least

one item ordered every replenishment order, and a general cyclic policy, where

that condition is not necessarily satisfied.

For stochastic JRPs where demand is assumed to be stochastic and stationary,

two main inventory control policies have been most commonly used in the liter-

ature . Recall that inventory control policies are concerned with decisions such

as when often to place an order and how much to order. The literature reveals

that these policies could be divided into two main categories depending on how

often the inventory status should be known; namely, continuous review policies

and periodic review policies; to be more specific, continuous review policies re-

quires knowledge of inventory status at all times known (e.g., Balintify, 1964;

Silver, 1965; Ignall, 1969; Renberg and Planche, 1967; Silver, 1974; Thompstone

and Silver, 1975; Federgruen et al. 1984, Pantumsinchai, 1992; Melchiors, 2002;

Nielsen and Larsen, 2005; and Johansen and Melchiors, 2003), whereas period re-

view policies requires knowledge of inventory status at regular points in time only

9
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(e.g., Atkins and Iogyun, 1988; Viswanathan, 1997; and Ozkaya et al., 2006). The

main inventory control policies for SJRPs can be considered as indirect grouping

strategies, since the items are replenished on period basis.

2.3 Deterministic Joint Replenishment Problems

(JRP)

Deterministic joint replenishment problem (DJRP) is a version of JRP when

demand for each item is deterministic and constant. The objective is to minimize

the total costs where the total cost consists of three types of costs; ordering cost,

inventory holding cost. Two main strategies have been most commonly used in

the literature for addressing the DJRP; namely, indirect grouping strategy and

direct grouping strategy. The model formulations for the strategies and typical

assumptions are discussed in this section.

2.3.1 Typical Assumptions of Deterministic JRP

The following assumptions for deterministic JRPs are made (see e.g., Van Eijs,

1993; Viswanathan, 1996, 2002; Wildeman et al., 1997).

1. For each item, the relevant parameters are deterministic and constant over

a planning horizon that is considered infinite for planning purposes; namely,

demand rate, individual ordering cost, inventory holding cost;

2. For each item, replenishment lead time is zero or negligible;

3. For each item, shortages are not allowed;

4. The joint replenishment of a subset of products or all products achieves

some sort of economies of scale and the joint ordering cost is independent

of both the items ordered and their number;

5. Purchase orders are placed at equal time intervals and each item is replen-

ished at equal time intervals;

6. Supply is readily available.

10
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2.3.2 Indirect Grouping Strategy

Under an indirect grouping strategy, a replenishment order is made at fixed peri-

ods. The replenishment order cycle (the time between the placing of two succes-

sive replenishment orders) of each item is an integer multiple of this basic period.

The problem is to determine the basic period F and the integer multiple mi of

each item i. This is also known as the basic cycle strategy.

Notations:

Parameters for indirect grouping strategy JRPs:

n : number of items,

di : demand/requirements of item i expressed in units per year,

hi : cost of inventory holding of item i expressed in $/unit of item per year,

A : joint ordering cost associated with each replenishment order ($/order),

ai : specific-item ordering cost of item i, incurred if item i is ordered in a

replenishment order expressed in $/order of item i.

Decision Variables for indirect grouping strategy:

F : basic period between successive replenishment orders,

is a continuous variable,

mi : an integer time multiple of the basic period F for the ith item in

a planning period, say, 1 year,

The JRP and its variants are commonly addressed using a cyclic scheduling ap-

proach, where one assumes that the cycle time of each item, say Ti, is an integer

multiple, say mi, of a basic period, say F ; that is, Ti = miF . The order quantity

for item i is Ri = Tidi = miFdi. For example, Item 1 and 3 are ordered every

basic period (such as a day or a week) F an order is placed (that is, m1 = 1,

m3 = 1). Item 2 is ordered every second replenishment order of the items, with

a replenishment quantity sufficient to last a time interval of duration 2F , so that

m2 = 2. Each time it will be replenished just its stock hits the zero level. We wish

11
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Figure 2.2: Evolution of Replenishment Process

to select the values of F and the mi’s to keep the total costs as low as possible.

This is illustrated in Figure (2.2). The objective is to minimize the total cost

which consists of ordering costs and holding costs, that is,

TC(F,m1, ...,mn) =
1

F

[
A+

n∑
i=1

ai
mi

]
+
F

2

n∑
i=1

hidimi, (2.1)

where F is a continuous variable and mi ≥ 1, i = 1, 2, ..., n, are integers.

By taking the partial derivative of (2.1) with respect to basic period, F , the

optimal basic period F ∗ is obtained

F ∗ =

√√√√2
(
A+

n∑
i=1

ai
mi

)/( n∑
i=1

hidimi

)
, (2.2)

substituting the value of F ∗ into (2.1), the optimal total cost,

TC∗ =

√√√√2
(
A+

n∑
i=1

ai
mi

)
·
( n∑
i=1

hidimi

)
, (2.3)

12
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for any value of basic period F , the optimal value of the time multiple for item

i, say mi, must satisfy the condition (Goyal, 1973),

√
mi(mi − 1) ≤ T ∗i /F ≤

√
mi(mi + 1) (2.4)

However, the vector of time multiples can not be determined without knowing

the basic period, F and vice versa.

2.3.3 Direct Grouping Strategy

Under a direct grouping strategy, items are replenished into different groups which

are ordered independently and each group has its own basic period. This is also

known as a fixed cycle strategy.

Notations:

Parameters for direct grouping strategy JRPs:

n : number of items,

m : number of groups,

k : group number, k = 1, ...,m,

nk : number of items in a group k,

di : demand/requirements of item i expressed in units per year,

hi : cost of inventory holding of item i expressed in $/unit of item per year,

A : joint ordering cost associated with each group ($/group),

ai : specific-item ordering cost of item i, incurred if item i is ordered in a group,

expressed in $/order of item i.

Decision Variables for direct grouping strategy:

Fk : replenishment order cycle time between ordering items in group k.

The ordering costs and the inventory holding costs per unit time for the kth

13
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group of nk items can be written as,

TCk =
nkA

Fk
+
Fk
2

∑
i∈k

hidi, (2.5)

the total cost,

TCk =
∑
k

TCk, (2.6)

By taking the partial derivative of (2.5) with respect to F ∗k , the optimal common

cycle for the kth group is obtained,

F ∗k =

√
2nkA

/∑
i∈k

hidi, (2.7)

Hence, the optimal quantity order for item i in the kth group,

R∗i = diF
∗
k , i ∈ k,

substituting the value of F ∗k into (2.5) gives the optimal total cost,

TC∗ =

√
2nkA

∑
i∈k

hidi, (2.8)

The problem is to divide the number of items into a predetermined number of

groups so as to minimize the total cost. The key difference between indirect

grouping strategy and direct grouping strategy is that the replenishment order

cycles of the groups modelled by indirect grouping strategy are multiple integers of

some basic cycle, where that is not the case for groups modelled by direct grouping

(Van Ejis et al., 1992). The challenging issue of direct grouping strategies is to

divide the number of items into a certain number of different groups.

2.3.4 Critical Analysis of The Literature

During the last three decades, a number of heuristic methods have been pro-

posed to address the JRPs and to obtain the near optimal solution. The heuris-

14
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tics can be classified into two classes; namely iterative procedures (e.g., Brown,

1967; Goyal, 1973, 1974b, 1988b, 1988c) and non-iterative procedures (e.g., Sil-

ver, 1976; Goyal and Belton, 1979; Kaspi and Rosenblatt, 1983). Brown (1967)

is an early author who suggested an iterative method to determine the vector of

time multiples, say , where an initial solution is when all items are ordered every

period. Goyal (1974a, 1975) proposes an enumeration algorithm to obtain the

optimal solution. However, Andres and Emmons (1976) show that Goyal (1974a)

does not guarantee the optimal solution, and proposed a modified version with

the modified lower bound of the basic period . Goyal (1978, 1988a) Modified

Goyal (1974a) where the lower and the upper bounds on the basic period are

sharpened. Klein and Ventura (1995) is a discrete counterpart of Goyal (1974a).

This method, however, does not guarantee an optimal solution as the authors use

the same bounds as Goyal (1974a). One weakness of these algorithms is compu-

tationally prohibitive for large problems. Some optimal algorithms for the classic

deterministic JRPs are presented in appendix A.

Silver (1976) addresses the classical JRP by proposing a simple heuristic for its

solution. Goyal and Belton (1979) modify Silver (1976). The only difference be-

tween Silver (1976) and Goyal and Belton (1979) is that the latter adjusts Silvers

criterion for ranking items by taking account of the joint ordering cost. Kaspi

and Rosenblatt (1983) make further improvement on Silver (1976). Kaspi and

Rosenblatt (1985) propose a solution procedure for the JRP that combines the

procedures proprosed by Goyal (1974b) and Silver (1976). The initial value of F

is obtained using Silver (1976) and then Goyal (1974b) is implemented. Goyal

(1988b, 1988c) and Kaspi (1991) propose a modification of Silver’s method with

a different initial value of F .

Kaspi and Rosenblatt (1991) suggest a simple procedure referred to as RAND,

for determining the economic ordering quantity for items jointly replenished.

RAND improves Kaspi and Rosenblatt (1983) by determining the lower and up-

per bounds of the basic period. Goyal and Deshmukh (1993) propose a modified

version of RAND by improving the lower bound of the basic period. Hariga (1994)

15
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proposes two improvement heuristics for the JRP where the initial solution is ob-

tained by relaxing the requirement that the cycle time of each item is an integer

multiple of the basic period. The goal of the first heuristic is to generate the time

multiple that make the cycle time of each item converge to the solution of relaxed

JRPs (RJRP). The second heuristic is a modified version of Goyal (1973) where

the initial values of time multiples are obtained using RJRP.

As can be understood from the above, not all heuristics can guarantee the op-

timal solution. However, there are a few procedures that guarantee the optimal

solution. Van Eijs (1993) shows that the algorithm of Goyal (1974a) does not

always produce an optimal cyclic policy and proposes a modified version that

does. Goyal (1974a) and Van Eijs (1993) require much time to obtain the op-

timal solution. Viswanathan (1996) proposes an algorithm where the lower and

upper bounds on the basic period are sharpened to reduce the computational

time. Goyal (1974a) performs better when the joint replenishment cost is small,

van Eijs (1993) performs better when the joint replenishment cost is high, and

Viswanathan (1996) performs better when the joint replenishment cost is mod-

erate. Wildeman et al. (1997) propose an optimal approach to the JRPs using

a dynamic Lipschitz constant and producing a solution in less time that is more

efficient than other optimal algorithms. Fung and Ma (2001) propose two pro-

cedures for JRPs where the lower and upper bounds on the basic period are

sharpened. The first procedure of Fung and Ma (2001) performs better when the

joint replenishment cost is small, whereas the second procedure performs better

for any type of joint replenishment cost. Viswanathan (2002) shows that the

algorithm of Fung and Ma (2001) does not always produce a strict cyclic pol-

icy and proposed a modified version that does. Also, Viswanathan (2002) shows

Viswanathan (1996) is computationally more efficient than other algorithms.

16
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2.4 Stochastic Joint Replenishment Problems

(SJRP)

A stochastic joint replenishment problem (SJRP) is a version of JRP when de-

mand for each item is stochastic and stationary. The objective is to minimize the

expected total costs per costs per unit time where the expected total cost con-

sists of three costs; expected ordering cost, expected inventory cost and expected

shortage cost. Two main policies have been most commonly used in the literature

for addressing the SJRP; namely, continuous review policies and periodic review

policies.

2.4.1 Critical Analysis of The Literature

Although the stochastic joint replenishment problem (SJRP) is a critical issue in

manufacturing and distribution systems in single echelon/stage systems, a good

solution for this problem is extremely difficult. As the stochastic joint replenish-

ment problem (SJRP) is different from its deterministic version of JRP in terms

of the nature of demand, therefore a number of heuristic algorithms have been

proposed to address the SJRP and to obtain the near-optimal solution. The

SJRP policies are reviewed in this section are listed in Table 2.1.

Balintify (1964) is the first author who proposes a policy to address the SJRP,

which is denoted by (s, c, S) policy, also known as the can-order policy. The prin-

ciple of the (s, c, S) policy is that when the inventory position (on-hand inventory

plus inventory on-order minus backorders) of any item drops to or below its s,

an order is placed to bring up to its level S, at the same time, any other item

with an inventory position drops or below its c, is also included in the replen-

ishment. Silver (1965) addresses a two-item problem where items have identical

costs where demand is a Poisson generated with rate λ and is a one unit at time.

Ignall (1969) also deals with the same problem, and obtains an optimal policy.

However, the optimal solution obtained for (s, c, S) policy cannot be generalised

for other problems and computationally intractable. Silver (1973) proposes three

17
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approaches to obtain the same total cost function of the problem when demand

is Poisson and replenishment lead time is zero. Silver (1974) also considers the

same problem with constant replenishment lead time and shows that by using

the (s, c, S) policy, it is likely to obtain substantial cost savings in comparison

with an independent single-item (s, S) policy. Federgruen et al. (1984) suggest a

semi-Markov decision model and use a decomposition approach similar to Silver

(1974). They focus on calculating the control parameters of the (s, c, S) policy

and propose a heuristic method using a policy-iteration algorithm to find the

control parameters. Schultz and Johansen (1999) reveal that it is hard to find

an exact optimal (s, c, S) policy. Melchiors (2002) proposes a new compensa-

tion approach for improving the solution to the (s, c, S) policy when demand is

Poisson generated. However, the approximations used need extensive iterative

computations and may result in substantial deviations from simulated costs in

some cases. Johansen and Melchiors (2003) propose a periodic review version of

(s, c, S) policy which performs well when demand is irregular . As all policies

focus on how to develop the optimal (s, c, S) parameters based on their proposed

algorithms, they are realistically difficult to apply to large size problems.

18
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Authors Year SJRP Policy Review Type Description Limitations Relevant
Chapter

Federgruen, Groenevelt 1984 (s, c, S) Continuous Reorder point May not synchronize ordering
& Tijms Can-order point of heterogeneuos items -

Order-up-to level Parameters diffiicult to compute

Atkins & Iyogun 1988 (F, S) Periodic Fixed order interval F and S are independent 3
Synchronizes ordering

Atkins & Iyogun 1988 (mF, S) Periodic Order interval varies F and S are independent 3
by items

Pantumsinchai 1992 (Q,S) Continuous Joint reorder point May not order when only 4
a few items are short

Viswanathan 1997 (F, s, S) Periodic Reorder point Does not synchronize transportation 3, 4
order-up-to level with replenishment

Nielsen & Larsen 2005 (Q, s, S) Continuous Joint reorder point Does not synchronize transportation 4
item reorder point with replenishment
ordr-up-to level

Table 2.1: Joint Replenishment Plocies in the Literature

19



Stochastic Joint Replenishment Problems: Periodic Review Policies 20

Atkins and Iyogun (1988) propose two periodic review policies where all items

are ordered up to their level S periodically. In the first policy, all items are

ordered up to their levels S and the second policy is a modified version of the

first policy where items belonging to a base set are ordered every F time units

and other items are ordered every mF time units where m is a positive integer.

Pantumsinchai (1992) compare the performance of (s, c, S) policy with (mF, S)

policy proposed by Atkins and Iyogun (1988), and the (Q,S) policy proposed

by Renberg and Planche (1967) for Poisson demand process for items. In the

latter policy, they use a group reorder point as mechanism to place an order. The

principle of the policy is that the inventory is reviewed only when the aggregate

demand since the last order reaches Q, all items are ordered up to their levels

S. Pantumsinchai (1992) shows that (s, c, S) policy performs well when the joint

order cost is low, and the (Q,S) policy and (mF, S) policy perform well when

the joint order cost is high, and shortage costs are low.

Zheng and Federgruen (1991) consider an (s, S) policy for a single item and de-

velop an efficient algorithm to compute the optimal S and s values. Viswanathan

(1997) propose a periodic review policy, denoted by (F, s, S), where the inventory

is reviewed periodically every F time units and all items with inventory positions

below their s are ordered up to S. in this policy, the optimal s, S for each item

and F are the decision variables. For a given F , the optimal (s, S) policy for the

n items are computed using Zheng and Federgruen (1991) algorithm. The initial

value of F is obtained by solving the deterministic JRPs, and then search for the

best F in either direction until no further improvement is made.

Nielsen and Larsen (2005) propose a continuous review policy referred to as

(Q, s, S) which is originally suggested by Viswanathan (1997). In this policy,

the inventory is reviewed only when the aggregate demand since the last order

reaches Q, and any item drops to or below its s, an order is placed to bring up to

its level S. They used Markov decision theory to develop an analytical solution

procedure to evaluate the costs of a particular improvement of the policy under

a Poisson demand process. The analytical solution procedure is used to develop

20
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a method to compute the optimal (Q, s, S) policy. The problem is decomposed

into n single-item problems and structured as a semi-Markov decision problem.

The algorithm has two loops in which Q is varied and the other loop in which

Zheng and Federgruen (1991) algorithm is applied to compute the optimal (s, S)

for each item for a given Q.

Özkaya et al. (2006) proposed a (T |Q,S) policy which is a hybrid of the con-

tinuous review (Q,S) policy, proposed by Renberg and Planche (1967), and the

periodic review (F, S) policy of Atkins and Iyogun (1988). Under this policy,

the inventory is reviewed only when the aggregate demand since the last order

reaches Q, or F time units have elapsed, whichever occurs first, bring the in-

ventory positions of all items up to their levels S. The total cost expression

was derived under a Poisson demand process for each item and under compound

demand process where items have stochastic size demands that arrive according

to a Poisson process. They claim that their own policy outperforms all existing

policies, but their policy is basically a minor modification of the (Q,S) policy

proposed by Renberg and Planche (1967) and (F, S) policy of Atkins and Iyogun

(1988). There are some concerns about their numerical results (Larsen, 2008).

As the above discussion of the replenishment control policies for SJRP in lit-

erature demonstrates that the stochastic joint replenishment problem is a wide

research venue for the development of more efficient computational algorithms

and replenishment control policies. Therefore, the main contribution of this re-

search is to design an algorithm for improving the solution of the (mF, S) policy,

proposed by Atkins and Iyogun (1988) by solving the deterministic version of

JRP and choosing the best integer multiple for each item and improving the ini-

tial review period by an increment of 0.01 in either direction until there is no

further improvement in cost. Also, we propose another periodic review policy for

SJRP, which is referred to as (mF, s, S) policy. The principle of this policy is

that the inventory is reviewed periodically every F time units and all items with

inventory positions below their s are ordered up to S every mF time units, where

m is a positive integer.
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Moreover, a new periodic review policy, denoted (F,Q, S) is proposed. The prin-

ciple of the policy is that the inventory is reviewed every F unit time and all items

are ordered up to their levels S only when the aggregate demand during a replen-

ishment order cycle reaches Q. This policy combines features of both periodic

and continuous review policies into an effective policy. Consequently, it attempts

to exploit the benefits of two separate policies. As a result, it reduces to these

two policies in the limit; as F → 0, we obtain the (Q,S) policy, and as Q = 1, we

obtain the (F, S) policy. For the (F,Q, S) policy, we develop expressions for the

operating characteristics of the inventory system and constructed the expected

total cost function for Poisson demand process. Numerical results have been con-

ducted to study the sensitivity of the policy to various system parameters and to

evaluate the performance of the proposed policy over existing policies. Another

new proposed policy is to add a must-order point for each item in the (F,Q, S)

policy. This policy is denoted by (F,Q, s, S). For the latter, we believe that the

robustness of the (F,Q, S) policy performance will be increased. Moreover, the

review periodic policies enormously ease implementation in practice.
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Chapter 3

Periodic Review (mF, s, S) Policy

This chapter is concerned with the stochastic joint replenishment problem (SJRP)

where demand that cannot be satisfied immediately is backordered. We propose

a new periodic review policy, called (mF, s, S) policy. The proposed policy is

a generalisation of (F, s, S) policy by assuming that the review period of each

product is an integer multiple of a basic period and restricts these multiples to

the value m where m is a positive integer. We derive closed form expressions

for the expected total cost for (mF, s, S). In addition, heuristic Algorithms have

been developed to search for near optimal parameters for the (mF, s, S) policy

as well as another heuristic algorithm has been developed for an (mF, S) policy.

Numerical tests against literature benchmarks have been presented.

This chapter is organised as follows. In section 3.1 we present a brief litera-

ture review for periodic review policies, introduce a new periodic review policy

for SJRP and discuss its importance. In section 3.2 we present a mathematical

formulation of SJRP as well as typical assumptions and notations. A Markov

decision process for the single-item inventory model formulation is discussed and

then we present heuristic algorithms to solve SJRP in Sections 3.3 and 3.4 re-

spectively. In section 3.5 we provide comparative analysis and numerical results

for the periodic review policies to help evaluate their performance. Finally, a

conclusion is presented in section 3.6.
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3.1 Introduction

We consider a stochastic joint replenishment problem (SJRP) where demand that

cannot be satisfied immediately is backordered, so as to minimise the expected

total ordering, inventory holding and shortages costs per unit time. A new pe-

riodic review policy, called (mF, s, S) policy is proposed for stochastic JRP. In

this policy, the inventory position for an item i is reviewed periodically every miF

time units and if the inventory position is below their si, then bring the inventory

position up to level Si, where mi is a positive integer.

Herein we discuss both situations where the inventory holding costs are higher

than the shortages costs or lower. In practice, the first situation where the in-

ventory holding costs are higher than the shortages costs is applicable where the

firm has a monopoly power. The customers do not have an alternative place to

make their purchases and must wait until their order is fulfilled. Some examples

in monopolistic industries are automobile companies and mobile companies.

Atkins and Iygun (1988) suggest two periodic review policies namely, (F, S),

and (mF, S) where the items are replenished periodically irrespective of their

inventory positions. Another periodic review policy, (F, s, S) is suggested by

Viswanathan (1997). Under the (F, s, S) policy, inventory of each item is re-

viewed at a constant time period. An independent, periodic review (s, S) policy

is used for each item. The optimal (s, S) policy for each item is computed assum-

ing that the item bears only the minor setup cost. In (F, s, S) policy, the review

period F is a decision variable and must be the same for all items. However,

the (F, s, S) policy is weak when the inventory holding costs are higher than the

shortages costs. As each item has a typical replenishment order cycle, therefore,

we need to avoid the shortages and reduce the number of periods without stock.

In the case where the inventory holding costs are lower than the shortages costs,

it might be optimal to replenish at every opportunity to avoid the shortages costs.

Moreover, the (mF, s, S) policy combines the features of the (F, s, S) policy and
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(mF, S) policy. Also, The (mF, s, S) policy is a generalisation of (F, s, S) policy

by assuming that the review period of each product is an integer multiple of a

basic period and restricts these multiples to the value mi for each item i where

mi is a positive integer. As a result, (F, s, S) policy is a special case of (mF, s, S)

policy when m = 1 for each item, and (mF, S) policy is a special case of (mF, s, S)

policy when the reorder point for each item s = S − 1 .

3.2 Model Formulation and Assumptions for

Stochastic JRP

The model formulations and typical assumptions are discussed in this section.

3.2.1 Typical Assumptions of Stochastic JRP

The following assumptions for stochastic JRPs are made (see e.g., Goyal and

Satir, 1989) and also the notation to be used is defined in this section.

1. For each item, demand is assumed to be independent of the other item,

stochastic and stationary;

2. For each item, shortages are allowed and are assumed to be backorders,

where a customer agrees to wait until their order is fulfilled;

3. For each item, the other relevant parameters are deterministic and constant

over a planning horizon that is considered infinite for planning purposes;

namely, replenishment lead time, specific-item ordering cost, inventory hold-

ing cost, and shortages costs;

4. The joint replenishment of a subset of products or all products achieves

some sort of economies of scale and the joint ordering cost is independent

of both the items ordered and their number;

5. Supply is readily available.
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Notations:

Parameters

n : number of items,

λi : mean of Poisson distribution of demand for item i expressed in units per year,

Li : replenishment lead time of item i expressed in unit of time per year,

hi : cost of inventory holding of item i expressed in $/unit per year,

pi : backorder cost per unit and time unit for item i,

πi : one-off shortage cost of per unit of item i,

A : joint ordering cost associated with each replenishment order ($/order),

ai : specific-item ordering cost of item i, incurred if item i is ordered in

a replenishment order expressed in $/order of item i.

Decision Variables

F : basic review period length for replenishment expressed in unit of time per year,

mi : the integer time multiple of the basic review period F for item i,

Ti : review period for item i expressed in unit of time per year,

where Ti = miF ,

si : reorder point for item i,

Si : order up-to level for item i.

3.2.2 The Decomposition Approach

First we decompose the problem into n single-item inventory problems. After

that we structure the single-item problem. For a given review period F , and a

given mi, the optimal (si, Si) policy for each item i can be computed using the

algorithm of Zheng and Federgruen (1991) with a review period Ti = miF . The

expected total cost (TC(F)) of the (miF, si, Si) policy is approximately:

26



Stochastic Joint Replenishment Problems: Periodic Review Policies 27

TC(F ) =
A

F
+
∑
i

C∗i (miF ) (3.1)

where C∗i (miF ) is the cost per unit time of the optimal (si, Si) policy for item

i corresponding to a review period of Ti, and item i only bears the item-specific

ordering cost. The actual cost of (miF, si, Si) policy is less than that evaluated by

expression (3.1), since the major setup cost A is not incurred in a review period

in which none of the items is ordered.

3.3 Single-item Model Formulation

In this section, we consider the case of a single product problem and to simplify

the notation let us drop the product index i. First we formulate the inventory

holding and shortages costs function for one period. Then we show how the cost

expression can be derived in the case where demands are generated by Poisson

processes and units are demanded one a time.

3.3.1 Inventory Holding and Shortages Costs Function for

one period

Consider Figure 3.1 and an arbitrary review time t and the replenishment lead

time L is a constant. the next review takes place at time t + T . Note that

everything on order immediately after the review at time t will arrive by t+L but

nothing not on order can arrive before time t+L+T . Let IP (t) be the inventory

position (on-hand inventory plus inventory on-order minus backorders) at time t,

D(t,t+z) be the stochastic demand in the interval (t,t+z), and IL(t + z) be the

inventory level (on-hand inventory minus backorders) at time t+z. Consequently

we have the simple relationship which is true for any time z between t + L and

t+ L+ T is
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Figure 3.1: Evolution of the Inventory Position and the Inventory Level for Peri-
odic Review

IL(t+ z) = IP (t)−D(t, t+ z), z ≤ T (3.2)

Now, we obtain the the distribution of the inventory level at time t+ z. Assume

that the inventory position IP (t) of the system is y immediately after the review

at time t. The inventory level IL(t + z) at time t + z is the inventory position

IP (t) at time t minus the cumulative demand during the interval [t, t+ z]. Thus,

the distribution of the inventory level P (IL(t+ z)) can be obtained as

P (IL(t+ z) = k) = P (D(t, t+ z) = y − k), k ≤ y (3.3)

After obtaining the distribution of the inventory level from (3.3) we can derive

the inventory holding and shortages costs function. Let us use the notation

(x)+ = max(x, 0)

(x)− = max(−x, 0)
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Given the inventory level IL(z) at time z ∈ [t+L, t+L+T ], the expexted inven-

tory holding cost per unit per unit of time at time z is h
∫ L+T
L

E(IL(z)+)dz, the

expected backorder cost per unit per unit of time at time z is p
∫ L+T
L

E(IL(z)−)dz

and the expected one-off shortags cost per unit at time z is π
[
E(IL(t+L+T )−)−

E(IL(t + L)−)
]
. Consequently, if the inventory position at time t is y, the ex-

pected number of on hand inventory held H(y) at any time t + z between t + L

and t+ L+ T is

H(y) =

∫ L+T

L

[ y∑
k=0

kP (IL(z) = k)
]
dz

=

∫ L+T

L

[ y∑
k=0

kP (D(t, z) = y − k)
]
dz

=

∫ L+T

L

[ y∑
k=0

(y − k)pλz(k)
]
dz (3.4)

where pλz(k) is the probability of the demand during a period of length z, That

is, Poisson distributed with parameter λz (k = 0, 1, 2, ...). It is easy to develop

the expression (3.4) by using the properties of Poisson distribution (Appendix

B). Thus,

H(y) =

∫ L+T

L

[
y∑
k=0

(y − k)pλz(k)

]
dz

=

∫ L+T

L

[
∞∑
k=0

(y − k)pλz(k)−
∞∑
k=y

(y − k)pλz(k)

]
dz

=

∫ L+T

L

[
y − λz

]
dz +

∫ L+T

L

[ ∞∑
k=y

(k − y)pλz(k)
]
dz

=

[
yz − λz2

2

∣∣∣∣∣
L+T

L

+

∫ L+T

L

[ ∞∑
k=y

(k − y)pλz(k)
]
dz

= T
(
y − λL− λT

2

)
+

∫ L+T

L

[ ∞∑
k=y

(k − y)pλz(k)
]
dz (3.5)

For backorder cost, defined as the cost per unit short per time unit, the backorder

cost depends not only on the number of units short but the time the customer

must wait for delivery. Thus, we compute the expected number of backorders
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that occur between t + L and t + L + T for the reason that everything on order

immediately after the review at time t will arrive in the system by time t+L but

nothing not on order can arrive before time t+L+ T .Therefore, if the inventory

position at time t is y, the expected number of backorders B(y) of unit time

incurred from t+ L to t+ L+ T is

B(y) =

∫ L+T

L

[ ∞∑
k=y

−kP (IL(z) = k)
]
dz

=

∫ L+T

L

[ ∞∑
k=y

−kP (D(t, z) = y − k)
]
dz

=

∫ L+T

L

[ ∞∑
k=y

(k − y)pλz(k)
]
dz (3.6)

from (C.4) (see Appendix B), we have

∞∑
k=y

(k − y)pλz(k) =
∞∑
k=y

kpλz(k)−
∞∑
k=y

ypλz(k)

= λz
∞∑

k=y−1

pλz(k)−
∞∑
k=y

ypλz(k)

The expected number of backorders B(y) can be altered to a form which is easy

to compute, that is

B(y) =

∫ L+T

L

[
λz

∞∑
k=y−1

pλz(k)− y
∞∑
k=y

pλz(k)
]
dz (3.7)

However, we can then compute the integral using the Poisson properties. From

(C.7) and (C.8), we have

B(y) =
λ

2

[
(L+ T )2

∞∑
k=y−1

pλ(L+T )(k)− L2

∞∑
k=y−1

pλ(L)(k)
]

−y(y + 1)

2λ

[ ∞∑
k=y+1

pλ(L+T )(k)−
∞∑

k=y+1

pλ(L)(k)
]

−y
[
(L+ T )

∞∑
k=y

pλ(L+T )(k)− L
∞∑
k=y

pλ(L)(k)
]

(3.8)
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For shortage cost, defined as the one-off penalty for failing to meet demand when

it arises. Thus, if the inventory position at time t is yThe expected number of

shortages that occur from t + L to t + L + T equals the number of shortages at

t+L+T (before arrival of any order) minus the number of shortages at t+L (after

arrival of any order). The expected number of shortages S(y) at time t+ L+ T

is

S(y) =
∞∑
k=y

(k − y)pλ(L+T )(k) (3.9)

and at time t+ L

S(y) =
∞∑
k=y

(k − y)pλL(k) (3.10)

Thus, the expected number of shortages S(y) incurred between time t + L and

t+ L+ T is

S(y) =
∞∑
k=y

(k − y)
[
pλ(L+T )(k)− pλL(k)

]
(3.11)

Then from using (C.4), we can write S(y) as

S(y) = λ(L+ T )
∞∑

j=y−1

pλ(L+T )(k)− y
∞∑
k=y

pλ(L+T )(k)

−λL
∞∑

k=y−1

pλ(L)(k)− y
∞∑
k=y

pλ(L)(k) (3.12)

Then, the inventory holding and shortages costs function G(y) can be obtained

as

G(y) = hT
(
y − λL− λT

2

)
+ (h+ p)B(y) + πS(y) (3.13)

3.3.2 Single-item Cost Function

Under an (T, s, S) policy, an item’s inventory position follows a regenerative pro-

cess, and hence has a steady state distribution. Each time placing an order and
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a new replenishment cycle begins, the item inventory position is brought up to

level S and we have a regeneration. Note that we place an order when the inven-

tory position drops or below to s. However, the time between the placing of two

successive replenishments (i.e., the length of a cycle) will be an integer multiple

of the basic period T . We assume that the cumulative demand Yj for a specific

item until jth period, where j = 1, 2, .... The demands in periods are independent

and identically distributed (iid). Let pλT (k) be the probability that k units will

be demanded in one period. Then, since the demands in different periods are

assumed to be independent, pλjT (k) is the probability that k units are demanded

in j periods. Let N(S − s) be a random variable that represents the first period

in which the cumulative demand exceeds S − s.

N(S − s) = arg min {j|Yj ≥ S − s} (3.14)

Let,

G(y) = the expected cost of inventory holding and shortages function for

a period of length T , where an inventory position is y at the

beggining of the period; y integer,

Z(S) = the expected cost when the inventory position IP = S at the

beggining of a replenishement cycle,

m(k) = the expected number of periods until a cumulative demand

exceeds k during a replenishment cycle,

where k = 0, 1, ..., S − s− 1

M(S − s) = the expected total number of periods until a cumulative demand

exceeds S − s during a replenishment cycle,

Hence, by the Proposition (5.9) of the regenerative processes in Ross (1970),

we have that

C(s, S) =
Z(S)

FM(S − s)
(3.15)
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We need to obtain the expressions for the denominator and the numerator in

(3.15). First, we compute the numerator M(S − s) using the definition of the

expected value (see Appendix B)

M(S − s) = IE(N(S − s))

=
∞∑
j=0

P (N(S − s) > j)

=
∞∑
j=0

(
1− P (Yj ≥ S − s)

)
=

∞∑
j=0

P (Yj < S − s)

=
∞∑
j=0

S−s−1∑
k=0

P (Yj = k)

=
∞∑
j=0

S−s−1∑
k=0

pλjT (k)

=
∞∑
j=0

S−s−1∑
k=0

pjλT (k)

=
S−s−1∑
k=0

m(k) (3.16)
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where m(k) =
∑∞

j=0 p
j
λT (k), and pjλT (k) is the j-fold convolution of pλT (k). How-

ever, m(k) can then be derived easily as

m(k) =
∞∑
j=0

pjλT (k)

= p0λT (k) +
∞∑
j=0

pj+1
λT (k)

= p0λT (k) +
∞∑
j=0

pj+1
λT (k)

= p0λT (k) +
∞∑
j=0

pλT (k)pjλT (k)

= p0λT (k) +
∞∑
j=0

k∑
l=0

pλT (l)pjλT (k − l)

= p0λT (k) +
k∑
l=0

pλT (l)m(k − l) (3.17)

The equation (3.17) can be solved recursively for k = 0, 1, 2, ..., S−s−1 as follows

For k = 0, we have

m(0) = p0λT (0) + pλT (0)m(0)

= p0λT (0) + pλT (0)m(0)

= p0λT (0) + pλT (0)m(0)

since p0λT (0) = 1 and p0λT (k) = 0 for any k > 0, then

m(0) =
1

1− pλT (0)

and for any k > 0,

m(k) =
k∑
l=0

pλT (l)m(k − l)
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Then, we compute the denominator in (3.15) as,

Z(S) = a+
S−s−1∑
k=0

m(k)G(S − k) (3.18)

3.4 Solution Approach

In this section, we attempt to solve the SJRP problem with the policy proposed

(mF, s, S). However, given that the optimal solution is rather too complex for

SJRP, we propose an efficient heuristic algorithm to obtain near-optimal solution

to the problem. Basically, we obtain the time multiple mi for each item i by

solving a deterministic JRP with demand λi. Then, we compute the optimal

(si, Si) policy by the algorithm of Zheng and Federgruen (1991) for each item i

with review period Ti = miF . This algorithm uses a search on the (si, Si) plane

directly. After that we compute the expected total cost, say TC(F ) corresponding

to the initial value of F , and increment F by 0.01 in either direction. The heuristic

stops if the expected total cost TC(F ) is not improved for the chosen value of F .

Here follows a description of each of the steps of the heuristic.

Step 0: (Initialization step)

Solve the deterministic version of the JRP with demand λi for each item i

(i = 1, ..., n). Then, set the common cycle for deterministic version to an

initial review period F , and the integer time multiples corresponding to the

common cycle to m∗i , for each item i (i = 1, ..., n).

Step 1: (An Iterative step)

For each item (i = 1, ..., n), compute the optimal si and Si corresponding

to the current value of the review period Ti = m∗iF , as follows:

(a) Set S∗i = y∗i , i.e., a value yi of that minimizes Gi(yi). Then, repeat

si = S∗i − 1 until Ci(si, S
∗
i ) ≤ Gi(si); Set s∗i = s with the initial best

solution so far C∗i (Ti) = C∗i (s∗i , S
∗
i ).

(b) Set Si = S∗i + 1. If Gi(Si) > C∗i (Ti), then stop as s∗i and S∗i are the

optimal solution with the cost C∗i (Ti); else, if Ci(s
∗
i , Si) < C∗i (Ti); Set

S∗i = Si and repeat this step; else, proceed to the next step.
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(c) Compute the best s corresponding to S∗i ; Set si = s∗i +1 and the new s∗i

is obtained as the smallest value of si providing Ci(si, S
∗
i ) > Gi(si+1).

Update C∗i (Ti) = C∗i (s∗i , S
∗
i ) and goto Step b.

and compute the total cost for SJRP, say TC(F ), corresponding to the

initial value of F .

Step 2: (Improvement step)

Increment F by 0.01, in either direction, then repeat step 1, and update

TC(F ) and F . Stop if there is no further improvemment in the total cost

TC(F ) for the current value of F .

Note however that for (mF, S)-2 policy, we use the same heuristics to solve the

problem. Therefore, in step 1, we only obtain the optimal S∗ instead.

3.5 Performance Evaluation

In this section, we compare the performance of the (mF, s, S) policy and (mF, S)-

2 which has a developed heuristic proposed in this chapter to that of the (mF, S)-

1, (F, S) which are proposed by Atkins and Iygun (1988), and (F, s, S) policy

proposed by Viswanathan (1997) through a numerical results. Note that the

(mF, s, S) policy is in general quite robust in that it never performs worse than

the policies compared. Though the (mF, s, S) policy is cheaper than the (F, s, S)

policy, the cost difference does not appear to be very significant when the inven-

tory holding costs lower than the shortages costs. Therefore, we concentrate on

situations where the inventory holding cost is higher than the shortages costs.

For the 12-item problem set, in Table 3.1 gives the problem parameters where

(A = 150, h = 30, p = 10, π = 0) and a for each item are relatively high com-

pared to the joint ordering cost. Also, the table gives the optimal policy solution

for the proposed policy, (mF, s, S) policy and compare it to the existing policies.

Also, the same data is presented in Table 3.2 with specific-item ordering cost a

for each item are relatively low compared to the joint ordering cost and the table

gives the optimal policy solution for the (mF, s, S) policy. Note that the integer
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multiple time mi for each item i depends on their parameters. Therefore, each

item i has an optimal mi corresponding to a given F .

Moreover, the costs of the proposed policy and the ratio of other policies for

different values of parameters p, π and A are given in Table 3.3 and Table 3.4 for

moderate specific-item ordering cost a and for high specific-item ordering cost a

in example 3.1 and example 3.2 respectively. The numerical results show that

the policy proposed (mF, s, S) is the best over all existing policies. The results

indicate that the (mF, s, S) policy achieves savings of up to 9% over the (F, s, S)

policy for a moderate a and achieves savings of up to 7% over the (F, s, S) policy

for a high a. For the non-identical 8-item problem, the Table 3.5 gives the prob-

lem parameters for non-identical 8-item problem and the costs of the (mF, s, S)

policy and the ratio of other policies. The results reveals that the (mF, s, S)

policy achieves savings of up to 1% over the (F, s, S) policy.

The replenishment lead time of the items has a considerable effect on the optimal

policy parameters. In Table 3.6, we consider different values of the replenishment

lead times L for all items in non-identical 8-item problem as in Table 3.5 and dif-

ferent joint ordering cost A. The results show that the (mF, s, S) policy perform

much better when the replenishment lead times for each item i are short. How-

ever, for 12-item problem with different values of the replenishment lead times

L and different joint ordering cost A is presented in Table 3.7 for both example

in Table 3.1 and Table 3.2. The numerical results indicate that the (mF, s, S)

policy performs well when the joint ordering cost A is very low compared to the

specific-item ordering cost a and when the replenishment lead times are short. In

that case, the (mF, s, S) policy achieves savings of up to 10% over the (F, s, S)

policy. However, in all cases, the (mF, s, S) policy has the lowest cost, and the

policy improves as the replenishment lead times decrease.

Further numerical results are conducted on the 12-item problem for a wide range

of parameters. We use the data in Table 3.1 which is for a high specific-item

ordering costs, with different values for the parameters A, p, h and π = 0. The
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results are presented in Table 3.8. For the problems whose results are presented

in Table 3.8, the value A = {10, 50, 100, 200, 500}, p = {10, 50, 100, 200} and

h = {2, 6, 10}. The results show that the (mF, s, S) policy performs as well

as (F, s, S) policy when the inventory holding costs are lower than the short-

ages costs. However, the (mF, S)-2 performs better than the (mF, S)-1 policy.

When the inventory holding costs are higher than the shortages costs, the re-

sults are presented in Table 3.9, and the data used are in Table 3.1. For the

problems parameters, the value A = {10, 50, 100, 200, 500}, p = {2, 6, 10}, and

h = {10, 50, 100, 200}. The result reveals that the (mF, s, S) policy performs sig-

nificantly better than other policies compared, and indicates that the (mF, s, S)

policy achieves savings of up to 10% over the (F, s, S) policy. However, the

(mF, s, S) policy improves when the joint ordering cost A is low compared to the

specific-item ordering cost a in the situation where the inventory holding costs

are higher than the shortages costs.

To further verify the robustness of the (mF, s, S) policy, we use the data in

Table 3.2 which is for a moderate specific-item ordering costs, with different

values for the parameters A, p, h and π = 0. The results are presented in Ta-

ble 3.10. For the problems whose results are presented in Table 3.10, the value

A = {1, 10, 50, 100, 200, 500}, p = {10, 50, 100, 200} and h = {2, 6, 10}. The re-

sults reveals that the (mF, s, S) policy performs as well as (F, s, S) policy when

the inventory holding costs are lower than the shortages costs. However, the

(mF, S)-2 performs better than the (mF, S)-1 policy. In the case where the in-

ventory holding costs are higher than the shortages costs, the results are presented

in Table 3.11, and the data used are in Table 3.2. For the problems parameters,

the value A = {1, 10, 50, 100, 200, 500}, p = {2, 6, 10}, and h = {10, 50, 100, 200}.

The result reveals that the (mF, s, S) policy performs significantly better than

other policies compared, and indicates that the (mF, s, S) policy achieves savings

of up to 10% over the (F, s, S) policy.
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Example 3.1 Parameters (mF, s, S) (F, s, S) (mF, S)-2 (mF, S)-1 (F, S)

item λ a L F ∗ =1.079 F ∗ =1.329 F ∗ =1.079 F ∗ =0.558 F ∗ =1.979

1 40 100 0.2 1,3,18 6,21 1,18 1,13 27
2 35 100 0.5 1,11,26 14,29 1,26 1,22 34
3 40 200 0.2 1,0,18 0,21 1,18 1,13 27
4 40 200 0.1 1,0,14 0,17 1,14 1,9 23
5 40 400 0.2 2,0,29 0,21 2,29 1,13 27
6 20 200 1.5 2,24,40 15,37 2,40 1,31 39
7 20 400 1 2,5,30 0,33 2,30 2,25 29
8 20 400 1 2,5,30 0,33 2,30 2,25 29
9 28 600 1 2,6,43 0,47 2,43 2,35 41
10 20 600 1 3,8,36 0,34 3,36 3,28 29
11 20 800 1 3,2,36 0,35 3,36 3,28 29
12 20 800 1 3,2,36 0,35 3,36 3,28 29

Total Cost 4832 4879 4832 6324 5193

Table 3.1: Data as well as optimal policies for 12 items, plus computed cost for (mF, s, S), (F, s, S), (mF, S)-2, (mF, S)-1, and (F, S).
Other Parameters, n = 12, A = 150, h = 30, p = 10, and π = 0
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Example 3.2 Parameters (mF, s, S) (F, s, S) (mF, S)-2 (mF, S)-1 (F, S)

item λ a L F ∗ =0.713 F ∗ =0.863 F ∗ =0.733 F ∗ =0.289 F ∗ =0.873

1 40 10 0.001 1,0,4 0,5 1,4 1,1 5
2 35 10 0.01 1,0,4 0,5 1,4 1,2 5
3 40 20 0.1 1,0,8 2,9 1,8 1,5 9
4 40 20 0.2 1,4,12 5,13 1,12 1,9 13
5 40 40 0.3 1,3,16 5,17 1,16 1,12 17
6 20 20 0.01 1,0,2 0,3 1,2 1,1 3
7 20 40 0.2 1,0,6 0,6 1,6 1,4 6
8 20 40 0.4 1,0,10 0,10 1,10 1,7 10
9 28 60 0.4 1,0,14 0,15 1,14 1,11 15
10 20 60 0.4 2,2,12 0,10 2,12 2,9 10
11 20 80 0.1 2,0,6 0,4 2,6 2,3 4
12 20 80 0.1 2,0,6 0,4 2,6 2,3 4

Total Cost 1522 1547 1526 2203 1548

Table 3.2: Data as well as optimal policies for 12 items, plus computed cost for (mF, s, S), (F, s, S), (mF, S)-2, (mF, S)-1, and (F, S).
Other Parameters, n = 12, A = 150, h = 30, p = 6, and π = 0

40



Stochastic Joint Replenishment Problems: Periodic Review Policies 41

Problem Parameters
Cost of Other Policies (Given as
a Ratio of the Cost of (mF, s, S))

p π A (mF, s, S) (F, s, S) (mF, S)-2 (mF, S)-1 (F, S)

2 0 20 2320 1.092 1.000 2.099 1.092
50 2341 1.086 1.000 2.224 1.086
100 2365 1.080 1.000 2.151 1.080
150 2389 1.075 1.000 2.243 1.075
200 2412 1.070 1.000 2.227 1.070

6 2 20 4382 1.080 1.000 1.367 1.081
50 4416 1.075 1.000 1.427 1.075
100 4455 1.070 1.000 1.392 1.070
150 4493 1.066 1.000 1.438 1.066
200 4531 1.061 1.000 1.430 1.061

2 6 20 4194 1.055 1.000 1.572 1.055
50 4218 1.051 1.000 1.644 1.051
100 4242 1.048 1.000 1.610 1.048
150 4266 1.045 1.000 1.663 1.045
200 4290 1.042 1.000 1.659 1.042

20 0 20 6012 1.003 1.000 1.109 1.091
50 6063 1.000 1.000 1.143 1.085
100 6123 1.000 1.001 1.123 1.081
150 6181 1.000 1.002 1.151 1.076
200 6240 1.000 1.003 1.146 1.072

2 10 20 5363 1.049 1.000 1.388 1.049
50 5393 1.045 1.000 1.445 1.045
100 5418 1.043 1.000 1.422 1.043
150 5443 1.040 1.000 1.462 1.040
200 5468 1.038 1.000 1.462 1.038

10 6 20 6156 1.012 1.000 1.175 1.074
50 6200 1.009 1.000 1.215 1.069
100 6249 1.007 1.000 1.194 1.065
150 6296 1.006 1.000 1.224 1.061
200 6343 1.004 1.000 1.219 1.057

Table 3.3: Performance of (mF, s, S) over the other policies with different joint ordering cost A and
different p, π and h = 30 in Example 3.1
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Problem Parameters
Cost of Other Policies (Given as
a Ratio of the Cost of (mF, s, S))

p π A (mF, s, S) (F, s, S) (mF, S)-2 (mF, S)-1 (F, S)

2 0 20 783 1.068 1.000 2.210 1.068
50 819 1.049 1.000 2.154 1.049
100 872 1.028 1.000 2.242 1.028
150 919 1.015 1.000 2.135 1.015
200 960 1.007 1.000 2.159 1.007

6 2 20 1862 1.045 1.001 1.333 1.049
50 1922 1.033 1.000 1.315 1.036
100 2010 1.020 1.000 1.358 1.022
150 2083 1.013 1.003 1.323 1.014
200 2152 1.007 1.001 1.335 1.007

2 6 20 2534 1.040 1.000 1.240 1.040
50 2594 1.027 1.000 1.237 1.027
100 2658 1.018 1.000 1.291 1.018
150 2722 1.009 1.000 1.275 1.009
200 2769 1.006 1.000 1.301 1.006

20 0 20 2103 1.008 1.005 1.151 1.070
50 2196 1.005 1.003 1.130 1.051
100 2330 1.003 1.001 1.158 1.030
150 2434 1.009 1.010 1.131 1.023
200 2543 1.005 1.007 1.135 1.012

2 10 20 3262 1.008 1.010 1.106 1.081
50 3377 1.006 1.009 1.094 1.059
100 3514 1.006 1.002 1.118 1.040
150 3621 1.008 1.008 1.104 1.028
200 3712 1.010 1.004 1.116 1.019

10 6 20 2908 1.006 1.004 1.122 1.060
50 3006 1.003 1.003 1.110 1.042
100 3128 1.004 1.001 1.139 1.028
150 3228 1.007 1.007 1.121 1.020
200 3326 1.006 1.004 1.129 1.012

Table 3.4: Performance of (mF, s, S) over the other policies with different joint ordering cost A and
different p, π and h = 30 in Example 3.2
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Problem Parameters
A (mF, s, S) (F, s, S) (mF, S)-2 (mF, S)-1 (F, S)

item λ a L h p π

1 20 50 0.04 100 50 10
2 50 50 0.1 100 50 10 50 8844 1.005 1.015 1.070 1.092
3 35 200 0.2 100 30 10 100 9195 1.003 1.009 1.044 1.077
4 90 100 0.1 150 100 70 150 9512 1.002 1.005 1.037 1.067
5 70 50 0.01 150 50 30 200 9804 1.002 1.003 1.051 1.058
6 80 50 0.05 100 70 40 250 10073 1.002 1.010 1.047 1.051
7 50 10 0.4 150 40 10 500 11244 1.000 1.005 1.043 1.030
8 45 10 0.1 100 40 10

Table 3.5: Performance of (mF, s, S) over the other policies for non-identical 8-items with different joint ordering cost A.
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A L (mF, s, S) (F, s, S) (mF, S)-2 (mF, S)-1 (F, S)

50

0.001 8354 1.023 1.007 1.044 1.095
0.01 8410 1.020 1.008 1.048 1.094
0.1 8937 1.006 1.008 1.069 1.081
0.4 10150 1.000 1.009 1.104 1.064

100

0.001 8709 1.023 1.004 1.026 1.081
0.01 8757 1.021 1.005 1.028 1.081
0.1 9259 1.006 1.005 1.045 1.070
0.4 10425 1.000 1.007 1.076 1.055

150

0.001 9022 1.023 1.004 1.022 1.072
0.01 9079 1.021 1.003 1.024 1.071
0.1 9555 1.007 1.003 1.039 1.062
0.4 10679 1.000 1.005 1.067 1.049

200

0.001 9325 1.022 1.003 1.039 1.063
0.01 9374 1.020 1.003 1.041 1.063
0.1 9830 1.007 1.002 1.053 1.055
0.4 10917 1.000 1.004 1.081 1.043

500

0.001 9702 1.011 1.002 1.025 1.046
0.01 9751 1.010 1.002 1.026 1.045
0.1 10136 1.002 1.005 1.045 1.045
0.4 11145 1.000 1.008 1.076 1.039

Table 3.6: Performance of (mF, s, S) over the other policies for non-identical items with different identical
replenishment lead time L for all items and different joint ordering cost A. Other parameters in Table 3.5
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A L
moderate Minor Cost1 High Minor Cost2

(mF, s, S) (F, s, S) (mF, S)-2 (mF, S)-1 (F, S) (mF, s, S) (F, s, S) (mF, S)-2 (mF, S)-1 (F, S)

1

0.01 729 1.096 1.000 2.161 1.096 2265 1.102 1.000 2.242 1.102
0.10 743 1.092 1.000 2.140 1.092 2271 1.102 1.000 2.244 1.102
0.40 779 1.085 1.000 2.119 1.085 2288 1.100 1.000 2.245 1.100
0.60 799 1.081 1.000 2.103 1.081 2298 1.099 1.000 2.245 1.099

10

0.01 747 1.079 1.000 2.150 1.079 2276 1.098 1.000 2.157 1.098
0.10 761 1.077 1.000 2.133 1.077 2282 1.097 1.000 2.159 1.097
0.40 796 1.070 1.000 2.112 1.070 2299 1.096 1.000 2.161 1.096
0.60 815 1.067 1.000 2.100 1.067 2309 1.095 1.000 2.162 1.095

50

0.00 799 1.050 1.000 2.165 1.050 2310 1.087 1.000 2.221 1.087
0.10 812 1.047 1.000 2.151 1.047 2316 1.085 1.000 2.223 1.085
0.40 846 1.044 1.000 2.134 1.044 2332 1.084 1.000 2.225 1.084
0.60 864 1.043 1.000 2.124 1.043 2343 1.083 1.000 2.224 1.083

100

0.01 853 1.028 1.000 2.253 1.028 2334 1.081 1.000 2.147 1.081
0.10 865 1.026 1.000 2.239 1.026 2340 1.080 1.000 2.149 1.080
0.40 898 1.025 1.000 2.223 1.025 2356 1.079 1.000 2.151 1.079
0.60 916 1.023 1.000 2.211 1.023 2366 1.078 1.000 2.151 1.078

200

0.01 940 1.008 1.000 2.169 1.008 2382 1.070 1.000 2.223 1.070
0.10 952 1.007 1.000 2.161 1.007 2387 1.070 1.000 2.225 1.070
0.40 983 1.006 1.000 2.150 1.006 2403 1.068 1.000 2.227 1.068
0.60 1000 1.006 1.000 2.142 1.006 2413 1.068 1.000 2.227 1.068

500

0.01 1135 1.000 1.000 2.177 1.000 2498 1.050 1.000 2.164 1.050
0.10 1145 1.000 1.000 2.176 1.000 2503 1.050 1.000 2.165 1.050
0.40 1172 1.000 1.000 2.170 1.000 2518 1.049 1.000 2.168 1.049
0.60 1187 1.000 1.000 2.165 1.000 2528 1.048 1.000 2.168 1.048

1 Data for moderate minor cost has taken from Example 3.2
2 Data for high minor cost has taken from Example 3.1.

Table 3.7: Performance of (mF, s, S) over the other policies for identical 12-items with different identical replenishment lead time L for all items
and different joint ordering cost A. Other parameters in Table 3.1 and Table 3.2
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Problem Parameters
Cost of Other Policies (Given as a Ratio of their Cost to the

Cost of (mT, s, S))

A p h (mF, s, S) (F, s, S) (mF,S)-2 (mF,S)-1 (F, S)

10

10 2 2178 1.000 1.012 1.023 1.109
10 6 3286 1.002 1.000 1.038 1.096
10 10 3792 1.016 1.000 1.073 1.097
50 2 2389 1.000 1.051 1.056 1.148
50 6 3980 1.000 1.045 1.053 1.141
50 10 4963 1.000 1.041 1.052 1.137
100 2 2449 1.000 1.066 1.070 1.162
100 6 4171 1.000 1.064 1.069 1.159
100 10 5295 1.000 1.061 1.067 1.155
200 2 2498 1.000 1.079 1.084 1.176
200 6 4328 1.000 1.081 1.085 1.175
200 10 5564 1.000 1.079 1.083 1.173

50

10 2 2233 1.000 1.002 1.014 1.086
10 6 3324 1.000 1.003 1.047 1.088
10 10 3847 1.005 1.000 1.084 1.085
50 2 2541 1.000 1.002 1.005 1.083
50 6 4177 1.000 1.010 1.017 1.092
50 10 5177 1.000 1.011 1.024 1.094
100 2 2638 1.000 1.003 1.005 1.083
100 6 4439 1.000 1.013 1.017 1.093
100 10 5599 1.000 1.016 1.022 1.096
200 2 2722 1.000 1.004 1.006 1.083
200 6 4701 1.000 1.008 1.010 1.086
200 10 5959 1.000 1.020 1.023 1.099

100

10 2 2258 1.000 1.001 1.007 1.080
10 6 3363 1.000 1.001 1.034 1.081
10 10 3886 1.000 1.000 1.068 1.080
50 2 2566 1.000 1.002 1.002 1.078
50 6 4237 1.000 1.005 1.007 1.081
50 10 5236 1.000 1.010 1.016 1.087
100 2 2663 1.000 1.003 1.003 1.078
100 6 4511 1.000 1.006 1.007 1.081
100 10 5663 1.000 1.014 1.016 1.089
200 2 2748 1.000 1.004 1.004 1.078
200 6 4745 1.000 1.008 1.008 1.081
200 10 6026 1.000 1.018 1.018 1.092

200

10 2 2302 1.000 1.001 1.012 1.070
10 6 3428 1.000 1.002 1.046 1.071
10 10 3962 1.000 1.000 1.085 1.069
50 2 2615 1.000 1.002 1.004 1.068
50 6 4318 1.000 1.004 1.011 1.071
50 10 5349 1.000 1.007 1.019 1.073
100 2 2713 1.000 1.003 1.004 1.068
100 6 4595 1.000 1.006 1.009 1.071
100 10 5795 1.000 1.009 1.014 1.074
200 2 2798 1.000 1.004 1.005 1.069
200 6 4831 1.000 1.007 1.009 1.071
200 10 6176 1.000 1.011 1.013 1.075

500

10 2 2414 1.001 1.000 1.007 1.049
10 6 3599 1.006 1.000 1.034 1.049
10 10 4149 1.000 1.001 1.072 1.050
50 2 2739 1.000 1.000 1.001 1.047
50 6 4530 1.000 1.001 1.004 1.049
50 10 5618 1.000 1.002 1.009 1.050
100 2 2842 1.000 1.001 1.001 1.047
100 6 4822 1.000 1.001 1.002 1.047
100 10 6084 1.000 1.003 1.006 1.050
200 2 2932 1.000 1.001 1.001 1.047
200 6 5072 1.000 1.002 1.002 1.047
200 10 6494 1.000 1.003 1.004 1.048

Table 3.8: Performance of (mF, s, S) Policy over the other policies for 12-item Problem in Table 3.1 when the inventory
holding cost is less than the shortages cost
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Problem Parameters
Cost of Other Policies (Given as a Ratio of their Cost to the

Cost of (mT, s, S))

A p h (mF, s, S) (F, s, S) (mF,S)-2 (mF,S)-1 (F, S)

10

2 10 2159 1.098 1.000 1.453 1.098
6 10 3263 1.020 1.000 1.138 1.097
10 10 3792 1.016 1.000 1.073 1.097
2 50 2351 1.097 1.000 2.679 1.097
6 50 3957 1.087 1.000 1.723 1.096
10 50 4963 1.031 1.000 1.460 1.096
2 100 2397 1.096 1.000 3.646 1.096
6 100 4124 1.094 1.000 2.239 1.094
10 100 5263 1.052 1.000 1.836 1.094
2 200 2433 1.094 1.000 5.017 1.094
6 200 4252 1.093 1.000 2.986 1.093
10 200 5492 1.081 1.000 2.390 1.092

50

2 10 2191 1.086 1.000 1.488 1.086
6 10 3310 1.012 1.000 1.154 1.086
10 10 3847 1.005 1.000 1.084 1.085
2 50 2385 1.085 1.000 2.762 1.085
6 50 4013 1.079 1.000 1.769 1.085
10 50 5031 1.023 1.000 1.495 1.085
2 100 2432 1.084 1.000 3.764 1.084
6 100 4181 1.084 1.000 2.307 1.084
10 100 5335 1.045 1.000 1.886 1.083
2 200 2468 1.083 1.000 5.185 1.083
6 200 4310 1.082 1.000 3.081 1.082
10 200 5566 1.074 1.000 2.463 1.082

100

2 10 2213 1.080 1.000 1.446 1.080
6 10 3344 1.010 1.000 1.132 1.080
10 10 3886 1.000 1.000 1.068 1.080
2 50 2409 1.080 1.000 2.668 1.080
6 50 4053 1.078 1.000 1.716 1.080
10 50 5081 1.021 1.000 1.453 1.080
2 100 2456 1.079 1.000 3.631 1.079
6 100 4222 1.078 1.000 2.231 1.078
10 100 5386 1.044 1.000 1.828 1.078
2 200 2492 1.078 1.000 5.001 1.078
6 200 4351 1.077 1.000 2.977 1.077
10 200 5618 1.073 1.000 2.383 1.077

200

2 10 2257 1.070 1.000 1.489 1.070
6 10 3410 1.005 1.000 1.155 1.070
10 10 3962 1.000 1.000 1.085 1.069
2 50 2457 1.069 1.000 2.766 1.069
6 50 4131 1.069 1.000 1.771 1.069
10 50 5178 1.018 1.000 1.496 1.070
2 100 2503 1.069 1.000 3.772 1.069
6 100 4302 1.068 1.000 2.310 1.068
10 100 5487 1.041 1.000 1.889 1.069
2 200 2540 1.068 1.000 5.196 1.068
6 200 4432 1.067 1.000 3.088 1.067
10 200 5721 1.067 1.000 2.468 1.067

500

2 10 2368 1.050 1.000 1.454 1.050
6 10 3575 1.002 1.000 1.137 1.050
10 10 4149 1.000 1.001 1.072 1.050
2 50 2574 1.050 1.000 2.690 1.050
6 50 4326 1.050 1.000 1.727 1.050
10 50 5421 1.016 1.000 1.462 1.050
2 100 2621 1.050 1.000 3.668 1.050
6 100 4501 1.049 1.000 2.250 1.049
10 100 5737 1.041 1.000 1.843 1.050
2 200 2659 1.049 1.000 5.054 1.049
6 200 4633 1.049 1.000 3.009 1.049
10 200 5978 1.049 1.000 2.406 1.049

Table 3.9: Performance of (mF, s, S) Policy over the other policies for 12-item Problem in Table 3.1 when the inventory
holding cost is greater than the shortages cost
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Problem Parameters Cost of Other Policies (Given as a Ratio of their Cost to the
Cost of (mT, s, S))

A p h (mF, s, S) (F, s, S) (mF,S)-2 (mF,S)-1 (F, S)

1

10 2 737 1.000 1.051 1.062 1.147
10 6 1089 1.000 1.007 1.046 1.101
10 10 1254 1.015 1.001 1.077 1.094
50 2 879 1.000 1.129 1.134 1.226
50 6 1462 1.000 1.118 1.125 1.213
50 10 1815 1.000 1.105 1.116 1.199
100 2 929 1.000 1.153 1.159 1.250
100 6 1596 1.000 1.150 1.156 1.245
100 10 2028 1.000 1.145 1.151 1.238
200 2 974 1.000 1.175 1.183 1.272
200 6 1718 1.000 1.178 1.183 1.271
200 10 2220 1.000 1.175 1.180 1.267

10

10 2 755 1.000 1.019 1.024 1.095
10 6 1116 1.000 1.010 1.043 1.086
10 10 1284 1.007 1.002 1.071 1.078
50 2 899 1.000 1.035 1.035 1.108
50 6 1496 1.000 1.075 1.077 1.150
50 10 1857 1.000 1.073 1.079 1.148
100 2 950 1.000 1.086 1.087 1.161
100 6 1632 1.000 1.096 1.096 1.170
100 10 2072 1.000 1.098 1.099 1.171
200 2 995 1.000 1.101 1.103 1.175
200 6 1755 1.000 1.115 1.116 1.188
200 10 2267 1.000 1.119 1.118 1.190

50

10 2 803 1.000 1.006 1.013 1.053
10 6 1187 1.000 1.007 1.042 1.055
10 10 1367 1.001 1.000 1.072 1.049
50 2 954 1.000 1.012 1.012 1.056
50 6 1585 1.000 1.022 1.024 1.067
50 10 1966 1.000 1.030 1.036 1.075
100 2 1007 1.000 1.015 1.016 1.058
100 6 1726 1.000 1.034 1.034 1.077
100 10 2189 1.000 1.039 1.040 1.083
200 2 1054 1.000 1.025 1.027 1.068
200 6 1853 1.000 1.040 1.041 1.083
200 10 2391 1.000 1.046 1.046 1.088

100

10 2 855 1.000 1.004 1.019 1.030
10 6 1264 1.000 1.006 1.057 1.033
10 10 1455 1.001 1.001 1.095 1.028
50 2 1011 1.000 1.007 1.011 1.031
50 6 1678 1.000 1.015 1.025 1.040
50 10 2082 1.000 1.019 1.035 1.045
100 2 1066 1.000 1.009 1.012 1.032
100 6 1824 1.000 1.019 1.024 1.043
100 10 2313 1.000 1.024 1.032 1.048
200 2 1115 1.000 1.011 1.014 1.034
200 6 1956 1.000 1.022 1.026 1.046
200 10 2521 1.000 1.028 1.033 1.052

200

10 2 938 1.000 1.001 1.008 1.008
10 6 1387 1.000 1.003 1.039 1.010
10 10 1597 1.002 1.002 1.076 1.009
50 2 1104 1.000 1.003 1.003 1.009
50 6 1830 1.000 1.005 1.008 1.011
50 10 2269 1.000 1.008 1.015 1.014
100 2 1161 1.000 1.004 1.004 1.009
100 6 1985 1.000 1.006 1.007 1.012
100 10 2513 1.000 1.009 1.011 1.014
200 2 1213 1.000 1.005 1.006 1.010
200 6 2123 1.000 1.008 1.009 1.013
200 10 2732 1.000 1.011 1.011 1.016

500

10 2 1121 1.000 1.000 1.007 1.000
10 6 1661 1.000 1.000 1.037 1.000
10 10 1913 1.000 1.000 1.074 1.000
50 2 1308 1.000 1.000 1.000 1.000
50 6 2163 1.000 1.000 1.003 1.000
50 10 2680 1.000 1.000 1.007 1.000
100 2 1371 1.000 1.000 1.000 1.000
100 6 2334 1.000 1.000 1.000 1.000
100 10 2951 1.000 1.000 1.002 1.000
200 2 1427 1.000 1.000 1.001 1.000
200 6 2485 1.000 1.000 1.000 1.000
200 10 3191 1.000 1.000 1.001 1.000

Table 3.10: Performance of (mF, s, S) Policy over the other policies for 12-item Problem in Table 3.2 when the inventory
holding cost is less than the shortages cost 48
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Problem Parameters Cost of Other Policies (Given as a Ratio of their Cost to the
Cost of (mT, s, S))

A p h (mF, s, S) (F, s, S) (mF,S)-2 (mF,S)-1 (F, S)

1

2 10 696 1.097 1.000 1.453 1.097
6 10 1066 1.043 1.000 1.141 1.095
10 10 1254 1.015 1.001 1.077 1.094
2 50 766 1.094 1.000 2.652 1.094
6 50 1308 1.091 1.000 1.708 1.094
10 50 1658 1.080 1.000 1.449 1.093
2 100 789 1.087 1.000 3.559 1.087
6 100 1377 1.087 1.000 2.184 1.088
10 100 1775 1.082 1.000 1.794 1.089
2 200 816 1.076 1.000 4.756 1.076
6 200 1444 1.076 1.000 2.821 1.077
10 200 1884 1.074 1.000 2.257 1.078

10

2 10 714 1.079 1.000 1.445 1.079
6 10 1092 1.033 1.001 1.135 1.078
10 10 1284 1.007 1.002 1.071 1.078
2 50 785 1.077 1.000 2.642 1.077
6 50 1341 1.074 1.001 1.698 1.076
10 50 1697 1.065 1.002 1.444 1.077
2 100 806 1.074 1.000 3.566 1.074
6 100 1407 1.073 1.000 2.183 1.074
10 100 1811 1.069 1.002 1.796 1.076
2 200 829 1.067 1.000 4.799 1.067
6 200 1469 1.067 1.000 2.841 1.067
10 200 1915 1.066 1.001 2.273 1.069

50

2 10 762 1.050 1.000 1.454 1.050
6 10 1165 1.024 1.000 1.139 1.050
10 10 1367 1.002 1.001 1.073 1.050
2 50 837 1.048 1.000 2.666 1.048
6 50 1425 1.048 1.000 1.713 1.049
10 50 1801 1.043 1.001 1.454 1.050
2 100 858 1.045 1.000 3.612 1.045
6 100 1495 1.046 1.000 2.210 1.046
10 100 1922 1.044 1.001 1.811 1.049
2 200 881 1.040 1.000 4.896 1.040
6 200 1558 1.040 1.000 2.898 1.041
10 200 2027 1.041 1.000 2.315 1.043

100

2 10 812 1.028 1.000 1.505 1.028
6 10 1241 1.020 1.000 1.167 1.028
10 10 1455 1.001 1.001 1.095 1.028
2 50 890 1.028 1.000 2.776 1.028
6 50 1514 1.028 1.000 1.775 1.029
10 50 1914 1.025 1.000 1.501 1.028
2 100 912 1.025 1.000 3.750 1.025
6 100 1585 1.027 1.000 2.289 1.027
10 100 2038 1.026 1.000 1.872 1.029
2 200 935 1.021 1.000 5.060 1.021
6 200 1649 1.022 1.000 2.991 1.022
10 200 2143 1.024 1.000 2.387 1.025

200

2 10 895 1.007 1.000 1.457 1.007
6 10 1364 1.008 1.001 1.141 1.008
10 10 1597 1.002 1.002 1.076 1.009
2 50 979 1.007 1.000 2.675 1.007
6 50 1663 1.007 1.001 1.716 1.007
10 50 2093 1.008 1.003 1.459 1.010
2 100 1000 1.007 1.000 3.629 1.007
6 100 1736 1.007 1.000 2.218 1.007
10 100 2227 1.008 1.002 1.818 1.009
2 200 1021 1.005 1.000 4.940 1.005
6 200 1797 1.006 1.000 2.925 1.006
10 200 2333 1.007 1.001 2.335 1.007

500

2 10 1077 1.000 1.000 1.461 1.000
6 10 1637 1.000 1.000 1.141 1.000
10 10 1913 1.000 1.000 1.074 1.000
2 50 1173 1.000 1.000 2.697 1.000
6 50 1985 1.000 1.000 1.727 1.000
10 50 2498 1.000 1.000 1.462 1.000
2 100 1195 1.000 1.000 3.680 1.000
6 100 2066 1.000 1.000 2.245 1.000
10 100 2646 1.000 1.000 1.834 1.000
2 200 1215 1.000 1.000 5.062 1.000
6 200 2128 1.000 1.000 2.995 1.000
10 200 2756 1.000 1.000 2.387 1.000

Table 3.11: Performance of (mF, s, S) Policy over the other policies for 12-item Problem in Table 3.2 when the inventory
holding cost is greater than the shortages cost 49
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3.6 Conclusion

In this chapter, we consider a new periodic review policy for solving stochastic

joint replenishment problems (SJRPs) referred as to (mF, s, S) policy. The pro-

posed policy assumes a basic review period for all items and the review period

of each items is an integer multiple of a basic review period. As well we develop

a new and efficient heuristic to (mF, S) policy proposed by Atkins and Iyogun

(1988) for solving SJRPs.

Numerical results show that (mF, s, S) outperforms all the policies compared

when the inventory holding costs are greater than the shortages costs. Also, we

investigate the effects of the non-identical parameters; that are, the inventory

holding cost, and the shortages costs on the periodic review policies. However,

the data used in the literature have identical parameters such as the inventory

holding costs, and the shortages costs. On the other hand, the performance of

(mF, s, S) and (mF, S)-2 policy remain on the same level as (F, s, S) policy and

even becomes slightly better when the inventory holding costs are lower than

the shortages costs. Nevertheless, the magnitude of performance of the proposed

policy depends on how to choose the problem parameters.

50



Chapter 4

Periodic Review Policies

This chapter is concerned with the stochastic joint replenishment problem (SJRP)

which is the same problem with its assumptions as in chapter 3. We propose two

periodic review policies; namely, (F,Q, S) policy and (F,Q, s, S) policy. We de-

velop expressions for the operating characteristics of both polices and construct

the expected total cost function for Poisson demand process. Numerical results

have been conducted to study the sensitivity of the policy to various system pa-

rameters and to evaluate the performance of the proposed policies over existing

policies.

This chapter is organised as follows. In section 4.1 we present an introduction of

a new periodic review policy for SJRP and discuss its importance. In section 4.2

we present a mathematical formulation of SJRP using a decomposition approach

as well as typical assumptions and notations. A Markov decision process for the

single-item inventory model formulation is discussed and a heuristic algorithm

to solve SJRP is proposed in Sections 3.3 and 4.4 respectively. In section 4.5

we provide comparative analysis and numerical results for the periodic review

policies to help evaluate their performance. Finally, a conclusion is presented in

section 4.6.
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4.1 Introduction

We consider a stochastic joint replenishment problem (SJRP) where demand that

cannot be satisfied immediately is backordered, so as to minimise the expected

total ordering, inventory holding and shortages costs per unit time. We propose

two new periodic review policies for solving stochastic joint replenishment prob-

lems (SJRPs) referred as to (F,Q, S) policy and (F,Q, s, S) policy. The proposed

policies base the replenishment decisions on the aggregate demand that have ac-

cumulated for all items during a replenishment order cycle. In the (F,Q, S)

policy, the inventory is reviewed periodically every F periods, and all items are

ordered up to their levels S only if the aggregate demand during a replenishment

order cycle reaches Q whereas in (F,Q, s, S) policy, the inventory is reviewed

periodically every F periods, and all items with inventory positions below their

s are ordered up to their levels S only if the aggregate demand during a replen-

ishment order cycle reaches Q. These policies combine features of both periodic

and continuous review policies into an effective policy. (F,Q, S) policy combines

features of (F, S) policy proposed Atkins and Iyogun (1988) and (Q,S) policy

proposed by Renberg and Planche (1967). (F,Q, s, S) policy combines features

of (F, s, S) policy proposed by Viswanathan (1997) policy and (Q, s, S) policy by

Nielsen and Larsen (2005). Consequently, the (F, s, S) policy is a special case of

the (F,Q, s, S) policy when Q = 1, and the (Q, s, S) policy is a special case of

the (F,Q, s, S) policy when F → 0. Through this chapter, we use the notation

and the typical assumption used in previous chapter. Also, we define Q as an

aggregate demand for all items during a repelinshment order cycle.

4.2 Period Review Policy (F,Q, S)

In (F,Q, S) policy, an order need not be placed at each review period F . Hence,

the time between the placing of two successive repelinshment orders (i.e., the

length of a repelinshment order cycle) will always be an integral multiple of

the time F between review periods. The aggregate demand for all items follow

a Poisson process with parameter µ, where µ =
∑

i λi. We assume that the
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cumulative aggregate demand Xj for all items until jth period, where j = 1, 2, ....

The demands in periods are independent and identically distributed (iid). Let

pµF (x) be the probability that x units will be demanded in one period. Then,

since the demands in different periods are assumed to be independent, pµjF (x) is

the probability that x units are demanded in j periods. Let N̂(Q) be a random

variable that represents the first period in which the cumulative aggregate demand

exceeds Q.

N̂(Q) = arg min {j|Xj ≥ Q} (4.1)

Let,

m̂(x) = the expected number of periods when the aggregate demand exceeds

x during a replenishment order cycle, where x = 0, 1, ..., Q− 1

M̂(Q) = the expected total number of periods when the aggregate demand

exceeds Q during a replenishment order cycle,

We can compute m̂(x), and M̂(Q) as the same way we compute (3.15) and (3.17)

in chapter 3.

m̂(x) =

 1
1−pµF (0)

, x = 0;∑x
k=0 pµF (k)m̂(x− k), x = 1, 2, ..., Q− 1.

(4.2)

M̂(Q) =

Q−1∑
x=0

m̂(x) (4.3)

4.2.1 Model Formulation

First, we decompose the problem into n single-item inventory problems. For a

given review period F , and a given aggregate demand Q, the optimal Si policy

for each item i can be computed using the second part of the algorithm of Zheng

and Federgruen (1991) with a review period F and an aggregate demand Q. The

expected total cost (TC(F,Q)) (F,Q, S) policy corresponding to F and Q can
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then be obtained as

TC(F,Q) =
A

FM̂(Q)
+
∑
i

C∗i (F,Q) (4.4)

where C∗i (F,Q) is the cost per unit time of the optimal Si policy for item i

corresponding to a review period of F and Q, and item i only bears the item-

specific ordering cost.

4.2.2 Single-item Model Formulation

In this section, we consider the case of a single item problem and to simplify

the notation let us drop the product index i. We derive the cost expression for

(F,Q, S) policy in the case where demands are generated by Poisson processes

and units are demanded one a time.

Single-item Cost Function

Under an (F,Q, S) policy, an item inventory position follows a regenerative pro-

cess, and hence has a steady state distribution. Each time placing an order and

a new replenishment order cycle begins, the item inventory position is brought

up to level S and we have a regeneration. Note that we place an order for a

specific item when the aggregate demand for all items exceeds Q and the item’s

inventory position just below S. That means we place an order for that item

if there is at least one demand during a replenishment order cycle. We assume

that the cumulative aggregate demand Xj for all items until jth period, and the

cumulative demand Yj for a specific item until jth period, where j = 1, 2, .... The

demands Xj and Yj in periods are independent and identically distributed (iid)

respectively. Let p(k|x) be the probability that k units for a specific item included

in the aggregate demand x during a replenishment order cycle. Also, let N̄(1, Q)

be a random variable that represents the first period in which the cumulative

demand for specific item exceeds 1 and the cumulative aggregate demand for all
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items exceeds Q.

N̄(1, Q) = arg min {j|Yj ≥ 1, Xj ≥ Q} (4.5)

Let,

G(y) = the expected cost of inventory holding and shortages function for

a period of length T , where an inventory position is y at the

beggining of the period; y integer,

Z(S) = the expected cost when the inventory position IP = S during

a replenishement order cycle,

m̄(k, x) = the expected number of periods when the aggregate demand for all

items exceed x and the cumulative demand for a specific item exceeds

k during a replenishment order cycle, where k = 0, 1, ..., S − s− 1,

M̄(1, Q) = the expected total number of periods when the aggregate demand

for all items exceeds Q and the cumulative demand for a single item

exceeds 1 during a replenishment order cycle,

Hence, by the Proposition (5.9) of the regenerative processes in Ross (1970),

we have that

C(S) =
Z(S)

FM̄(1, Q)
(4.6)
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We need to obtain the expressions for the denominator and the numerator in

(4.6). Define Zj = Xj − Yj, we compute the numerator M̄(1, Q) as follows

P (N̄(1, Q) > j) = 1− P (Yj ≥ 1, Xj ≥ Q)

= 1−
∞∑
k=1

P (Yj = k)P (Zj ≥ Q− k)

= 1−
∞∑
k=1

P (Yj = k)
(

1− P (Zj < Q− k)
)

= 1−
∞∑
k=1

P (Yj = k) +
∞∑
k=1

P (Yj = k)P (Zj < Q− k)

= P (Yj = 0) +

min{S−1,Q−1}∑
k=1

Q−1∑
x=k

P (Yj = k)P (Zj = x− k)

= P (Yj = 0) +

min{S−1,Q−1}∑
k=1

Q−1∑
x=k

pλjF (k)p(µ−λ)jF (x− k)

= P (Yj = 0) +

min{S−1,Q−1}∑
k=1

Q−1∑
x=k

(λjF )ke−λjF

k!

((µ− λ)jF )x−ke−(µ−λ)jF

(x− k)!

= P (Yj = 0) +

min{S−1,Q−1}∑
k=1

Q−1∑
x=k

(µjF )xe−µjF

x!
p(k|x)

Then, we compute the expected value of N̄(1, Q) as

M̄(1, Q) = IE(N̄(1, Q))

=
∞∑
j=0

P (N̄(1, Q) > j)

=
∞∑
j=0

[
P (Yj = 0) +

min{S−1,Q−1}∑
k=1

Q−1∑
x=k

(µjF )xe−µjF

x!
p(k|x)

]

=
1

1− e−λF
+

min{S−1,Q−1}∑
k=1

Q−1∑
x=k

m̂(x)p(k|x)

=
1

1− e−λF
+

min{S−1,Q−1}∑
k=1

Q−1∑
x=k

m̄(k, x)

where p(k|x) is the probability that k units demended for a specific item included

in the aggregate demand for all items x. That is a binomial distribution (see
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Appendix B). Then, we compute the denominator in (4.6) as

Z(S) = a+
G(S)

1− e−λF
+

min{S−1,Q−1}∑
k=1

Q−1∑
x=k

m̄(k, x)G(S − k) (4.7)

where G(·) is the equation (3.13) computed in chapter 3.

4.3 Periodic Review Policy (F,Q, s, S)

We apply the same methodology as in (F,Q, S) policy in the previous section.

4.3.1 Model Formulation

Assume that a joint ordering cost A is incurred each time the aggregate demand

exceeds Q. For a given review period F , and a given aggregate demand Q, the

optimal si, Si) policy for each item i can be computed using the algorithm of

Zheng and Federgruen (1991). Therefore, The expected total cost (TC(F,Q)) for

(F,Q, s, S) policy corresponding to F and Q can then be obtained approximately

as

TC(F,Q) =
A

FM(Q)
+
∑
i

C∗i (F,Q) (4.8)

where C∗i (F,Q) is the cost per unit time of the optimal (si, Si) policy for item

i corresponding to a review period of F and Q, and item i only bears the item-

specific ordering cost. The reason why it is only approximate cost is due to the

possibility of none of the items i is with an inventory position drops or below

their si at the time of the replenishment possibility.

4.3.2 Single-item Model Formulation

In this section, we consider the case of a single item problem and to simplify

the notation let us drop the product index i. We derive the cost expression for

(F,Q, s, S) policy in the case where demands are generated by Poisson processes

and units are demanded one a time.
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Single-item Cost Function

We apply the same methodology as in (F,Q, S) policy. Let us define the random

variable N̈(S − s,Q) that represents the first period in which the cumulative

demand for specific item exceeds S − s when the cumulative aggregate demand

for all items exceeds Q.

N̈(S − s,Q) = arg min {j|Yj ≥ S − s,Xj ≥ Q} (4.9)

Let,

Z(S) = the expected cost when the inventory position IP = S during

a replenishement order cycle,

m(k) = the expected number of periods when the cumulative demand

for a specific item exceeds k during a replenishment order cycle,

where x = 0, 1, ..., S − s− 1,

M̈(S − s,Q) = the expected total number of periods when the aggregate

demand for all items exceeds Q and the cumulative demand for a

specific item exceeds S − s during a replenishment order cycle,

Hence, by the Proposition (5.9) of the regenerative processes in Ross (1970),

we have that

C(s, S) =
Z(S)

FM̈(S − s,Q)
(4.10)

We need to obtain the expressions for the denominator and the numerator in

(4.6). First, we compute the numerator M̈(S − s,Q) as follows
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P (N̈(S − s,Q) > j) = 1− P (Yj ≥ S − s,Xj ≥ Q)

= 1−
∞∑

k=S−s

P (Yj = k)P (Zj ≥ Q− k)

= 1−
∞∑

k=S−s

P (Yj = k)
(

1− P (Zj < Q− x)
)

= 1−
∞∑

k=S−s

P (Yj = k) +
∞∑

k=S−s

P (Yj = k)P (Zj < Q− k)

=
S−s−1∑
k=0

P (Yj = k) +

min{S−1,Q−1}∑
k=S−s

Q−1∑
x=k

P (Yj = k)P (Zj = x− k)

=
S−s−1∑
k=0

P (Yj = k) +

min{S−1,Q−1}∑
k=S−s

Q−1∑
x=k

pλjF (k)p(µ−λ)jF (x− k)

=
S−s−1∑
k=0

P (Yj = k) +

min{S−1,Q−1}∑
k=S−s

Q−1∑
x=k

(λjF )ke−λjF

k!

((µ− λ)jF )x−ke−(µ−λ)jF

(x− k)!

=
S−s−1∑
k=0

P (Yj = k) +

min{S−1,Q−1}∑
k=S−s

Q−1∑
x=k

(µjF )xe−µjF

x!
p(k|x)

Then, we compute the expected value of N̈(S − s,Q) as

M̈(S − s,Q) = IE(N̈(S − s,Q))

=
∞∑
j=0

P (N > j)

=
∞∑
j=0

[ S−s−1∑
k=0

P (Yj = k) +

min{S−1,Q−1}∑
k=1

Q−1∑
x=k

(µjF )xe−µjF

x!
p(k|x)

]

=
S−s−1∑
k=0

m(k) +

min{S−1,Q−1}∑
k=S−s

Q−1∑
x=k

m̂(x)p(k|x)

=
S−s−1∑
k=0

m(k) +

min{S−1,Q−1}∑
k=S−s

Q−1∑
x=k

m̄(k, x)
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Figure 4.1: The Shape of the Expected Total Cost for (F,Q, S) Policy. Note:
The data used is the 12-item problem with parameters as in Table 4.1

where m(k) for a specific item is

m(k) =

 1
1−pλT (0)

, k = 0;∑k
l=0 pλF (k)m(k − l), k = 1, 2, ..., S − s− 1.

(4.11)

and p(k|x) is the probability that k units demended for a specific item included

in the aggregate demand for all items x. That is a binomial distribution (see

Appendix B). Then, we compute the denominator in (4.10) as

Z(S) = a+
S−s−1∑
k=0

m(k)G(S − k) +

Q−1∑
k=S−s

Q−1∑
x=k

m̄(k, x)G(S − k) (4.12)

where G(·) is the equation (3.13) computed in chapter 3.

4.4 Solution Procedure

In this section, we use a two-dimensional search approach to obtain the near-

optimal solution for the problem using two policies proposed in previous section

within the given search space on the value of F and the value of Q. Operations
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Figure 4.2: The Shape of the Expected Total Cost for (F,Q, s, S) Policy. Note:
The data used is the 12-item problem with parameters as in Table 4.1

managers perform search on all feasible values of F andQ within space determined

until the optimal TC(F,Q) is found. However, if the endpoints gives better results

than any value within the range determined for F or Q, we extend the range for

F or Q respectively. The shape of the expected total cost TC(F,Q) for (F,Q, S)

policy, and (F,Q, S) policy respectively are illustrated in Figure (4.1) and Figure

(4.2). As can be seen in Figure (4.1) and Figure (4.2) it is quite obvious when

one goes far away from optimum.

Basically, the heuristic enumerates all feasible values of F and Q within the

space determined. For a given F , and Q, we compute the optimal (si, Si) by the

algorithm of Zheng and Federgruen (1991) for each item i with review period

Ti = miF . The algorithm search moves vertically up and horizontally right

to update Si and si during each step, and eventually reaches the optimal pair

(s∗, S∗). Then, we compute the expected total cost, say TC(F ) corresponding to

all values of F and Q. Amongst the solutions identified for TC(F ) along with

the one corresponding to F and the one corresponding Q, choose the solution

with minimum expected total cost as the best solution. However, this heuristic

produces the near-optimal solution of the problem. This heuristic is composed of
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the following three steps.

Step 0: (Initialization step)

The search space consists of F ∈ [0.01, 0.5] and Q ∈ [1, 200] with increments

∆F = 0.01 and ∆Q = 1 respectively. If the endpoints of the intervals for F

or Q give better results than others, we extend the interval, otherwise we

narrow it.

Step 1: (An Iterative step)

For a given review period F , and a given aggregate consumptionQ, compute

the optimal si, Si and the corresponding cost Ci(F,Q) for each item (i =

1, ..., n), as follow:

(a) Set S∗i = y∗i , i.e., a value yi of that minimizes Gi(yi). Then, Repeat

si = S∗i − 1 until Ci(si, S
∗
i ) ≤ Gi(si); Set s∗i = s with the initial best

solution so far C∗i (Ti) = C∗i (s∗i , S
∗
i ).

(b) Set Si = S∗i + 1. If Gi(Si) > C∗i (Ti), then stop as s∗i and S∗i are the

optimal solution with the cost C∗i (Ti); else, if Ci(s
∗
i , Si) < C∗i (Ti); Set

S∗i = Si and repeat this step; else, proceed to the next step.

(c) Compute the best s corresponding to S∗i ; Set si = s∗i +1 and the new s∗i

is obtained as the smallest value of si providing Ci(si, S
∗
i ) > Gi(si+1).

Update C∗i (Ti) = C∗i (s∗i , S
∗
i ) and goto Step b.

and compute the total cost for SJRP, say TC(F,Q), corresponding to the

value of F and Q.

Step 2:

Compute the corresponding total cost, say TC(F,Q), over all values of F

and Q. Amongst the solutions identified along with the one correspond-

ing to F and Q, choose the solution with minimum total cost as the best

solution.

Note however that for (F,Q, S) policy, we use the same heuristics to solve the

problem. Therefore, in step 1, we only obtain the optimal S∗ instead.
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4.5 Comparative Analysis and Numerical Re-

sults

In this section, we compare the performance of the (F,Q, s, S) policy and (F,Q, S)

policy to other existing policies through a numerical results. The existing policies

are (F, S), (mF, S), (F, s, S), (Q,S), (Q, s, S), and the can-order policies (s, c, S),

and (s, c, S)-C as computed in Federgruen et. al. (1984) and Melchiors (2002)

respectively. Also, we obtain the lower bound which suggested in Atkin and Iyo-

gun (1988). Therefore, we use the 12-item problems and the 8-item problems

presented in Atkins and Iyogun (1988). We use the ratio of the existing policy

cost to the (F,Q, s, S) policy cost.

For the 12-item problem, in Table 4.1 gives the problem parameters where (A =

150, h = 6, p = 0, and π = 30). Also, the table gives the optimal policy solution

for the proposed policies, that are, (F,Q, s, S) policy and (F,Q, S) policy and

compare them with the existing policies. Moreover, the costs of the proposed

policies and the ratio of other policies for different values of parameters are given

in Table 4.2. For the 8-item problem, the Table 4.3 gives the problem parameters

for identical items. It is interesting to note that the solution to the (F,Q, s, S)

policy is significantly better than existing policies.

The numerical results indicate that the first policy proposed (F,Q, s, S) is the

best over all existing policies. In the last part of the Table 4.2, the inventory

holding costs are relatively high compared to the shortages costs, the (F,Q, S)

policy performs significantly better than (Q, s, S) as the joint ordering cost A in-

creases. The last part of the Table 4.2 indicates that the (F,Q, S) policy achieves

savings of at least 4% over the (Q, s, S) policy. In Table 4.4, we have six examples

where 12 items are identical with their costs and demand. The results obtained

show that the (F,Q, s, S) policy dominates over all polices whereas the (F,Q, S)

policy performs as well as the (Q, s, S) policy.
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Further numerical results are conducted on the 12-item problem for a wide range

of parameters. We use the same data in Table 4.1, with different values for the pa-

rameters A, p, h and π = 0 which generated from Viswanthan (1997). The results

are presented in Table 4.5 and Table 4.6. For the problems whose results are pre-

sented in Table 4.5, the value A = {20, 50, 100, 200, 500}, p = {10, 50, 100, 200}

and h = {2, 6, 10}. The results show that the (F,Q, s, S) policy dominates all

other existing polices. The (F,Q, S) policy performs better than the other poli-

cies for most of the problems. The (Q, s, S) policy performs better than the

(F,Q, S) policy when the joint ordering cost A is low and the shortages costs are

high compared to the inventory holding cost. For example, A = 20, p = 200,

and h = 10. The (F,Q, S) policy performs well when the joint ordering cost A is

high. For example, when A = 500, p = 10, and h = 2.

To further verify the robustness of the proposed policies, the values of p and h

are increased by a factor of 100. This corresponds to an increase in demand rate

Viswanthan (1997). The corresponding results are presented in Table 4.6. For

these problems, the (F,Q, s, S) policy outperforms the existing policies whereas

(F,Q, S) policy perform worse when the inventory holding costs and shortages

costs are very high.

The replenishment lead times of the items and the specific item demand rate

also have a considerable effects on the optimal policy parameters. Therefore, we

investigate the effects of these factors using the data from ’́Ozkaya et. al. (2006).

The results are presented in Tables 4.7, 4.8 and 4.9.

In Table 4.7, we consider 8-items with identical parameters where A = 150,

h = 6, p = 0, π = 30, L = 0.2 and different a = {0, 20, 40, 60} and identical

demand rates, λ = {20, 40, 60, 80}. In all cases, the (F,Q, s, S) policy dominates

the existing policies. The results indicate that the (F,Q, s, S) policy achieves

savings of up to 10% over the (F, s, S) policy and 9% over the (Q, s, S) policy.

In Table 4.8, we consider n-items with identical parameters where A = 150,

µ =
∑

i λ = 320, a = 20 h = 6, p = 0, π = 30, and L = {0, 2, 0.4, 0.6} and
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the number of items, n = {2, 4, 6, 8, 10, 12}. Note that individual demand rates

are equal to each other. The results reveals that the (F,Q, s, S) policy achieves

savings of at least 2% over the (F, s, S) policy and 2% over the (Q, s, S) policy.

The (F,Q, S) policy performs significantly better than (Q, s, S) when the joint

ordering cost A is high. In Table 4.9, we consider a 4-item problem with identical

parameters where A = 150, µ =
∑

i λi = 320, a = 20 h = 6, p = 0, π = 30,

and L = 0.2. Note that various groupings of demand rates among the items are

considered. The results reveals that the (F,Q, s, S) policy achieves savings of at

least 7% over the (F, s, S) policy and 4% over the (Q, s, S) policy. However, The

(F,Q, S) policy performs as well as (Q, s, S) in all cases.
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Problem Parameters
(F,Q, s, S) (F,Q, S) (F, S) (mF, S) (F, s, S) (Q,S) (Q, s, S) (s, c, S) (s, c, S)-C LB

item a λ L

T = 0.01 T = 0.01 T = 0.8 T = 0.65 T = 0.557 Q = 275 Q = 195
Q = 209 Q = 275

1 10 40 0.2 12,40 46 46 1,41 33,37 46 33,37 8,34,46 9,26,38 11,39,065
2 10 35 0.5 23,47 52 52 1,47 40,45 52 40,45 17,43,54 19,36,47 22,47,065
3 20 40 0.2 12,41 46 46 1,41 31,37 46 31,37 8,34,49 9,24,41 11,39,065
4 20 40 0.1 7,36 41 42 1,36 27,33 42 27,33 4,27,44 5,19,36 6,34,065
5 40 40 0.2 11,42 46 46 1,41 29,37 46 30,37 8,29,53 9,22,46 11,39,065
6 20 20 1.5 36,52 53 53 1,50 43,50 53 43,50 23,46,58 28,42,55 35,52,065
7 40 20 1.0 24,43 42 42 1,40 31,46 42 31,47 14,33,50 18,30,47 24,43,0.82
8 40 20 1.0 24,43 42 42 1,40 31,46 42 31,47 14,33,50 18,30,47 24,43,0.82
9 60 28 1.0 33,60 58 58 1,54 42,65 57 43,65 25,44,69 27,40,64 33,60,0.85
10 60 20 1.0 23,46 42 42 2,50 30,48 42 30,48 13,32,53 18,29,50 23,46,1
11 80 20 1.0 23,49 42 42 2,50 29,50 42 29,49 12,31,55 17,28,52 23,49,1.15
12 80 20 1.0 23,49 42 42 2,50 29,50 42 29,49 12,31,55 17,28,52 23,49,1.15

Total Cost 2110 2300 2322 2291 2267 2304 2252 2620 2268 2047

Table 4.1: Data as well as optimal policies for 12 items, plus computed cost for (F,Q, s, S), (F,Q, S) and other policies in Literature.
Other Parameters, n = 12, A = 150, h = 6, p = 30, and π = 0
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Problem Parameters
(F,Q, s, S)

Cost of Other Policies (Given as a Ratio of the Cost of (F,Q, s, S))

h p π A (F,Q, S) (mT, S) (F, s, S) (Q,S) (Q, s, S) (s, c, S) (s, c, S)-C LB

6 0 30 150 2110 1.090 1.086 1.074 1.092 1.067 1.242 1.075 0.970

2 0 30 50 1019 1.149 1.113 1.101 1.152 1.093 1.152 1.089 0.981
100 1078 1.122 1.111 1.099 1.124 1.091 1.231 1.123 0.975
150 1130 1.105 1.100 1.098 1.107 1.089 1.291 1.141 0.970
200 1176 1.093 1.096 1.093 1.096 1.085 1.337 1.153 0.967
250 1218 1.084 1.092 1.090 1.086 1.081 1.335 1.158 0.964

2 30 0 20 822 1.116 1.102 1.078 1.160 1.073 1.121 1.061 0.991
50 861 1.088 1.097 1.085 1.136 1.079 1.294 1.097 0.989
100 912 1.060 1.102 1.088 1.114 1.081 1.363 1.134 0.988
150 954 1.044 1.097 1.093 1.103 1.086 1.415 1.159 0.991
200 986 1.041 1.104 1.101 1.103 1.094 1.464 1.176 0.995

6 30 0 100 1508 1.041 1.112 1.076 1.110 1.071 1.258 1.100 0.990
150 1562 1.034 1.109 1.092 1.109 1.086 1.315 1.118 1.001
200 1611 1.029 1.119 1.104 1.109 1.098 1.361 1.131 1.010

20 30 0 20 2239 1.056 1.145 1.038 1.129 1.036 1.064 1.034 0.994
50 2310 1.041 1.137 1.051 1.117 1.047 1.132 1.054 1.000
100 2398 1.031 1.172 1.068 1.113 1.064 1.221 1.072 1.016
150 2475 1.025 1.160 1.084 1.113 1.080 1.294 1.092 1.028
200 2546 1.020 1.173 1.097 1.113 1.093 1.351 1.108 1.040

Table 4.2: Performance of (F,Q, s, S), and (F,Q, S) over other policies for 12-item problem in Table 4.1 with different joint ordering
cost A and different parameters of h, p, and π67
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Parameters
(F,Q, s, S)

Cost of Other Policies (Given as a Ratio of the Cost of (F,Q, s, S))

Problem (F,Q, S) (mF, S) (F, s, S) (Q,S) (Q, s, S) (s, c, S) (s, c, S)-C LB

1 λ = 40 L = 0.2 1437 1.069 1.085 1.085 1.069 1.070 1.342 1.139 0.944
2 λ = 40 L = 0.4 1521 1.049 1.062 1.062 1.049 1.048 1.309 1.106 0.953
3 λ = 40 L = 0.6 1587 1.038 1.049 1.049 1.038 1.038 1.288 1.131 0.960
4 λ1−4 = 20 λ5−8 = 60 L = 0.2 1416 1.072 1.091 1.089 1.073 1.072 1.320 1.115 0.952
5 n = 4 λ = 80 L = 0.2 1188 1.040 1.064 1.064 1.039 1.039 1.257 1.039 0.949

Table 4.3: Performance of (F,Q, s, S), and (F,Q, S) over other policies for identical item problem. Other Parameters, n = 8, A = 150,
a = 20, h = 6, p = 0, and π = 30
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(F,Q, s, S)
Cost of Other Policies (Given as a Ratio of the Cost of (F,Q, s, S))

A a (F,Q, S) (F, s, S) (Q, s, S) (s, c, S) (s, c, S)-C LB

500 10 1357 1.027 1.035 1.027 1.426 1.052 0.936
500 50 1613 1.041 1.048 1.042 1.286 1.085 0.955
150 10 1051 1.039 1.048 1.039 1.138 1.052 0.951
150 50 1381 1.059 1.066 1.059 1.118 1.096 0.973
50 10 929 1.054 1.059 1.052 1.064 1.062 0.965
50 50 1301 1.075 1.082 1.075 1.067 1.059 0.987

Table 4.4: Performance of (F,Q, s, S), and (F,Q, S) over other policies for identical 12-item problem. Other Parameters, n = 12,
λ = 10, L = 1, h = 6, π = 30, and p = 10 for the two first examples, and p = 0 in the remaining four.
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Problem Parameters
(F,Q, s, S)

Cost of Other Policies (Given as a Ratio of the Cost of (F,Q, s, S))

A π p h (F,Q, S) (mF,S) (F, s, S) (Q,S) (Q, s, S) (s, c, S) LB

20 0

10 2 736 1.056 1.086 1.057 1.136 1.054 1.094 0.997
10 6 1125 1.035 1.110 1.036 1.119 1.034 1.076 0.999
10 10 1322 1.030 1.148 1.026 1.110 1.024 1.067 1.002
50 2 855 1.144 1.116 1.087 1.171 1.080 1.088 0.989
50 6 1482 1.119 1.109 1.065 1.155 1.059 1.074 0.991
50 10 1888 1.103 1.110 1.055 1.146 1.050 1.069 0.990
100 2 894 1.169 1.131 1.097 1.185 1.086 1.087 0.989
100 6 1608 1.147 1.118 1.067 1.167 1.064 1.072 0.989
100 10 2102 1.135 1.114 1.057 1.156 1.054 1.064 0.988
200 2 930 1.186 1.143 1.105 1.196 1.090 1.085 0.988
200 6 1723 1.165 1.128 1.070 1.175 1.067 1.067 0.987
200 10 2297 1.154 1.121 1.060 1.164 1.057 1.060 0.988

50 0

10 2 762 1.043 1.089 1.075 1.126 1.070 1.192 1.009
10 6 1161 1.022 1.109 1.053 1.111 1.050 1.165 1.014
10 10 1362 1.018 1.146 1.043 1.104 1.021 1.148 1.021
50 2 895 1.117 1.107 1.094 1.145 1.088 1.168 0.985
50 6 1547 1.095 1.097 1.071 1.131 1.066 1.144 0.985
50 10 1965 1.080 1.098 1.062 1.126 1.056 1.133 0.988
100 2 937 1.142 1.121 1.104 1.157 1.097 1.162 0.983
100 6 1679 1.122 1.107 1.079 1.142 1.073 1.135 0.982
100 10 2189 1.111 1.101 1.068 1.133 1.063 1.124 0.983
200 2 974 1.158 1.133 1.112 1.168 1.105 1.158 0.982
200 6 1797 1.140 1.118 1.086 1.150 1.080 1.129 0.980
200 10 2389 1.131 1.111 1.075 1.141 1.069 1.117 0.980

100 0

10 2 797 1.034 1.115 1.093 1.120 1.088 1.311 1.025
10 6 1205 1.015 1.152 1.079 1.114 1.076 1.276 1.041
10 10 1411 1.012 1.197 1.069 1.108 1.067 1.256 1.052
50 2 951 1.089 1.106 1.095 1.119 1.086 1.262 0.981
50 6 1633 1.069 1.105 1.076 1.109 1.070 1.231 0.985
50 10 2068 1.055 1.109 1.067 1.105 1.061 1.215 0.988
100 2 995 1.114 1.118 1.106 1.130 1.096 1.250 0.977
100 6 1774 1.096 1.108 1.083 1.117 1.076 1.215 0.977
100 10 2306 1.087 1.107 1.072 1.111 1.065 1.196 0.978
200 2 1033 1.131 1.130 1.115 1.140 1.106 1.245 0.975
200 6 1896 1.116 1.117 1.092 1.126 1.083 1.206 0.974
200 10 2515 1.106 1.111 1.080 1.117 1.071 1.182 0.974

200 0

10 2 857 1.030 1.125 1.114 1.110 1.110 1.473 1.048
10 6 1280 1.009 1.167 1.116 1.124 1.113 1.438 1.084
10 10 1495 1.005 1.207 1.108 1.119 1.105 1.409 1.102
50 2 1037 1.064 1.098 1.095 1.088 1.088 1.388 0.981
50 6 1768 1.041 1.097 1.087 1.091 1.079 1.348 0.988
50 10 2222 1.032 1.104 1.085 1.094 1.079 1.335 0.996
100 2 1088 1.084 1.106 1.102 1.103 1.093 1.368 0.972
100 6 1927 1.069 1.096 1.088 1.092 1.080 1.321 0.973
100 10 2492 1.062 1.095 1.081 1.089 1.074 1.300 0.976
200 2 1130 1.100 1.115 1.111 1.112 1.100 1.355 0.967
200 6 2059 1.087 1.103 1.095 1.099 1.086 1.305 0.966
200 10 2719 1.079 1.097 1.086 1.093 1.076 1.276 0.968

500 0

10 2 1034 1.025 1.109 1.101 1.096 1.097 1.678 1.053
10 6 1464 1.003 1.210 1.161 1.158 1.158 1.714 1.159
10 10 1685 1.001 1.266 1.169 1.167 1.166 1.696 1.203
50 2 1233 1.040 1.087 1.086 1.079 1.079 1.592 0.985
50 6 2031 1.023 1.114 1.110 1.102 1.102 1.590 1.019
50 10 2535 1.019 1.126 1.114 1.107 1.107 1.575 1.030
100 2 1296 1.052 1.087 1.087 1.077 1.078 1.556 0.968
100 6 2264 1.041 1.083 1.081 1.072 1.073 1.508 0.973
100 10 2908 1.034 1.083 1.079 1.070 1.070 1.487 0.977
200 2 1351 1.066 1.089 1.089 1.079 1.079 1.528 0.956
200 6 2428 1.055 1.080 1.080 1.070 1.070 1.469 0.957
200 10 3178 1.048 1.077 1.076 1.066 1.066 1.442 0.959

Table 4.5: Performance of (F,Q, s, S) Policy and (F,Q, S) over the other policies for 12-item Problem in Table 3.2 when the
inventory holding cost is less than the shortages cost
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Problem Parameters
(F, Q, s, S)

Cost of Other Policies (Given as a Ratio of the Cost of (F, Q, s, S))

A π p h (F,Q, S) (mF,S) (F, s, S) (Q,S) (Q, s, S) (s, c, S) (s, c, S)-C LB

20 0

1000 200 18322 1.087 1.020 1.097 1.086 1.016 1.017 1.011 0.989
1000 600 33823 1.063 1.011 1.109 1.061 1.009 1.009 1.014 0.991
1000 1000 43011 1.052 1.010 1.123 1.051 1.008 1.009 1.005 0.991
5000 200 26039 1.082 1.016 1.074 1.077 1.014 1.012 1.007 0.990
5000 600 57068 1.054 1.012 1.065 1.051 1.009 1.007 1.005 0.992
5000 1000 80408 1.042 1.009 1.064 1.037 1.006 1.005 1.002 0.992
10000 200 29059 1.081 1.016 1.071 1.076 1.014 1.011 1.008 0.990
10000 600 66735 1.050 1.013 1.057 1.046 1.008 1.006 1.006 0.993
10000 1000 96927 1.038 1.009 1.053 1.033 1.005 1.004 1.001 0.991
20000 200 31920 1.078 1.016 1.067 1.073 1.013 1.010 1.007 0.990
20000 600 75966 1.047 1.013 1.052 1.043 1.007 1.004 1.003 0.992
20000 1000 112800 1.032 1.008 1.047 1.029 1.004 1.003 1.001 0.992

50 0

1000 200 18651 1.077 1.026 1.086 1.077 1.023 1.036 * 0.985
1000 600 34277 1.056 1.017 1.101 1.054 1.013 1.024 * 0.986
1000 1000 43524 1.046 1.016 1.115 1.045 1.012 1.021 * 0.988
5000 200 26420 1.074 1.025 1.069 1.071 1.021 1.025 * 0.985
5000 600 57655 1.049 1.014 1.060 1.048 1.011 1.015 * 0.988
5000 1000 81072 1.039 1.012 1.059 1.034 1.009 1.011 * 0.989
10000 200 29453 1.074 1.024 1.065 1.070 1.021 1.024 * 0.985
10000 600 67351 1.046 1.015 1.055 1.041 1.012 1.013 * 0.989
10000 1000 97703 1.035 1.011 1.048 1.030 1.008 1.009 * 0.988
20000 200 32342 1.071 1.023 1.065 1.067 1.019 1.022 * 0.985
20000 600 76614 1.044 1.015 1.048 1.039 1.010 1.012 * 0.989
20000 1000 113590 1.031 1.010 1.044 1.027 1.006 1.008 * 0.989

100 0

1000 200 19101 1.067 1.030 1.095 1.068 1.025 1.060 1.022 0.980
1000 600 34861 1.048 1.021 1.110 1.050 1.017 1.041 1.015 0.982
1000 1000 44162 1.040 1.018 1.124 1.041 1.015 1.037 1.013 0.986
5000 200 26939 1.066 1.031 1.074 1.064 1.025 1.045 1.018 0.981
5000 600 58437 1.044 1.018 1.063 1.039 1.014 1.027 1.011 0.984
5000 1000 81993 1.035 1.015 1.062 1.031 1.011 1.022 1.008 0.985
10000 200 30010 1.066 1.030 1.070 1.064 1.024 1.040 1.018 0.979
10000 600 68171 1.042 1.019 1.057 1.037 1.014 1.025 1.012 0.985
10000 1000 98669 1.032 1.014 1.052 1.029 1.011 1.018 1.007 0.985
20000 200 32910 1.064 1.029 1.067 1.060 1.024 1.039 1.015 0.980
20000 600 77499 1.039 1.018 1.053 1.035 1.013 1.021 1.011 0.986
20000 1000 114600 1.031 1.014 1.045 1.027 1.010 1.015 1.007 0.986

200 0

1000 200 19823 1.056 1.035 1.082 1.058 1.029 1.094 * 0.973
1000 600 35835 1.038 1.023 1.100 1.041 1.019 1.070 * 0.978
1000 1000 45227 1.033 1.022 1.117 1.035 1.017 1.060 * 0.981
5000 200 27800 1.056 1.035 1.066 1.054 1.028 1.074 * 0.973
5000 600 59662 1.039 1.022 1.060 1.036 1.017 1.047 * 0.978
5000 1000 83392 1.032 1.020 1.058 1.028 1.014 1.034 * 0.982
10000 200 30897 1.057 1.036 1.064 1.054 1.029 1.065 * 0.973
10000 600 69505 1.038 1.021 1.052 1.035 1.017 1.040 * 0.978
10000 1000 100160 1.029 1.019 1.050 1.025 1.014 1.028 * 0.981
20000 200 33831 1.055 1.036 1.063 1.052 1.028 1.059 * 0.973
20000 600 78889 1.036 1.021 1.048 1.031 1.017 1.036 * 0.980
20000 1000 116280 1.029 1.017 1.044 1.025 1.013 1.028 * 0.982

500 0

1000 200 21507 1.037 1.038 1.072 1.043 1.031 1.168 1.033 0.961
1000 600 38022 1.026 1.029 1.099 1.033 1.023 1.128 1.026 0.970
1000 1000 47629 1.024 1.028 1.121 1.032 1.022 1.112 1.025 0.975
5000 200 29759 1.044 1.041 1.059 1.044 1.032 1.133 1.028 0.958
5000 600 62581 1.030 1.027 1.053 1.028 1.020 1.085 1.019 0.968
5000 1000 86847 1.027 1.022 1.055 1.025 1.015 1.063 1.014 0.970
10000 200 32930 1.045 1.042 1.057 1.043 1.033 1.122 1.028 0.959
10000 600 72597 1.031 1.028 1.050 1.028 1.020 1.072 1.019 0.967
10000 1000 103830 1.026 1.022 1.045 1.023 1.016 1.057 1.013 0.972
20000 200 35927 1.046 1.043 1.057 1.045 1.033 1.112 1.027 0.959
20000 600 82095 1.030 1.026 1.044 1.027 1.020 1.072 1.021 0.970
20000 1000 120110 1.025 1.022 1.041 1.024 1.016 1.049 1.012 0.974

Table 4.6: Performance of (F,Q, s, S) Policy and (F,Q, S) over the other policies for 12-item Problem in Table 3.2 when the
inventory holding cost is greater than the shortages cost
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(F,Q, s, S)
Cost of Other Policies (Given as a Ratio of

the Cost of (F,Q, s, S))
a λ (F,Q, S) (F, s, S) (Q, s, S) LB

0 20 819 1.042 1.063 1.044 0.898
40 1156 1.036 1.052 1.035 0.909
60 1414 1.030 1.045 1.030 0.917
80 1630 1.028 1.042 1.027 0.923

20 20 1013 1.074 1.097 1.080 0.936
40 1437 1.069 1.085 1.069 0.944
60 1763 1.062 1.076 1.062 0.949
80 2039 1.057 1.070 1.057 0.952

40 20 1167 1.080 1.105 1.091 0.957
40 1662 1.078 1.093 1.079 0.958
60 2038 1.073 1.087 1.073 0.963
80 2357 1.069 1.081 1.068 0.965

60 20 1302 1.079 1.106 1.092 0.964
40 1851 1.083 1.097 1.084 0.969
60 2275 1.077 1.089 1.077 0.971
80 2634 1.072 1.084 1.072 0.972

Table 4.7: Performance of (F,Q, s, S) and (F,Q, S) for identical items with dif-
ferent demand rates and specific-item ordering cost. Other Parameters, n = 8,
A = 150, L = 0.2, h = 6, p = 0, and π = 30.

72



Stochastic Joint Replenishment Problems: Periodic Review Policies 73

(F,Q, s, S)
Cost of Other Policies (Given as a Ratio of

the Cost of (F,Q, s, S))
L n (F,Q, S) (F, s, S) (Q, s, S) LB

0.2 2 1022 1.017 1.056 1.016 0.966
4 1188 1.040 1.064 1.039 0.950
6 1318 1.055 1.077 1.059 0.945
8 1437 1.069 1.085 1.069 0.944
10 1542 1.079 1.093 1.080 0.944
12 1617 1.088 1.115 1.104 0.963

0.4 2 1066 1.011 1.043 1.010 0.973
4 1249 1.026 1.046 1.026 0.959
6 1390 1.039 1.057 1.042 0.955
8 1521 1.049 1.061 1.049 0.954
10 1635 1.057 1.068 1.057 0.953
12 1716 1.066 1.088 1.079 0.973

0.6 2 1102 1.007 1.035 1.007 0.976
4 1297 1.020 1.038 1.020 0.965
6 1447 1.030 1.047 1.034 0.961
8 1587 1.038 1.049 1.038 0.960
10 1706 1.046 1.055 1.046 0.959
12 1791 1.053 1.074 1.067 0.980

Table 4.8: Performance of (F,Q, s, S) and (F,Q, S) for identical items with differ-
ent leadtime and number of items. Other Parameters, µ = 320,A = 150,a = 20,
h = 6, p = 0, and π = 30
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Items Demand
(F,Q, s, S)

Cost of Other Policies (Given as a Ratio of
the Cost of (F,Q, s, S))

λ1 λ2 λ3 λ4 (F,Q, S) (F, s, S) (Q, s, S) LB

80 80 80 80 1188 1.040 1.064 1.039 0.950

70 70 70 110 1185 1.040 1.065 1.039 0.951
60 60 60 140 1180 1.039 1.066 1.039 0.954
50 50 50 170 1170 1.039 1.069 1.039 0.958
40 40 40 200 1156 1.040 1.074 1.039 0.966

70 70 90 90 1187 1.040 1.065 1.039 0.951
60 60 100 100 1184 1.040 1.065 1.039 0.952
50 50 110 110 1180 1.040 1.066 1.039 0.953
40 40 120 120 1173 1.041 1.069 1.040 0.957

70 83.33 83.33 83.33 1187 1.040 1.064 1.040 0.950
60 86.67 86.67 86.67 1186 1.040 1.065 1.040 0.951
50 90 90 90 1185 1.040 1.065 1.040 0.952
40 93.33 93.33 93.33 1183 1.039 1.065 1.039 0.952

70 60 100 90 1185 1.040 1.065 1.039 0.951
70 50 110 90 1184 1.040 1.065 1.039 0.952
70 40 120 90 1180 1.040 1.067 1.040 0.954
70 30 130 90 1175 1.041 1.068 1.040 0.956
70 20 140 90 1168 1.042 1.069 1.041 0.958

Table 4.9: Performance of (F,Q, s, S) and (F,Q, S) for non-identical items. Other
Parameters, n = 4, A = 150, a = 20, h = 6, p = 0, and π = 30
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4.6 Conclusion

In this chapter, we consider two periodic review policies for solving stochastic joint

replenishment problems (SJRPs) referred as to (F,Q, S) policy and (F,Q, s, S)

policy. The proposed policies base the ordering decisions on the aggregate demand

since last replenishment and the time between two successive replenishments. We

develop expressions for the operating characteristics of the inventory system and

construct the expected total cost for a unit Poisson demand process.

An extensive numerical conducts to study the sensitivity of the policy to nu-

merous problem parameters and to assess the performance of the proposed policy

over the existing policies. The numerical results show that the (F,Q, s, S) policy

is able to dominate all other policies in literature because (F, s, S) policy is a spe-

cial case of the (F,Q, s, S) policy when Q = 1, and (Q, s, S) policy is a special case

of the (F,Q, s, S) policy when F → 0. The proposed policies were compared to

the existing policies in literature and numerical results show that the (F,Q, s, S)

policy performs much better and provides significant savings over the existing

policies. Also, the (F,Q, S) policy performs slightly better over the policies com-

pared. This finding, we believe, may perhaps have important implications for

manufacturing/distributions systems.
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Chapter 5

Joint Replenishment Problems

with Different Demand Classes

This chapter is concerned with the joint replenishment problem (JRP) with two

different demand sources; that are, deterministic demand and stochastic demand.

The deterministic demand must be satisfied immediately while the stochastic de-

mand that cannot be met from stock is backordered. A new model for JRP with

priority demand classes (DSRJP) is discussed. Also, we propose a periodic review

policy, called (mF,R + S) policy.

The remainder of this chapter is organized as follows. In section 5.1 we describe

the basic model for JRP with different demand classes and discuss its importance.

Typical assumptions and notations for the model and the model formulation for

the model are discussed in Sections 5.2 and 5.3 respectively. A heuristic algo-

rithm is presented in Section 5.4. In Section 5.5, we discuss the performance of

the proposed heuristic. Section 5.6 provides conclusions.

5.1 Introduction

We consider a joint replenishment problem (JRP) where the inventory system

faces two different demand classes, which are deterministic demand and stochas-

tic demand. The deterministic demand must be satisfied immediately, while the
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stochastic demand that cannot be satisfied from stock is backordered and ful-

fills when the replenishment order is arrived. Assume that items reserved for

deterministic demand are never used for stochastic demand. The problem is to

minimise the expected total ordering, inventory holding and shortages costs per

unit time.

A periodic review period policy, called (mF,R + S) is proposed to determine

when and how much to order for each demand classes. In this policy, the inven-

tory position for an item i is reviewed periodically every miF time units and then

bring the inventory position up to level Ri + Si, where mi is a positive integer.

For stochastic demand, Atkins and Iygun (1988) propose periodic review policy

(mF, S) where the items are replenished periodically regardless of their inven-

tory positions. Fung and Ma (2001) propose an algorithm to obtain an optimal

solution for deterministic demand (see Appendix A). Basically, the solution for

deterministic version of JRP is optimal whereas the solution for the stochastic

JRP is not. Therefore, the optimal solution for the deterministic demand is used

to solve the problem where demand is generated from two sources, one deter-

ministic and one stochastic. Then, we compare the solution obtained from the

deterministic version of JRP to the solution obtained from the new heuristic. For

the deterministic solution, the integer multiple times mi for each item i is com-

puted are based only on deterministic demand. However, a heuristic algorithm

is proposed where the integer multiple times mi for each item i is computed are

based on both deterministic demand and stochastic demand.

In most of the literature on joint replenishment problem, demand is treated either

as deterministic or stochastic. However, in reality in many applications demand

is generated from several sources. More specifically, demand is generated from

a deterministic source and a stochastic source. Therefore, this chapter will be

addressing a new model as a starting point of the research for such problem.
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5.2 Typical Assumptions of the Model

Through this chapter, we use the notation given below and the following typical

assumption are made.

1. For each item, there are two sources of demand. The first is assumed to

be independent, deterministic and constant, and the second independent,

stochastic and stationary, respectively;

2. For each item, the deterministic demand must be satisfied immediately

while the stochastic demand that cannot be met from stock is backordered,

where a customer agrees to wait until his order is fulfilled;

3. For each item, the other relevant parameters are deterministic and constant

over a planning horizon that is considered infinite for planning purposes;

namely, procurement lead time, specific-item ordering cost, inventory hold-

ing cost, and shortages costs;

4. For each item, stock reserved for deterministic demand source are never

used for stochastic demand source;

5. The joint replenishment of a subset of products or all products achieves

some sort of economies of scale and the joint ordering cost is independent

of both the items ordered and their number;

6. Supply is readily available

Notations:

Parameters
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n : number of items,

di : deterministic demand rate for product i expressed in units per year,

λi : mean of Poisson distribution of demand for item i expressed in units per year,

Li : replenishment lead time of item i expressed in unit of time per year,

hi : cost of inventory holding of item i expressed in $/units per year,

pi : backorder cost of per unit and time unit for item i,

πi : one-off shortage cost of per unit of item i,

A : joint ordering cost associated with each replenishment order ($/order),

ai : specific-item ordering cost of item i, incurred if items i is ordered in

a replenishment order expressed in $/order of item i.

Decision Variables

F : basic review period length for replenishment order expressed in units per year,

mi : the integer time multiple of the basic review period F for item i,

Ti : review period for item i expressed in unit of time per

year, where Ti = miF ,

Si : order-up-to for the stochastic source for item i.

5.3 Model Formulation

In this section, we derive the inventory holding cost in the case where demand

is deterministic. Then, we derive the expected inventory holding cost in the

case where stochastic demands are generated by Poisson processes and units are

demanded one a time. For (miF,Ri+Si) policy, the replenishment order cycle for

each item i is an integer multiple mi of the replenishment order cycle F . Thus,

the replenishment order cycle for item i is

Ti = miF (5.1)
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and the order quantity during cycle time for the deterministic source Ri for item

i is

Ri = dTidie = dmiFdie (5.2)

where d·e denotes integer ceiling function. The total inventory holding costs CD
H

in the case where demand is deterministic are

CD
H =

n∑
i=1

hi
Ri

2
=

n∑
i=1

hi
dmiFdie

2
(5.3)

For the case where demand is stochastic, the expected total inventory holding

costs ICS
H are

CS
H =

n∑
i=1

∑S−1
k=0 Gi(Si − k)

Ti
(5.4)

=
n∑
i=1

∑S−1
k=0 Gi(Si − k)

miF
(5.5)

and

Cs
i (Ti) =

ai +
∑S−1

k=0 Gi(S − k)

Ti
(5.6)

where C∗i (miF ) is the cost per unit time for item i corresponding to a review

period of Ti = miF , and item i only bears the item-specific ordering cost where

demand is stochastic. where Gi(·) is the exptected inventory holding and short-

ages costs function per unit time for item i (is the equation (3.13) computed in

chapter 3).

The total ordering costs CO are

CO =
A+

∑n
i=1 ai/mi

F
(5.7)

The expected total cost TC(F,m1, ...,mn) for (miF,Ri+Si) policy with a review
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period of F is approximately:

TC(F,m1, ...,mn) = CO + CD
H + CS

H (5.8)

The actual cost of (miF,Ri +Si) policy is less than that evaluated by expression

(5.7), since the major setup cost A is not incurred in a review period in which

none of the items is ordered.

5.4 Solution Approach

This section is mainly concerned with the simple heuristic to solve the JRP model

where the system faces different demand classes. First, we obtain the time multi-

ple mi for each item i by solving a deterministic JRP with demand di+λi. Second,

we compute the optimal Si policy by using the second part of the algorithm of

Zheng and Federgruen (1991) for each item i with review period Ti = miF .

Finally, we compute the expected total cost, say TC(F ) corresponding to the

initial value of F , and increment F by 0.01 in either direction. The heuristic is

conducted by varying F until we see no improvement in the total cost TC(F )

as defined in (5.8). The solution approach is summarised in the following three

steps.

Step 0: (Initialization step)

Solve the deterministic version of the JRP with demand Di = di+λi for each

item i (i = 1, ..., n). Then, set the common cycle for deterministic version

to an initial review period F , and the integer time multiples corresponding

to the common cycle to m∗i , for each item i (i = 1, ..., n). Some optimal

algorithms are presented in Appendix A.

Step 1: (An Iterative step)

For each item (i = 1, ..., n), compute the optimal S∗i and the cost of stochas-

tic version of JRP, say Cs∗
i (Ti), corresponding to the current value of the

review period Ti = m∗iF , as follow:
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(a) Set S∗i = y∗i , i.e., a value yi of that minimizes Gi(yi). Then, compute

the initial best solution so far Cs∗
i (Ti) = C∗i (Ti, S

∗
i ).

(b) Set Si = S∗i +1. If Gi(Si) > Cs∗
i (Ti, S

∗
i ), then stop as S∗i are the optimal

solution with the cost Cs∗
i (Ti, S

∗
i ); else, if Cs

i (Ti, Si) < Cs∗
i (Ti, S

∗
i ); Set

S∗i = Si and repeat this step.

and compute the cost C∗i (Ti) for item i which is composed of the cost of

stochastic version of JRP and the total inventory holding costs for the

deterministic version of JRP
∑

i hi
dTidie

2
.Then, compute the total cost for

DSJRP, say TC(F ), corresponding to the initial value of F .

Step 2: (Improvement step)

Increment F by 0.01, in either direction, then repeat step 1, and update

TC(F ) and F . Stop if there is no further improvemment in the total cost

TC(F ) for the current value of F .

5.5 Performance Evaluation

In this section, we obtain the optimal F and mi for each item i using the classic

JRPs with deterministic demand, and then obtain the expected total cost TC(F )

(5.4) using these values. We denote that P 1 is the solution obtained by the deter-

ministic JRP, and P 2 is the solution obtained from the (mF,R + S) policy. We

compare the performance of the P 1 to P 2 through a numerical results. First of

all, in Table 5.1, data are presented and the optimal policy solutions are shown.

The deterministic demands d are uniformly generated U(15, 60).

Further numerical results are conducted on the 12-item problem for a wide

range of parameters. We use the same data in Table 5.1, with different val-

ues for the parameters A, p, h and π = 0. The results are presented in Ta-

ble 5.2. For the problems whose results are presented in Table 5.2, the value

A = {20, 50, 100, 200, 500}, p = {10, 50, 100, 200} and h = {2, 6, 10}. The results

show that the (mF,Q+S) policy P 2 dominates the deterministic version of JRP

P 1. The P 2 policy performs well over the P 1 for all the problems. The results
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also indicate that the P 2 policy achieves savings of up to 5% over the P 1 policy.

In Table 5.3, we consider high values of inventory holding costs and shortages

costs. The table reveals that the P 2 policy achieves savings of up to 1% over the

P 1 policy when the inventory holding costs and shortages are very large.

To further verify the robustness of the proposed policies, we consider that the de-

terministic demand rate is a half of the stochastic demand rate, that is, d = 0.5λ

for each item. The results presented in Table 5.4 with moderate values of inven-

tory holding costs and shortages costs. The numerical results reveal that the P 2

policy performs significantly better than P 1, and the P 2 policy achieves savings

of up to 15% over the P 1 policy. Also, The results with high values of inven-

tory holding costs and shortages costs are presented in Table 5.5, the P 2 policy

achieves savings of up to 6% over the P 1 policy.

For further analysis, we consider that the deterministic demand rate is a dou-

ble of the stochastic demand rate, that is, d = 2λ for each item. The results

presented in Table 5.6 with moderate values of inventory holding costs and short-

ages costs. The numerical results reveal that the P 2 policy performs better than

P 1, and the P 2 policy achieves savings of up to 2% over the P 1 policy. Also, The

results with high values of inventory holding costs and shortages costs are pre-

sented in Table 5.7, the P 2 policy achieves savings of up to 5% over the P 1 policy.

We can see that for the high values of the inventory holding costs and shortages

costs, the P 2 performs better than the case in which the inventory holding costs

and shortages costs are moderate.
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Problem Parameters P11 P22

T ∗ = 0.976 T ∗ = 0.674
i λ d L a m Q S m Q S

1 40 60 0.2 10 1 59 47 1 41 35
2 35 30 0.5 10 1 30 53 1 21 42
3 40 50 0.2 20 1 49 47 1 34 35
4 40 55 0.1 20 1 54 43 1 38 31
5 40 45 0.2 40 1 44 47 1 31 35
6 20 35 1.5 20 1 35 53 1 24 48
7 20 30 1 40 1 30 42 1 21 37
8 20 15 1 40 2 30 60 2 21 48
9 28 20 1 60 2 40 83 2 27 66
10 20 25 1 60 2 49 60 2 34 48
11 20 30 1 80 2 59 60 2 41 48
12 20 50 1 80 1 49 42 2 68 48

Total Cost 1602 1540
1 is the optimal solution for deterministic version to solve joint replenishment problem where demand is Deterministic and stochastic demand (DSJRP),
2 is the stochastic policy (mF,R + S) to solve DSJRP.

Table 5.1: Data and Typical Results for deterministic Policy and stochastic Policy for DSJRP where Deterministic Demand D is
Uniformly generated, U(15, 60). Other data are n = 12, A = 150, h = 2, p = 30, and π = 0
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Problem Parameters
P11 P22 P1/P2

A p h

20

10 2 1269 1231 1.031
10 6 2076 2055 1.010
10 10 2595 2584 1.004
50 2 1420 1362 1.042
50 6 2461 2394 1.028
50 10 3159 3095 1.021
100 2 1476 1411 1.046
100 6 2615 2532 1.033
100 10 3403 3319 1.025
200 2 1527 1457 1.048
200 6 2757 2660 1.037
200 10 3632 3533 1.028

50

10 2 1316 1282 1.026
10 6 2159 2128 1.015
10 10 2704 2694 1.004
50 2 1468 1417 1.036
50 6 2546 2481 1.026
50 10 3269 3205 1.020
100 2 1524 1468 1.038
100 6 2701 2623 1.030
100 10 3514 3430 1.025
200 2 1576 1515 1.040
200 6 2844 2754 1.033
200 10 3744 3643 1.028

100

10 2 1400 1363 1.027
10 6 2292 2261 1.014
10 10 2865 2859 1.002
50 2 1558 1503 1.037
50 6 2693 2626 1.025
50 10 3452 3389 1.018
100 2 1616 1555 1.039
100 6 2852 2769 1.030
100 10 3702 3616 1.024
200 2 1669 1603 1.041
200 6 2999 2904 1.033
200 10 3939 3833 1.028

200

10 2 1552 1505 1.031
10 6 2526 2493 1.013
10 10 3151 3125 1.008
50 2 1721 1650 1.043
50 6 2957 2873 1.029
50 10 3780 3707 1.020
100 2 1783 1704 1.046
100 6 3125 3024 1.033
100 10 4047 3944 1.026
200 2 1839 1754 1.049
200 6 3280 3164 1.036
200 10 4295 4167 1.031

500

10 2 1834 1785 1.027
10 6 2985 2951 1.012
10 10 3723 3722 1.001
50 2 2017 1944 1.038
50 6 3452 3359 1.028
50 10 4405 4312 1.022
100 2 2083 2002 1.040
100 6 3632 3520 1.032
100 10 4689 4562 1.028
200 2 2142 2055 1.042
200 6 3795 3670 1.034
200 10 4950 4800 1.031

1 is the optimal solution for deterministic version to solve joint replenishment problem where
demand is Deterministic and stochastic demand (DSJRP),
2 is the stochastic policy (mF,R + S) to solve DSJRP.

Table 5.2: Performance of (mF,R+ S) Policy over Deterministic Policy for 12-item Problem in Table 5.1
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Problem Parameters
P11 P2 P1/P2

A p h

20

1000 200 25376 25124 1.010
1000 600 48214 47420 1.017
1000 1000 61426 61426 1.000
5000 200 33243 32864 1.012
5000 600 71579 70505 1.015
5000 1000 98632 98632 1.000
10000 200 36352 36001 1.010
10000 600 81352 80125 1.015
10000 1000 115336 115336 1.000
20000 200 39342 38903 1.011
20000 600 90585 89397 1.013
20000 1000 131330 131330 1.000

50

1000 200 25893 25787 1.004
1000 600 48311 47939 1.008
1000 1000 64071 63568 1.008
5000 200 33782 33484 1.009
5000 600 71616 71080 1.008
5000 1000 101185 100486 1.007
10000 200 36897 36535 1.010
10000 600 81401 80668 1.009
10000 1000 117672 117136 1.005
20000 200 39840 39425 1.011
20000 600 90627 89925 1.008
20000 1000 133838 132890 1.007

100

1000 200 26630 26602 1.001
1000 600 48974 48974 1.000
1000 1000 64799 64600 1.003
5000 200 34593 34389 1.006
5000 600 72300 72300 1.000
5000 1000 102073 101554 1.005
10000 200 37707 37483 1.006
10000 600 82224 82224 1.000
10000 1000 118628 118175 1.004
20000 200 40740 40386 1.009
20000 600 91493 91493 1.000
20000 1000 134721 134038 1.005

200

1000 200 28258 27945 1.011
1000 600 51009 51009 1.000
1000 1000 67097 66982 1.002
5000 200 36347 35794 1.015
5000 600 74552 74552 1.000
5000 1000 104682 104392 1.003
10000 200 39540 38876 1.017
10000 600 84524 84524 1.000
10000 1000 121346 121186 1.001
20000 200 42564 41882 1.016
20000 600 94130 93980 1.002
20000 1000 137483 137397 1.001

500

1000 200 30617 30167 1.015
1000 600 55809 55664 1.003
1000 1000 71085 71085 1.000
5000 200 38878 38339 1.014
5000 600 79714 79227 1.006
5000 1000 108954 108954 1.000
10000 200 42197 41741 1.011
10000 600 89777 89125 1.007
10000 1000 125932 125932 1.000
20000 200 45297 44750 1.012
20000 600 99333 98551 1.008
20000 1000 142311 142311 1.000

1 is the optimal solution for deterministic version to solve joint replenishment problem where
demand is Deterministic and stochastic demand (DSJRP),
2 is the stochastic policy (mT, S + Q) to solve DSJRP.

Table 5.3: Performance of (mF,R+ S) Policy over Deterministic Policy for 12-item Problem in Table 5.1 with High Values
of Inventory Holding and Shortages Costs
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Problem Parameters
P11 P2 P1/P2

A p h

20

10 2 1087 985 1.104
10 6 1679 1576 1.065
10 10 2033 1972 1.031
50 2 1277 1130 1.130
50 6 2163 1967 1.100
50 10 2737 2518 1.087
100 2 1345 1184 1.136
100 6 2347 2117 1.109
100 10 3027 2753 1.099
200 2 1406 1234 1.140
200 6 2516 2258 1.114
200 10 3297 2978 1.107

50

10 2 1139 1026 1.110
10 6 1766 1647 1.072
10 10 2096 2039 1.028
50 2 1334 1178 1.133
50 6 2264 2039 1.110
50 10 2821 2610 1.081
100 2 1404 1236 1.135
100 6 2454 2195 1.118
100 10 3119 2855 1.092
200 2 1467 1287 1.140
200 6 2626 2339 1.123
200 10 3395 3087 1.100

100

10 2 1214 1091 1.113
10 6 1876 1758 1.067
10 10 2233 2180 1.025
50 2 1416 1247 1.136
50 6 2393 2150 1.113
50 10 2988 2753 1.086
100 2 1488 1304 1.141
100 6 2588 2305 1.123
100 10 3295 2998 1.099
200 2 1553 1357 1.145
200 6 2766 2450 1.129
200 10 3579 3231 1.108

200

10 2 1325 1195 1.109
10 6 2042 1920 1.063
10 10 2471 2391 1.033
50 2 1539 1357 1.135
50 6 2592 2337 1.109
50 10 3274 2992 1.094
100 2 1614 1416 1.140
100 6 2796 2501 1.118
100 10 3595 3247 1.107
200 2 1682 1470 1.144
200 6 2982 2652 1.124
200 10 3892 3488 1.116

500

10 2 1582 1426 1.110
10 6 2429 2296 1.058
10 10 2917 2830 1.031
50 2 1821 1603 1.136
50 6 3048 2745 1.111
50 10 3825 3502 1.092
100 2 1903 1667 1.142
100 6 3273 2919 1.121
100 10 4180 3781 1.105
200 2 1977 1725 1.146
200 6 3475 3078 1.129
200 10 4501 4042 1.114

1 is the optimal solution for deterministic version to solve joint replenishment problem where
demand is Deterministic and stochastic demand (DSJRP),
2 is the stochastic policy (mF,R + S) to solve DSJRP.

Table 5.4: Performance of (mF,R+S) Policy over Deterministic Policy for 12-item Problem in Table 5.1 where Deterministic
Demand D = αλ, where α = 0.5
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Problem Parameters
P11 P2 P1/P2

A p h

20

1000 200 22566 22540 1.001
1000 600 43058 41966 1.026
1000 1000 54374 54135 1.004
5000 200 30831 30424 1.013
5000 600 66976 65398 1.024
5000 1000 92281 92181 1.001
10000 200 34118 33601 1.015
10000 600 77056 75220 1.024
10000 1000 109176 109111 1.001
20000 200 37241 36556 1.019
20000 600 86546 84593 1.023
20000 1000 125511 125127 1.003

50

1000 200 23402 22531 1.039
1000 600 43110 42804 1.007
1000 1000 57209 54293 1.054
5000 200 31795 30542 1.041
5000 600 67201 66101 1.017
5000 1000 95366 91777 1.039
10000 200 35098 33710 1.041
10000 600 77213 75781 1.019
10000 1000 112363 108366 1.037
20000 200 38248 36755 1.041
20000 600 86873 85016 1.022
20000 1000 128644 124549 1.033

100

1000 200 23826 22977 1.037
1000 600 43932 43482 1.010
1000 1000 58316 55076 1.059
5000 200 32289 31015 1.041
5000 600 68206 66786 1.021
5000 1000 96595 92684 1.042
10000 200 35683 34244 1.042
10000 600 78206 76567 1.021
10000 1000 113884 109294 1.042
20000 200 38791 37281 1.040
20000 600 87873 85794 1.024
20000 1000 130040 125484 1.036

200

1000 200 25088 24167 1.038
1000 600 44036 44036 1.000
1000 1000 58507 58364 1.002
5000 200 33755 32136 1.050
5000 600 68468 68461 1.000
5000 1000 97059 95741 1.014
10000 200 37154 35311 1.052
10000 600 78962 78800 1.002
10000 1000 114174 112339 1.016
20000 200 40451 38314 1.056
20000 600 88687 88442 1.003
20000 1000 130885 128405 1.019

500

1000 200 27317 26431 1.034
1000 600 48570 46788 1.038
1000 1000 64295 60328 1.066
5000 200 36420 34686 1.050
5000 600 73794 71022 1.039
5000 1000 103979 99207 1.048
10000 200 39904 38002 1.050
10000 600 84289 81384 1.036
10000 1000 121412 116591 1.041
20000 200 43293 41104 1.053
20000 600 94420 90895 1.039
20000 1000 138179 133219 1.037

1 is the optimal solution for deterministic version to solve joint replenishment problem where
demand is Deterministic and stochastic demand (DSJRP),
2 is the stochastic policy (mF,R + S) to solve DSJRP.

Table 5.5: Performance of (mF,R+ S) Policy over Deterministic Policy for 12-item Problem in Table 5.1 with High Values
of Inventory and Shortages Costs where Deterministic Demand D = αλ, where α = 0.5
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Problem Parameters
P11 P2 P1/P2

A p h

20

10 2 1420 1404 1.011
10 6 2376 2367 1.004
10 10 3003 3003 1.000
50 2 1555 1527 1.019
50 6 2719 2690 1.011
50 10 3511 3494 1.005
100 2 1606 1573 1.021
100 6 2859 2822 1.013
100 10 3732 3703 1.008
200 2 1653 1616 1.023
200 6 2990 2939 1.017
200 10 3944 3904 1.010

50

10 2 1480 1462 1.013
10 6 2488 2460 1.012
10 10 3124 3124 1.000
50 2 1619 1589 1.019
50 6 2840 2788 1.019
50 10 3641 3614 1.008
100 2 1670 1636 1.021
100 6 2983 2921 1.021
100 10 3868 3827 1.011
200 2 1718 1681 1.022
200 6 3116 3046 1.023
200 10 4082 4029 1.013

100

10 2 1580 1559 1.014
10 6 2646 2625 1.008
10 10 3339 3314 1.008
50 2 1723 1686 1.022
50 6 3008 2957 1.017
50 10 3870 3814 1.015
100 2 1776 1735 1.024
100 6 3154 3091 1.020
100 10 4101 4032 1.017
200 2 1825 1779 1.025
200 6 3290 3218 1.023
200 10 4322 4241 1.019

200

10 2 1733 1708 1.015
10 6 2880 2873 1.002
10 10 3674 3652 1.006
50 2 1882 1845 1.020
50 6 3259 3221 1.012
50 10 4232 4174 1.014
100 2 1937 1896 1.022
100 6 3412 3362 1.015
100 10 4472 4399 1.017
200 2 1988 1943 1.023
200 6 3552 3494 1.017
200 10 4699 4614 1.018

500

10 2 2070 2043 1.013
10 6 3449 3423 1.008
10 10 4349 4342 1.002
50 2 2234 2193 1.019
50 6 3865 3804 1.016
50 10 4959 4903 1.011
100 2 2293 2248 1.020
100 6 4029 3956 1.018
100 10 5218 5144 1.014
200 2 2348 2299 1.021
200 6 4180 4097 1.020
200 10 5460 5373 1.016

1 is the optimal solution for deterministic version to solve joint replenishment problem where
demand is Deterministic and stochastic demand (DSJRP),
2 is the stochastic policy (mF,R + S) to solve DSJRP.

Table 5.6: Performance of (mF,R+S) Policy over Deterministic Policy for 12-item Problem in Table 5.1 where Deterministic
Demand D = αλ, where α = 2
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Problem Parameters
P11 P2 P1/P2

A p h

20

1000 200 27105 26967 1.005
1000 600 51510 50469 1.021
1000 1000 66029 66029 1.000
5000 200 34819 34704 1.003
5000 600 74637 73412 1.017
5000 1000 102926 102926 1.000
10000 200 37876 37756 1.003
10000 600 84309 83009 1.016
10000 1000 119493 119493 1.000
20000 200 40767 40663 1.003
20000 600 93608 92259 1.015
20000 1000 135416 135416 1.000

50

1000 200 27434 27344 1.003
1000 600 50890 50890 1.000
1000 1000 69208 66365 1.043
5000 200 35146 35020 1.004
5000 600 74134 74134 1.000
5000 1000 106164 103221 1.029
10000 200 38243 37977 1.007
10000 600 83675 83675 1.000
10000 1000 122782 119839 1.025
20000 200 41146 40883 1.006
20000 600 92909 92909 1.000
20000 1000 138653 135519 1.023

100

1000 200 28900 28889 1.000
1000 600 54639 53810 1.015
1000 1000 70685 67522 1.047
5000 200 36648 36572 1.002
5000 600 77939 76871 1.014
5000 1000 107687 104413 1.031
10000 200 39797 39569 1.006
10000 600 87519 86505 1.012
10000 1000 124255 121060 1.026
20000 200 42694 42469 1.005
20000 600 96733 95782 1.010
20000 1000 140270 136750 1.026

200

1000 200 29916 29916 1.000
1000 600 54407 54174 1.004
1000 1000 74258 73170 1.015
5000 200 37799 37714 1.002
5000 600 77645 77433 1.003
5000 1000 111434 110447 1.009
10000 200 40892 40850 1.001
10000 600 87503 87303 1.002
10000 1000 127951 126968 1.008
20000 200 43897 43732 1.004
20000 600 96775 96601 1.002
20000 1000 143947 142910 1.007

500

1000 200 33124 32950 1.005
1000 600 60168 60168 1.000
1000 1000 80182 79025 1.015
5000 200 41165 40850 1.008
5000 600 83898 83898 1.000
5000 1000 117646 116239 1.012
10000 200 44384 43941 1.010
10000 600 93716 93716 1.000
10000 1000 134494 132871 1.012
20000 200 47407 46954 1.010
20000 600 103189 103189 1.000
20000 1000 150781 148808 1.013

1 is the optimal solution for deterministic version to solve joint replenishment problem where
demand is Deterministic and stochastic demand (DSJRP),
2 is the stochastic policy (mT,R + S) to solve DSJRP.

Table 5.7: Performance of (mF,S +Q) Policy over Deterministic Policy for 12-item Problem in Table 5.1 with High Values
of Inventory and Shortages Costs where Deterministic Demand D = αλ, where α = 2
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5.6 Conclusion

In this chapter, we consider a new JRP model for addressing joint replenishment

problems (JRPs) where inventory system faces two different demand classes. This

JRP model deals with the problem when demand arises from deterministic source

and stochastic source. A new period review (mF,R+S) policy is proposed. The

proposed policy assumes a basic review period for all items and the review period

of each items is an integer multiple of a basic review period.

We compared the solutions obtained by deterministic version of JRPs to ad-

dress the problem to the new heuristic algorithm. The results obtained reveal

that the heuristic algorithm is able to handle this problem efficiently and provides

significant savings over the deterministic solution. This finding, we believe, may

perhaps have important implications for manufacturing/distributions systems.

91



Chapter 6

Summary, Conclusions, and

Future Research

In this chapter, the contributions of this research is summarised and some future

research directions is provided.

6.1 Summary and Conclusions

This thesis deals with joint replenishment problems (JRPs) which are part of

multi-item lot sizing and scheduling problems in manufacturing and distribution

systems in single echelon/stage systems. The particular problem we consider the

stochastic joint replenishment problem in a single-location/multi-product and

single-product/multi-location inventory system settings. The objective of the

problem is to determine the optimal replenishment policy to minimise the ex-

pected total costs which is composed of ordering costs, inventory holding costs,

and shortages costs. Demands of the items are stochastic and stationary. Because

of the applicability to inventory control systems, stochastic joint replenishment

problem (SJRPs) is a challenging research area. There are a few policies proposed

in literature for the stochastic joint replenishment problems (SJRPs). A common

measure used in the comparison is the ratio of other policies to the proposed

policy. We propose three new periodic review policies for the stochastic joint

replenishment problems. Also, because of the lack of research on joint replenish-
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ment problems with different demand classes (DSJPRs), we propose a new model

for DSJRPs.

we propose periodic review policy for SJRPs, which is referred to as (mF, s, S)

policy. In addition, a heuristic Algorithm has been developed to search for near

optimal parameters for an (mF, s, S), (mF, S)-2 and (mF, S)-1 policy proposed

by Atkins and Iyogun (1988). Numerical tests against literature benchmarks have

been presented. Numerical results show that (mF, s, S) dominates all the policies

compared specially when the inventory holding costs are greater than the short-

ages costs. Also, the performance of (mF, s, S) and (mF, S-2 policy remain on the

same level as (F, s, S) policy and even becomes slightly better when the inventory

holding costs are less than the shortages costs. We investigate the effects of the

non-identical parameters; that are, the inventory holding cost, and the shortages

costs on the periodic review policies. However, similarity of items in their re-

plenishment lead time appears to be most critical factor in the dominance of the

proposed policy. We find that the proposed policy provides significant savings

over the existing policies for items similar in their replenishment lead time.

On the other hand, we propose two new periodic review policies for solving

stochastic joint replenishment problems (SJRPs) referred as to (F,Q, S) policy

and (F,Q, s, S) policy. The proposed policies base the replenishment decisions

on the total demand that have accumulated for all items during a replenishment

cycle. For these policies, we developed expressions for the operating character-

istics of the inventory system and constructed the expected total cost function

for Poisson demand process. The numerical results show that the (F,Q, s, S)

policy is able to dominate all other policies in literature because (F, s, S) policy

is a special case of the (F,Q, s, S) policy when Q = 1, and (Q, s, S) policy is

a special case of the (F,Q, s, S) policy when F , , 0. The proposed policies were

compared to the existing policies in literature and numerical results show that

the (F,Q, s, S) policy performs much better and provides significant savings over

the existing policies. Also, the (F,Q, S) policy performs slightly better over the

policies compared. This finding, we believe, may have important implications for
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manufacturing/distributions systems.

Finally, we consider a new JRP model for addressing joint replenishment problems

(JRPs) where inventory system faces two different demand classes (DSJRPs).

This JRP model deals with the problem when demand comes from deterministic

source and stochastic source. A period review (mF,R + S) policy is proposed.

That policy would specify how much of the demand from the stochastic source

should be satisfied immediately and how much should be backordered. As the

literature on inventory and production systems treat demand either as a determin-

istic pattern or as a stochastic pattern, this study herein addresses the DSJRPs.

The comparison was made, on the basis of expected total cost, by how well the

policy proposed perform relative to optimal solution for deterministic JRPs. The

results obtained reveal that the policy proposed is able to handle this problem

efficiently and provides significant savings over the optimal solution for determin-

istic JRPs. The model and findings have essential implications for manufacturing

and distribution systems as well.

6.2 Future research

The basic aim of this thesis is to develop a basic analytical model for a class of joint

replenishment policies. In this section, we provide possible research extensions.

We basically consider a joint replenishment problem under single-location/multi-

items or single-item/multi-location. The strategies used for stochastic joint re-

plenishment problems (SJRPs) are indirect grouping strategies (IGS), where op-

portunity replenishment period is made at fixed time-periods and each item has

a replenishment order sufficient to last for an integer multiple of the fixed time

period. In those strategies, it does not synchronize transportation with replenish-

ment. An important extension of the study presented in this thesis is to use direct

grouping strategies (DGS) for stochastic joint replenishment problems (SJRPs),

which a group is defined as the set of items that have the same opportunity replen-

ishment period. Consequently, items of the same group are jointly replenished.

The main challenge of direct grouping strategies is to determine the number of
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items into a certain number of different groups. We also need to assess the per-

formance of the direct grouping strategies (DGS) and compare the results with

the indirect grouping strategies (IGS).

Obviously, this thesis has highlighted numerous avenues for future research of

the SJRPs. Despite the fact research on SJRPs may have received less atten-

tions, there are several practical extensions which are interesting issues to focus

on. The extensions typically deal with the SJRPs with resource restriction such

as storage, transport capacities, budget, and other resource constraints (Hoque,

2006; Moon and Cha, 2006; Porras and Dekker, 2006). Other extensions of the

SJRPs which are useful to explore is that one can consider multi-echelon produc-

tion/inventory systems which extremely hard to address. Also, another potential

future research direction would be to analyse the problem and design solution

procedures for SJRPs under different explicit assumptions such as the indepen-

dence of demands and stochastic replenishment lead time.

On the other hand, in this study we start with a new model for JRPs where

the inventory system faces two different demand classes (DSJRPs) where inven-

tory faces demands from deterministic source and stochastic source. We suggest

that an (mF,R + S) policy to address the DSJRPs. Thus, one can adopt a

replenishment policy for the SJRPs to address the problem and determine how

these perform with respect to the existing policies. This study has just begun to

explore the applications of DSJRPs to the inventory control research.
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Appendix A

Description of Optimal Solution

Procedures

1. Fung and Ma (2001) Procedure (FMO1)

Step 1: Number items in the ascending order of their ratio ai/hidi and set

the time multiple of item number 1 to 1; that is, m1 = 1 - note that the basic

idea behind this step lies in the fact that if ai/hidi ≤ aj/hjdj, then m̃i ≤ m̃j,

where m̃i and m̃j denote the continuous approximations of mi and mj, respec-

tively. For each item i (i = 2, . . . , n), compute the continuous approximation of

time multiple mi as follows:

m̃i =

√
ai
hidi
· h1d1
A+ a1

,

and round it to the nearest integer greater than zero, say mi. Then compute the

corresponding total cost, say TC, as follows:

TC =

√√√√2

(
A+

n∑
i=1

ai
mi

)
·

(
n∑
i=1

hidimi

)
,

and initialize the upper bound on the basic period F , say FUB, to TC/
∑n

i=1 hidimi.

Initialize the best solution found so far, say (F ∗,m∗1, ...,m
∗
n), and the correspond-

ing total cost, say TC∗, as follows: F ∗ = FUB, m∗i = mi for all i, and TC∗ = TC.

96



Stochastic Joint Replenishment Problems: Periodic Review Policies 97

Determine the vector of time multiples corresponding to the current value of FUB

so that:

mUB
i

(
mUB
i − 1

)
≤ (T ∗i /FUB)2 ≤ mUB

i

(
mUB
i + 1

)
for all i,

and compute the corresponding total cost, say TCUB. If TCUB ≤ TC∗, then

update the best solution found so far and update FUB to TC∗
/∑n

i=1 hidim
UB
i .

Step 2: Initialize the lower bound on the basic period F , say FLB, to 2s/TC∗–

notice that if the optimal strict cyclic policy is required, FLB would be set to

max
{

min
i

√
2ai/hidi, 2

(
A+ min

i
ai

)/
TC∗

}
. Determine the vector of time mul-

tiples corresponding to the current value of FLB so that:

mLB
i

(
mLB
i − 1

)
≤ (T ∗i /FLB)2 ≤ mLB

i

(
mLB
i + 1

)
for all i,

and compute the corresponding total cost, say TCLB. If TCLB ≤ TC∗, then up-

date the best solution found so far and update FLB to 2
(
A+

∑n
i=1

ai
mLBi

)/
TC∗–

notice that if the optimal strict cyclic policy is required, FLB would be set to

2

(
A+ aj +

∑n
i=1
i 6=j

ai
mLBi

)/
TC∗, where j denotes the index of the item with the

smallest optimal independent cycle time.

Step 3: For each item i (i = 1,. . . ,n), compute the value of the basic period at

which the value of the time multiple mUB
i increases by 1; that is:

Fi = T ∗i

/√
mUB
i (mUB

i + 1), where T ∗i =
√

2ai/hidi.

Step 4: Set the basic period F = maxi Fi. If F ≤ FLB, then stop; else, goto

Step 5.

Step 5: Let p denotes the item for which mUB
i changes to mUB

i + 1 at time F .

Increase mUB
p by 1 and update Fp accordingly. Compute the total cost TC corre-

sponding to the modified vector of time multiples. If TC ≤ TC∗, then update the

best solution found so far accordingly, update FLB to 2
(
A+

∑n
i=1

ai
mLBi

)/
TC∗–

notice that if the optimal strict cyclic policy is required, FLB would be set to

2

(
A+ aj +

∑n
i=1
i 6=j

ai
mLBi

)/
TC∗, where j denotes the index of the item with the

smallest optimal independent cycle time, and goto Step 4; else, stop.

2. Fung and Ma (2001) Procedure (FMO2)

Step 1: Number items in the ascending order of their ratio ai/hidi and set

the time multiple of item number 1 to 1; that is, m1 = 1 - note that the basic
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idea behind this step lies in the fact that if ai/hidi ≤ aj/hjdj, then m̃i ≤ m̃j,

where m̃i and m̃j denote the continuous approximations of mi and mj, respec-

tively. For each item i (i = 2, . . . , n), compute the continuous approximation of

time multiple mi as follows:

m̃i =

√
ai
hidi
· h1d1
A+ a1

,

and round it to the nearest integer greater than zero, say mi. Then compute the

corresponding total cost, say TC, as follows:

TC =

√√√√2

(
A+

n∑
i=1

ai
mi

)
·

(
n∑
i=1

hidimi

)
,

and initialize the upper bound on the basic period F , say FUB, to TC/
∑n

i=1 hidimi.

Initialize the best solution found so far, say (F ∗,m∗1, ...,m
∗
n), and the correspond-

ing total cost, say TC∗, as follows: F ∗ = FUB, m∗i = mi for all i, and TC∗ = TC.

Determine the vector of time multiples corresponding to the current value of FUB

so that:

mUB
i

(
mUB
i − 1

)
≤ (T ∗i /FUB)2 ≤ mUB

i

(
mUB
i + 1

)
for all i,

and compute the corresponding total cost, say TCUB. If TCUB ≤ TC∗, then

update the best solution found so far, update FUB to TC∗
/∑n

i=1 hidim
UB
i and

repeat this step; else, goto the next step.

Step 2: Initialize the lower bound on the basic period F , say FLB, to 2s/TC∗–

notice that if the optimal strict cyclic policy is required, FLB would be set to

max
{

min
i

√
2ai/hidi, 2

(
A+ min

i
ai

)/
TC∗

}
. Determine the vector of time mul-

tiples corresponding to the current value of FLB so that:

mLB
i

(
mLB
i − 1

)
≤ (T ∗i /FLB)2 ≤ mLB

i

(
mLB
i + 1

)
for all i,

and compute the corresponding total cost, say TCLB. If TCLB ≤ TC∗, then

update the best solution found so far, update FLB to 2
(
A+

∑n
i=1

ai
mLBi

)/
TC∗

– notice that if the optimal strict cyclic policy is required, FLB would be set to

2

(
A+ aj +

∑n
i=1
i 6=j

ai
mLBi

)/
TC∗, where j denotes the index of the item with the

smallest optimal independent cycle time, and repeat this step; else, goto the next

step.
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Step 3: For each item i (i = 1,. . . ,n), compute the value of the basic period at

which the value of the time multiple mUB
i increases by 1; that is:

Fi = T ∗i

/√
mUB
i (mUB

i + 1), where T ∗i =
√

2ai/hidi.

Step 4: Set the basic period F = maxi Fi. If F ≤ FLB, then stop; else, goto

Step 5.

Step 5: Let p denotes the item for which mUB
i changes to mUB

i + 1 at time F .

Increase mUB
p by 1 and update Fp accordingly. Compute the total cost TC corre-

sponding to the modified vector of time multiples. If TC ≤ TC∗, then update the

best solution found so far accordingly, update FLB to 2
(
A+

∑n
i=1

ai
mLBi

)/
TC∗–

notice that if the optimal strict cyclic policy is required, FLB would be set to

2

(
A+ aj +

∑n
i=1
i 6=j

ai
mLBi

)/
TC∗, where j denotes the index of the item with the

smallest optimal independent cycle time, and goto Step 4; else, stop.

3. Viswanathan (2002) Procedure (VO2) – Modified FMO2 for Strict

Cyclic Policy

Step 1: Number items in the ascending order of their ratio ai/hidi and set

the time multiple of item number 1 to 1; that is, m1 = 1 - note that the basic

idea behind this step lies in the fact that if ai/hidi ≤ aj/hjdj, then m̃i ≤ m̃j,

where m̃i and m̃j denote the continuous approximations of mi and mj, respec-

tively. For each item i (i = 2, . . . , n), compute the continuous approximation of

time multiple mi as follows:

m̃i =

√
ai
hidi
· h1d1
A+ a1

,

and round it to the nearest integer greater than zero, say mi. Then compute the

corresponding total cost, say TC, as follows:

TC =

√√√√2

(
A+

n∑
i=1

ai
mi

)
·

(
n∑
i=1

hidimi

)
,

and initialize the upper bound on the basic period F , say FUB, to TC/
∑n

i=1 hidimi.

Initialize the best solution found so far, say (F ∗,m∗1, ...,m
∗
n), and the correspond-
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ing total cost, say TC∗, as follows: F ∗ = FUB, m∗i = mi for all i, and TC∗ = TC.

Determine the vector of time multiples corresponding to the current value of FUB

so that:

mUB
i

(
mUB
i − 1

)
≤ (T ∗i /FUB)2 ≤ mUB

i

(
mUB
i + 1

)
for all i,

and compute the corresponding total cost, say TCUB. If TCUB ≤ TC∗, then

update the best solution found so far, update FUB to TC∗
/∑n

i=1 hidim
UB
i and

repeat this step; else, goto the next step.

Step 2: Initialize the lower bound on the basic period F , say FLB, to

max
{

min
i

√
ai/hidi, 2s/TC

∗
}

. Determine the vector of time multiples corre-

sponding to the current value of FLB so that:

mLB
i

(
mLB
i − 1

)
≤ (T ∗i /FLB)2 ≤ mLB

i

(
mLB
i + 1

)
for all i,

and compute the corresponding total cost, say TCLB. If TCLB ≤ TC∗, then

update the best solution found so far, update FLB to

max
{

min
i

√
ai/hidi, 2

(
A+

∑n
i=1

ai
mLBi

)/
TC∗

}
, and repeat this step; else, goto

the next step.

Step 3: For each item i (i = 1,. . . ,n), compute the value of the basic period at

which the value of the time multiple mUB
i increases by 1; that is:

Fi = T ∗i

/√
mUB
i (mUB

i + 1), where T ∗i =
√

2ai/hidi.

Step 4: Set the basic period F = maxi Fi. If F ≤ FLB, then stop; else, goto

Step 5.

Step 5: Let p denotes the item for which mUB
i changes to mUB

i + 1 at time F .

Increase mUB
p by 1 and update Fp accordingly. Compute the total cost TC cor-

responding to the modified vector of time multiples. If TC ≤ TC∗, then update

the best solution found so far accordingly, update FLB to

max
{

min
i

√
ai/hidi, 2

(
A+

∑n
i=1

ai
mLBi

)/
TC∗

}
, and goto Step 4; else, stop.
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Appendix B

The Probability Distributions

and Their Characteristics

1. Probability Distribution − Poisson

A counting process of independent successes (e.g., orders, purchases, calls) oc-

curring at a rate l, where l represents the average number of successes per unit

of time l is constant across orders; that is, the population is homogeneous with

respect to the success rate.

Variate: Number of successes (e.g., orders) that occur in an interval

Pmf : pλ(x) = P (X = x) = e−λλx

x!
; x = 0, 1, ...

Cdf : Pλ(x) = P (X ≤ x) =
∑x

n=0
e−λλx

x!

Complementary cdf (Survival Function):

P̄λ(x) = 1− P (X < x) = 1−
x−1∑
n=0

e−λλn

n!
=
∞∑
n=x

e−λλn

n!

Mean: E(x) = λ

Variance: σ2 = λ

Typical applications: Modelling demand for an item over a fixed interval of

time.

Notes: The Poisson distribution does not take explicit account of the probability

101



Stochastic Joint Replenishment Problems: Periodic Review Policies 102

of success p in that ONLY successes are counted. A Poisson variable may be used

to approximate a binomial variable when n is large and p is small. In practice,

the Poisson assumption has been validated for frequently purchased consumer

goods.

Mathematical Relations:

These some properties of Poisson distribution have been taken from the book of

Hardley and Whitin (1963).

xpλ(x) = x
λx

x!
e−λ = λ

λx−1

(x− 1)!
e−λ = λpλ(x− 1)

(B.1)

∞∑
x=y

xpλ(x) = λ
∞∑
x=y

pλ(x− 1)

(B.2)

y∑
x=0

(y − x)pλ(x) = y − λ+ λ
∞∑
x=y

pλ(x)− y
∞∑

x=y+1

pλ(x)

(B.3)

∞∑
x=y

(x− y)pλ(x) = λ
∞∑

x=y−1

pλ(x)− y
∞∑
x=y

pλ(x)

(B.4)

∫ T

0

pλt(y)dt =
1

λ

∞∑
x=y+1

pλT (x)

(B.5)
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∫ T

0

tnpλt(y)dt =
1

λn+1

(n+ y)!

y!

∞∑
x=n+y+1

pλT (x), n = 0, 1, 2, ...

(B.6)

∫ T

0

P̄λt(y)dt =
1

λ

∞∑
x=y+1

P̄λT (x)

= T P̄λT (y)− y

λ
P̄λT (y + 1)

(B.7)

∫ T

0

tnP̄λt(y)dt =
1

λn+1

∞∑
x=y

(n+ x)!

x!
P̄λT (n+ x+ 1) =

T n+1

n+ 1
P̄λT (y)

− 1

λn+1

( 1

n+ 1

)(n+ y)!

(y − 1)!
P̄λT (n+ y + 1)

(B.8)
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2. Probability Distribution Binomial

An experiment consisting of a discrete sequence of independent trials, where

each trial (e.g., customer arrival, customer order, output of a production process)

results in success (e.g., purchase, conform to quality standards) or failure (e.g.,

non-purchase, non-conform to quality standards or defect), where the probability

of success (respectively, failure) for each trial, say p (respectively, 1− p), is con-

stant across the experiment; that is, the population is homogeneous with respect

to probability of success p.

Variate: Number of successes in n independent Bernoulli trials.

Pmf : p(x|n) = P (X = x) =
(
n
x

)
px(1 − p)n−x, where

(
n
x

)
= n!

x!(n−x)! , and

x = 0, 1, ..., n

Cdf : P (x|n) = P (X ≤ x) =
∑x

k=0

(
n
k

)
pk(1− p)n−k,

Complementary cdf (Survival Function):

P̄ (x|n) = 1− P (X < x) = 1−
x−1∑
k=0

(
n

k

)
pk(1− p)n−k,

Mean: E(x) = np

Variance: σ2 = np(1− p)

Typical applications: Modelling the number of defects in n units produced

Notes: We denote a binomial distribution with n trials and success probability

p by binomial(n; p). This distribution is right-skewed when p < 0.5, and left-

skewed when p > 0.5 and symmetric when p = 0.5.

3. Expectation Value

Let N be a numerically-valued discrete random variable with probability dis-

104



Stochastic Joint Replenishment Problems: Periodic Review Policies 105

tribution P (N). The expected value IE(N) is defined by

IE(N) =
∞∑
n=1

nP (N = n),

=
∞∑
n=1

P (N ≥ n),

=
∞∑
n=0

P (N > n).
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