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Abstract

The communications phenomena at the end of the 20th centey tlve Internet and mobile
telephony. Now, entering the new millennium, an effectieenbination of the two should

become a similarly everyday experience. Current limitetimclude scarce, exorbitantly priced
bandwidth and considerable power consumption at higher rdée:s.

Relaying systems use several shorter communications linki®ad of the conventional
point-to-point transmission. This can allow for a lower mwwequirement and, due to the
shorter broadcast range, bandwidth re-use may be moreeefficiexploited. Code division

multiple access (CDMA) is emerging as one of the most commethads for multi user

access. Combining CDMA with time division duplexing (TDDjopides a system that
supports asymmetric communications and relaying costfkely. The capacity of CDMA

may be reduced by interference from other users, hence ihpertant that the routing of

relays is performed to minimise interference at receivers.

This thesis analyses relaying within the context of TDD-CBBYstems. Such a system was
included in the initial draft of the European 3G specificatiaas opportunity driven multiple
access (ODMA). Results are presented which demonstrateOBMA allows for a more
flexible capacity coverage trade-off than non-relayingtays. An investigation into the
interference characteristics of ODMA shows that most fatence occurs close to the base
station (BS). Hence it is possible that in-cell routing tmidvthe BS may increase capacity.
As a result, a novel hybrid network topology is presented.M2Duses path loss as a metric
for routing. This technique does not avoid interferencel lamnce ODMA shows no capacity
increase with the hybrid network. Consequently, a noverfatence based routing algorithm
and admission control are developed. When at least half ¢heank is engaged in in-cell
transmission, the interference based system allows foglaehicapacity than a conventional
cellular system. In an attempt to reduce transmitted poavagvel congestion based routing
algorithm is introduced. This system is shown to have lovesvgr requirement than any other
analysed system and, when more than 2 hops are allowed gheshicapacity.

The allocation of time slots affects system performanceutn co-channel interference. To
attempt to minimise this, a novel dynamic channel alloca{ibCA) algorithm is developed
based on the congestion routing algorithm. By combininggiobal minimisation of system
congestion in both time slots and routing, the DCA furtheréases throughput. Implementing
congestion routed relaying, especially with DCA, in any TIRIDMA system with in-cell calls
can show significant performance improvements over comvaadtcellular systems.
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Chapter 1
Introduction

1.1 Introduction

How much information can we use? To answer this it may be Use&xamine the exponential
growth of computing power and storage ability. 20 years ageraonal computer with 64kB
RAM, with little or no fixed storage was considered adequiitay a standard computer may be
supplied with over 10000 times this amount of memory and d dawe (HD) capacity some
5000 times greater than just 10 years ‘ag8omeone living in the '80s or early '90s would
probably have felt that they could never utilise the appdyagargantuan storage of 100GB+.
Indeed even-2GB was not anticipated by Microsoft in 1995The truth is, now that we have
this available, it is once again merely adequate. The coecuincrease in processing power,
and the growth of multimedia has meant that applicationstiaadata they require or generate

has grown to fill the available space.

In comparison, the rate at which data may be sent betweesntisbmputers or other digital
devices over a twenty year period, for a home user with a-sffatiee-art modem, has only risen
by about 400 fold. This is even more significant given that many felt the earbdems were
inadequate. A few years ago this might not have been a caus®iicern, but the meteoric
rise of the Internet means that here is a computing bottletieat should not be ignored. The
situation is even worse for mobile users. Until recentlgnsfer speeds were sufficient only for
text and highly optimised data. Now users have a choice legtwiee recently emerging 3rd
Generation (3G) systems, which given the right conditiomsgodata rates up to that achieved
on fixed lines, or 802.11 [1] access points how appearingratdd locations such as airports

and big brand coffee shops.

Mobile 'phones have achieved massive market penetratip [ Internet has been accepted

faster than pretty much any other technology [3]. The previamitations of mobile data rates

Using specifications of 512MB-1GB RAM, 80-120GB HD for 200&1e20MB HD for 1993.
2FAT32, enabling HD addressing above 2GB, was not includéd\Wndows 95 v4.0095b, released 24/8/96.
31200BPS phone modem to 512kbps ADSL connection.
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have meant that attempts to combine the two, such as WAPHesrelargely unsuccessful [4],
and are little more than a gimmick. With the emergence of 3@riiains to be seen whether
new applications such as mobile video calling will achiesegé scale adoption. It would
seem reasonable to assume, however, that mobile dataesetiat match or exceed fixed line
data rates at a competitive price would be successful. Fginbss users it would mean that
the ability to sustain network performance or maintain #uair ‘telepresence’ whether in the
office, on the train, or at a client. For other users, senviteh as high quality video or music

on demand and high speed Internet access will be possiglrdiess of their location.

1.2 Wireless communications

Contrasting with the apparent demand for high speed mobilenaunications are the realities
of the resources that we currently use for wireless comnatinics. In 1948 Shannon derived
the capacity, or information rate, available to us givenecdj bandwidth and received signal
to interference ratio [5]. The radio frequency bandwidtbdifor mobile communications has
become a scarce and expensive mediufe received signal strength is limited by the distance
we need to transmit and the power available, a significartbfdao mobile communications.
Many researchers have attempted to increase the amourtaof/daan send given these limits,
with complex receiver structures, modulation schemesyr @wrrection and so on. Probably
the greatest single advance in bandwidth utilisation isci#ltular concept. This means that
bandwidth may be re-used. The idea is that simply creatingeroells as required creates a

separate resource, as long as the cells do not interferecath other.

The frequency re-use factor is determined by how effegtitted available bandwidth may be
allocated such that cells do not interfere with each othdre 3maller the figure the greater
the wasted bandwidth. Early cellular access methods sudreg@sency division multiple
access (FDMA) and time division multiple access (TDMA) astbkad re-use factors of 7
for early systems 3 for 2nd Generation systems such as GSM {&pde division multiple
access (CDMA) promises a frequency re-use-factor of 1, ilemthis potential is limited by
co-channel interference. The distance before interferdmzomes negligible is governed by
the susceptibility to interference of the access methodthadransmitted signal power, as

received power and hence received interference is a funofithis power, distance travelled,

4UK 3G auction resulted in 5 operators paying over 22 billidgRJor a total of 140 MHz bandwidth



Introduction

and random fading factors. When CDMA is used within a coriemal cellular system the
transmitted power is determined by the loss in power betveegser and the fixed mast at the

centre of the cell and the interference at the receiver.

It is desirable to try and achieve the lowest transmitted grquossible. Mobile users rely on
a small battery to power the terminal, and a large part of ¢égiired power may be used on
the signal strength. Even when using a laptop with a larggetyathe power requirements of
802.11 form a significant factor in battery life [7]. For tel®ny users there is still much debate
about the possible health dangers of microwave radiatiorglgenerated in close proximity to
the brain. It has been desirable from a technical point aft@place mobile telephony masts
on top of hills or buildings to ensure coverage in the cell. idthhis often produces the best
signal it may not be the best option for the landscape. A réaluin the required transmitted
power will permit greater utilisation of frequency re-useéhether in-cell as an underlay, or in

mitigating adjacent cell interference.

1.3 Multi-hop relaying

Relaying of wireless communications signals is not a newa.idé has been used by satellite
communications, to boost the signal in fixed microwave lingsestulated as a means of
extending the range of amateur radio signals [8], and wilbi&kRPA was one of the first
implementations of packet based communications [9]. Theatels of these systems meet
some of the requirements for consumer applications, maixignding coverage and beyond
all in DARPA, robustness. They do not address the implicatiof integrating relaying into
a multi-user consumer CDMA context. Further issues that bremefit from relaying are the
ability to reduce transmit power and a consequent pogysilidi an increase in capacity. The
reduced transmit power comes from breaking the transmmissoovn from a direct link into
a series of smaller hops using other users, or strategipldlyed seed relays. Not only does
each hop require lower power, but the overall transmittegigsanay be reduced as path loss in

non-linear.

The reduction in transmitted power can have several benéfiig battery life of a terminal
may be extended, and frequency re-use can be greater due tedhction in interference,
increasing capacity. Alternatively, the reduction in platss may improve service. High data

rates, or even any service, may be unavailable to users Ineadge of a conventional cell
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due to their maximum transmitted power being unable to &ehilke required signal to noise
ratio. With relaying the only requirement is that users celieve the required signal strength
at the next relay, meaning that coverage and high data fatesdsbe available to more users.
Furthermore, with a conventional system if the user has a pannel directly to the Base
Station (BS), they may have no choice but to change locatioachieve communication.
Relaying means that if that users can transmit to a relayditlaér has a direct connection

with the BS, or an indirect route involving further relaylsen a link will be achievable.

1.4 Contributions

This thesis examines multi-hop relaying within the conteXT DD-CDMA.. Potential benefits
of relaying are reduced transmission power and enhanceddney-reuse. The objective of this
work is to identify which situations may be able to benefinfrdcDD-CDMA relaying, and how
to exploit the technique to produce the greatest benefitnidtbod of constructing the relaying
path is though a routing algorithm. Consequently an immbridjective is the development of
a routing algorithm which improves system performance hdythat of previous relaying and

non-relaying cellular systems.

Initially this thesis analyses a relaying protocol from thigial draft of UMTS [10], known as
Opportunity Driven Multiple Access (ODMA). The interferaan characteristics of this system
are analysed using simulations. The results of this armliyglicate that other topologies
may be necessary to exploit some of the benefits of relayingns€quently, some new
topologies are then formulated and analysed. From thislrenedysis several novel routing
protocols are developed to exploit these topologies. Thetmoccessful of these reduces
the average required transmission power to far below thangf other examined relaying
or non-relaying system. The algorithm is further enhancgdhle integration into a novel
Dynamic Channel Allocation (DCA) algorithm for multi-hoplaying and TDD-CDMA. This
DCA simultaneously allocates routing and time slots to miae system congestion. If there
is any peer-peer traffic, this results in a significant thigud improvement over conventional
cellular TDD-CDMA, and the other routing protocols investied.
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1.5 Structure of thesis

This chapter highlights several issues with current wé®leommunications, and introduces

multi-hop relaying as a possible means to contribute to gadution.

Chapter 2 shows how the supported number of users in a CDM#&meysiay be affected by
interference and cell size. The Time Division Duplex (TDDgthrod of duplexing is introduced
as a simple and efficient technique for both relaying and imge&turrent data requirements.
Several power control methods are presented. Co-ordimaficeceived power and subsequent
minimisation of interference is integral to achieving pdial capacity gains and reducing
transmitted power in both cellular and relaying CDMA systentSeveral existing relaying
protocols are discussed, along with their implicationsardong power, mobility, and higher

level protocols such as TCP/IP.

Chapter 3 examines UTRA-TDD ODMA. Initially an interferenanalysis is performed using
a system level simulation. This shows that, in a single ¢b#, greatest interference occurs
close to the centre. This suggests that, if possible, it neagdsirable to route around this area.
A further investigation shows that the coverage-capac#tgie-off of a relaying system is more

flexible than a conventional one.

Chapter 4 develops several new routing algorithms. Therigthgos follow from the findings

of the previous chapter and a desire to minimise the ovamalkstmitted power and maximise
system capacity. The algorithms reflect different requésts including complexity, speed to
achieve routing, and required overheads. It is shown tHayirg requires a lower overall
transmitted power than a conventional system, and wheelirealls are involved relaying can

increase system capacity.

Chapter 5 extends the most successful routing algorithmgestion based routing, into the
time domain as a form of DCA. The results show that this irdtggt approach can further

increase capacity gains over a non-relaying system.

Finally, in chapter 6 overall conclusions are drawn and satigns for future work made.



Chapter 2
Multi-hop communications and
TDD-CDMA

2.1 Introduction

With the wide scale adoption of mobile technology and thetiooally increasing utilization
of networking for productivity, it is likely that future gemations of mobile communications
devices will be expected to form networks in both local andenarea environments. Many
air-interfaces for current mobile communication systenedsmsed on CDMA, which inherently
is interference limited. Consequently, to reduce the ledé@hterference, it may be preferable
for users to be able to achieve peer-to-peer communicatisfhisading BS resources and thus
achieve better performance than that offered by a direktitirihe BS.

In conventional CDMA systems, the reverse-link, or upliskpbwer controlled to a single BS
in a cell, generally giving the best performance when alfsisee received at the same power,
and the downlink is power controlled to the user with the vestkeception. For mixed traffic,
with some users transmitting to receivers in-cell and athvéat a BS to non-local equipment,
perfect power control becomes impossible for all receiaard system performance may be
severely degraded. Hence, the analysis of power controlbeayuseful method to ensure that

the resulting power solutions are favourable when peer-p@®munication is implemented.

Multi-hop communications blur the distinction betweeninlpland downlink, as a user may
be receiving from one mobile station (MS), then transnttio another. An efficient method
that allows users to change their role simply and transplgrenTDD. The link is determined
by TS allocation, requiring no extra hardware complexityefie is the added bonus that this

allocation may be employed to enable data rate asymmetry.

The concept of relaying signals in a dynamic environmentéxasted for over 30 years [9].
In this period many routing protocols have been developé&{ [ditially motivated by military
requirements. The issues they attempt to address incluggaiméng routing with a minimum

of overhead, robustness in the face of link breakage andlityplaind reducing transmitted
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power. Until recently, however, little has been offeredhwitgards to increasing the capacity

of relaying in the context of civilian CDMA multi-hop commigations.

This chapter briefly describes CDMA and TDD. Capacity lirtiias due to interference are
outlined, and the properties of TDD examined. Several pawstrol algorithms are described.
Additionally, some existing relaying protocols are inaddwith a basic description of how the

algorithm achieves its aims along with their properties.

2.2 Spread spectrum techniques

Spread spectrum communications are those in which a sigmalp@es many times the
bandwidth that is required by the information rate, as aeteed by the Shannon capacity
[5]. The initial motivation for such systems was with mitigssystems where the properties of
jamming resistance, and being able make a signal hiddem appear like, noise are desirable.
The spreading may also make the signal more difficult to dedbdt is detected. Spread
spectrum techniques, especially CDMA, are now enteringctiramercial environment as a

more efficient method of utilising bandwidth between margrsis

2.2.1 CDMA properties and capacity definitions

CDMA users simultaneously share common bandwidth. Thiglaith is greater than the
individual users data rate, as every signal is spread withigue code, or signature sequence,
for each user. The ratio of used bandwidih to information rateR, W/R is known as the
processing gairpg which is proportional the possible number of simultanepasitive users.
The code allows each user’s data to be extracted from thenimgpsignal at the receiver. The
code may be applied directly to each data bit (Direct SequéD8&) spread spectrum), used to
place the signal in one or more of a large number of frequeluty &requency Hopping (FH)
spread spectrum), select time slots in an interval muckefdtgn the reciprocal of the data rate
(time hopping spread spectrum),, or to sweep the carriguéecy over a wide range (chirp
or pulse FM modulation). CDMA has also been implemented agbaich with Orthogonal
Frequency Division Multiplexing (OFDM) called Multi-Caer CDMA (MC-CDMA) [12]. In
OFDM carriers are chosen such that they are mathematicetypgonal. With overlapping
carriers the condition for this is spacing of 1/(symbol pd}i Inter-symbol interference is

reduced as the symbol rate is reduced by the number of carviéth MC-CDMA the spreading
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code is applied in the frequency domain on a carrier by qabasis. It has been shown that
the maximum capacity of an MC-CDMA system is the same as forg@escarrier DS-CDMA
system [13]. For the purposes of this thesis CDMA relatesSe@DMA.

With previous cellular systems, such as FDMA or TDMA, con@l&equency reuse has not
been possible due to co-channel interference, greatlycieglihe spectral efficiency of these
systems. Such systems require that each resource divich, as frequency or time slots,
may only be used by one user at a time within a certain re-ustardie. With CDMA the
system is designed to cope with other users sharing the sesoarce and hence a frequency
re-use factor of one is used. CDMA uses pseudo noise (PNsdndspread the signal and
is primarily interference limited. This means that with aoon frequencies used by adjacent
cells, the capacity may be reduced by other cell interfexenin order to mitigate this and
minimise reductions in capacity due to in-cell interfereritcis essential to use power control.
Unfortunately it is unrealistic to expect perfect power ttohdue to the variation with time of
the path loss values. This problem means that accordingebdé mobility, and system fading
parameters, CDMA capacity may suffer due to imperfect pasetrol. Other cell interference
may also be significantly increased if cell selection is Haggon geographic criteria. System
capacity will be improved if the BS is selected by allocatamgording to minimum path loss

instead of minimum physical distance [14].

2.2.1.1 Theoretical capacity

In a conventional CDMA system the the bit energy to interfiegeratio,e;, in the presence of

Gaussian interference may be denoted as

P9 Py,

M
> P,+I+N
]

2.1)

€ =

wherepg is the processing gainf,; is the received strength of the desired sigridl,is the
number of calls in the celll other cell interference and thermal noise P,; the unwanted

own-cell interference.

Assuming ideal power control, and a single user detectohabdil users are received at the
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same power, to minimise interference for all users, (2.tphwes

P9 Py,
. 2.2
TP M-1)+I+N (2:2)

where P, is the common received power. To determine the maximum dgpiac a single
cell, I is set to 0, and rearranging fa{,, the capacity without external interference

_pg N

M
0 € P,

+1 (2.3)
therefore, disregarding any upper limit on transmitted @o\gives

My=" 11 (2.4)
€5
In reality there is an upper limit on transmitted power whiah restrict the coverage of a cell.

The relationship between the cell radiss,;;, and the number of users has been derived in [15]
1
10g Scell = k_2[pgpmam — ki — MPT:E} (25)

Introducing variance in received power due to multipathpénfiect power control and shadow
fading,op, with a log-normal approximation, gives the relationship

1 [ Pm—O(M
log Seen = T P9Prmaz — k1 —mp(M) —opU~! (1’17(5\4)))] (2.6)

wheremp(M) is the mean received power faf users,U(.) is the complementary cdf of a
zero-mean, unit-variance Gaussian random varialjean acceptable probability of outage,
andO(M) the probability of outage due to an infeasible set of powetrob equations fol\/

users. These equations show that capacity may be reduckd ealitradius increases.

2.2.2 TDD properties

Until recently, consumer mobile communications have bdemacterised by voice usage, and
hence symmetric uplink and downlink data rates. With themgimoof mobile Internet, video
and data services data rates are becoming more asymmeTri2Bl uses the same bandwidth
for both uplink and downlink, performing duplexing by théoghtion of time slots, potentially

according to the required data rates.
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2.2.2.1 TDD bandwidth efficiency
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Figure 2.1: Comparison of FDD and TDD duplexing methods in the frequesog time
domains

Figure 2.1 shows the duplexing methods employed in Frequé&igision Duplex (FDD)
and TDD. FDD uses separate frequency bands for the uplinkdamahlink, with a guard
band between them to try and accommodate imperfections seblaad filtering and RF
non-linearities that would otherwise cause self-intemfige. With an inherently symmetrical
voice network this arrangement is reasonably efficient. rmisetric data rates may be
supported by varying the proportion of bandwidth allocateceach transmission direction.
Unfortunately with current systems this allocation is @tetdmined by the duplex filter, and
hence is not dynamically variable. Any mismatching or Maitiey in the asymmetry of actual
traffic compared to the bandwidth allocation will result nefficient usage of the bandwidth.

To try and reduce this inefficiency the use of a TDD underlathin FDD downlink has been
proposed [16].

TDD supports duplexing by allocating time slots in a commpegfiency band. This may
support symmetric traffic, through an alternating allamatdf uplink and downlink slots. The

time slots are imperceptible to the user due to the shortheofjthe time slots. As the time
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slot length is reduced, however, the spectral efficiencyeisehsed. This is because a guard
time band, where no information may be sent, is required éetvweach uplink and downlink
slot to cope with the round trip delay and imperfect synciration between MSs. An upper
limit on the time slot length is imposed by the maximum acablet latency and requirements

for channel reciprocity, as discussed in the next section.

As uplink and downlink slots may be dynamically allocateat nnly will TDD support
asymmetric traffic, it may be able to exactly match the remlidata rates for each stream
on demand. Unfortunately the situation is not quite thispdémwhen combined with a
simultaneous resource sharing multiple access methot, aI€DMA, as shown in Section
2.2.3. Alimit on levels of asymmetry comes about by the saraama governing the maximum
time slot length, as several consecutive slots for the sdamars are effectively one, longer

time slot.

2.2.2.2 Channel reciprocity

The same bandwidth is used in TDD for the uplink and downlifilkis means that parameters
measured at the receiver may be employed to adapt the s@md@ansmission to the channel.
This use of channel reciprocity relies upon the channel ngimg reasonably constant over
the length of a time slot. Hence, any benefits gained throbginreel reciprocity may only be
maintained in higher mobility / fast fading systems by séoimg time slot length, or limiting

levels of asymmetry.

One useful parameter that is easily obtained is the path lAsslong as the initial transmit
power is known, the received power level is all that is regghinn FDD a frequency dependent
fading between the different bands requires that a feedbagkis necessary, causing signalling
overheads and possible delays. Knowledge of the path l@sssabpen loop power control,
described in 2.3.4. Not only does path loss knowledge altoveptimisation of received signal
levels, it may be used to more effectively perform BS handroas described in Section 2.3.3,

or determine routing in relaying networks, as describedhapiers 3, 4, and 5.

A more advanced use of channel knowledge may be used to retoawalexity from the MS,
significantly reducing power consumption. The estimatehaf ¢thannel may be used in a
receiver to equalise the signal by convolution with thersated impulse response. If, however,

the channel does not vary during transmission it is possibtgin the benefits of equalisation
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Figure 2.2: Simplified implementation of pre-RAKE

in the MS without the need for convolution or channel estioratInstead of equalising at the
MS receiver, the BS applies pre-transmission filtering bgvotution with the time reversed
impulse response as shown in Figure 2.2. This means thaighal seceived at the MS is

equalised by the channel itself.

2.2.2.3 RF hardware implications

With an FDD system the uplink and downlink channels need tsibmultaneously active.
Without careful design, the transmitted power is likely t@igpower the far smaller received
signal. To mitigate this self-interference, duplex filteas shown in Figure 2.3, as well as tight
requirements on layout and shielding need to be incorpdralhe cost of implementation
increases as the guard band separation, Figure 2.1, desrdass also necessary to use two

separate synthesizers, low pass filters, and mixers forgheown-conversion.

— N I

Baseband

Low pass filters Duplex filter

— N /N

Figure 2.3: Simplified FDD up / down conversion
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Figure 2.4: Simplified TDD up / down conversion

By comparison TDD cannot interfere with itself through sltaneous uplink and downlink as
they are exclusive in time. As a single frequency is usedy onk synthesizer, mixer and low
pass filter is required. Instead of a duplex filter, a simpledpass filter is sufficient. This has
greatly relaxed out of band suppression requirements a#l naver be required to attenuate a

signal as powerful as the Tx band in FDD.

When considering relaying, the hardware implications f@DFare even greater. With a
conventional system the transmit and receive channeldeadycdefined by the classification
as BS or MS, i.e. BS transmits on downlink and receives omklpliice versa for MS. For a
relaying system this clarity disappears. A relay may beivawgon an uplink channel one time
slot, they relaying on to the BS by uplink transmission onrtbet slot. This requires additional
hardware modifications if a MS will be able to be used as a rdlag TDD hardware, with its
single channel requires no modification as it is already tbleansmit and receive on the same

channel.

2.2.3 TDD-CDMA

The combination of TDD and CDMA allows for efficient bandwidttilisation, primarily
through uplink / downlink asymmetry and frequency re-usspeetively. Unfortunately the
situation is complicated by additional interference medsas that are introduced by this
unification when viewed in a multi-cell environment. In FBIBMA, where the uplink and
downlink are separate frequency bands, the only interéeremechanism is MS-BS and BS-MS.
This is the situation in TDD if all cells are synchronised ars# identical uplink / downlink

slot allocations.
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Figure 2.5: Interference modes of TDD with and without synchronizasiod uplink / downlink
co-ordination

Figure 2.5 shows the interference mechanisms that restiliplfexing slot allocations are not
the same between cells. These mechanisms will also océw iifhe slots are not synchronised
between cells. This is because the lack of synchronisatibrcause uplink and downlink slots
from neighbouring cells to overlap. Cells 1 and 2 have idahtime slot allocation, and hence
only suffer from BS-MS and MS-BS interference. Cell 3, hoamis using a different level of
asymmetry and as well as the BS-MS and MS-BS interferense, salffers from, and inflicts
MS-MS and BS-BS interference with cells 1 and 2. MSs in déffércells may be close together,

and hence serious interference problems may result.

2.3 Power control methods

The capacity of a CDMA system can be dependent on the recsigedl to noise ratio as
shown in (2.1)-(2.4). Meaning that if users are not poweltrcdled to this level there may be
an impact on the number of supported users. Therefore isendial power control systems are
an integral part of system design, and hence must be capai#adiing to the rate of system

fading. This factor limits the level of system mobility byetlupdate rate of the power control.

With any CDMA system the actual transmitted power is deteediby the power control
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solution. The path loss between transmitter and receivan isnportant factor in the required
power, but, in a system with more than one user, the powerotara determined from this
single path loss. Hence, when considering how to relay wittimum power, it may be more
beneficial to attempt to minimise the resulting solution tie power control instead of just

minimising path loss.

2.3.1 Centralised power control

With a centralised power control system it is assumed thahalpath gains in the system are
known. This includes unwanted interference paths, as vgetha wanted MS-BS paths. In
many systems this may not be a feasible approach, but doastsederive upper performance
bounds. Early power control systems attempted to achievenstant received power. This
has a limited ability to reduce co-channel interference. eitdr approach is to construct
power control that is optimal in the sense that it minimiggeriference probability. This is
the probability that too low a C/I ratio is achieved at theeieer. In the downlink, ignoring

noise due to thermal noise, the C/I ratio at mobié&n be considered as

~ pgUei, il ng _ P 2.7
" YTl 1P Z pledl — Q '
j#i I Tleqi] Z i Zi

]:

where() is the number of active links that experience co-channetfetencel'[c;, 7] path gain

from BS ini’s cell to¢, andZ;; is the path gain matrix

I'[c;, g]

pglci, i] @9

ij =

Sincel'[i, j] and henceZ, are random variables; will also be a random variable. The outage

probability, due to not achieving the minimum C/I ratio, dadefined as

Q
Olmin) = G 3 Prle; < i) (2.9
7=1

This can be considered as the probability that a power veeatonot be found to achieve this

minimum C/I ratio. The largest achievable C/I ratig,,, is related to the spectral properties
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of the matrixZ [17]

1
max — 2.10
€ ] (2.10)
where X is the largest real eigenvalue, or Perron-Frobenious eddes [18], of matrix Z.
The power vector required to achieve this is the eigenvemtoresponding to.. One way
of minimising the outage probability is shown in [17] by revitay cells to form the largest

sub-matrix ofZ where the maximum possible C/I ratio is larger than the mimmrequired C/I

ratio.

Another approach [19] is to formulate the problem as a gedonetoblem [20].

minimize «

subject to Pi;:n <1 i1=1,..,n
pﬁirw i=1...n (2.11)
(311 (1+ =) <1
i '

wherea is an upper bound ot/ (1 — O***), O"** being the maximum outage probability for
useri. Geometric problems may be solved globally and efficienithwterior-point methods

for geometric programming [21]. Hence minimisingwill allocate powers such that there is a
minimum value for the maximum outage probability. Althoutle above methods are for the

downlink, they are equally applicable to the uplink [22].

2.3.2 Distributed power control

To measure all the path gains in many cellular systems mayireegprohibitively large

overheads, especially if there are many, highly mobilesuskr this situation it is desirable to
perform power control with only local information. Most tibuted power control systems
use only the C/I ratio at the receiver to control the trantari# power for each link, on an
iterative basis. One of the simplest of these, proposed Ingeta[23], is shown to converge
to the eigenvector corresponding to the dominant eigeavaflZz. Hence, there will always

be a solution, but not necessarily one that achieygs. The algorithm takes the form of
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distributed C/I balancing

PO = p,, Py >0

2.12
Pt = gp™ <1+ ) B> 0. (212)

1
)

) (
€

wherev denotes iteration, and needs to be chosen so that the powers are not constantly

increasing. It is suggested that selecting

B=Bv) = (2.13)

will give a “constant” average power level. Using this, hoee means that the algorithm is no
longer completely decentralised. This issue is addressg@2] by including receiver noise in a

differential equation, with proven convergence if feasjtftom which the algorithm is derived.

P‘(V‘H) — P(”)

i 7

1- 8+ 56”5;] (2.14)
€;
This formulation also allows for the desired C/I ratio to pedified. Hence, itis now possible to
achieve a minimum power vector. This reduces power condamphd other cell interference.
The selection of3 now becomes one of optimal speed of convergence accordisgstem
tracking requirements. As this approach is only succedfstiuére is a feasible power solution
for every user to achieve,;,, additional admission controls are necessary. It has bemmrs
that distributed power control approaches may be appkctbivarious QoS requirements by
slightly increasing the requiretthrough Markovian properties of traffic statistics [24]. vih
the centralised methods the algorithms are equally afgdida uplink and downlink [22].

2.3.3 Combined cell site selection and power control

The power control algorithms outlined in the previous sew®iassume that users are already
assigned a BS. This assignment may be through choosing thétB&e minimum path loss
from the MS. This approach may mean that the required powah®link is greater than is
necessary. For instance if a MS is near the edge of a heawtietb cell, or in one suffering
from a great deal of inter-cell interference, transmittiog neighbouring BS may reduce both

that MS’s required transmit power and that the MSs in the ¢eedit

To try and minimise transmitted powers, two authors inddpetly developed a combined
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power control and base station assignment algorithm [25, 2@8Both algorithms are
decentralised, and are similar to (2.14) except for the p@weatrol adaptation being directly
from the path loss, and the addition of minimisation though site selection of BSk, from

the set of BSs available tip D; . Both may take the form

1 €mi
PUY = min || — S PWT[u, k] + N | —min 2.15
The above algorithm is a synchronous one, and is converfjtrat $ystem is feasible [26]. The
algorithm may also be formulated to converge asynchrogd@sl]. Even though the algorithm
is formulated as cell-site selection, other BSs are abledeive the signal, and hence form a
macro-diversity system. A similar form to (2.15) may be uteéurther minimise transmitted

powers using macro-diversity [27].

2.3.4 TDD and power control

The reciprocal channel of TDD allows for an open loop powentiam. This means that the link
gain does not need to be sent back to the transmitter, meedgumned from the received signal.
The update rate translates as the time before an uplink padkeeeived after a downlink packet
is transmitted, or vice versa, for the downlink and uplinklg respectively. For a system with
symmetric data rates this time is the TDD slot length. Whenasymmetric abilities of TDD
are exploited, however, this time depends on the level ahasstry in the data rates, hence the

average update rate of the power control is

1
asymmetry ratiox slot length

power control update rate (2.16)

though it must be considered that this is an average rate @dhdany according to uplink /
downlink slot assignment. This puts a constraint upon slstgmment to be as consistent as
possible in order to provide a predictable QoS appropriatehfe environment and required

data rates. Hence, highly mobile systems may limit the sdpgdevel of asymmetry.

The interference mechanisms outlined in Section 2.2.3 riieiis may be beneficial to modify
targete,,in values in order to maximise throughput. Under the assumpltiat the downlink
suffers most from the extra interference mechanisms iotred by varying levels of asymmetry

[28] downlink throughput may be increased without reduaipiink throughput by increasing
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downlink transmit power [29]. It has been found, howeveat thplink interference may be

more significant [30], though downlink power control was nséd in this study.

2.4 Dynamic Channel Allocation (DCA)

The power control algorithms outlined in the previous sexgj apart from C/I balancing, rely
on a feasible solution of the power vector for convergencae @pproach to this problem
is to have a fixed number of supported users per cell or pemehavhich will guarantee a

feasible solution. This approach provides predictabliileglcapacity. Fixed assignment may
mean, however, that calls are blocked in a highly loadedticatimay be possible if feasibility

conditions were based on actual traffic requirements. Withreamic topology such as ad-hoc
networks, fixed assignment is not possible, due to unpmadietinterference. Hence, some
form of dynamic admission control is necessary for suchesystto ensure a feasible power

control solution.

DCA algorithms for CDMA have mainly taken the form of interdace-based DCA [31] or
combined power control and interference-based DCA [32]ctvimay be implemented in a
simple and distributed fashion. Due to the frequency refas®r of 1 employed by cellular
CDMA, frequency re-use DCA such as [33] are not particulathtable, although they may
be applied to ad-hoc systems to try and reduce interfereboasidering TDD-CDMA means
that DCA can be applied to time slot allocation as a means podue system capacity through

interference reduction [34] or traffic scheduling [35].

2.5 Existing relaying techniques

Research into relaying has generally covered two aspeatge riscovery and metrics to

determine the route chosen.

2.5.1 Path loss routing

Possibly the simplest routing metric is to minimise pathsjosr use the shortest path [11].
Without co-channel interference, this should require theimum overall transmitted power.

For in-cell calls, the user probes to find the path loss toratibeles, and their path loss to the
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target. The routing is determined by choosing the route thighminimum path loss overall. For
out of cell calls a similar probing is performed, but the &rmay be any BS. This means that
the user may be outside the hand-over region of the BS thakéd with. The basic routing
structure may be performed in a trellis as will be preseme8ection 4.3.1.1. This reduces the
number of calculations required, with a path loss basedsByshis causes no degradation in

performance as the minimum path loss route is selected htreste in the trellis.

2.5.1.1 DARPA

To try and capitalise in a mobile environment on the dynattyi@aaptive advantage of packet
switching, in 1972 DARPA initiated a research effort intoacket radio network (PRNet). The
intention was that not only could the broadcast channel bd osore efficiently, it could cope
with changing or even incomplete connectivity [9]. In ortiecommunicate with other military

networks PRNet became the first “Internet aware” network [36

2.5.1.2 Destination-Sequenced Distance-Vector RoutinpEDV)

DSDV [11, 37, 38] is a table driven routing protocol, the loggiemise being to determine the
shortest number of hops to a destination. The protocol regjgiach node to advertise its routing
table. This table contains all the possible destinationthénnetwork, the number of hops to
each destination and a sequence number of the informatieivesl from the destination. The
sequence number allows routes to be chosen with a prefefenceore recent information,
removing the possibility of loops due to stale routes. Ineortb avoid large amounts of
routing information flowing through the network incremdnthanges are used to relay only
the changes that have occurred since the last dump. Theitrdyien where a node other than
the destination may broadcast information about the rauifatiis discovered that the route is
broken. In this case a route update is triggered withametric with a sequence number one
greater than the last one received from that destinatioa.ntide receives this: metric and it
has an equal or later sequence number with a valid metrig,ithéll send this information to

supersede thec metric.

Route selection criteria are dependent on timing and vaniaif the received tables. Upon
receipt of new information more recent sequence numberaaegghe older ones, equal

numbers are chosen for the best metric. Metrics are incrimddry one hop and scheduled
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for immediate advertisement if new, or may be subject to tirsgttime if the destination is

already held. This settling time is to try and avoid rapidraes in routing before much of
the information is gathered and there is a likelihood thaete route will be received soon.
It is performed by keeping a weighted average of the timentates fluctuate before the best

metric is received, excludingo metrics.

2.5.1.3 Cluster based networks

In order to try and reduce the overhead of signalling infdioma and to manage system
resources effectively clustering of nodes according t@ifipgparameters has been proposed
by several authors [39—-44]. From examining the pole capadia CDMA system (3.11), it
can be seen that halving the processing gain not only dothesach user’s possible data rate
for a given bandwidth, but due to the lack of interferencerfrihe desired signal, increases
the throughput of the system. As the data rate is propottians/pg and the throughput at a

receiver isdata_rate x no_users we get

1 1
throughputme, x — + — (2.17)
€& DP9

hence for a CDMA based relaying system we may be able to seecasase in throughput
by clustering to a common link by combining the data strearmgrocessing gain reduction,
though this phenomenon has not been fully investigatechdtilsl be noted that this potential

benefit becomes negligible where large processing gains ase.

Clustering algorithms with an unspecified MAC layer are moaomcerned with reducing
the possibility of flooding of routing messages and possibieastructure assignment, with
possibilities such as bandwidth re-use and backbone &bocg89]. In most cases the routing
protocol is separate from the cluster formation; both talbyieen [40] and on-demand [41]
algorithms have been applied to clustered systems. Thdibehaustering clearly depends on
the sensitivity to flooding with scalability of the protocaCertain nodes, called clusterheads,
are responsible for the formation of clusters [42—-44]. Tdais be considered as analogous to

cells and hand-over in conventional cellular systems.
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2.5.1.4 Dynamic Source Routing (DSR)

DSR is an on demand source routing protocol, in that no pieripaickets are required of any
kind. This means that the number of overhead packets isdsealording to the mobility of
the nodes once routes are established. The protocol cop$isto stages; route discovery and
route maintenance. Route discovery only takes place if & sagdute cache does not hold a
route to the desired destination. The discovery takes ptactdemand, by broadcasting a route
request packet. This packet contains the initiating argktarode addresses as well as a unique
request identification number. When a node receives a reqgugest and it is either the target
node, or holds a current route to the destination a routg igglenerated. If this is not the case
the node adds its address to the route request and retrangrbibth forming a record of the
route and allowing the node to ignore the route request dstddready encountered it, reducing
flooding. This tagging of the route request, plus in the cdsetermediate nodes, their route
cache, is the basis of the route reply message and hencegaofiormation. The route reply
is returned to the initiator using the replying nodes rowehe, if this exists, otherwise for
symmetric links the route is simply reversed, for non-syririodinks the node may initiate its

own route request, piggybacking the route reply on top.

Route maintenance is shared by all users involved in théngpthrough receipt confirmation.
This may be performed as part of the link level protocol optlgh setting a bit in the packet
header requesting confirmation through whatever meansidable. If this confirmation is not
received then the packet will be retransmitted up to a gertamber of times. If there is still no
confirmation then a route error packet is sent to the initgatiode, identifying the broken link.
As many routes may have been received in response to tha iitite request, the initiating
node may be immediately able to try a new route, otherwisevarnate discovery phase is

entered.

2.5.1.5 Zone Routing Protocol

The Zone Routing Protocol (ZRP) [11, 45, 46] is a hybrid @abbn-demand) protocol for a
special class of ad-hoc networks known as reconfigurablelegs networks (RWNs). This
kind of system has features such as high mobility, a large@aré&tspan, and a larger number of
nodes. ZRP adjusts to network conditions through a singlenpeter, the zone radius, reducing

the cost of updates for topology changes.
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The routing zone is defined at each node by including nodesevliistance is equal to or less
than a maximum number of hops. Those at a distance equal tndkienum number of hops
are known as peripheral nodes, the others interior node=n #wugh the distance is measured
in number of hops, it should be noted that increased transmier will result in a larger radius
as more nodes will be within one hop. A node only maintainginmguinformation on those
nodes within its routing zone, meaning that the amount oatgttaffic does not depend on the
number of nodes within the network. The zone is discovereauth a table driven protocol,

the Intrazone Routing Protocol (IARP), which may be any active technique.

To establish communication beyond the node’s routing z@mepn-demand protocol, the
Interzone Routing Protocol (IERP) is used. This selegtivddlivers queries from one node
to its peripheral nodes, termed bordercasting. The roweodery for IERP first checks that
the destination is not in the zone. If not, the node bordéscalse peripheral nodes checking
if the destination is within their zone, if still not foundeth transmit to their peripheral nodes
and so on. If the destination is found, the accumulated mguitiformation is used to send the
route back to the originating node. It is likely that muléploutes will be discovered using
this method, allowing the node to choose the route based ostgcmThe overhead for route
discovery is reduced by only performing global searchesrvehmajor topology change takes
place, overcoming link breakage on a local level. To redusedihg, zones may check if a

query has previously reached that zone, discarding it fithihe case.

2.5.1.6 Link reversal routing

The motivation for link reversal routing is quite differeftom other routing protocols
mentioned in this chapter. It is intended for high mobilitgtworks, or those with dynamic,
rapidly changing topologies. The algorithm is not intendedproduce shortest distance
routing, but instead to maintain a connected graph with airmim of overhead. This is
achieved by localising the interaction when a change octuis single hop, hence a node
knows nothing of its position in the graph and the subsequeunlti-hop distances once
changes have occurred. The graph for each destination iseteti acyclic graph (DAG)
routed at the destination, meaning that just the destimatiay have incoming links only, and
acyclic as it contains no loops. A node only reacts to chamges it loses its last downstream
neighbour, i.e. it cannot relay a packet onwards. The respds to inform the upstream

neighbours that it cannot relay a packet and find a new doeastrneighbour if required.

23



Multi-hop communications and TDD-CDMA

This means that route change information is not only tratiethiless frequently, but is not

transmitted on a network wide basis like other protocols.

An example of link reversal routing is Temporally OrdereduRg Algorithm (TORA) [47].
The protocol contains three functions; route creationteaouaintenance and route erasure.
During the creation phase the graph is built according to ficnkeased upon “height”. The
direction of a link, upstream or downstream, is assigne@raaeg to height, i.e. up or down.
Links to nodes with unknown, or “null” height are not congiel This forms a directed path.
If the network changes then these directions may be indolirdcdirection may need to be
reversed so that all paths lead to the destination. Thishgeeed by reassignment of node

heights. In route erasure a node sets its height to nulljrmgum® links to be directed to it.

When a node re-evaluates its height, timing is an importetof. Simplified, TORA assumes
that all nodes have a synchronised clock used to measureditall time of the failure, though

this need not be the case. The metric used by TORA consistgeoéliéments, the first three
define a reference level; logical failure time, unique idgraf defining node, and a reflection
indicator bit, used to separate the original from the “reéd¢, higher reference level. The last

two elements; a propagation ordering parameter, and tinditigef the node, define an offset.

2.5.2 Power aware routing

One of the potential benefits of a relaying system is redugethdi power consumption through
the non-linear nature of path loss. There are several ishaemay cause concern to planners,
both real and perceived, which need to be addressed withdrégéhe power consumption of
users participating in a relaying system. A major factohia temoval of ODMA from UMTS
was the perception that users would see a reduced batteryTiHis will be the case if users
in stand-by mode are freely available as relays [48], as Wikye transmitting and receiving
when in a non-relaying system they would not. This need ndhbease, as the benefits of a
relaying system may be realised without the involvemenhe$é inactive units; all the results
presented in this thesis are on this basis. It may be the lcaseyer, that the use of transceivers
purely on path loss will not result in optimal power usagem8aisers may have limited battery
capacity or low charge. In an interference limited systeenrtquired transmitted power may
be higher than is possible if the routing is based on requiatsmitted power instead of path

loss, as will be shown in Chapter 4.
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Several studies and algorithms have been presented wihdrég maximizing the battery life
of users within an ad-hoc network [48—64]. Most of these doceosider interference limited
systems, though the results are equally applicable to dixtgrthe up-time of these systems
in conjunction with the consideration for actual transedtpower. The issue of who should
be available for relaying has been considered holistidallyystems where stand-by users are
available for routing [48]. An algorithm is presented thahdncrease the time for all users
remaining by 250% by electing users for participation baseenergy consumption, and by
checking for potential partitioning of the network, incseay the session time of such systems
by over 50%. A similar approach is taken in [49] where bacldbandes in a totally ad-hoc
system are selected in a co-ordinated fashion so as to redues consumption. This approach
shows a 15% reduction in power consumption for a negligibtuction in throughput and
small increase in delay. Analogously the master role in Blogh scatternets may be swapped
according to available battery power [50], again incregsiatwork lifetime by over 50%. The
clustering of sensor networks with regard to energy consioamps analysed in [51] with the
result that there is an optimal, relatively small, numbeclokters regardless of whether the
network is homogeneous or heterogeneous. The heterogemedwork corresponds to an
overlay of more powerful sensors, effectively backboneasodScheduled rendezvous, where
users are powered down until a pre-arranged time, and reelijpéncy identification (RFID)
used as a low power wake up technique is analysed in [52]. didezvous is the most power
efficient, whilst the low power wake up is the most responsivaybrid technique is presented
to adapt to system requirements. Connected dominating aetsentioned previously, may
reduce computation, but also put higher energy requiresngmbn nodes within the set. The
adaptation of this method by alternating available nodggagosed in [53], and is shown to

improve network lifespan.

Another approach considered is to consider the bits / jaypacity of a network. Power control
in a non-interference limited system according to throughgnd bits / joule are presented
in [54] on a local and centralised basis. It is shown that thental transmission distance
is a function of the load on the network, and the power is ddfusccording to this load.

Common power and independent power algorithms are inastly with the independent
power adjustment giving the best throughput per unit eneagypared with common, min, and
max power allocation strategies. The bits / joule capadignergy limited multi-hop networks

is analysed in [55]. It is shown that bits / joule increasethwhe number of nodes, and that

for a network with a fixed number of nodes, the number of bitailg increases as the ratio of
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ad-hoc to conventional cellular nodes increases. Therelaa&gheduling variable-rate data to
achieve reduced energy per packet at the expense of ansadrdaut more consistent packet
delay [56], which would be advantageous in streaming mepldieations. This is achieved

though on-line look ahead power adaptation to attempt tomime the required energy and is

shown to be close to the optimal off-line approach.

These approaches may be considered as an overlay to redupewtter consumption of the
relaying network. Another approach has been to integrateatuced power consumption or
increased battery life by means of a weighted metric. An gitaraf this modified distance is

presented in [57]
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whereEZ.O is the initial energy available to nodeand E* is the residual energy at nodeand

R; the residual capacity at nodeThe weightsg¥,, andW, may be adjusted to favour either of
the two terms, biasing the routing towards minimum power laaitlery life respectively. This
approach attempts to ensure that energy consumption i¢yedistributed across the network.
It has been extended to frequency allocation [58] but mayakggioe adapted to different
radio access methods. Equivalently the integrated probksrbeen addressed by constructing
spanning trees [59] or connected dominating sets [53] tteapawer aware. In [59] the trees
may be constructed with regard to global or local efficiemspecially with regard to multicast.
For a global approach, less overall power is consumed inicasttwith fewer, higher power
transmissions. This causes reduced battery life for theses ucompared to the local, individual

battery approach. A weighted compromise, similar to (2.8)eveloped to address this issue.

Several methods have been presented that use maximunyiétess the sole metric [60, 61].

In [61], where an actual 802.11 energy consumption modedésiuthe minimum battery cost
metric actually results in far higher power consumptiomtaminimum hop routing. More

intelligent battery based metrics, however, do result duoed power consumption. In [60] the
power consumption of the node is further broken down int@@ssing power and transceiver
power, and it is pointed out that the minimum battery routiegds to favour longer paths.
For the purpose of this thesis it is considered that whilecg@seing power currently forms
a considerable part of the overall consumption, with adearin semiconductor feature size

reduction, and commensurate square power reduction atttisrfwill be a negligible fraction in
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the future. Thermal noise dominates the minimum detectadleer, hence with current access
methods, it is unlikely that required transceiver powel d reduced by similar technological

advances.

The above methods have not been solely concerned with CDMAinterference based
technique [62] similar to that presented in this thesis amoliphed after [63] points out that
this approach approach reduces power and hence energynqoins It is shown in [64] that
minimum consumed energy routing reduces latency and poaresuenption when compared

to using the shortest path for CDMA.

2.5.3 Novel routing methods

As well as the routing protocols outlined in sections 2.5.3.2, several techniques have been
proposed that go beyond the current paradigms for wirelé$ma networks. One of the basic
preconceptions for wireless ad hoc networks is that the idadant over a single route. One
of the simplest advances that transcends this approachligpatiu routing [65] or multipath
source routing [66, 67]. Single path routing may under zdiliesources and is susceptible to
link breakage and possible congestion problems. The idéerlying multipath routing is that
by distributing the data over several paths load balaneadycing congestion and unfair relay
power consumption, and route failure protection becomesiple. The problem with this
approach becomes how to find the most effective allocatiatats between the paths. This has
been achieved by modifying DSR, which already discoverdipialroutes without exploiting
them simultaneously, by applying an heuristic algorithm.idyportant criterion in selecting the
multiple paths is to find node disjoint or independent patbsulting in a greater aggregation
of resources and the likelihood that performance changedéroute will not affect the others.
As well as the intended benefits it has been shown that mtiifpaiting can reduce end-to-end

delay [67] and reduce control overheads [65].

A more advanced approach that utilizes multiple paths istioadr diversity[68] for single
hop networks or co-operative / user co-operation divel§8/72] for multiple hops. With
this technigue the multiple paths are used in a similar wagntidtiple antennas in multiple
input multiple output (MIMO) or variant systems [73] withiothe need for physical arrays.
Cooperative diversity expects to achieve comparable sityegains in aspects such as capacity
and resilience to multipath fading. As with multipath ragtj the system attempts to select

independent, uncorrelated channels but utilizes spated¢bding to exploit the diversity.
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2.5.4 Mobility issues

When the topology of a network changes rapidly due to nodeilityplit is necessary to
reconfigure the network according to the changes. If thigtet not performed rapidly then
performance may be severely compromised though additiotedference or link breakage.
If the routing overhead has been reduced by updating linkrinétion only when there is a
change, then a consequence of sudden high mobility can béhthaetwork is flooded with
routing information. This will have the effect of reducingpacity as a large proportion, if not
all, of the communications resources may be used for siggaihstead of the desired data.
An interesting counterpoint to this argument is found if treday constraints are considerably
relaxed. Itis shown in [74] that mobility may be exploiteditarease the capacity of ad-hoc
wireless networks. The idea is that if users are mobile likédy that a better link will become
available. This may be exploited if there is time to wait for This mechanism is that data
travels by being split off to many relays, physically cadri{e electronic form), and then relayed

when one of them is close to the destination.

Several of the routing protocols described previouslyhsag ZRP and link reversal routing
attempt to reduce the degree of flooding due to mobility. Aaptapproach is to attempt
to route using the least mobile relays. Signal Stabilits@&h Adaptive Routing (SSA) [75]
routes on the basis of the signal strength between nodeshendode’s location stability,
choosing long existent channels with strong signals. Tdeaehthis the protocol breaks
down into the Dynamic Routing Protocol (DRP), which maingathe routing table, and the
Forwarding Protocol (FP) to look up the next hop. Within thBR®each node sends out a
periodic beacon which allows other users to measure thalsigrength. Nodes are classified
as strongly connected if the signal has been received prglyidor a set number of times,
weakly connected otherwise. Strongly connected nodesaapéhe routing table, along with
the next hop for each route. The FP first looks up a destinatitive routing table, if there is no
entry it initiates a route search in a similar manner to othredemand protocols, except that a
request is only processed if it has arrived over a strongradlannless, after a time out period,
no route is found. The first returning route packet is choseit has probably travelled the
shortest or least congested path. Associativity-BasediRp(ABR) [76] uses a similar notion
of users sending a periodic beacon in order to measure naedeiasvity. An associativity
counter is incremented each time the beacon is receivedhantte chosen for the greatest

degree of association.
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2.5.5 TCP/IP applications and ad hoc networks

We rely on TCP/IP for the vast majority of wired computer netks and as the facilitating
engine for the Internet. Its design, although it has anaksttations with DARPA PRNet, IP
was not designed for, and until recently had not been testtd aivilian wireless networks
to any great extent. This is especially true for the uniquallehges of multi-hop wireless
networks, although IP routing technology does provide supfor multi hop relaying and
dynamic internetwork connections [77]. The emergence &HBEB02.11 [1] for wireless
networks and other systems such as HiperLAN [78] not only enadobile IP an issue, as
WAP, GPRS, and 3G do, but also provides a test bed for mutitRametworking.

Several investigations have been made into measuring lat@€R system behaviour over
multi-hop networks with MAC protocols such as 802.11 [79&tLAN/2 [80] and WaveLAN
[81]. It is shown in [79] that the performance of the 802.1iwwek is greatly affected by
its interaction with the wired network. Without the wiredtwerk a small TCP window
is desirable, however this becomes untenable with the wistdiork. This is shown to be
increasingly problematic for the multi-hop system as thigdavindow leads to accumulation
of packets in the wireless section. The authors suggestthieahetwork needs to be able
to distinguish between channel loss and congestion losedpond appropriately as well
as intelligent bandwidth control to support optimal sdate@use. Problems have also been
unearthed between TCP, 802.11, and multi hop networks inlated studies [82,83]. For
example the need to distinguish between congestion ancephuds is echoed in [82]. It is
shown that due to this mechanism the performance detadtmatically when mobility
causes route breakage, and it is suggested that interdetfareen routing, TCP, and the MAC
is necessary to alleviate this situation. In [83] it is shathat interference, preventing the
reception of a request to send (RTS) signal, results in a T@&SBian being shut down after a
second session is initiated. It is suggested that this pnolies in the 802.11 MAC, as it is not

designed for multi hop communications.

A routing protocol has been presented with specific apjdinatio the Internet [84]. Specific
nodes are allocated to perform specific network tasks or as@ection to the Internet. These
nodes use table based routing, while peer-peer commusricaéire via on-demand routing.
This system is shown to have better data delivery rates aod/er Icontrol overhead than a
purely on-demand system. A similar approach is taken forticagt in [85], except that the

table for connection between the Internet and the userspiemented as a modification of
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the IP. Application based frameworks have been proposedfdan the context of ad hoc
networks. The intention is not just routing informationdahgh interfaces such as Bluetooth
and 802.11 with throughput, delay, mobility support anddpmbility appropriate for the
application, such as streaming media, but also as a teahtigoreak operations into sub-tasks
suitable for the devices in the network. The capacity of /hdp networks has been analysed
using TCP traffic and an 802.11 MAC layer for different apglions [88]. With persistent
connections such as file transfer protocol (FTP), the capashown to decrease after a certain
radius as shown in Chapter 3, and the capacity is greaterHahanumber of connections at
lower transmission radius and for fewer connections aelaradii. For intermittent connections
such as Telnet, however, this capacity loss is not presentalteduced interference, though
an overall reduced capacity is shown due to not gaining apgaity through frequency re-use,

the capacity consistently lower as the number of connegtiocreases for all radii.

2.6 Summary

CDMA enables bandwidth to be simultaneously shared betweegral users, by spreading the
signal with a code. The degree to which the signal bandwalthdreased is measured by the
processing gain. CDMA promises complete frequency requsecellular environment. When
interference is considered as Gaussian, CDMA is primaniigrference limited. If a maximum

transmit power is considered the required cell coverage ats/compromise capacity.

TDD is a duplexing technique that efficiently accommodategranetric data rates, and is
suitable for relaying. Duplexing is performed by allocatiof time slots. As the same channel
is used for both directions, techniques such as pre-RAKH,agen loop power control are
possible. TDD requires a simpler RF architecture than dupdewith separate frequency
bands. When time slot allocation is not synchronised beatweedis, additional interference

mechanisms occur.

In order to reduce interference, and to improve the frequeswise ability it is necessary to use
power control. Power control may be implemented in a cemtralistributed fashion without
compromising performance. Combining power control witihdvaver is a means of coping

with the prevalent conditions of each cell.

Relaying of mobile signals began in 1972 with PRNet. Sinentheveral routing algorithms

have been developed using table driven or on-demand apm®athese may be combined to
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achieve a compromise between signalling overhead, mplbditels, robustness and routing
latency. The metric to determine routing may be determineolosing the shortest path,
minimising transmitted power, maximising battery life,bustness, information-theoretic
capacity, or a combination of these.
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Chapter 3
UTRA-TDD Opportunity Driven
Multiple Access (ODMA)

ODMA is an ad-hoc multi-hop relaying protocol first propoded Salbu Pty [8], and then
considered in a modified form by a concept group for the 3rde@Gadion Partnership Project
(3GPP). Provision was made in early revisions of the stahfl€d], although it now appears
to have been dropped in order to achieve a finalised standaedrasult of concerns over
complexity, battery life of users on stand-by, and signglibverhead issues. However, ODMA
remains an attractive prospect for future mobile commuitinasystems, due to advantages
offered by a reduction in transmission power [89], potdiytianhanced coverage and with
a greater trade-off possible between Quality of Service)nd capacity in the extended

coverage region [90], and under certain circumstances hmay sicreased capacity [91].

Multi-hop wireless networks like ODMA will be shown in thiddsis to reduce overall
transmission power, be resilient to shadowing and poténfiacrease coverage compared
with single hop transmission, however, for simple receivend low user density, the actual
capacity of UTRA TDD may be marginally reduced from the maximnon-relaying capacity.
This chapter analyses the implications of relaying in autall scenario as compared to a
conventional non-relaying system. Initially the integiece is analysed by investigating the
effect of reduced transmitted power resulting from redupath loss for a link. The effect
of shadowing is considered and it is shown that a relayingegayss able to benefit from
increased zero mean log-normal shadowing by utilising tliersity of paths available. A
correlated shadowing model is developed from a previouseiecansidering both distance
and angle of arrival [92] to include the shadowing correlatbetween all transceivers, as they
may all be available to receive in a relaying environmenis ghown that while this affects the

interference pattern the perturbation is not significant.

Further analysis is made of the impact upon the capacity d/A@0n relation to the coverage
of a cell comparing relaying performance to the analysiserfad a non-relaying system by
Veervalli [15]. It is shown that after the coverage limit dmODMA UTRA TDD has been
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reached, ODMA will provide enhanced coverage. As the nunadberalls and/or quality of
service is decreased the cell coverage can be increaseddegoventional coverage-capacity

trade-offs, allowing operators a far greater degree oflfiti.

3.1 Introduction

ODMA is a misnomer as it is not a true multiple access techmigit is a relaying protocol
potentially providing benefits such as reduction of trarssion power, overcoming dead spots,

and a more even distribution of interference with reducedmreceived power.

The basic principle of ODMA is that compared to the convardlapproach, where a MS in a
cell communicates directly with the BS, or vice versa, inraji line of sight transmission, it
is more efficient to break the path into smaller hops, as shiowigure 3.1. This is achieved
by making use of other MS in the cell to relay the signal. Thenog@l routing is calculated

using intelligence in the MS and BS to try and achieve the mmimh total path loss for the

transmission.

The UTRA-TDD standard did include provision for ODMA [10} a modification of a Patent
by Salbu Pty. Ltd. [8] although the implementation was fanirfinalised. The main features
of the standard covered signalling slot allocation and wadHor building neighbour lists, but
a routing protocol was noticeably absent. ODMA has now beemorved from UTRA-TDD,
heresay suggesting concerns of increased power consumm@gpecially from users not
involved in calls being used as relays, and the unfinished sfahe protocol exacerbated by a
lack of resources available within companies desperatedoup the expenditure of 3G. This
thesis will show that the issue of increased battery draimém-calling users is not a problem
as all scenarios examined only consider relays availaliteeif are already using one or more
of the TDD time slots. For those involved in calls an increaséattery life will result on
average for all users if only the transmitted power is cagrgd. Users close to the BS may
lose out, but for non-relaying they benefited from the lowesguired power, MSs at the edge
of cells will see the greatest benefit, the result being batike is more consistent and longer
on average. Several papers cover the overall power consumpita MS, additional factors
to transmit power being mainly attributable to CPU cyclegr fhis thesis it is considered that
because of the general trend in reducing feature size ind@sistent with Moore’s law [93],

and the commensurate reduction in voltage, hence powerréresmitted power will be the
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dominant factor on battery life by the time any 3G evolutigatem may be released.

It has been shown by Harrold and Nix [89,91] that a relayingtay with distributed
intelligence can show an average reduction of 21dB in requitransmission power or
increased coverage [89], and that under certain circurostarwith a sufficient density of

relaying users there may be a capacity enhancement ovegrmtizwval TDD [91].

\ Mobile

Stations

Figure 3.1: ODMA scenario showing routing with path broken into shotteks, and avoiding
shadowing

This chapter begins with a background to UTRA-TDD ODMA anddies its evolution to
the point where ODMA was dropped from the UTRA-TDD standarthe structure then
follows the progress of investigations into path loss, skadg, and finally coverage-capacity
tradeoffs. In the former path losses are examined in theegbof a simple two hop routing
algorithm to minimise the path loss. The resulting intesfere pattern throughout the cell is
then compared with a non-relaying system and theoreticairman gains. The interference
pattern is analysed for different values of shadowing vesa It is shown that whilst in the
conventional system shadowing increases overall inemtgr, a relaying system is able to

exploit paths improved by zero mean log-normal shadowisgt aelects the minimum path
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loss route, hence choosing those benefitting from reducidess due to shadowing.

The second half of the chapter analyses the capacity-agwerade-off within ODMA in
comparison to a conventional TDD system. The connectiMitpl@MA is sufficiently different
to traditional CDMA MS-BS communication that it is not reaable to use the conclusion of
Veeravalli and Sendonaris [15] that for a maximum transimispower the coverage of a cell is
inversely proportional to the number of users. This infaioramay allow for a coverage based
admission control. As it is likely that the greatest bottlek in an ODMA relay link will be
the final MS-BS hop, it may be advantageous to allow cell hiagt or dynamic cell geometry
through BS assignment. This would provide for a more eveditmpof BSs, optimising system

requirements.

3.2 UTRA-TDD ODMA Background

ODMA was first proposed by the small South African companyb&dResearch in a 1978
patent [8]. In its initial form the motivation was for a pathkmsed radio system using TDMA
principles. Together with Vodafone, and to a lesser ext@mngns, Salbu introduced ODMA
to ETSI SMG2 in 1996 as a proposition for the 3G mobile syste4r-98]. The idea on its own

was a poor contender compared to the several CDMA variagtsvas never going to succeed
in its own right. The epsilon group, however, carried ouestgations into its feasibility with

the outcome that ODMA was proposed to other working grougsmastension or enhancement
to their existing access methods [99-101]. The proposg mgjuired hooks to be put in and
ODMA could be enabled or disabled by the operator, henceemehtation was not required
in the initial hardware, delaying roll out. General opiniaas that ODMA may as well be

included even though many issues were still unresolved.

Since integration into the main UMTS standard little appdaapart from recommendations for
the standard [102, 103], the standard itself [104—106],saomde notes on security [107] before

it was eventually deleted from the standard.

3.2.1 Features

The original patent [8] describes a basic routing stratelgiyst a neighbour list is built up,

this can be either from listening to other mobiles or by pngbi The latter is a request for
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information from surrounding mobiles. A request is sentfoutdentity and quality of received
signal (path loss, noise level). There is no ability to téllhie transmission is going in the
optimal direction, the strategy is to transmit to the MS witle best signal quality that has
communicated with the BS. Some power reduction seems toebertly requirement, but it is

suggested that the route will be known up to three hops ahead.

The proposals to Delta concept group [101] add to this baa in relation to UMTS. The
neighbour list is required to contain at least five entriéshik is not met after transmitting at
the lowest power and highest data rate the power is incredtte condition is still not met
at maximum power, the next lowest data rate is used and therp@set to a minimum, and so
on. This adaptation also works if the neighbour list is tagda Two connectivity types address
the routing. Local connectivity is available up to two hopgag, with all path loss and noise
information available to the MS, and a link budget analysisiade to minimise path loss. End
to end connectivity is used for more than two hops, using &jiroand destination ID. There
is a 'time to die’ criterion after which the packet is deleted delay time is considered in the
routing algorithm for this mode. There an interesting comhirethe standard concerning delay
and number of hops. Considering an increase in hops, onalvasslme that the delay would
increase, however it is pointed out that the lower powemadla higher data rate, which will

balance the hop based delay.

The basic intention of all previous routing algorithms isnhinimise the mean transmitted
power along the route, although this is often implementedninyimising path loss. The main

difficulty is to make the correct decision whilst achievinghamimum of network overhead.

UTRA TDD uses only short orthogonal spreading codes, thedsnh being length 16,
corresponding to 16 kbps [104]. From the limit of the poleawty [15], the small processing
gain limits the number of users that may be routed throughde hand ultimately to the BS.
There is no explicit routing algorithm in [105]. The routistrategies discussed previously in

combination with the ODMA principles indicates the followji requirements:
(1) optimise node loading according to pole capacity,

(2) minimise overall path loss,

(3) minimise interference at nodes.

TDD allows diversity in time, however, optimising this atktion is beyond the scope of this
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chapter. The initial step for routing is to assess the path to and interference at other MS.
This is achieved by probing neighbours. The description robjmg is probably the most
complete part of the standard [105], it consists of severafles designed to get an initial

neighbour list and then keep updated with a minimum of ieterice.

UTRA-TDD supports only low mobility due to the open loop pavesntrol’s time constant
being governed by the slot length. Its advantages includminal simplicity, channel
reciprocity, and asymmetric uplink and downlink bandwitltrough time slot allocation. This

indicates possible uses for LANs, or other data transfeln aganobile IP.

3.2.2 Gathering ODMA network parameters

In order to implement routing protocols it is necessary tiddban information database that
contains details of nodes available for routing, and thepaters required to calculate the
routing metric (path loss from calling MS and to BS, integfece, etc.). The scope of the
information requirement is dependant upon the nature afthiéng protocol, and this overhead
is described in more detail in Section 4.6. The option existserform the routing either at a
central system such as a BS, or in a distributed or local dasiwhere each MS holds a list and

performs the metric calculation itself.

3.2.2.1 Centralised network lists

With a centralised list system all the routing is determinech local cellular group basis with
information gathered at the BSs using a dedicated siggadliot. Much of the information still
needs to be gathered by the mobiles, such as MS-MS path Ibisslist inherently includes all
the users in the local cellular group, i.e. central cell andibring neighbour cells. The routing
information is processed at a central processor and thentédne appropriate MSs though

another dedicated time slot.

Advantages of centrally processed network lists includeathility to assess the entire system,
potentially resulting in the optimal routing for a partiaulalgorithm. This is because all the
required parameters are held simultaneously. The algontfil not be required to make any
assumptions of redundancy or approximation. In additigo@hms such as [22, 23, 108] may
be used which simultaneously solve a system of local reaugirgs in order to obtain a globally

minimal solution through linear algebrabraic techniqueg9].
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The central solution allows for the possibility of integnat admission control and routing in a
way analagous to that used by several proposed power cegit@ims [25, 26]. The motivation
for this approach is that, as opposed to the idealised doenhia single receiver for the

uplink (considered the limiting factor on capacity by manydstigations [15, 110, 111]), the
maximum capacity for a scenario involving multiple recesves dependent on the interaction
of parameters such as transmitted power and the path ganxjr@aten when every user is
perfectly power controlled to its receiver [15,111]. Usitigs technique, allocation of a
resource (such as a time slot) may be made in order to proki@lenaximum capacity at a

particular instance instead of the more usual first comed#nsted approach [33, 112].

As the information needs to be centrally collected, a likagchanism is through the messaging
slot / channel such as for the proposed UMTS system [106] evbeverage allows [15]. This

has the benefit of allowing for system wide synchronisatiars improving overall thoughput.

Disadvantages of such “all knowing” include a delay fronoimhation gathering to informing
the MS though messaging propagation. This occurs throughooiboth of two mechanisms.
Firstly, after the parameters have been obtained, the tiegutonnectivity information
needs to be imparted to the relavant MS, secondly if the MSBfdie beyond the others
non-relaying range, the system may experience relayingydéhough this may depend on
the system architecture, see Section 4.6. Either of thegerg&will introduce errors due to
differences between data used in the computation and thentyrarameters. The result being
a degradation in system performance especially in a fastdamt highly mobile environment.
Indeed this situation is not the worst case. It is possiké¢ tmobiles wishing to communicate
solely on a LAN basis, but out of range of a BS, or those out nfjeawith a single hop but in

range with two or more hops, may be unable to establish artingpimformation whatever.

3.2.2.2 Local network lists

A local list system is based on the idea of distributed iigefice, such that the MSs are self
organising, utilising the BS purely as a sink for informatithat needs to travel beyond the
scope of the local network. The list is established by prageass in a dedicated time slot,
as shown in Figure 3.2 [10], and routing formed as follows.tHis investigation an initial
minimum list size of 5 per MS is used and as suggested in thialiprrotocols for ODMA
this is increased in certain circumstances [10]. Scenawiosre this minimum list size is

exceeded may be more users coming within the current qudrgatio loss threshold, after
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minimum list size was not met for the previous probe levelwvbere a practicable target is not
contained in the lists of the members of a list with minimuzesiThe implications of locally
organised networks mean that this type of protocol may Fdiffierent requirements, and hence

applications to the central system.

One positive aspect of local organisation the ability taeksh networks in areas with poor or
no BS coverage. This was the original and purest meaning atidation for 'ad-hoc’ networks
[11]. As it is not neccesary for a central organising nodeatdlitate network operation, a BS
need neither be within range or even communicated with.ialnépplications were mainly
military [9] though it is rapidly being found to benefit regeiments as diverse as wireless
LANSs, 'smart’ homes [113] and self-organising sensor asrayor MSs with restricted power
resources or systems where bandwidth is precious a redugtiibbe seen in peak transmitted
power and hence potentially damaging interference. Thisesofrom restricing messaging
overheads to communication only with the closest MSs and thaguiring the lowest power
transmissions. In scenarios where a limitation of routirfgrimation latency is desirable, due to
rapid changes in the path matrix, or where a high degreetséiyss evident e.g low processing
gain local routing may be advantageous. This is becausaghean be made to be dependant
only on the time difference between Tx & Rx slots in a TDD sgstée on length of slot and
allocation of transmit slots between users. This is posdibtause path loss and other channel
paramaters are available from the reciprocal channel agrshiosection 2.2.2.2, this may be

further simplified with a header containing information Is@&s initial transmit power.

A locally routed system may be less desirable where the ptibtal routing for a particular
algorithm due to an incomplete path gain matrix may maketankial impacts on the power
requirements or available capacity. Such an instance isendadigh processing gain is used
with the system operating close to theoretical capacity.is Tasults from the minimised
database of the local lists, hence possibly not produciegime routing as if the algoritm was
able to use all users. As there is no shared slot contaningcndeta, and indeed one network
of users may be completely unconnected to another save hhitvegimpact of interference,
imperfect synchronisation is a potential result within thetwork and a near certainty for
inter-cell/network. The former resulting in a requiredrig&se in guard bands between time
slots, and both in a likely reduction in the potential berefailable from multi-user detection.
Any system with distributed intelligence requires a likestimination of processing power to

the MS requiring increased MS complexity. Whilst the regomient per MS will be less than
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that for the central processing model, simply being reguiee calculate its own route not

everyone else’s, the reduction cannot be expected to ke limieh number of users. This is due
to calculations being replicated by different MSs, e.g.ipexal path gain values and routes.
An implication of this requirement for increased procegdig each user will be a like increase
in power useage, indeed routing algorithms have been pedpthat include processing as part

of a routing metric [60, 114].

3.2.2.3 Probing methods
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Figure 3.3: ORACH Superframe Selection

The ODMA protocols included in early specificationsis of US-RDD mainly concerned
the probing cycle and use of the ODMA Random Access ChannRIA@H) [10], Figure
3.3. There are three levels of activity; full probing, whehe relay constantly monitors
and transmits probes on the ORACH, duty maintained prolilmg,normal’ mode, allowing
flexibility in scheduling, and relay prohibited where albping is ceased and normal TDD or
FDD operation is resumed. The level of probing activity Wil governed by parameters such
as number of neighbours, gradient to base of neighboursjrtal speed and battery level. All

routing strategy information is still missing, apart fronmate that all MS should have at least
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one gradient to a NodeB, where a gradient is a cost functiterins of propagation conditions,

number of hops, and other parameters.

3.2.3 Previous Simulations

Vodafone appear to have produced the majority of the indlisimulation results [95, 97, 98],
apart from the work at from Bristol University [89, 91] no ethresults appeared to have
been published directly concerning ODMA at the commencénoérthis thesis. For the
first simulations [97] Vodafone used three propagation Hsdaverse square law, inverse
fourth power law, and a Manhattan model. These all use seedsay the signals instead
of relaying by MS. There are capacity results, but they amgpli the number of supported
calls, with no considered access method, calculated bgdsang the number of calls until the
“resource” usage was 100% at a point in the cell. Later re§@B] consider indoor office,
outdoor/indoor/pedestrian and vehicular models. The fsoale more advanced and based
upon the path loss models in the UMTS selection procedurEs] hcorporating COST 231
path loss and a distance dependent exponential autodamnefanction for the log-normal
shadowing. They use MS as relays, however only transmigsrer is considered, with no

capacity calculation.

All these simulation results show that the reduced overatt oss results in a lower overall
transmission power, although this is shared by MS not diréatolved in the call. This will
result in a reduction in interference, and reduced averaggery consumption. The papers
discuss the situation with shadowing. If there is high skadg on the LOS path, transmission
power will need to be increased to achieve the required @f.rdf the maximum transmit
power is reached before this condition is attained a deadospars and hence results in a lack
of communication. Using ODMA it will be possible to go aroutié area of high shadowing

resulting in a further gain on top of the shadow free example.

It is mentioned that due to the reduced transmission power the subsequent lower
interference, a system can be devised such that the radimroes, be they time slots,
frequency bands, etc. can be re-used. This effectivelytesaaany pico-cells within the main

cell and should serve to increase capacity.
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3.3 Pathloss investigation

This section introduces a simple simulation platform andating algorithm to investigate the
interference properties of a relaying system within a dispcead spectrum context. The effect
upon path loss is examined by comparing a simple two hop irgjagystem that attempts
to minimise the path loss with a conventional system. Theilltieg interference pattern
throughout the cell is used to show bottlenecks in the systerd hence the limiting factors
for potential relaying gains, suggesting the new netwogokngies proposed in Section 4.2.
The interference pattern is analysed for different valdeshadowing variance for correlated
and uncorrelated shadowing variables. This indicates hmwgistently relaying will perform
moving from environments such as rural to indoor, and whetihere may be benefits from

using relaying in an interference limited system.

3.3.1 Simulation model

The COST 231 model was used for the indoor office test enviestim
L(dB) = 37 + 30log, d + 18.3f(/+D/(J+1)=0-46) | ¢ (3.1)

whered is the transmitter receiver distance in metres fnslithe number of floors in the path.
The recommendation is to set this to 8.is log-normal shadowing in dB, with a standard
deviation ofo and a zero mean, no correlation is applied. The minimum kbsgver allowed

to be less than free space.

MS were placed randomly, the polar co-ordinates normalisegive a uniform distribution by
taking the inverse of the required pdf [116], in this cage®. The routing used in the initial
simulations is a simple form of ODMA, corresponding to locahnectivity only. There is an
allowed maximum of two hops, and the metric is calculatedigishe minimum overall path
loss, an example is shown in Figure 3.4. The required trassan power is calculated as

shown in equation (3.2).
TxzPower(dB) = sensitivity(dBm) — gain(dB) + L(dB) + Inargin (dB) (3.2)

Wheregain is the total overall antenna gain and transmitter losses, gl q:n is a value

based upon the number of users to try and achieve the redDifedtio. This is derived from
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Figure 3.4: Example of mobile placement and routing

the perfect power control requirements for a direct trassion signal, i.e. there is no power
control system, in fact this means that the ODMA transmissigse a margin that is higher than
necessary, so these results are actually worse than cowrlpleeted from a real system. No
upper limit is applied to the transmission power. The irte¥hce power is based on a similar

concept.

I(dBm) = TxPower + gain — L (3.3)

This is used to plot an interference surface for the uplinith whe grid uniformly distributed
in the same way as the MS, an example of which is shown in figDre problem with using
this grid, as opposed to simply measuring the received pawveodes is that the power is
averaged over the space in the grid, so the values arounchigedbation are higher than the

actual received signal, and may not be completely indieatithe interference at the receiver.
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Interference Power in dBm

100

Y distance from BS in m -100  -100

X distance from BS in m

Figure 3.5: Example of the interference surface experienced by MS

3.3.2 Characterisation of interference

The interference pattern for the simulation was averageuah fthe surface plots as shown in
Figure 3.5 over equal radii and several hundred runs to pmdmn interference cross-section
for different values otr in the log-normal shadowing, as shown in Figure 3.6 for a 2@ih c
size, and Figure 3.7 for a 100m cell size. It can clearly be $leat, as expected, the increase
in o causes the conventional system to require increased tisgiempower, hence increased
interference. The ODMA system, however, is not only restlie the increase in shadowing, it
actually benefits from the increased shadowing deviatidthofigh it is not completely clear
why this occurs, it is hypothesised that this is due to thixilligion being zero-mean, resulting
in lower path loss. There may also be shielding of some MS bysttadowing, resulting from
the increase in average difference of Tx to Rx transmissims Tx to other MS path losses.
This is caused by choosing the lower path for the former aaddtter being zero-mean. The

general resilience seems to be due to the choice in signal pahce adaptation, allowed by
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ODMA. It is important to note that if more than one cell was sidered the conventional
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Figure 3.6: Interference with distance, cell 20m 10 users

system would continue to have an increase in interferenaeipwith distance, instead of tailing
off as shown for the single cell case. It is not possible to enedpacity calculations purely
from the above information as the capacity of an ODMA systemat dependent just on the
interference at the receiver, but is limited by the worsk lim the system. It may be possible
to overcome this by sending data over multiple routes, behdken there is the problem that
the weakest link being the last one before the BS, so multqaiees may all suffer equally. As
can be seen in Figures 3.6 & 3.7 an effect of ODMA is that therfetence slope is almost
the opposite of the conventional system, increasing tosvidrd centre of the cell, due to the
increased load on the central MSs. This will accentuate dtgeneck on the weak link, as
almost all traffic will need to pass through these nodes. Waisld suggest a possible target
for a routing algorithm, to produce a flat interference patfeom centre to edge of the cell.
With the bottleneck in mind it would seem prudent to investiigBS diversity techniques such
as antenna diversity, and analyse the effects of higherrdtga on the central MS, once they

become power limited.
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Figure 3.7: Interference with distance, cell 100m 10 users

3.3.3 Correlated shadowing

The initial simulation uses uncorrelated shadowing, syngasuming a log-normal distributed
random variable can represent the path loss fluctuationtocsiedowing. For the case with no
available path diversity in the transmission, such as aemtiional non-relaying CDMA system,
this is a reasonable assumption, however in an ODMA systearenhere are several choices
of path available for routing, ignoring correlation in theasowing may cause potentially
optimistic results. This is due to the low shadowing pathsdavailable in all areas of the
cell, e.g. two users in close proximity may be given compyetiifferent shadowing values,
the high shadow path will not cause any difficulty, as routiragn be made through the other
user. It is more likely that there will be a correlation beémehe two users as the reason for
the shadowing, building, wall, etc. will probably affecethath of both users. Klingerbrunn &
Mogensen [92] proposed a method for modelling cross-ctedIshadowing with regard to the
base station. Previous models have assigned correlatefficients according only to the angle
of arrival. The method in [92] includes provision for coatbn using both angle of arrival and
distance correlation, the idea being that the correla8aréater if more of the propagation path

is common between the users. The transformation bet@&eamcorrelated, andt”, correlated
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shadowing matrices is provided by a weight mat@lxwith the form;

Y = CX (3.4)

C is derived by performing Cholesky factorisation on a catieh matrix,I", where

I pi2 ... pin
1 .
r— P21 P2N (3.5)
PN1 PN2 1

this maintains the variance of the data when the correlasgmerformed. The correlation
coefficients,p;;, are generated according to the correlation model, of wichare presented
for distance and angle of arrival correlation. This modeldapted to ODMA by extending the
model from only considering the shadowing on paths to thetB&pplying the correlation to
all path losses between transceivers. The operation ismpegfin + 1 times wheren is the
number of mobiles in the cell. Starting with the base statismeceiver, the correlation matrix
is calculated with the desired receiver being omitted from shadowing and weight matrix,
then the first mobile station as receiver and so on until thieetadgion for all transmissions to

all users have been calculated.

3.3.3.1 Positive Definite Matrices

In order to perform the Cholesky factorisation it is necegdar I" to be a positive definite
matrix. With large numbers of elements in the matrix, highdyated variables such as the
result grid and the base station, and rounding errors in ctetipn, it often occurs that the

matrix is not positive definite.

Positive definiteness is satisfied if all of a matrix’s eiggoes are positive [117]. This may
be qualified to some extent by the determinant of the matrio. dymmetric matrices, such
as our correlation matrix, if the matrix and every princiglgb-matrix (formed by removing
row and column pairs) does not have a positive determinamt the matrix is not positive
definite. Rounding errors that create these problems nebd toodified. The solution is to
add a quantity to the diagonal of the matrix, until it becorpesitive definite, or multiply

the off-diagonal by a factor as close as close as possibleuttiiLlthe eigenvalue condition
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is satisfied [118]. This works by attenuating the estimatddtions between the variables. It
means, however, that it is not always possible to indicaaldgree of correlation in the system,
e.g. avalue of less than 1 is often required on non diagorsipoes in order to satisfy positive
definiteness in the matrix. It is therefore desirable toybrthe original matrix as little as

possible.

The sensitivity of a matrix to rounding errors can be due &odbcomposition technique, e.qg.
pivoting around small numbers as they suffer higher peeggnerror for a fixed error, or some
property of the matrix. Assuming that most decompositiochiégues include a sufficient
degree of intelligence to choose the optimal starting pdiiret matrix sensitivity will dominate.

Hence it is useful to find a measure of this sensitivity [LO®]we introduce an error vector

0b into the original positive definite matrid, this will be amplified in a resulting eigenvector
x by a factor1/)\, the largest eigenvalue of !. In order to make this amplification factor

invariant to any matrix scaling, it is necessary to norneelig instead using eigenvalue bounds.

[9z]| _ An [[00]
== Av bl

(3.6)

The numbek = A\, /A1 = Anaz/Amin iS called the condition number of. Hence, the larger
the condition number, the greater the scaling of the erromaitrix with a large condition
number is termed ill-conditioned. The condition number af path loss matrix indicates how
succeptible to errors, due to mobility or inserting arhjiteailues due to incomplete data, routing

approaches based upon this matrix will be. The norm & defined by

| Az|

]

| All = max (3.7)

which bounds the amplifying power of the matrix [109]. It Wk shown in Chapters 4 and 5

that the norm may also be used as a routing metric.

3.3.4 Results

Figures 3.8 and 3.9 show a comparison of ODMA using corrélatel uncorrelated shadowing
models for 20 and 100m cells respectively. It can be seerrtlggneral for the 5dB shadowing
case, the correlated model produces slightly higher iaterfce statistics than the equivalent
uncorrelated system, however, for the 10 dB case the ctedetaodel gives lower values of

interference. Itwould seem that the correlated model ddksince the interference pattern, but
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Figure 3.8: Correlated and uncorrelated shadowing for ODMA, cell 20m

in all cases the performance is not significantly decreastmhithe level of the 0dB shadowing

case.

3.4 Capacity-coverage analysis

A relaying system is sufficiently different from a convem@ CDMA system that it is not

reasonable to assume that for a maximum transmission pthearpverage of a cell is inversely
proportional to the number of users. This is due to the avifithaof many paths to the users, i.e.
there are many possible receivers, effectively creatimgltatfs within the cell. The number of

users transmitting to a particular receiver is thereforifired.

Analysis of the coverage-capacity trade-of for a relayiggtem may allow for a coverage
based admission control. As shown is Section 3.3 the bettlein terms of interference for an
ODMA relay link will be the final MS-BS hop, it may be advantage to allow cell breathing,

or dynamic cell geometry through BS assignment. This woubdide for a more even loading
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Figure 3.9: Correlated and uncorrelated shadowing for ODMA, cell 100m

of BSs, optimising system requirements. Knowledge of theeage-capacity is also essential

for effective cellular planning.

3.4.1 Simulation model

Time slots need to be allocated as part of the routing procEsis is because a TDD system
is not able to transmit and receive simultaneously. Thezealy two alternating slots used in

this model, A and B. The slots are allocated using the folhmagriterion:
1) The final hop must correspond to the receive slot of thestarg
2) The slot allocation must alternate (the relay cannotstrahand receive on the same slot).

3) The uplink and downlink (as opposed the the nomenclatorghfe slots) are simulated
simultaneously. This removes the need for any argument aitth dominates the capacity.
Indeed with a relaying system the distinction is blurred Es@e proportion of communication

is MS-MS.
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Figure 3.10: Example allocation of A and B timeslots for a 3-hop route

\ Parameter | Value |
Maximum transmit power | 10 dBm
Target C/l at MS 5dBm
Target C/l at BS 2 dBm
Logn. Standard deviatiom, 5dB
Noise figure (receiver) 5dB
Bit rate 16 kbps

Table 3.1: UTRA-ODMA-TDD simulation parameters

An example allocation structure is shown in Figure 3.10. fichding is allocated according to
the minimum path loss, and more than 1 call/route is providethcreasing the data rate with

a lower processing gain.

Considering UTRA-TDD’s suitability for low mobility datase, the path loss model for
the indoor office test environment, equation (3.1), is uselb]. A correlated shadowing
co-efficient is used, even though the interference pattemot dramatically affected due to
the path diversity available in ODMA. However, non-cortethshadowing could produce over

optimistic results with low shadow paths available in aflas of the cell.

The simulation is performed in a single cell with MS disttidth in a random fashion with a
uniform distribution. It is considered that joint detectis available to the BS but not to the
MS due to complexity. This is modelled by different targeyrsil to interference ratios at the

respective targets.

3.4.2 Power control

Power control is implemented as a simple-step incremelhieifdesired signal to interference
ratio is not achieved at the receiver. A link is in outage #& thaximum transmit power is

reached at any stage in a link. This is not the optimal methoddwer control / call admission
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as capacity may be increased by more selective pruning, \emwhe intention is to model a

simple distributed algorithm. Monte-Carlo analysis isl&pto assess the capacity.

3.4.3 Capacity limitations

As a user may relay any other, the ODMA cell can be considesedreetwork of pico cells, the
effective BS in each case being the relaying MS. In a congeatisystem the the bit energy
to interference ratiog;, in the presence of Gaussian interference may be denotdwas sn
(2.1).

In the multi-hop scenario, where each relay is a receivet,iaterference comes from all the
hops sharing the same time slot. Ignoring interferencerttet occur from hops in the same

time slot for the same route, the interference at each recbecomes

P9 Py
Ej = M o uy (38)
> 2 P, +I+N
i) k=1

h.; the number of hops for useénn TS v, P;;, the power at nodg from the route for usei,

hopk. This applies to each relay and the receiving node in a link.

Thus the link for each user is limited by the lowest valuecpon route. This means that
interference throughout the cell affects the uplink, nst jat the 'real’ BS. In the majority of
cases, however, the most problematic link is the final hopadtiS. This is due to power warfare
occurring when there is heavy cell loading. MS nodes do nffeistoo severely from this issue
as they will normally only relay a fraction of the total numluod users, whereas everyone has

to route to the BS, unless the target MS is in the same cell.

By splitting the interference into intra-cell interferendo pas 4, corresponding to interference
at the BS due to in-cell MS-MS transmissions, and adjacdhinterference.l,4, the received
bit energy to noise for each user with perfect power conttgha BS for the uplink can be
reformulated from (3.8)

PgPu;

€; = 3.9
J Pm(M—l)—l-IODMA—I-Iad—I-N ( )

whereM is the number of users transmitting directly to the BS, &#jdhe received power at
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the BS. Ifpg is constant for all links, i.e. calls are not aggregated ttogyeas two or more calls
at a higher data rate and all users are transmitting at the sat®, it can be seen thaf is an
upper limit on links / time slot for calls involving an uplirtk the BS. Rearranging with respect

to the number of userd/

_Ppg Iopva+Iad+ N
€ Py

M +1 (3.10)

In comparison with the pole capacity for a CDMA system frorh][JL

Myax = % +1 (3.11)
J

It can be seen that the only variables we have control ovéritha the number of users that
can route to the BS arérpya and P,. This means that if the limiting interference at the
relaying nodes is linearly related to the transmission efithusers. The effects of adjacent-cell
interference and receiver noise can be mitigated againsthk reduction in capacity due to
Iopa 4 cannot be minimised by increasirig,, as this will result in a corresponding increase
in Iopar 4. There is, however, more scope for optimisiRg as the effective reduction is cell
size for MS-BS transmissions mean that the average MS-BH@s# is reduced, hence outage

due to maximum transmit power being reached will be lower.

Iopn 4 is dependent in several factors, including shadowing,imguipower control and call
admission. The routing in conjunction with shadowing wakermine the relationship between
P, andIopya. The number of hops per link is a balance between minimigiagsmission
power, as discussed in the next section, and the numbereofardrs, albeit at a lower transmit
power. Power control in conjunction with call admission isade off between the benefit of

reduced transmission power, and increasing capacity lgasmng power.

It is important to note that the above equations only holdsfagle user detectors where the
interference from other users is Gaussian distributed][1¥@ilti-user detection and selective
use of spreading codes invalidates the assumption of Gawdsitributed interference. Indeed
with a more sophisticated receivdppar4 could be used as a form of antenna diversity with
MSs not on the original route retransmitting the signal, lagws in Figure 3.11 actually

improving system capacity.
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Relaying MS

Tranceiving ABS
MS

Figure 3.11: Retransmission of signal over multiple paths to introducteana diversity

3.4.3.1 Transmission Power

One of the main cited benefits for ODMA is the reduction of srarssion power for a link. This

is achieved by splitting the transmission into a series qishasing other MS as relays. The
transmission power is reduced due to the non-linear nafyratb loss, as shown in Figure 3.12.
The gain shown is the reduction in overall path loss over glsitransmission. The path loss

model is of the form (without shadowing),
L(dB) = ki + ko log,, d (3.12)

wherek; is a constant loss, ari@ the path loss exponent, addhe transmission distance in
m. The larger the path loss exponent, the greater the patteyatins. Linear path loss would
not show any gains for relaying. The gains are the maximuritadla for the non-shadowing
scenario, with MS spaced equidistantly along the line ditgigth from the MS 100m from the
BS.

It can be seen that gains of almost 30 dB can be achieved inethieutar model, and 15 dB
typical for the indoor model. Although the overall transsiis power is reduced, this lower
burden is shared between users not directly involved in glie @lthough it might initially
appear that this will be unpopular with these users, thiemi@l issue can be removed by
introducing criterion as to which MS are available for réfay Indeed in all the simulations in
this thesis use the approach detailed below, such that thenpéfe of users on standby will

remain unaffected.

In order to achieve this transparent sharing of resourcsmabiles that are transmitting in

other time slots are allowed to be viable relays, for exanipla UTRA-TDD context with
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Figure 3.12: Path loss reduction against number of relays for 100m trassion

each user transmitting one slot per frame on average. Thiklvatlow a routing pool 15 times

the size of available calls per slot, and remove the needriadown the batteries of users
not making calls. A potential drawback is that users nearBBemay experience a higher
power requirement than with a conventional system, but ghisuld be contrasted with the
overall reduced power / call requirement, and a more pralietand consistent power usage.
In fact this arrangement means that battery consumptiohhaile both a lower mean and
deviation. Conventionally low Tx power users (near BS) wék an increase in required Tx
power, conversely users near the edge of a cell, normallgreqcing the highest required Tx

power will see a reduced power requirement. Meaning thaverage everyone should benefit.

3.4.4 Results and discussion

Figure 3.13 shows the average number of supported callsafdr tmeslot in the TDD frame.
Until the cell size reaches 30m the conventional TDD systehieaes greater capacity. This

is due to the combination dfppas4 and the simple receiver architecture, where all received
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signals must be at the same power for optimum capacity. At 8Disystems are equivalent.
After this point the non-relaying system quickly loses théity to reliably support calls, this is
due to many of the MS lying in a region where the path loss iggteat for the signal to reach

the BS with the required signal to interference ratio abbeeréceiver noise.
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Figure 3.13: Supported number of users per time slot against the covesatie cell, for less
than 5% outage, n is the number of users available for routing

Reducing the target number of calls allows for a small ineega the coverage but ultimately

the MS cannot increase their power sufficiently.

The ODMA scenario where the number of calls is initially tleene as the number of users
available for routing offers a gain in capacity of 2 users@mn4and will support 5 users when
the conventional system cannot cover that radius. When tingber of users available for
routing is double the initial limit for call admission the prity is conserved until 40m and
almost full capacity is offered when the conventional gysteas failed. After this point a
reliable system is available for another 30m for an albeiticed number of users, 3 times the

coverage in terms of area than a non-relaying system .
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Figure 3.14 shows the probability of outage for differenintners of allowed calls against the
coverage of the cell. For the conventional system once ewgtagts to occur the gradient is such
that the number of dropped calls is too great for service tmmbimtained, this corresponds to
users outside a particular radius getting no service. Astimeber of allowed calls for ODMA
is decreased, not only does the coverage increase for ayartprobability of outage, the
gradient of the curve decreases. For the 4 user case thed&dpeobability of outage in a 70m
cell. Coverage is still available, however, at 90m with a 1fi8bability of outage, much less
than the 40% outage for the greater area in the conventiceaksio, i.e. in the conventional

scenario all MS between 70 and 90m would be in outage.

3.5 Conclusions

Through the use of ODMA relaying to minimise the mean patls ibdias been shown that
for a simple model, using only a single cell and local connégt the relaying system shows
a reduced level of interference in the cell compared to aaational CDMA system. When
shadowing is taken into consideration, the conventionatesyg shows an increased level of
interference for higher variances in shadowing. An ODMAteys may actually exploit the
lower path losses made available by zero mean log-normebshiag, reducing interference in

some higher shadowing scenarios.

In order to ensure that the model itself is not responsiblettie gain in high shadowing
environments, a correlated shadowing model was extendad@DMA situation. This showed
that correlation between shadowing variables for distearu# angle of arrival to determine
shared paths shows different interference charactes;giid the benefit of path diversity is not

significantly diminished in the worst case, and may actuadlymproved for high shadowing.

Through the use of multi-hop transmissions, ODMA will extehe coverage of a cell, but only
after the cell size is large enough to prevent a comparabigeshop system from achieving its

maximum capacity.

When coverage is a more important criterion than capacityM@Dwill provide a reliable

service far beyond the coverage of a conventional TDD system

As the number of users available for relaying increases,ctheerage of the ODMA cell

increases, and the gradient for coverage-capacity dese&educing the number of allowed
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Figure 3.14: Probability of outage against the coverage of the cell, fifedent numbers of
allowed calls, T, with 20 users available for routing

calls means that ODMA can provide a reliable service for aaagreater than the normal
capacity-coverage trade-off. By allowing a reduced quatif service the operator can
further extend coverage, the outage being shared betwkases$, not just those outside the
transmission radius limit of the non-relaying system. Foeuwenly loaded adjoining cells,

ODMA could be used to even out the loading by dynamically stiljg the cell size.

The use of ODMA could provide operators with a far greaterréegf flexibility in cell
planning, and to go beyond the conventional trade-off betweoverage and capacity. This
comes at the cost of increased complexity and signallingh@asls, and relies upon a sufficient

user density to maintain available relays.
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Chapter 4
Routing strategies in multi-hop CDMA
networks

Multi-hop relaying routing protocols have been investightfor CDMA air interfaces in
conventional cellular scenarios, as described in Chaptean8 in [89,91]. This chapter
compares the performance of ODMA with direct transmissimnciises where links may be
required directly to other nodes, as well as to a control{lverk-bone) node, and presents two

new routing algorithms.

For an interference-limited system, it is shown that theology is not supportable by a
conventional (single-hop) system, but that a relayed sysgeable to provide service. As
an enhancement to path loss routing, a new admission camtcbiouting algorithm based on

receiver interference is presented which is shown to fughéance performance.

A second new routing algorithm, which considers the intiwacbetween all receivers in the
system by means of a 'congestion’ measure is presented. appi®ach allows for routing
that is optimized for the entire system, not just a particutaute under arbitrary starting
conditions. This is possible under both central and locabmpa&ter gathering scenarios.
Through formulating this measure into the power controlagigus it is possible to determine
system feasibility, although this is a conservative cidterdue to approximations in the
formulation. This congestion based routing is shown to ediggm non-relaying and any
previous routing technique in available capacity for thev metwork topologies, and has the

lowest transmitted power requirement of all investigatezthrads.

4.1 Introduction

Previous ODMA systems have utilized the path loss betweenmitals as the metric to
determine the routing for the relayed packets [10, 89, 91is Ts suitable for a single user
system, or one not interference limited such as frequenciine multiplexing where no

simultaneous resource sharing is required. For an intaréer limited system with multiple
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users, route selection purely from path loss does not taice @ocount the degradation in
performance that will be suffered by other users, eitherhm form of outage or reduced
data rate. The degradation in performance is caused byasifaittors discussed previously
to networks, Section 3.4.3, not exclusively of a star togplcAn ODMA system is effectively
the same, even when there is no peer-peer requirement, dioe telaying nodes. Unlike the
non-relaying system, however, we have a selection of pathidable to us, so it is possible
to minimize the interference effects by careful selectibthe route. This section investigates
several systems for reducing the detrimental effects @frfetence, with various trade-offs
between complexity, transmitted power, latency, signglloverheads and capacity, and the

differences between a locally or centrally organized syste

4.2 Multi-hop network architectures

In Chapter 3 it was shown that there may be capacity gainsaltedaying when non-relaying

systems start to lose system capacity through an extendedlage requirement. Due to the
relaying interferencdopyra in Equation (3.10), however, the supported number of users f
a conventional cellular network within the non-relayingrerage area is reduced if a relaying
system is employed. This section investigates new netvoudlogies that attempt to utilize the
features of a relaying system to allow increased capaciy awon-relaying system, especially

where there is a high degree of peer-peer communicationags ghown in Figure 4.1

4.2.1 Topologies

The motivation for introducing peer-peer communicati@isvo-fold. First the pole capacity of
areceiver, Equation (3.11), limits the number of usersieat be received by a single receiver.
If all calls go via the BS then this limits the number of calisai cell. Secondly the interference
patterns shown in Section 3.3.2 indicate that the highestdeof interference are towards the
centre of the cell. It is therefore considered that it wouddaldvantageous to reduce the number
of calls via the BS if possible. The network topologies pnésd here allow for peer-peer
communication if required to try and achieve this, and hariitze the lower interference and

spare capacity experienced by MS towards the edge of a cell.

In this section the allocation of a target from a user attémgp call is considered in two ways,

as illustrated in Figure 4.2. The firstis in a cellular or B&teed fashion, where if the desired
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@® Callin cell
. @ Backbone call

Base station
<— Star topology
. <— Direct peer-peer
‘ : <— ODMA peer-peer
@

Figure 4.1: Cellular communication utilizing both BS and peer-peernsmissions, for
relaying and non-relaying systems

recipient is within the cell allocated to a user by hand-guecedures then the user will attempt
a direct link without the use of the BS, otherwise the tramssion is relayed via the BS to the
cell containing the end receiver. A similar topology hasrbeelependently presented by Lin
and Hsu [120], and routing protocols investigated [121]e Tiotivation for this architecture is

not motivated by interference, as no air interface is camsid, hence the routing protocols are

not relevant here, and solely concern route discovery adidimput.

The advantage of this BS centred availability region is ti@mextra signalling is required to
establish the end to end terminals, unfortunately the tnésson may be from one side of a
cell to the other causing additional interference in theaai BS region. The second approach
is to centre the selection region on the MS and then use the sdtarion detailed above, this
reduces the BS interference problem but requires incresigedlling. This MS availability
region is merely a revision based upon the findings of Se@i8t2, to attempt to reduce the
BS interference, and to optimize transmission distancés dgpyproach is still ignorant of other

system parameters, analogous to the path loss routing wiilidbe presented in Section 4.3.1.
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BS centred \‘\"‘\\
region

Figure 4.2: Regions governing local target selection

It is presented in order to show that for an interferencetéchsystem at least, whilst it may be
reasonable to centre a cell on the BS for calls via the BS,ishi®t a reasonable assumption
for mixed peer-peer and BS communication. An optimal apghiagould be to decide upon BS
or end recipient to maximize capacity or throughput. Peshthjs could be achieved though
comparison of the congestion measure, as will be shown itiddet.5 for the two possibilities,

however, this is beyond the scope of this thesis.

4.2.2 Impact of CDMA

The conventional technique for networking in interferefiogited systems is a star topology
in order to ease the problem of power-control. The topologgduin this paper consists of
sources and sinks, with communication targeted outsiddl ame routed through a BS, while
that within cell is targeted at the desired recipient. WiHiés minimizes the number of links
for maintaining a cellular paradigm, there is no longer gl&mpoint to which the power must
be controlled. As there is more than one receiver it is notantaed that all the transmissions
can be received at the same level by all receivers, and in sases the interference generated
by one user may mean that others close by may not be able twegdbe desired signal, no
matter how much the source increases power. In these casesyibe better to revert to a

star topology, though it must be considered that two caéésnamv required where one sufficed
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previously.

4.3 Using path loss and interference based metrics to route

Within the scenarios users are required to communicatereitith each other or to achieve a
link onto a backbone. The criterion for the local routinghattthe target is in the same cell
as the transmitter. It is likely that greater capacity wobédachieved if the region for local
routing were centred instead on the user, however, a simpblamism for call assignment was
selected. Previous work on ODMA [89-91] uses path loss atvierminals in the metric to
determine the routing. This is a quick and efficient way talelith routing, however it does
not take account of bottlenecks in the system due to inmfay caused by many users routing
through a particular area, indeed it will encourage bottbdes as users will all try to route via
low path loss regions. In this chapter three new algorithmesirvestigated, based on either
minimizing interference or a 'congestion measure’ [128]ttsat in combination with local and

central lists seven network topologies may be investigateticompared.

4.3.1 Path Loss Routing

The simplest form of routing is to attempt to minimize thelpédss in the system. In
non-interference limited systems this can also be coreitleptimal routing as far as power
consumption is concerned, as long as no other power comolirements are imposed other
than a minimum received signal power. For the CDMA systensictared here, path loss is not
an indication of transmitted power. The required C/I rasialiered as shown in Equation (3.9),
the Ipopara term is dependent on the interaction between all path Idssesdl transmissions
in the system. Minimizing the path loss for a route may wetluge required transmission
power, and hencéspar 4, but there is no guarantee that this will be the case. Thisdéalse
of the path loss routing may generate a situation where tipginedd C/I means that a higher
transmitted power is required that for the single hop ra@udane to the lack of power control to

a central point.
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Figure 4.3: ODMA routing trellis

4.3.1.1 Central routing calculation

For in-cell calls, the user probes to find the path loss toratibeles, and their path loss to the
target. The routing is determined by choosing the route tighminimum path loss overall.
For out of cell calls a similar probing is performed, but tagget may be any BS. This means
that the user may be outside the hand-over region of the BStthaked with. The basic
routing structure is performed in a trellis as shown in Fg¥r3 to reduce the number of
calculations required, with a path loss based system thisesano degradation in performance
as the minimum path loss route is selected at each node inetlis.tThe trellis is formed by
ordering the nodes with respect to the path loss from thiiimiy node. It is truncated at the
target distance plus a margin to include 90% of the usersmiitte shadowing distribution of
the system. The routing is performed at each stage by starirgray of the current distance
and previous nodes visited at each node. A transition idablaito any node at the next stage
provided that node has not been previously visited, givingraber of paths from each node at
stagei of number of nodes-i — 1, when: = 0 at the initiating node. The winning entrant to
a node is decided by choosing the minimum distance. Thengtir : hops is held from the
path information of the winning entrant at the target nodstage:. The trellis is truncated at
stagen if the distance at the target node stagis greater than distance at the target node stage
(n — 1)+ (the shadowing margin used aboye} if n is equal to a maximum allowed number
of hops. The minimum distance at a target node is chosen,henbtiting information taken

from the path used to reach it. The routing is considered{oo[2 and multi-hop cases.
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4.3.1.2 Distributed routing calculation

Local routing is performed using the trellis structure asadibed in Section 4.3.1.1. The
difference is the method of discovery and the subsequentcesdd availability of path loss
information. The basic methodology for gathering the pa#isidata is as described in Section

3.2.2.2. The parameters are a minimum list size of 5, with @immam of 2 allowed hops.

4.3.2 Interference based routing

Routing using path loss is non-optimal due to multiple asceserference. This section
describes a routing technique that initially uses a path tostric, but proceeds to account
for interference once this information is available, afpexver control iterations have begun

convergence.

4.3.2.1 Routing metric

Path loss routing is a simple and instantaneous routing adethowever, it suffers from
assuming minimum path loss gives minimum transmission powhis is not the case in an
interference limited system in the multi-user case, unigiser users’ interference is below the
margin of C/I processing gain. The required transmissiomgodor user; transmitting to user

jis
Pj =€ —pg +T[i,jl + Inar + Iopma + Taa + N (4.1)

Wherel, 45 is the interference from other users transmitting to ysdn, 4; is dependent on
the number of users transmitting to ugerIopar4 depends on the path loss between other
transmissions and usgrand their solution to Equation (4.1), hence this is a highigractive
system. It can be seen that a lower transmission power glllr®y moving to another relay,

k, with a larger path loss than transmittingjtaas long as
Uik + Inmar, + lopma, <Tij+ Imar, + Iopma, (4.2)

This re-routing according to interference will reduce thensmission power for an identical
system, as this is a condition of the routing. Hence it is faialso consider this technique

as transmission power routing. It is important to note tha system is only finding a local
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Figure 4.4: Interference based routing flow
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minimum from an initial condition, and for a single route Wit a highly related system.
This technique reduces required transmission power, amdeheutage from exceeding
the maximum transmit power. Unfortunately the power cdnproblem is not necessarily

asymptotic for every local minimum [108], so this is not atimal solution.

Initial routing is performed as in Section 4.3.1.1 for cahtrouting and Section 4.3.1.2 for
local routing. Once the power control has reached a steadg, she system is re-routed
according to the modified metric, minimizing over&| Equation (4.1), for each entire route.
Any interference above the receiver floor plus processinig @aeach receiver is added to the
matrix of path loss between users. This gives an indicatfdheonecessary transmission power
for that link, this is just an approximation as the re-rogtahangedo par 4 andiy, 45 for other
users in the system. The re-routing is performed on a rout®ltg basis in order to prevent
many users jumping to a low interference route at once ansirmguinstability in the routing.
The predictive outage calculation described in sectionsdsdispended until all routes have had

the chance to re-route, avoiding unnecessary outage.

4.4 Interference based admission control

With a star topology based CDMA system the humber of allovadld ¢s relatively constant due
to the single receiver in the uplink. In an ad-hoc environintgre capacity will vary depending
upon the position of users and the links that are requireds Mteans that admission cannot
be based simply on the number of calls currently in progrébs.technique used in this paper
is to start with a desired number of calls and attempt to mékef hem. Instead of waiting
until the maximum permitted transmit power, in this caseasd0dBm, is reached and the link
involving the offending transmitter removed from the cutrealls, a prediction technique as
shown in Figure 4.5 is used. The convergence rate of the plewelris used to analyze which
receiver suffers the worst interference and then a decizssed on a metric to determine which

call to terminate in order to make the greatest reductiontigrierence for that user.

The power levelP(t) for each user is extrapolated by approximating the first awbrsd
derivatives by their respective time differences, takemfia running average for iteratienThe
power level at some later iteratiop, (when the power control may reasonably be expected to
have converged), can then be predicted using a Taylor exparas in equation (4.3) below. If

the second derivative is of an opposite sign to the first,thration when the power is expected
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Figure 4.5: Interference based admission flow
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to have converged is predicted to pe= i — (dP;/dt)/(d*>P;/dt?). A modification of this is
introduced if the predicted iteratighis greater tharfi + 100). The procedure is repeated for
j =i+ 100 instead of the predicted value. This capping of the iteraitoalso applied when
dP/dt andd?P;/dt?* are of the same sign.

, dP d2P
Pi=Pi+(j =i+ Zk (4.3)

If any of the predicted powers exceed the maximum transmvepthe interference is analyzed.
All of the interference above desired signals from inténigtransmissions is summed, and the
link with the greatest contribution removed. After any bn&re removed, or the routing is
changed, the power control will need to take account of theseenario. To prevent any users
who will have acceptable power variables being unnecdggaut into outage, prediction is

switched off until the averaging takes account of the neuasibn.

This extrapolation technique has two advantages over aamditsee approach. Convergence
of the power control is reached earlier in a system that doebhave a feasible solution below
the maximum transmit power without one or more users beiaggd in outage. Secondly, the

greatest interferers are removed, allowing increasedciigpa

Power control is performed on an iterative basis accordiega target C/I ratio at the receiver
at a rate of one iteration per time slot. As the simulationtéddis, the main requirement is
a convergent solution. In order to achieve this the loop esesnential convergence, which
results in slow but stable and predictable performance. nkacroscopic congestion based
ODMA, Section 4.5, the system produces enough informatatirectly calculate the required
power from the Perron-Frobenious eigenvector [18], indeswre advanced form of admission
control using the power control feasibility requirementof 1 may be implemented. In order
to produce a comparison between the routing effectivehesgever, all systems share the same

power and admission control.

4.5 Congestion based routing

The routing methods considered in Section 4.3 use path &adsreute to initialize the routing.
This technique is appropriate where there is little or nerattion between users, such as where

a single user is allocated all of the available bandwidthdréicular instant. This is often the
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case for the packet radio systems where the relaying condgpiated [9]. For civilian CDMA
systems this is rarely the case. In order to mitigate desteumteraction between users, this
section considers a measure of this interaction, termedestion, which can be assessed both
locally and centrally. A simple algorithm is presented ¢ mpts arrange the routing in order

to minimize this interaction.

4.5.1 Congestion measures and routing

A measure of congestion in a spread spectrum system has deeualdted by Hanly [122]
as a development on his work on cell-site selection [26] aasl diso been independently
proposed as a routing metric [123]. The measure is in the fufrthe lower bounds on the
Perron-Frobenious eigenvalue [18],for a positiveM x M matrix of the form

a;u, ¢]

whereq; is a QoS requirement;[z, y| is the path loss betweenandy, ¢; the BS for uset
andW the bandwidth. In the above scenario the only operationedrpial to changeB is to
changec; through cell-site selection. In the multi-hop scenario shi@ation is more akin to
sources and sinks than a fixed BS receiver, hence our proldienufation may be minimized
in several dimensions. Generalizing (4.4) to allow for aérs in the cell to be available as
receivers we obtain

Oy
Rzy=Ruzx; Z Qy, F[Twua ij}

W Rzy=Rz}, ingRIj (07 F[Tq}ua ka]

Blj, k] =

(4.5)

whereTz; and Rz; are respectively the transmitter and receiver for linknd the size of the
matrix being governed by the number of links, not the numbesers, though it can be shown
that as the eigenvalues for all links transmitting to the sarode are identicaly is the same
as if it were formulated for number of users (potential reees) in the cell. InitiallyA allows
us to assess whether our current connectivity has a fegsitwer control solution\ < 1),
see Section 5.1.3. The advantage of this formulation oweiirtterference based algorithm
is that not only is interference assessed at the intendexvesc the interaction between all

users is accounted for, hence optimization of the systenagsiple. By reformulatingB for
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potential routing candidates and using approximate esjaevmethods, we perform routing by

minimizing A.

4.5.2 Local congestion metric

The formulation in (4.5) is a near-optimal one for a localusioin with a congestion based
metric. It is not optimal due to the approximation of cougtielf interference (in thé = u
terms in (4.4)). It is still quite computationally intensijvand suffers from the disadvantage
that all the path losses in the system need to be known at tieatdatabase, a non-trivial task
requiring a large signalling overhead and the disadvastdggailed previously for central lists.
Fortunately a result also presented in [122] is that for a&dt&alized power control algorithm,
whereI,ﬁ”) is the interference at receivérfor iterationv, A can be assessed locally due to the

convergence of

I(V‘H) _ I(”)
£ kE_ _, Nasvt oo (4.6)
I(”) _ I(V_l)

k k

as long as the path gains remain fixed between iterations.cdHee can assess the impact
on congestion for different routes by utilizing a channeallpng technique, avoiding the need
for collection of all path loss information and facilitagira decentralized congestion based
routing algorithm. Routing is performed by attempting tonmiize A by evaluating other
routes. This takes place in the slot that would otherwise $®d dor signalling overheads.
There is no reason not to transmit desired packets durisgtbicess so, if the target is reached
during the optimization, little capacity is sacrificed bythrobing. The disadvantage of this
technique is the necessity for static path loss valuese@sing the error in approximation, and
the instantaneous empirical nature of the algorithm, notéhg for system wide optimization.
It is likely, however, that in a peer to peer situation useilslve slow moving or static, so this

should not generally be a problem.

4.5.3 Central congestion metric

Routing is initially performed as in Section 4.3.1.1 to pdeva reasonable starting point for
optimizing A. This gives us a point of reference as to whether our resiguith improving
system performance. The trellis is then re-navigated fohn eser attempting a call, except that

instead of summing the required metric distance at eacle sigs reformulated allowing\ to
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be recalculated) is then used as the distance to determine the winning erdtasach node.
The same selection criterion is used at each stage to deemfiether to proceed to the next,
i.e.isA, 1 > A, at stage/, with the exception that no shadowing deviation allowasaaade,

the same approach is used to select the appropriate finalgout

In conjunction with the cell site selection procedures itedain [26] another level of
optimization is available on the network organization leteough cell breathing as detailed
in Section 4.2. This approach is an extension of hand-owgoms to include a region centred
on all users, not just the BS. This region determines whetker to peer transmission takes
place, and if not which BS handles the call. This may be irtiegt into a routing algorithm
if the target is not fixed (i.e. may be the destination MS or &8), and the computation

encompasses several cells.

4.6 Signalling overheads and latency

All of the above routing algorithms require signaling thaill serve to reduce the useful
available resources of the system. This needs to be offa@gtsigany capacity gains that may
result from the use of these algorithms. The amount of siggakquired varies according
to the routing algorithm used and information gatherindhitgegue used. Without detailing a
specific signaling protocol it is not possible to determime ¢xact overhead required, however
Table 4.1 shows the required information for each protocal #he proportional increase in

required signaling bandwidth for each system.

A common question regarding relaying systems concerngmydelay. This is dependent on
the relaying technigue in question, some proposed syst&é@d gimply use the relay as a
signal booster with a resultant degradation in the C/I [1&5fl hence system capacity; the
delay will then be dependent purely on the circuit designothar approach is to piggyback
data by reducing the processing gain, hence increasingitiatd. It has been argued that
this will actually reduce system latency due to the incrddsierate [101], however this does
not account for decoding, encoding and delays through thénd&&ware. The TDD system
investigated in this thesis does not support concurrensingssion and reception, hence neither
of these schemes are feasible. The system instead usesxthtemeeslot for relaying, hence

the system delay is the length of the time slot times the nurobleops used.

With the exception of the interference based ODMA and thallaongestion ODMA, the
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Routing protocol

Required information

Signaling amount pe
user proportional to
users/cell

L

ODMA

Direct Path loss to target invariant
Central ODMA Path loss between all users n?
Local ODMA Path loss to neighbour list invariant
Central interference Path loss between all users, n?+n
ODMA interference at all users

Local interference| Path loss to neighbour lis] invariant
ODMA interference for neighbour list

Macroscopic Path loss between all users n?
congestion ODMA

Local congestion Power control probe to test route invariant

Table 4.1: Required information and proportionality of signallingdd per user

protocols produce a final routing table purely from the aithformation. This makes them

suitable for highly mobile and / or bursty data. For the otkgstems, however, the protocol

will converge towards the routing at the same rate as the powrgrol convergence, and thus

are unsuitable for high mobility and bursty traffic unlesst faower control is in use.

Figure 4.6: Square and Hex Scenarios
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Figure 4.7: 3GPP Indoor Office Scenario

4.7 Results

While three scenarios were investigated; 4 square cellextélls, Figure 4.6, and the 3GPP
indoor office as shown in Figure 4.7, the plots shown are altfe square scenario. The hex
scenario is the closest to a conventional cellular plan,tae@GPP indoor office is applicable

for indoor peer to peer communications with repeaters /lbao& nodes placed in some rooms.
The square cell is a good approximation of the hex scenamibjsaused in most results due to
the reduced simulation complexity. Atable is presentedl4lto show the affect on capacity of

the different scenarios. The scenarios were modeled udMAla AB based scenario generator

[63]. The model randomly generates the users with a unifdatmilbution and uses the COST

231 model for path loss [126].

4.7.1 Capacity

The capacity of systems limited to 2 hops and multiple hopsevesxamined separately. The
2 hop systems are simpler to implement and should be morestr@ma predictable in fast
fading environments, especially for local lists, as the l@houte can be determined simply
from communication with the relaying node. Systems notttahito 2 hops have more possible
routes available, and should be able to use lower power am@®es shown in Figure 3.12.

Apart from Section 4.7.3 all the results presented are ferBI$ or cell centred network
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Figure 4.8: Number of supported calls for 5% outage for different prdjpms of local and
non-local traffic, cell centred network, 2-hop routing sagies

allocation as shown in Figure 4.2. For the 2 hop strategiesctingestion results presented
are interchangeable for local and macroscopic methodd)easetults are identical. For the

multi-hop routing only the macroscopic congestion methad wnplemented.

4.7.1.1 2-hop Strategies

Figure 4.8 shows the number of supported calls in all 4 celiss86 outage against different
ratios of local to non-local traffic. The star curve représéhe number of supported calls that
could be expected for a star topology with either the direatterference based ODMA. This is
calculated for the number of supported calls for all noraldaffic and doubling the number of
required calls for local traffic to account for the BS beinguieed to forward the data onwards
to the local target. It can be seen that for all cases, exogptférence based ODMA, at higher
ratios of local to non-local traffic the star topology defivgreater capacity. It is important to

note that much of the outage is due to the simplistic selectidocal targets from BS hand-over
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Figure 4.9: Number of supported calls for 5% outage for various progegsgjains

regions as is shown in Section 4.7.3. For example, it is vikejy that a target will be selected
that requires the user to transmit in a path that crosses $enBerently creating very high
interference at the BS and thus the user may well be put irteigelas it is a problem interferer.
A more intelligent selection of users available for locaffic would be achieved from making
local decisions by the user, based on neighbour lists, hemiis approach would not be
possible for the direct approach without an extended diggatomplexity. The approach
investigated can be considered as a worst case for locahgouintelligence in the selection
of local traffic should reduce outage in all scenarios, nrggattiat peer-to-peer communication

will only be established if it will enhance capacity, powevéls, etc.

It can be seen that for the non-relaying scenario that thadigps about half that which could
be expected if a star topology was used, apart from whenadliciis via the backbone when
the situation is identical. This is because the use of pe@eer communication introduces a
power control problem that is likely to be insoluble. Thidise to users transmitting to other
users on the other side of the cell, hence power controllimgpeer instead of the BS. This

will introduce high interference levels at the BS that canm® compensated for with power
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Figure 4.10: Number of supported calls for 5% outage for different prdajos of local and
non-local traffic, cell centred network, multi-hop routisgategies

control, as increasing the received power has a feedbaekteafh the required power to be
received at the local target due to the increased interferan that user. The results for the
direct transmission indicate that there is no reason toé@mpht the presented local/non-local

topology in a conventional CDMA system unless there is aregpmblem with coverage.

The path loss based ODMA shows about a 50% improvement oserai-relaying system for
all scenarios involving local traffic, however it is stilggiificantly worse than the conventional
star topology. The gains arise because ODMA systems génarablve lower transmission

power than conventional systems, hence interference gmrabhre more localized so they will

not have such a detrimental effect on other users due to #e&db the power control.

Interference based ODMA shows a gain where the local traffiatileast 50% of the total,
performing best when all traffic is local. When non-localfficais dominant it is roughly

equivalent to the conventional system. Path loss basethgodbes not take account of the
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congestion due to interference, mainly in the centre of #ik when routing, the interference
based system will avoid these problem areas unless algohgeessary. This means that
transmission, even to the other side of the cell, is possiitleout destroying desired signals at
the BS as the signal is routed to avoid relays in this areah®uddownside any ODMA system
requires increased complexity both in signalling to essablouting, and in the handset’s ability
to relay the signal. It also takes longer to establish thémgias the dynamic routing requires
the power control to converge after each iteration. Comngediased 2-hop relaying shows a
slightly reduced capacity from the interference basedimgubut will be as up to date as the
path loss information that is gathered, as no predictiordsired. The local list based routing

methods show a comparable, and sometimes lower, capacitg &imple ODMA.

As can be seen from Table 4.7.1.1, in all scenarios, theegeatimber of users are supported
by interference based ODMA. The most dramatic improvengefarithe 3GPP scenario as this
involves high losses in certain paths due to walls. A noayiely system has no path diversity

and is forced to use this transmission path. The relayingesy$ias several choices available
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to it, and so it is likely that it will be able to avoid these aseof high signal attenuation. In this
scenario the wall losses are the dominant problem so pathalud interference based ODMA

have similar performance.

Figure 4.9 shows the number of supported calls against gsowg gain for the square cell
scenario. The ratio of local to non-local traffic is 1:1. Thestems all show a reduced
performance than that which could be expected from inangattie processing gain, where
it should roughly double and the data rate half for each 3dBeimse in the processing gain.
This is due to the increased number of users creating grigedthhood of strong interactions

between local transmissions thus creating power contffitulties. This can be avoided by
intelligent local target selection. Both ODMA systems stwmilar increases in the supported
number of users with increasing processing gain, not tod&ow conventional systems,
however the direct routing shows greatly reduced perfoomavith just over double the number

of users for 1/16 of the data rate for the lowest processiiy ga
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Figure 4.13: Total power per call against number of supported calls fdrrain-local traffic,
cell centred network

4.7.1.2 Multi-hop Strategies

Figure 4.10 shows the supported calls for various ratiosedllto non-local traffic, however in
this case the routing strategies are allowed to utilize nttose 2 hops, with a maximum of 6.
No local list routing schemes are analyzed, as it is consil#rat for more than two hops the
reduced signalling advantage of this system will be comjsedh The highest capacity 2-hop

system, interference based ODMA, and 2-hop ODMA are showodmparison.

It can be seen that for all traffic ratios the increase in adidwumber of hops gives the benefit
of slightly increased capacity for the simplest, path lossiting strategy. This increase is
slightly reduced as the majority of traffic moves from loaakentral. The best performer for
2-hops, interference ODMA, is severely compromised by tlowerto an increased allowed
number of hops, with performance little or no better thanrtbe-interference based system. It
is likely that this is due to the system being locked in by thigidl starting condition, which

comes from the path loss routing. This starting conditioli utilize more and smaller hops

on average than for 2-hops, hence the iterative probingoferitterference routes is likely to
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involve introducing larger hops which will not result in lewinterference. The problem is that
the local minimization for a larger number of hops generéiligs a locally higher minimum
than the 2-hop scenario. A solution to this would be a sedgdrithm that transcends the local

problem.

The routing method that shows the greatest improvement thiéhmove to multiple hops is
congestion based routing. It now out performs all otheringustrategies except for all traffic
via the BS, where the pole capacity is the limiting factoreTimprovement is due to the trellis
search employed by the algorithm being allowed more passiltes, and these routes only
being used if lower congestion results. The use of more hibpssafor greater capacity from
this increased diversity and also the nature of the smadipshWith a smaller hop, the path
loss will be lower, without interference this will result inlower transmitted power and hence
interference. The congestion algorithm inherently takesrierence into account, thus these

shorter hops will be chosen so as minimize overall systenaanp
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non-local, comparing network types

4.7.2 Power

The results in this section are all for 2 hop systems with a B&b centred network as shown
in Figure 4.2. Power results for multiple hops and MS / usertreel network allocation are

presented in Section 4.7.3.

Figures 4.11-4.13 show the average power levels for thetidaraf a call, i.e. for a relaying

scenario with two hops, this is the sum of the power for the links. Figure 4.11 shows the
situation for all local traffic. Both the direct and interéeice based ODMA have similar power
levels, though it must be considered that the direct systasnbeen required to put far more
users into outage, e.g. to achieve 19 calls the interferbased ODMA has placed one call
into outage where the direct system has removed 13 call1 thétadmission control described
in Section 4.4, this outage will have removed the worst faters creating a more favourable
scenario than the interference based ODMA is experiencsn@R@MA is more able to cope

without forcing problem users into outage. In Figure 4.12 dqual local and non-local traffic,

interference based ODMA shows a transmission power ramucier direct transmission for
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Figure 4.16: Total power per call against number of supported calls fddatal traffic, user
centred network

most scenarios. In Figure 4.13, with all non-local trafffe transmission power is much less
than the scenarios with local traffic due to power contrgllimly to one point. The interference
based ODMA requires increased transmission power at highdensities as paths are chosen

with greater path loss to avoid high interference regions.

The local list based strategies for ODMA show a greatly redutansmission power over
the centrally implemented systems for most situations.s Thibecause, inherent in the list
gathering method, communication with other nodes is estadl according to a maximum
transmit power. Hence users will only appear as availabtelidates on the list if the transmit
power required for a link is below this maximum. This mearat finks that require a high

power transmission will not be considered even if they wdddoreferred solely on the basis

of path loss.

In all traffic conditions the simple ODMA produces the lowemwgr than interference based
ODMA and direct transmission for low user densities, duedme outage of problem users

and the reduced transmission power and interference of ODMAigher user densities the
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Number of supported users/BiS
Direct | ODMA | ODMAint
Square, pg=12.9dB 4 5.5 8
Square, pg=15.9d8 5 7.5 115
Hex, pg=12.9dB 4.5 6.1 8.5
Hex, pg=15.9dB 6 9 13.5
3GPP, pg=12.9dB|| 1.5 3 4
3GPP, pg=15.9dB|| 2 5 6

Table 4.2: Supported users per BS for various scenarios for 1:1 ratidooél to non-local
traffic

required power is increased due to the higher number of lisksl.

The congestion based routing results in the lowest requakeslage transmission power in
all conditions, and shows very little increase with highsewudensities. As will be shown in
Section 5.1.3 the congestion measure based on the Pewbafitous eigenvalue of (4.4) or
(4.5) is directly related to the power control equation. eEminimization of this eigenvalue
directly translates into a minimum power solution, therefahis technique may also be

considered as minimum power routing.

4.7.3 Network allocation

The results presented in the previous sections for capasdyower are all for BS / cell centred
target allocation as shown in Figure 4.2. This is a simplén&pe using the same criterion
as would be used for a direct transmission system’s celhdad-over. For a relaying system
this is not necessarily ideal, as cellular loading may berenend as such it may be desirable
to route a call via an adjacent cell's BS, minimizing in cellerference through the use of a
relay in the adjacent cell. Cell centred target allocatitso #aeduces the number of potential
relays if a MS is located near the edge of a cell compared tmeane the centre as all MS in
the adjacent cell are unavailable for relaying. This secticesents comparative results for a

simple alternative system centred instead on each MS atsersim Figure 4.2.

Figure 4.14 shows the number of supported calls for 5% oufagdifferent ratios of local
and non-local traffic, with the target allocation centredtio@ user instead of the cell, and a
maximum of 2 hops. The direct transmission system shows provement over the BS centred

allocation where the traffic is 50% local or more. This is hessathere will be fewer peer-peer
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transmissions from one edge of the cell to the other. Theference based ODMA only shows
improvement for 75% non-local traffic, showing that thisteys is already operating close to
the limit for path loss initialized systems, managing toidvhe areas of high interference when
they occur. The most dramatic change is with the congestimedrouting. This now shows
very little decrease in the number of supported users frarathnon-local scenario down to
25% non-local traffic. For all local traffic there is an incseaof over 40% in the number of
supported users than for the BS centred target allocatibis demonstrates the extra capacity

that may be available from a more appropriate choice of targe

Figure 4.15 shows a comparison between the power for mailtipp systems for BS centred
target allocation (n0) and MS centred allocation (n1) wif¥blocal 50% non-local traffic.

It can be seen that the choice centred on the user results dwex kverage power in all

circumstances. This is a result of less congestion and heower warfare at the centre of
the cell. It should be noted that the multi-hop ODMA routedteyns show a greatly reduced
transmit power over the 2-hop systems due to the combinafioon-linear path loss and the
greater localization of interference resulting from shotiops. Figure 4.16 shows the total
average power for all local traffic and the MS centred targletation. Unlike the BS centred

allocation, there is very little require increase in powdéhvwihe move away from power control
at one point (the BS). The plot for all non-local traffic is sbiown as this is identical for both

forms of traffic allocation.

4.8 Conclusions

In this chapter, a network topology has been investigated dhows both peer-to-peer and
non-local traffic. We have presented a new admission cotfiedlallows congested areas to
be identified and problems users to be removed. It has be@mnghat a conventional CDMA

system is unable to produce performance comparable witaraggtology. Path loss based
ODMA shows a capacity improvement over the non-relayingesysand in most cases reduced
transmission power. A new ODMA algorithm based on interieeeis presented that allows
for greater capacity than a star topology when scenariashvievat least 50% local traffic and

comparable capacity when non-local traffic dominates. Pphiwides the highest capacity of
the presented strategies where there is a maximum of twodmpsarget allocation is based

on conventional cellular hand-off.
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A congestion based routing algorithm is presented thatngii® to minimize the overall power
of the system as well as providing a measure of feasibilityhis technique provides the
lowest required transmit power in all circumstances, are litlghest capacity in all cases
except those outlined above for interference based ODMAMpIg alternative to conventional
hand-off based target allocation is presented. This sh@pagity and power benefits in all
circumstances. When combined with the congestion baseihgoa capacity increase of up to

44% over a conventional star topology is shown when peearg@amunication is involved.
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Chapter 5
Multi-hop DCA

Congestion based routing, as developed in the previoudah#pshown to require the lowest
transmitted power, and in most cases achieves the highgstitaof all the routing algorithms
examined in Chapter 4. All of these routing algorithms hdl@ated TDD time slots on a first
come first served basis and according to the rules outlineddtion 3.4.1. This allocation only
serves to ensure that the limitations of the TDD hardwarecansidered. It makes no attempt

to optimise time slot allocation.

The allocation of time slots with regard to system perforogdmas been shown to be an effective
technique to mitigate interference [34]. Integrating siddcation, or DCA, into the routing
algorithm would appear to be the most effective approach tduthe interactive nature of
interference. This approach will also need to conform todkia limitations imposed by
relaying. In addition to the rules in 3.4.1, it is obvioustthize slot allocation must be in the
same order as the relays. A combined DCA will allow mininimabf the desired measure, in

this case congestion, simultaneously in routing and slotation.

This chapter develops a combined routing and resourceagitwcalgorithm for TDD-CDMA
relaying. It starts by reviewing one such algorithm apgileao TDMA and FDMA. A novel
method of time slot allocation according to relaying requients is then developed. Two
measures of assessing congestion are presented basedrbnnmaths. One is suitable for
current interior point solution, the other is more elegauittib not currently suitable for efficient

minimisation.

5.1 Combined routing and DCA algorithm

This section presents a development of a simultaneousngpwind resource allocation
algorithm [127] to include CDMA and explicit DCA.
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5.1.1 Simultaneous routing and resource allocation

An algorithm has been published that allows for simultasemuting and resource allocation
for multi-hop networks using FDMA or TDMA air interfaces [IR CDMA is not considered
as the authors could not adapt the capacity for an interderéimited system to their model.
Within TDMA, time slot allocation is only considered as adlite resource, i.e. there are
s0 many time slots each with a fixed capacity. There is no @xlilocation of time slots,
especially w.r.t. the sequential nature required by a netpgystem. The basic development of
their algorithm consists of 3 stages. Firstly a network floadel is presented, then a relevant
capacity model is coupled to the flow problem. This createimeat program with convex
constraints which can be solved globally by recently dgwedbinterior point methods [21, 128,
129]. The algorithm concludes with an analysis of the asgedidual problem [109] in order
to improve algorithm efficiency, however this final stageas considered in this chapter. This
section describes the formulation as described in [127hs8guent sections are additional to

anything contained in that paper.

The network topology is represented bpade-link incidence matrid € RV <%, whereN is

the total number of nodes addis the total number of links. This matrix has entries such tha

1 : noden is transmitting on link
Ay =< —1 : noden is receiving on link (5.1)
0 : otherwise

For example the system as shown in Figure 5.1 would have @&eimme matrix given by

1 -1 -1 1 0 0
A=|-1 1 0 0 1 -1 (5.2)
0 0 1 -1 -1 1

In order to specify the nodes between which communicatictesred asource-sink vector
s(4 ¢ RN is introduced for each destinatiadhwhered = 1, ..., D. Thenth (n # d) entry is
the flow injected into the network by node From the conservation of flow, the sink flowdt

is defined as

s((id) = - Z s%@ (5.3)

89



Multi-hop DCA

Figure 5.1: Link connectivity example

For each link, dlow vectorxl(d> determines the amount of flow destined of destinatlavhere
2@ € RL. Hence the total amount of traffic for linkis given by, = 3,2\, Requiring

that the traffic does not exceed the capacity, the followirmgjmrization problem is defined

minimize f(z,s,t,r)

subjectto Az(® = s(@), d=1....D
2@ =0, @ =0 d=1,..,D (5.4)
t =3z, I=1,..L
tr < ¢y(ry), I=1,..,L

where ¢(r) is the capacity as a function of the communications vargable > means
component-wise inequality ang, means component-wise inequality except for tth
component. If the functionp is concave and monotone increasingrirand the objective
function is convex then this is a convex optimization pramleThis type of problem can be

solved globally and efficiently by recently developed idepoint methods [21, 128, 129].
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5.1.2 Time slot allocation

The allocation of time slots is not explicitly addressed iy formulation in (5.4). This problem
is more difficult than for the single hop DCA case outlinedvprasly. This is because, unless
itis tolerable to introduce sufficient buffering and hengtra packet delay, the next routed hop
needs to take place in the subsequent time slot. Previougrimgntations of a TDD-CDMA
multi-hop routing algorithm [91, 123], and Chapters 3-4édaged arbitrary time slot allocation
subject to the restrictions outlined in section 3.4.1. H®astion presents a formulation of the

link-incidence matrix that allows for integrated routingdatime slot allocation, or DCA.

In the formulation (5.4) there is no way of determining in alitime slot the link occurs. If the
link incidence matrix were to be explicitly represented éach time slot this would become

possible. An important feature of (5.1) is that for the edyalontained in (5.4),
Az =5 g=1.D (5.5)
or more generally
Azl =4 (5.6)

wherez! is the collection of flow vectors and the collection of source-sink vectors. If node
is not the destinatiors!, will be zero. This can be interpreted as the necessity thia¢ie is flow
incident to a node then there must be a corresponding and #gudeaving the node, hence
flow is conserved. This is achieved by having 1's and -1's ensime row with appropriate
values in the flow vector. Therefore in order to define the tdiserete link incident matrix,
and require flow into the next time slot, it is necessary tasse (5.4) into transmitting and
receiving matricesd . and A_ respectively, wherel ; contains only the positive entries df
and A_ only the negative entries. Thus the links between the node<e represented in a

time discrete fashion as

Cl(e—1)x N4+1):(ex N),((c— 1) x L+1):(ex L) =A; c=1.C
C =19 ClexN+1)mod(CxN)i((e+1)x Nmod(Cx N),(e—1)xL+1):(exr)) = A ¢=1..C
=0 otherwise

(5.7)
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where( is the total number of time slots. Therefajavill take the form

[ A, 0 0 0 A
A_ Ay 0 0 0
0 A A, 0 0
(=10 0 A 0 0 (5.8)
0 0 0 - A, 0
0 0 0 - A A

Hence the receiving nodes are aligned with the same nodgntiimg in the next time slot.
This means that the only way to satisfy (5.6) is by transngtin the next time slot if there is

flow incident into a node.

A problem with this formulation is the specification af If a non-zero value is allocated, then
for a positive value the packet initiation, and for a negatimlue the packet reception is tied
to a specific time slot. Clearly this is incompatible with @lnjective of combining the routing

algorithm and time slot allocation. To overcome this fajliwe can break the problem down

further than the time slots. There are 4 possible classitaiof a link:

1) Neither transmitter or receiver is an initiating sourceaderminating sink, i.e. both are

relays. This is described liyas the corresponding valug for noden is 0.

2) The transmitter is an initiating source, the receiverlayres!, is positive for the transmitter,

0 for the relay.

3) The transmitter is a relay, the receiver the destinatiok s!, is 0 for the transmitter, negative

for the relay.

4) Transmitter is an initiating source, the receiver thetidaon sink. This corresponds to the

non-relaying scenarias!, is positive for the transmitter, negative for the relay.

If these modes can be incorporated into our link incidenc&irmas separate entities, then it
is possible to specify! such that any time slot is available for route initiation @mtination.
This may be achieved by breaking each link into the 4 typesribes] above. This split flow
is described byz, the sum of which is equal te', and the sum of each group corresponding

to link [ is equal to the value af’ for that link. Thus the link incidence matrix is expanded
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column-wise 4 times for the different modes, has an extra@®d$ ito facilitate the specification
of st for required source and sink nodes. The required link inadematrix may be broken

down into 4 sub-matriceg*, T, T", andT respectively for each of the cases above.

T — le\tf—l—lz(C—l—l)xN,; = C (59)
=0 otherwise
Tf;N,((c—1)><L+1):(ch) =A; c=1.0C
t_
= TJtv+1:(C+1)xN,; = (- (5.10)
=0 otherwise
TJ:[+1:(C+1)><N,: = (4
T" =93 Tloinentierxn(e—nxiinexry =4 ¢=1.C (5.11)
=0 otherwise

TEN (e XL+ 1)i(ex D) =A4 c=1.0C

=4 T8 —A_ c¢=1.C (5.12)

(CH1)XN+1:(C+2)x N,((c—1)x L+1):(cx L)
=0 otherwise

where (, contains only the positive entries gf and (_ only the negative entries. The

composite time discrete link incidence matrix, can be written as
T = [T*T'T T (5.13)

though the order of the sub-matrices, or indeed any colunthange is allowed, the only
change being that the corresponding value for flow inill appear in the exchanged position
when the solution to the system is found. Reformulatihgs s for the time discrete link

incidence matrixt’

S1:N,: =S54
$ =0 S(CH1)xN41:(C+2)xN, = 5= (5.14)
=0 otherwise
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The condition
Tx =s (5.15)

can replace (5.6) in (5.4), the resultimgn the solution will contain the DCA allocation, and

the solution will be find the time slot allocation such that golution is a global minimum.

5.1.3 A CDMA feasibility condition

The initial work on congestion [122] has been mainly conedrmith determining system
feasibility. We can show that a congestion measure is a mirfficondition for feasibility by

starting from the initial power control equality for a siegikceiver.

. Q;
Plfi,ci] = P > P.T[u.ci] +nleilpg (5.16)

wheren[k] is the power of the unspread noise in the system. As the poorgrat problem

takes the form:
(I —A)P =bux (5.17)

wherebysx1 is the M x 1 vector withith entryb[i] = n[c;]a; /T'[i, ¢;]. As it is necessary for
all elements ofp andb to be > 0, it is a necessary and sufficient condition (bar maximum
power constraints) thdtl — A) be invertible andZ — A)~! be non-negative. Substituting the

eigenvalue problem
Ax = Az (5.18)
into Equation (5.17) gives
(1-NP=b (5.19)

hence the condition that the largest, in this case Perrohdrious, eigenvalue is 1.

In order to integrate the congestion matrix into the linkdshformulation of (5.4) we need to

be able to modify the matrix according to the traffic flowing aparticular link. Examining
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(4.4) we can break matrix into two parts, the path loss ratipfor all links which is formed

from the path gain matrix for a single time slot.

B4 R = Tx, 0r Rx, = TX;
[TX,,RX;]
T[TX;,RX]

HIi,u] = (5.20)

otherwise

where Tx, and Ry, are respectively the transmitter and receiver for tirdndwv is the minimum
guanta of flow. The term for conflict in Tx and Rx means that $iameous Tx and Rx infeasible

in the formulation.G is formed withH on the diagonal for each time slot.

[ H 0 0 0 |
0 H 0 0
G=|: =+ . (5.21)
0 0 H 0
0 0 0 H |

The QoS element), can be formed directly from the required traffic flow
1 .
Q = —diag(t) (5.22)
pg

wheret is the vector containing the traffic for all the links. Henbe tongestion matrix for the

link based approach may be written
A=0QG (5.23)

The Perron-Frobenious eigenvalue for this matrix is givgriie spectral norni| e |2 [130]

since it is defined as
IA[l2 = max VX : X is an eigenvalue ofi* A (5.24)
itis an induced norm, andl can be calculated from

T*A* Az = \||z||3 (5.25)
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hence we can reformulate (5.4) to include CDMA as follows

minimize z*(QG)*(QG)x

subjectto Tz = s
@ =0, sB=,0 d=1,..,D
=3, I=1,...L
(I-QG)p="b
Pmin 2 P = Pmaz

(5.26)

unfortunately this formulation cannot be solved by curiieterior point methods, although if
the progress on minimizing the eigenvalues of asymmetricices, e.g. [131, 132], continues
at its current rate this may soon be possible. Until that timeecan break the problem down

somewhat.

The Euclideaniy, or Frobenius normj e ||, is defined [130] as

1/2
n /

1Allr = | > lail® (5.27)
3,j=1
|| ® || 7 is not a vector bound norm, @ || is, but it is compatible with| e |2 [133], hence the

inequality
1Al < |AllF (5.28)

Therefore we can calculate an upper bound\amithout the complexity of calculation for an
induced norm. One implication of this simplification is thva¢ can no longer use the;/v
factor to eliminate simultaneous Tx and Rx for a node. Thixisause, with the removal of the
vector term, these factors may no longer be multiplied bg,zand will dominate the Frobenius
norm. One approach to this problem is to allocate nodes taodden time slots prior to the
optimization. This removes some degree of freedom from d¢hwing algorithm, hence the
DCA may not be as favorable as in (5.26). There is still a gdea of integration between
routing and DCA as the formulation in (5.15) is still applit@ The preallocated time-slot
congestion matrix may be formed frofi* where
H° 0

H* = (5.29)
0 He
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this is similar to the formulation in [123]. Initially recdng nodes are arbitrarily split between
H° and H¢ and the matrices formed as in (5.20) with the proviso thatderis only available
as a transmitter if it is not a receiver in that time slot. Tiisans that no terms to prohibit
simultaneous Tx/Rx appear. There follows an exchange @ivieg nodes betweef/° and
He¢ until the Frobenius norm for this matrix is minimize@. is now formed fromI'/2 entries

of H* (asH* covers 2 time slots) as

G=|: U (5.30)

We can now write the minimization problem

minimize Y77y |35y qingi; |

subjectto Tx = s
2@ =0, s@=,0 d=1,...D
tz=2dw§d>, l=1,..,L

(5.31)

which may be solved globally and efficiently through integimint methods as a semidefinite

program (SDP) [134]. The power allocation may then be paréat as a minimization problem

minimize P
subjectto (I — QG)P =b (5.32)
Pmin j P j Pmax

There may then be a feedback loop between (5.32) and (5.8jngl s according to

requirements for outage probability, power allocationtraffic maximisation.

5.2 Results

The results presented in this section compare the congdsied routing explained in Chapter
4 with the DCA outlined in this chapter. All results are foretkquare scenario described
in Chapter 4, a processing gain of 12.9 dB, a bandwidth of REA48 user centred network

allocation, and a required signal to noise ratio of 3dB. Tineughput is calculated for all users

maintaining the same data rate, whilst maximizing this datia by stacking transmissions. The
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limiting factor is that no user may exceed the maximum trahgower with its required overall
transmit power.
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Figure 5.2: Throughput against proportion of traffic via backbone foridslots, 28 active
users, and 12.9dB processing gain

The results showing the performance of the DCA comparedgmtim DCA congestion based
routing are shown in Figure 5.2. These results use a systémBvgieparate time slots available
to 28 users. It can be seen that the throughput of the DCA biemeithg outperforms the
non-DCA based routing in every situation, except whereralfit is routed via the BS. In
this case the throughput is limited by the pole capacity efBi$s. In Chapter 4 this non DCA
based routing is shown to have the highest capacity of alhtt,eDCA systems investigated.
The performance gain of the DCA increases as the proporfian dioc traffic increases. For
entirely ad hoc traffic there is about 140% increase overahgestion based routing, and while
not shown, there is almost a 10 fold increase over a non rejestiar topology (where 2 links
are required for in cell communication). This increase carebtirely attributed to resource

reuse and interference avoidance inherent in the minimizg@troblem of (5.31).
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Figure 5.3: Throughput against number of number of timeslots for 28/aatisers and 12.9dB
processing gain

Results for different numbers of timeslots available toE@A are shown in Figure 5.3. This
corresponds to the number Af terms in (5.21). It can be seen that the non DCA system is not
able to exploit an increased number of timeslots. This istddlee arbitrary time slot allocation
of this routing algorithm outlined in 3.4.1. As would be egfaxl for the DCA, extra timeslots
allow for an increase in throughput, with about a 20% incegaer slot by going from 2 to 12
slots. After this point there does not seem to be any coradidieiincrease in throughput. The
most significant increase in throughput with number of stmtsurs just before this plateau.
It would seem reasonable to assume that the increased Hpou generated by the DCA
having more options / flexibility in reducing congestion lwétn increased number of time slots.
It is interesting to note that the DCA performs almost as wéth 2 slots as with 6, which
could either be taken as the 2 slot case coping well or thet®estdaking full advantage of the

flexibility due to the compromises made in (5.31).

The results in Figure 5.4 show throughput against numbersefs) again with 8 time slots.
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For the non DCA routing it can be seen that the increase innugebers causes a reduction in
the available throughput. This is considered to be due t@xtie terms not controlled to the
same point introduced into the power control problem, afdmbsquent increased interference.
Moving from 20 to 24 users the DCA system also suffers thigpdrothroughput. After
this point, however, an increase in throughput occurs. likisly that there is a balance
between number of active links creating interference, dednumber of different available
links allowing for more routing opportunities. The DCA seemore able than the non DCA
based routing to exploit these opportunities and thussettle increased number of active users

in its favour.
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Figure 5.4: Throughput against number of number active users for 8 fm®sand 12.9dB
processing gain

5.3 Conclusions

A novel DCA algorithm has been developed exploiting the ha@emgestion based routing

from chapter 4. Simultaneous routing and resource allocatias formulated for TDD-CDMA.
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Specifically, time slot allocation has been performed inaehmanner, that produces specific

sequential allocation in the same order as required foyireda

The novel formulation of the time slot matrix, with discretocation for each slot enables the
minimisation of a congestion measure, through combinetnguand time slot allocation, in
order of hop. This allocation reduces delay and terminalplerity, and ensures a feasible
relaying configuration. The matrix structure, in additiangerforming time slot allocation
and routing, enables the selection of any BS for optimalyreta hand-over, according to

congestion.

A congestion measure was presented that is suitable formisaiion though interior point
methods, which find a global solution. This formulation regsl an initial partitioning of
relaying nodes, and a final phase of power allocation. Amdiikenulation was presented,
that whilst unsuitable for minimisation with current intar point methods, requires no
pre-partitioning, integrates power allocation for maxim«/Il, and should further improve

performance beyond the interior point compatible version.

Results for the multi-stage DCA showed increased througltpmpared to the non-DCA
congestion based routing, except when all traffic is routedhe BS, where performance is
identical. For entirely peer-to-peer traffic, throughpuasashown to increase by 140% over
the best non-DCA routing, and by almost 1000% over a noryirgjasystem. Increasing
the number of time slots considered in the allocation imesothroughput, at the cost of
computational complexity. Furthermore, the increasedodppity provided by a higher
number of active users was exploited by the DCA. Other rgudpproaches in this thesis
had actually shown slightly impaired performance for améased numbers of users, through

failure to mitigate the increased number of interferenagses.
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Chapter 6
Conclusions

6.1 Summary

Two key issues facing wireless communications may be agéddsy breaking communications
links into multiple hops. These are increasing the capadfitye expensive and limited radio
spectrum, and the entangled problem of reducing requigetsmnitted power. Code division
multiple access (CDMA) potentially provides the most effitifrequency re-use, through the
cellular concept, of current access technologies. The raaitor reducing the capacity of
CDMA is interference from from other users. Multi-hop rélay of the communications signal

may be able to reduce the required transmitted power, hevelblevels of interference.

This may lead to increased capacity through greater fraxyuesruse and lower received
interference. There may also be the added benefit that useutdssee a more consistent
service, even when there may be poor or no coverage with aentiomal system. At the

initiation of this thesis, little investigation had beendaednto the combination of relaying and
CDMA. Therefore is was considered that this partnershipulshbe examined as to whether it

could provide capacity and power gains.

Time division duplex (TDD) is a technique that permits valalevels of traffic asymmetry,
necessary for efficient use of bandwidth in many data baseticapons. TDD was also
shown to be a cost efficient method of implementing relaymgombination with CDMA.
Power control methods were discussed as a means of achitheéngignal to noise ratios
required at a receiver, reduce transmitted power leveld, ena method of BS hand-over.
Several existing routing algorithms are discussed, géipdedling into two categories, table
driven and on-demand, according required routing overhe@lese algorithms have different
goals, including minimising number of hops, minimising dwead, adapting to high mobility,

robustness, and maximising battery life, but, in generalpat specific to radio access method.

The interference and coverage properties of opportunityedrmultiple access (ODMA), a
relaying system included in early drafts of UTRA-TDD, wenealysed in chapter 3. The

routing protocol is based on minimising overall path lossing a single cell, local connectivity,
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and the ETSI indoor office path loss model, ODMA was shown tmdpce a reduced level
of interference compared to a conventional CDMA system. Jileatest level of interference,
hence relaying bottleneck, was generally found to be attstehiop before the BS. Additionally,
taking shadowing into consideration, the conventionatesysshowed an increased level of
interference. Interestingly, relaying showed a furthetluaion in interference for some high
shadowing scenarios. The likely mechanism for this was #satvell as the problematic higher
path losses, zero mean log-normal shadowing also creates fmth losses. These will be
inherently selected by a routing algorithm using a minimuathploss metric. A correlated
shadowing model was shown to produce the same effect, theligiit differences in the
interference contour were found. The results from the meatigtic model, with correlation
between shadowing variables for distance and angle ofafrdnsured that the phenomena
was due to relaying, as opposed to the model. Through fugimaulations, imposing a
maximum transmit power, relaying was shown to extend cellabverage far beyond the that
of a conventional TDD system. As the number of users availédn relaying increased, the
coverage of the ODMA cell was also found to increase. Reduitia number of allowed calls
was shown to extend coverage by a factor far greater thanotinentional coverage-capacity
trade-off [15]. A relaxed probability of outage requiremegspecially with a lower number of
supported calls, further extended coverage by a factotegréwan that for a single transmission.
This probability of outage was shared between all usergusbthose outside the transmission

radius limit of the non-relaying system.

In chapter 4 several novel routing algorithms were develael analysed in conjunction with
a novel network topology designed to exploit one of the néiueings of chapter 3, namely that,
with all calls going via the BS, the limiting relaying hop isxt to the BS. This new topology
allows users to communicate without the use of a BS if theyw#hin a specific region. It
was shown that the path loss routing employed by UTRA-TDD GDWVas unable to exploit
the new topology. Consequently, a novel routing algorittaadal upon iteratively minimising
interference was developed in an attempt to improve systmpaaity. A novel admission
control was presented, based on predicting whether the rpoardrol would converge. If
the power control will not converge, or the solution is dedn require powers higher than
the maximum permitted, the route causing the greatestfénégrce contribution is removed.
When implemented centrally using a maximum of 2 hops, thégerithms were shown to
increase system capacity beyond that of a non-relayingsysthen the amount of peer-to-peer

traffic equaled or exceeded that of calls via the BS. Neitherdistributed version, or a 6
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hop maximum implementation of this algorithm achieved Enmperformance gains. Whilst 2
hop, centralised, interference routing improved capaoityome circumstances, the potential
reduction in transmitted power was not realised. Consdtyj@mnovel routing algorithm, based
on a congestion measure, was developed and analysed. Tdgestion measure is related to the
power control solution for maximum carrier to interferemagio. Attempting to minimise this
congestion measure, through trellis routing, producedaivest required transmitted power of
all relaying and non-relaying systems. When a maximum ofentioan two hops was allowed,

the congestion based routing showed the highest capacy tbe techniques.

Finally, a novel dynamic channel allocation (DCA) algonithivas developed that exploited the
congestion based routing from chapter 4. The algorithm gosknilar approach to a previous
algorithm to perform simultaneous routing and resourcecation for FDMA and TDMA
relaying [127]. It was reformulated for TDD-CDMA, and enlcad to explicitly specify time
slot allocation. The algorithm minimises a congestion meagshrough combined routing and
allocation of sequential time slots, in order of hop. This@dtion reduces delay and terminal
complexity, and ensures a feasible relaying configuratioh.novel matrix structure was
developed that performs time slot allocation, and enalttiesélection of any BS for optimal
relaying hand-over, according to congestion. A congestieasure is presented that is suitable
for minimisation though interior point methods, which findlabal solution. This formulation
requires an initial partitioning of relaying nodes, and alfiphase of power allocation. Another
formulation was presented, that whilst unsuitable for misation with current interior point
methods, requires no pre-partitioning, integrates poweication for maximum C/I, and
should further improve performance beyond the interiompaompatible version. Results
for the multi-stage DCA showed increased throughput coetbén the non-DCA congestion
based routing, except when all traffic is routed via the BSengtperformance is identical.
For entirely peer-to-peer traffic, throughput was shownniwréase by 140% over the best
non-DCA routing, and by almost 1000% over a non-relayingesys Increasing the number
of time slots considered in the allocation improves thrqudh at the cost of computational
complexity. Furthermore, the increased opportunity piedi by a higher number of active
users was exploited by the DCA. Other routing approachehiithesis had actually shown
slightly impaired performance for an increased numberssefs through failure to mitigate

the increased number of interference sources.
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6.2 Conclusions

Relaying has the potential to reduce transmitted power amd$exjuent interference in a
TDD-CDMA system though breaking communications into aesemdf hops. A relaying

system is able to further reduce transmitted power in a higldewing environment, whereas
non-relaying systems experience a higher mean transnpitiedr requirement. A conventional
cellular approach, however, prevents capacity gains duedoced interference, as all traffic
must be routed through the BS. This produces the same, olimalliygeduced, capacity as a
non-relaying system, unless comparison is made with a elatying cellular system suffering
from capacity reduction due to a large coverage requirenlarthis case the relaying system

can show a higher number of supported users.

A network topology where traffic may be routed between useithout requiring the BS to
take part in all calls, may avoid the capacity limits reqgtirom all calls routing via a single
transceiver. Routing based purely upon minimising pathignable to achieve these potential
capacity gains. A novel routing algorithm based upon iteeit minimising interference was
presented. This was shown to increase capacity with the tmyelogy when at least 50% of

traffic is in-cell, but does not reduce the mean transmitteggr requirement.

A congestion measure, based upon the dominant eigenvathe phth loss matrix, relates to
the power control solution for maximum C/I ratio via the agated eigenvector. Routing using
this eigenvalue as a metric was shown to reduce the mearredauansmitted power below
that of any other TDD-CDMA based relaying system, for theuated scenarios. When the
number of permitted hops is greater than 2 and there is soca¢tiaffic, allows the greatest

number of users for a system without intelligent time slticdtion.

Integrating time slot allocation into the minimisation dietcongestion measure, as a form
of DCA, allowed another dimension in which to optimise ragti Time slot allocation can
be an effective method of further mitigating interferenddne ad-hoc nature of the proposed
topologies mean that we cannot guarantee power controbfi#gsfor a particular number
of users, if all they are simultaneously involved in callson@bined congestion routing and
time slot allocation is an efficient method of grouping powectors into a feasible set for
each allocation unit. Consequently, the technique was shovimprove throughput beyond
that of any other analysed TDD-CDMA relaying approach, afram when it was limited by

capacity of a single node. For applications where data doesequire forwarding to another
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network, the congestion based DCA was shown improve thimuighy almost 10 times that of

a non-relaying system.

6.3 Limitations and future work

Throughout the research presented in this thesis, cersaiimaptions were necessary to allow
its completion. Within a communications system there aragel number of parameters that
are either a part of its specification, or properties of ieysigind the environment. All the results
relied upon the ETSI indoor office path loss model, apart fiwehen a correlated shadowing
model was introduced to corroborate a result in chapter 3e Mlean and variance of the
variables contained in the path loss matrix are determinethé model, user distribution,
and cellular size. The use of a different model or real wodthdand subsequent change in
statistics is likely to affect the gains achievable withlayang system. System parameters such
as processing gain or maximum transmitted power also afésciits, but it is not possible to
examine all possible combinations of such variables. Tims@guence is that the conclusions

presented cannot be generalised to every possible siuatio

All the scenarios examined in this work had a static user [ajon. Mobility between users
will cause changes in the path loss matrix resulting in iffgeions in received power, unless
the rate of change is able to be tracked by the power controteNMnportantly, routing based
upon data that has changed is likely to show impaired pedoo®. Additionally, it is likely
that users may become unavailable for routing, and so thterayseeds to be able to cope
with these broken links. The amount of overhead informatiequired to cope with system
changes is related to the rate of change, hence the level bilitponay severely impact
upon potential capacity gains. As the overhead is relateddbility, it was not included in
static system throughput calculations. Although the traffidetween mobility and overhead
requirement has been investigated for some relaying sgstigrm impact of mobility upon the

various algorithms presented for TDD-CDMA is currently aaafor investigation.

An important area of study within the area of CDMA is the stmwe of receivers. In this
thesis, the signals from other users were considered assi@austerference, as is the case for
a simple receiver. This approach was taken for simplicity anan extension of the concept of
TDD-CDMA terminals as low complexity units. It is likely, aver, that future advances

will reduce advanced receiver cost and complexity. Detsctsing approaches such as
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minimum mean square error (MMSE) and successive interfereancellation improve system
performance for non-relaying CDMA systems beyond the piteskenon-relaying results. The
impact of these receiver structures will affect the relgyrerformance, but the nature of this
impact is an area for research. As the congestion measutsoidbased upon the notion of
Gaussian interference, a reformulation according to tfecefe C/I for a particular receiver

is likely to improve performance. Similarly, the choice g@ksading codes is not considered.
Intelligent code choice may be able to further mitigaterietence. Indeed, the addition of time
diversity employed by the DCA in Chapter 5 may be extendeddute diversity in frequency

and codes to further improve system performance. Previauk tvas shown that a time-slot
opposing algorithm can be used to mitigate TDD-CDMA intesfece [34]. This approach may

also be considered for integration into the DCA routing &tpon.

The original formulation of simultaneous routing and reseuallocation for FDMA and
TDMA included an analysis of the dual problem as a means tonig# the algorithm. This
approach with regard to TDD-CDMA is an area for future reslearAdditionally, the DCA
is formulated to minimise a congestion measure. It is ptssdreformulate the problem to
optimise system parameters such as throughput, trandnpitteer or QoS, if power control
feasibility is included as a condition. This may allow foso@rce allocation more suited to an

operator’s requirements.

The work in this thesis focuses on relaying for mobile comivations. Several systems
currently under investigation such as sensor arrays amdysm’ computers are fields that
require communications between a number of discrete noslesuch, it is possible that they

will be able to benefit from the relaying concept.

As a part of this work, distributed algorithms were devetbpencurrently with the centralised
algorithms. Unfortunately, none of them were able to reatise gains produced by their
centralised relations. It has been shown for non-relayipstesns that techniques such
as combined power control and cell-site selection, and D@Aable to achieve identical
performance with distributed and centralised approaches.added complexity of relaying
is that it difficult to predict how re-routing will affect theystem if there is more than one
hop beyond the node being selected. This issue is an impataa for future work if
successful distributed multi-hop algorithms are to be tpaxrl. One of the motivations for a
distributed algorithm is that all the required parametdraroentire system do not need to be

communicated to a central decision making device. The D@#@rghm, and several of the
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other routing algorithms require knowledge of the path losgrix for the entire system. When
there are many users this may be a prohibitively large oeetrequirement. To reduce this
overhead, future work may investigate the consequencespiémenting the algorithms with

a partial path loss matrix.

The concept of relaying enables a greater number of commatimis link permutations than
has previously been possible in TDD-CDMA. Routes selectétiont consideration for the
whole may only serve to diminish resource utilisation. i been demonstrated, however, that
configurations may be chosen which dramatically improvéesgperformance beyond that of

a non-relaying system.
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COVERAGE-CAPACITY ANALYSISOF OPPORTUNITY DRIVEN MULT IPLE ACCESS(ODMA)
IN UTRA TDD

T Rouse, S McLaughin, H Haas

The University of Edinburgh, UK

Abstract - The multi-hop, ad-hoc wireless networks
of ODMA can be shown to reduce overall
transmisdon power compared with single hop
transmisson, however, for smple recevers and low
user density, the actual capacity of UTRA TDD may
be marginally reduced from the maximum non-
relaying capacity. This paper analyses the @pacity
of ODMA in relation to the mverage of a cdl. It is
shown that after the mverage limit of non-ODMA
UTRA TDD has been reached, ODMA will provide
enhanced coverage. As the number of calls and/or
quality of serviceis decreased the cdl coverage an
beincreased beyond conventional coverage-capacity
trade-offs, allowing operators a far greater degree
of flexibili ty.

I.INTRODUCTION

Unlike the implicdions of its name, Opportunity
Driven Multiple Access(ODMA) is nat a true multiple
access technique. It is a relaying protocol potentialy
providing benefits such as reduction d transmisson
power, overcoming ceal spots, and a deaease in, and
more even distribution d interference:

The basic principle of ODMA is that compared to the
conventional approach, where a Mobile Station (MS)
in a cdl communicates diredly with the Base Station
(BS), or vice versa, in a singe line of sight
transmisdon, it is more dficient to bre& the path into
smaller hops, as own in Fig 1. This is achieved by
making wse of other MS in the cdl to relay the signal.
The optimd routing is cdculated using intelligence in
the MS and BS to try and achieve the minimum total
path lossfor the transmisson.

The UTRA-TDD standard includes provision for
ODMA [1], asamodification d a Patent by Salbu Pty.
Ltd. [2] dthough the implementation is currently far
from finali sed.

It has been shown by Harrold and Nix [3,4] that a
relaying system with dstributed intelligence ca show
an average reduction d 21dB in required transmisson
power or increased coverage [3], and that under cetain
circumstances, with a sufficient density of relaying
users there may be a caadty enhancement over
conventional TDD [4].
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Fig 1: ODMA scenario showing routing with path
broken into shorter links, and avoiding shadowing.

The purpose of this paper is to anadyse the caadty-
coverage trade-off within ODMA in comparison to a
conventional TDD system. The @nredivity of ODMA
is aufficiently different to traditiond CDMA MS-BS
communication that it is not reasonable to use the
conclusion d Veeavali and Sendoreris [5] that for a
maximum transmisson power the overage of a cdl is
inversely proportional to the number of users. This
information may alow for a @verage based admisson
control. Asit is likely that the greaest bottlened in an
ODMA relay link will be the find MS-BS hop, it may
be alvantageous to alow cdl breahing, or dynamic
cdl geometry through BS asdgnment. This would
provide for a more even loading o BSs, optimising
system requirements.

II. THEORETICAL ODMA PERFORMANCE

Capacity and Interference

As a user may relay any other, the ODMA cdl can be
considered as a network of pico cdls, the dfedive BS
in eat cese being the relaying MS. If the interference
is asumed to be Gausdan the bit energy to
interference ratio, ¢, for eah node can therefore be
considered as
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pgPy,
i M H;
Pu, +1 +N
||ng ulk

where pg is the processng gain, Py; is the receved
strength of the desired signd, M is the number of cdls
in the cdl, H; the number of hops for user i, Pu; the
power a node j from the route for user i, hop k, | other
cdl interference and N thermal noise.

£ = (1)

Thus the link for ead user is limited by the lowest
value of g on route. This means that interference
throughou the cdl affeds the uplink, not just at the
red' BS. In the mgjority of cases, however, the most
problematic link is the final hop to the BS. Thisis due
to power warfare occurring when there is heavy cell
loading. MS nodes do not suffer too severely from this
issue as they will normally only relay a fraction of the
total number of users, whereas everyone has to route to
the BS, unlessthe target MSisin the same cell.

By splitting the interference into intra-cell interference,
lobma, corresponding to interference at the BS due to
in-cdl MS-MS transmissions, and adjacent cell
interference, |y, the received bit energy to noise for
each user with perfect power control a the BS for the
uplink can be reformulated from (1)

- PgR

£ = @
RJ(M _1)+IODMA+Iad +N

where M is the number of users transmitting directly to
the BS, and P, the received power at the BS. If pg is
constant for @l links, i.e. calls are not aggregated
together as two or more calls a a higher data rate and
all users are transmitting at the same rate, it can be seen
that M is an upper limit on links / timedot for calls
involving an uplink to the BS. Rearanging with
respect to the number of users, M

M P9 _ lopmatlag +N +1
£ R

J

(©)

In comparison with the pole capacity for a CDMA
system from (4)

4

Max :%"'1
i

It can be seen that the only variables we have control
over that limit the number of users that can route to the
BS are lopwa and P,. This means that if the limiting
interference a the relaying nodes is linearly related to
the transmission of the M users we can mitigate the
effects of adjacent-cell interference and recelver noise
but the reduction in capacity due to Iopya cannot be
minimised by increasing P,, as this will result in a
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corresponding increase in lopwa. There is, however,
more scope for optimising P, as the effective reduction
is cell size for MS-BS transmissions mean that the
average MS-BS path loss is reduced, hence outage due
to maximum transmit power being reached will be
lower.

looma IS dependent in several factors, including
shadowing, routing, power control and call admission.
The routing in conjunction with shadowing will
determine the relationship between P, and Iopwa. The
number of hops per link is a balance between
minimising transmission power, as discussed in the
next section, and the number of interferers, albeit at a
lower transmit power. Power control in conjunction
with call admission is a trade off between the benefit of
reduced transmission power, and increasing capacity
by increasing power.

It is important to note that the above equations only
hold for single user detectors where the interference
from other users is Gaussian distributed. Multi-user
detection and sdlective use of spreading codes
invalidates the assumption of Gaussian distributed
interference. Indeed with a more sophisticated receiver,
lobma could be used as a form of antenna diversity,
actually improving system capacity.

Transmisson Power

One of the main cited benefits for ODMA is the
reduction of transmission power for a link. This is
achieved by splitting the transmission into a series of
hops using other MS as relays. The transmission power
is reduced due to the non-linear nature of path loss, as
shown in Fig.2. The gain shown is the reduction in
overal path loss over a single transmission. The path
loss modd is of the form (without shadowing),

L(dB) =k, +k,log,, d (5)
where k; is a congtant loss, and k, the path loss
exponent, and d the transmission distance in m. The
larger the path loss exponent, the greater the potentia
gains. Linear path loss would not show any gains for
relaying. The gains are the maximum available for the
non-shadowing  scenario, with MSs  spaced
equidistantly aong the line of sight path from the MS
100m from the BS.

It can be seen that gains of amost 30 dB can be
achieved in the vehicular model, and 15 dB typical for
the indoor model. Although the overal transmission
power is reduced, this lower burden is shared between
users not directly involved in the call.
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Gp - Path loss reduction from single hop over 100m (dB)

NI - Number of relays

Fig 2: Path loss reduction against number of relays for
100m transmission.

A possible approach to sharing of resources is to alow
mobiles that are transmitting in other time dots to be
viable relays, for example in a UTRA-TDD context
with each user transmitting one slot per frame on
average. This would dlow arouting pool 15 times the
size of available calls per dot, and remove the need to
run down the batteries of users not making calls. A
potentid drawback is that users near the BS may
experience a higher power requirement than with a
conventiona system, but this should be contrasted with
the overdl reduced power / cal requirement, and a
more predictable and consistent power usage. Meaning
that on average everyone should benefit.

I11. ROUTING STRATEGY

The original patent [2] describes a basic routing
strategy. First a neighbour list is built up, this can be
either from listening to other mobiles or by probing.
Thelatter isarequest for information from surrounding
mobiles. A request is sent out for identity and quality
of recelved signal (path loss, noise level). There is no
ability totell if the transmission isgoing in the optimal
direction, the strategy isto transmit to the MS with the
best signal quality that has communicated with the BS.
Some power reduction seems to be the only
requirement, but it is suggested that the route will be
known up to three hops ahead.

The proposals to Delta concept group [6] add to this
basic idea in relation to UMTS. The neighbour list is
required to contain at least five entries. If this is not
met after transmitting at the lowest power and highest
data rate the power isincreased. If the condition is till
not met at maximum power, the next lowest datarateis
used and the power reset to a minimum, and so on.
This adaptation also works if the neighbour list is too
large. The routing is addressed by two connectivity
types. Local connectivity is available up to two hops
away, with al path loss and noise information
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availableto the MS, and alink budget analysisis made
to minimise transmisson power. End to end
connectivity is used for more than two hops, using an
origin and destination ID. There is a ‘time to di€e
criterion after which the packet is deleted, so delay
time is considered in the routing algorithm for this
mode.

The basic intention of all previousrouting algorithmsis
to minimise the mean transmitted power along the
route, athough this is often implemented by
minimising path loss. The main difficulty is to make
the correct decision whilst achieving a minimum of
network overhead.

IV.UTRA TDD ODMA

UTRA TDD uses only short non-orthogond spreading
codes, the longest being length 16, corresponding to 16
kbps [7]. From the limit of the pole capacity [5] the
small processing gain limits the number of users that
may be routed through a node, and ultimately to the
BS. There is no explicit routing algorithm in [1]. The
routing strategies discussed previously in combination
with the ODMA principles indicates the following
requirements:

(1) optimise node loading according to pole capacity,
(2) minimise overal transmission power,
(3) minimiseinterference at nodes.

TDD alows diversity in time, however, optimising
this dlocation is beyond the scope of this paper. The
initial step for routing is to assess the path loss to and
interference at other MS. This is achieved by probing
neighbours. The description of probing is probably the
most complete part of the standard [1], it consists of
several modes designed to get an initia neighbour list
and then keep updated with a minimum of
interference.

UTRA-TDD is low mobility due to the open loop
power control’s time constant being governed by the
dot length. Its advantages include termina simplicity,
and asymmetric uplink and downlink bandwidth
through timeslot alocation. This indicates possible
uses for LANSs, or other data transfer such as mobile IP.

V. SIMULATION MODEL

Considering UTRA-TDD’s suitability for low mobility
data use, the path loss model for the indoor office test
environment isused [8],

L(dB) =37 +30l0g,, d +18.3n("2/(m1-046) 1. £
(6)
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TABLE 1-UTRA-ODMA-TDD simulation parameters

Parameter Value
Maximum transmit power 10 dBm
Target Eyflgat MS 5dBm
Target Eylgat BS 2 dBm
Logn. Standard deviation, @ 5dB
Noise figure (receiver) 5dB
Bit rate 16 kbps

where d is the transmission distance in m, n is the
number of floors in the path, n=3 for this simulation. §
is lognorma shadowing in dB, with a standard
deviation of o and a zero mean. A corrdated
shadowing co-€fficient is used, as it is considered that
due to the path diversity available in ODMA, non-
correlated shadowing could produce over optimistic
results, with low shadow paths available in al areas of
thecell.

The simulation is performed in a single cell with MS
distributed in a random fashion with a uniform
distribution. It is considered that joint detection is
available to the BS but not to the MS due to
complexity. This is modelled by different target signal
to interference ratios at the respective targets.

The routing is alocated according to the minimum path
loss, and more than 1 cdl/route is provided by
increasing the data rate with a lower processing gain.
Time dots are dlocated such that fina hop to the BS
will not clash with an uplink transmission, that is it will
be in a dot alocated for the downlink as for non-
ODMA TDD

Power control is implemented as a smple step based
increment if the desired signal to interference ratio is
not achieved at the receiver. A link is in outage if the
maximum transmit power is reached at any stage in a
link. Thisis not the optima method for power control /
cal admission as capacity may be increased by more
sdlective pruning, however, the intention is to model a
simple distributed agorithm. Monte-Carlo analysis is
applied to assess the capacity.

VI.RESULTS

Fig. 3 shows the average number of supported calls for
each timedot in the TDD frame. Until the cell size
reaches 30m the conventiond TDD system achieves
greater capacity. This is due to the combination of
looma and the simple receiver architecture, where al
received signals must be a the same power for
optimum capacity. At 30m all systems are equivalent.
After this point the non-relaying system quickly loses
the ability to reliably support cals, this is due to many
of the MS lying in a region where the path loss is too
great for the signa to reach the BS with the required
signd to interference ratio above the receiver noise.
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Fig. 3 Supported number of users per time slot against
the coverage of the cell, for less than 5% outage, n is
the number of users available for routing

Reducing the target number of calls alows for a small
increase in the coverage but ultimately the MS cannot
increase their power enough.

The ODMA scenario where the number of cdls is
initially the same as the number of users available for
routing offers again in capacity of 2 users at 40m and
will support 5 users when the conventional system
cannot cover that radius. When the number of users
available for routing is double the initia limit for call
admission the capacity is conserved until 40m and
almost full capacity is offered when the conventional
system has failed. After this point a reliable system is
available for another 30m for an albeit reduced number
of users.

Fig. 4 shows the probability of outage for different
numbers of alowed calls against the coverage of the
cell. For the conventionad system once outage starts to
occur the gradient is such that the number of dropped
cdls is too great for service to be maintained, this
corresponds to users outside a particular radius getting
no service. As the number of alowed cdls for ODMA
is decreased, not only does the coverage increase for a
particular probability of outage, the gradient of the
curve decreases. For the 4 user case there is a 4%
probability of outage in a 70m cell. Coverage is ill
available, however, at 90m with a 16% probability of
outage, much less than the 40% outage for the grester
aea in the conventiona scenario, i.e. in the
conventional scenario al MS between 70 and 90m
would bein outage.

IV. CONCLUSIONS

Through the use of multi-hop transmissions, ODMA
will extend the coverage of a cdl, but only after the
cell sizeis large enough to prevent a comparable single
hop system from achieving its maximum capacity.
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Fig.4 Probability of outage against the coverage of the
cell, for different numbers of alowed calls, T, with 20
users available for routing.

When coverage is a more important criterion than
capacity ODMA will provide a reliable service far
beyond the coverage of a conventional TDD system.

Asthe number of users available for relaying increases,
the coverage of the ODMA cdl increases, and the
gradient for coverage-capacity decreases. Reducing the
number of alowed calls means that ODMA can
provide a reliable service for an area greater than the
normal capacity-coverage trade-off. By alowing a
reduced quality of service the operator can further
extend coverage, the outage being shared between all
users, not just those outside the transmission radius
limit of the non-relaying system. For unevenly loaded
adjoining cells, ODMA could be used to even out the
loading by dynamically changing the cell size.

The use of ODMA will provide operators with a far
greater degree of flexibility in cell planning, and to go
beyond the conventional trade-off between coverage
and capacity.
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Capacity and Power Investigation of Opportunity Driven Multiple Access (ODMA)
Networksin TDD-CDMA Based Systems

T Rousg, | Band', SMcLaughlin
Department of Electronics and Electrica Engineering,
The University of Edinburgh,
TheKing's Buildings, Mayfield Road,
Edinburgh, EH9 3JL, UK.

Abstract-ODMA is a multi-hop reaying routing protocol, the
use of which has been investigated in conventional cellular
scenarios. Thispaper comparesthe performance of ODMA with
direct transmisdon for cases where links maybe required
directly to aher nodes, as well as to a controlling (back-bone)
node. For an interferencellimited sysem, it is $own that
whereas the topology is not supportable by a conventional
(smglehop) sysem, a relayed system is able to provide service

new admisson control and routing algorithm based on
recewer interference is presented which is $own to further
enhance performance.

I. INTRODUCTION

With the wide scale adoption of mobile technology and the
continudly increasing utilization of networking for
productivity, it is likely that future generations of mobile
communications devices will be expected to form networksin
both local and wide area environments. Many air-interfaces
for future mobile communication systems are based on
CDMA, which inherently is interference limited.
Consequently, to reduce the level of interference, it may be
preferable for users to be able to achieve peer-to-peer
communications, offloading base gaion (BS) resources and
thus achieve better performance than tha offered by a direct
link to the BS.

In conventional CDMA systems, the reverse-link, or uplink
is power controlled to a single BS in a cell, generally giving
the best performance when al users are received at the same
power, and the downlink is power controlled to the user with
the weakest reception. For mixed traffic, with some users
transmitting to receivers in-cell and others via a BS to non-
loca equipment, perfect power control becomes impossible
for al receivers and system performance may be severely
degraded.

ODMA is an ad-hoc multi-hop relaying protocol first
proposed by Salbu Pty [1], and then considered in a modified
form by a concept group for 3GPP. Provision was made in
early revisons of the standard [2], although it now appears to
have been dropped in order to achieve a finalised standard as
a result of concerns over complexity and signalling overhead
issues. However, ODMA remains an attractive prospect for
future mobile communication systems, due to advantages
offered by a reduction in transmission power [3], potentidly
enhanced coverage and with a grester trade-off possble
between Qudity of Service (QoS) and capacity in the

extended coverage region [4], and wunder certan
circumstances may show increased capecity [5].

Il. CDMA NETWORKING

The conventiona technique for networking in interference
limited systemsis a star topology in order to ease the problem
of power-control. The topology used in this paper, described
in more detal in section Ill, conssts of sources and sinks,
with communication targeted outside a cell and routed
through a BS, while that within cdl is targeted at the desired
recipient. Whilst this minimises the number of links for
maintaining a celular paradigm, there is no longer a single
point to which the power must be controlled. Asthereis more
than one receiver it is not guaranteed tha 4l the
transmissions can be received a the same levd by al
recavers, and in some cases the interference generated by
one user may mean that others close by may not be able to
receive the desired signal, no matter how much the source
increases power. In these cases it may be better to revert to a
star topology, though it must be considered that two cdls are
now required where one sufficed previoudly.

Admission Control

With a star topology based CDMA system the number of
allowed cdls is relatively congtant due to the single receiver
in the uplink. In an ad-hoc environment, the capacity will
vary depending upon the position of users and the links that
are required. This means that admission cannot be based
simply on the number of cals currently in progress. The
technique used in this paper is to start with a desired number
of calls and attempt to make all of them. Instead of waiting
until the maximum permitted transmit power, in this case set
a 10dBm, is reached and the link involving the offending
transmitter removed from the current cals, a prediction
technique is used. The convergence rate of the power level is
used to analyse which receiver suffers the worst interference
and then a decision based on a metric to determine which call
to terminate.

The power leve p(t) for each user is extrapolated by
approximating the firs and second derivatives by ther
respective time differences, taken from a running average for

* Elektrobit (UK) Ltd., Edinburgh Technology Transfer Centre, Mayfield Road, Edinburgh EH9 3JL, Scotland, UK.

115



Publications

iteration i. The power level at some later iteration, j, (when
the power control may reasonably be expected to have
converged), can then be predicted using a Taylor expansion,
as in equation (1) below. If the second derivative is of an
opposite sign to the first, the iteration when the power is
expected to have converged is predicted to be j= i—
(dp/dt)/(d°pi/dt?). A modification of this is introduced if the
predicted iteration j is greater than (i+2100). The procedure is
repeated for j=i+100 instead of the predicted value. This
capping of the iteration is aso applied when dp/dt and
dp,/dt* are of the same sign.
_ . _..dp , d’p &
=p +(j-1D)—4/4+—E2E N k 1
=R ac 2 @

If any of the predicted powers exceed the maximum
transmit power the interference is anaysed. All of the
interference  above desred signals from interfering
transmissions is summed, and the link with the greatest
contribution being removed. After any links are removed, or
the routing is changed, the prediction is switched off so that
the averaging only takes account of the new situation.

This extrapolaion technique has two advantages over a
wait and see gpproach. Convergence of the power control is
reached earlier in a system tha requires outage for a solution
below the maximum transmit power, and the greatest
interferers are aso removed earlier alowing increased

capacity.
11l. ODMA

The basic principle of ODMA is that compared to the
conventional approach, where a Mobile Station (MS) in acell
communicates directly with the BS, or vice versa, in asingle
radio-hop, it is more efficient to break the path into a number
of smaller radio-hops, by making use of other MS in the cell
to relay the signal. The optima routing is calculated using
intelligence in the MS and BS to try and achieve the
minimum total path loss for the transmission. In this paper
the MSs dso utilise relaying to communicate with each other
without the use of a BS, a network sometimes referred to in
the literature as an ad-hoc network.

Routing protocols

Within the scenarios users are required to communicate
either with each other or to achieve a link onto a backbone.
The criterion for the locd routing is that the target is in the
same cdl as the transmitter. It is likely that greater capacity
would be achieved if the region for loca routing were centred
instead on the user, however, a smple mechanism for call
assignment was sel ected.

Previous work on ODMA [3-5] uses path loss between
terminals in the metric to determine the routing. This is a
quick and efficient way to establish routing, however it does
not take account of bottlenecks in the system due to
interference caused by many users routing through a
particular area. Indeed it will encourage bottlenecks as users
will dl try to route via low path loss regions. In this paper,

we aso investigate a new algorithm, based on minimising
interference [6], so that three network topologies may be
investigated and compared.

1)Direct routing. If the desired target is within the
handover region of a BS the MS transmits directly to the
recipient. For calls outside the cell the call goes directly to the
BSintheuser'scell.

2)Simple ODMA. For in-cdl cdls, the user probes to find
the path loss to other nodes, and their path loss to the target.
The routing is determined by choosing the route with the
minimum path loss overal. For out of cell cals a similar
probing is performed, but the target may be any BS. This
means that the user may be outside the handover region of the
BSthat it linked with.

3)Interference based ODMA. The initid routing is
performed as in 2), but once the power control has had some
chance to take account of interference the system is re-routed
according to a modified path loss metric. Any interference
above the receiver floor plus processing gain at each receiver
is added to the matrix of path loss between users. This gives
an indication of the necessary transmission power for that
link. The re-routing is performed on a route by route basisin
order to prevent many users jumping to a low interference
route a once and causing ingability in the routing. The
predictive outage calculation described in section Il is
suspended until all routes have had the chance to re-route,
avoiding unnecessary outage.

V. SIMULATION MODEL
Description of the scenario generator

Software to alow the interactive location and specification
of a vaiety of network components and associated
parameters to generate a representative scenario has been
developed under MATLAB. In the model, each entity within
the network is represented by one or more nodes. These
nodes have certan associated features, which may be
conveniently grouped into fields of a structure. Those fields
common to al nodes ae an index to alow node
identification, the location of the node with respect to the
standard 3D Euclidean co-ordinate system, a field describing
the type of object represented and a number of fields
containing hierarchical information. These relationa fields
permit an association of the node with other nodes in the
network. Where required, additional fieds, eg. the
atenuation of an rf dgnd by transmisson through the
obstacle associated with the node may aso be specified. In
this way, a number of physical objects may be represented,
including O-dimensional (point) objects such as terminds,
network nodes and representative point scatterers, and 1-
dimensional (edge) objects, obtained by associating two point
nodes at the same level in the hierarchy.

Simple polygona objects may be modelled as a collection
of edges, and this technique may be extended to model more
complicated structures, such as standard building models [7]
or complex building structures specific to individua
requirements.
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Once a scenario has been defined, a path loss model may
be specified. Determination of path loss is performed for both
link directions (to dlow for FDD transmission or interaction
between systems using different frequencies) between dll
relevant nodes in the network. The determination of which
nodes are deemed relevant is achieved through the type fied
and provides an efficient way to avoid eg. cdculating path
losses between the two nodes defining an edge. Lognormal
shadowing is aso incorporated, with total path loss vaues
lower-bounded by that of free space, as recommended in [7].
The mode has two modes of operation, one alowing for the
interactive generation of nodes, and the other for offline
generation of a number of redlisations of a scenario, based on
specified statistical parameters of the generation of node
positions.

The type field encodes the nature of the object represented,
but the routing agorithm may change this parameter, since
election of any participating network node to a clusterhead
[8] or contralling node, or demoting it to a passive node & the
end of a routing chan may be modelled simply by a
redesignation of the nodes type. In this way, various
networking strategies may be evaluated for the same
geometrica scenario layout. In addition, various parameters
for individual nodes may be specified or changed once a
scenario has been generated. As an example, the length of the
routing table may be specified for individua nodes, to model
the effects of a mixture of complexity capabilities of
mobile/fixed terminas. Network traffic characteristics may
be controlled by specifying the relative location of the target
node with which a given termina is requesting
communication. Three classes of target node are available;
the node may be requesting communication with a) an entity
outside the considered network (in which case its target is a
node connected to some back-bone), b) a node which is
'local’, in the sense that the nodes share a controlling node, as
determined by path loss, or c) any other node in the network.
The proportion of terminals within each class is defined by
two parameters 0<= al <= a2 <= 1. For each terminal, these
parameters are used with a uniform random deviate in the
range [0,1] to assign traffic class. If no locad nodes can be
determined for a particular node, then its target is simply set
to beits controlling node.

Scenario descriptions

Three scenarios have been chosen for investigation. The
first corresponds to a set of four base stations located a the
corners of a square, centred at the origin and of side 50m,
serving an area 100m by 100m, in which a variable number
of mobile terminals are uniformly randomly digtributed. The
second is a set of seven base stations, with one base station at
the origin and the remainder located a the corners of a
hexagon of (maximum) radius 50m. In this case, the positions
of a variable number of users are uniformly randomly
distributed within the hexagons defined by the base station
limits. The third consists of a variable number of users within
the standard 3G Indoor Office model [7]. This consists of 20
base dations, with the required number of mobile terminals

again uniformly randomly located within the office area, but
with 85% of the mobiles located within aroom and 15% in a
corridor. In al scenarios, the mobiles are stationary so that
effects due to movement are not considered.

The standard 3GPP indoor office path loss modd was
chosen for al scenarios, and the lognorma shadowing
standard deviaion was set a 5dB for the first two scenarios,
and 12 dB for the third [7]. Only one floor was considered, so
effects due to propagation between floors were not
investigated.

V. RESULTS

While three scenarios were investigated; 4 square cells, 7
hex cells, and the 3GPP indoor office, the plots shown are all
for the square scenario.

Fig. 1 shows the number of supported calsin all 4 cells for
5% outage against different ratios of loca to non-locd traffic.
The star curve represents the number of supported cdls that
could be expected for a star topology with ether the direct or
interference based ODMA. This is calculated for the number
of supported calls for al non-loca traffic and doubling the
number of required calls for loca traffic to account for the
BS being required to forward the data onwards to the local
target. It can be seen that for al cases, except interference
based ODMA, at higher ratios of local to non-locd traffic the
star topology delivers greater capacity. It is important to note
that much of the outage is due to the simplistic selection of
locd targets from BS handover regions. For example, it is
very likely that a target will be selected that requires the user
to transmit in a path that crosses the BS, inherently creating
very high interference a the BS and thus the user may well
be put into outage as it is a problem interferer. A more
intelligent selection of users available for loca traffic would
be achieved from making local decisions by the user, based
on neighbour lists, however this approach would not be
possible for the direct approach without extended signaling
complexity. The approach investigated can be considered as a
worst case for local routing. Intelligence in the selection of
local traffic should reduce outagein all scenarios, meaning
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Fig. 1: Number of supported calsfor 5% outage for different
proportions of local and non-locd traffic
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that peer-to-peer communication will only be established if it
will enhance capacity, power levels, etc.

It can be seen that for the non-relaying scenario that the
capacity is about half that which could be expected if a star
topology was used, apart from when dl traffic is via the
backbone when the stuation is identicd. This is because the
use of peer-to-peer communication introduces a power
control problem that is highly likely to be not solvable. It is
due to users transmitting to other users on the other side of
the cell, hence power controlling the peer instead of the BS.
This will introduce high interference levels at the BS that
cannot be compensated for with power control, as increasing
the received power has a feedback effect on the required
power to be received at the locd target due to the increased
interference a that user. The results for the direct
transmission indicate that there is no reason to implement the
presented local/non-loca topology in a conventional CDMA
system unless there is a severe problem with coverage.

The pah loss based ODMA shows about a 50%
improvement over the non-relaying system for al scenarios
involving locd traffic, however it is ill significantly worse
than the conventional star topology. The gains arise because
ODMA systems generally involve lower transmisson power
than conventiona systems, hence interference problems are
more localised so they will not have such a detrimentd effect
on other users due to feedback in the power control.

Interference based ODMA shows a gain where the loca
treffic is a least 50% of the total, performing best when all
traffic is locad. When non-locd traffic is dominant it is
roughly equivadent to the conventional sysem. Whereas the
path loss based routing does not take account of the
congestion due to interference (mainly in the centre of the
cdl) when routing, the interference based system will avoid
these problem areas unless absolutely necessary. This means
that transmission, even to the other side of the cell, is possible
without destroying desired signals at the BS as the signd is
routed to avoid relays in this area. On the downside any
ODMA system requires increased complexity both in
signalling to establish routing, and in the handset’s ability to
relay the signdl. It aso takes longer to establish the routing as
the dynamic routing requires the power control to re-
converge after each iteration.

As can be seen from Table 1, in dl scenarios, the greatest
number of users are supported by interference based ODMA.
The most dramatic improvement is for the 3GPP scenario as
thisinvolves high lossesin certain paths due to walls. A non-

Number of supported users/BS
Direct ODMA ODMAInt

Square, pg=12.9dB 4 55 8
Square, pg=15.9dB 5 75 11.5
Hex, pg=12.9dB 45 6.1 8.5
Hex, pg=15.9dB 6 9 135
3GPP, pg=12.9dB 15 3 4
3GPP, pg=15.9dB 2 5 6

TABLE 1: Supported users per BS for various scenarios for
1:1 retio of locd to non-locadl traffic.

outage

Number of supported calls for 5%

12 14 16 18 20 22 24 26
Processin g gain (dB)

Fig 2: Number of supported cals for 5% outage for various
processing gains.

relaying system has no path diversity and is forced to use this
transmission path. The relaying system has several choices
avalable to it, and so it is likely that it will be able to avoid
these areas of high signa attenuation. In this scenario the
wall losses are the dominant problem so pah loss and
interference based ODMA have similar performance.

Fig. 2 shows the number of supported cdls against
processing gain for the square cell scenario. The ratio of local
to non-loca treffic is 1:1. The systems al show a reduced
performance than that which could be expected from
increasing the processng gan, where it should roughly
double and the data rate half for each 3dB increase in the
processing gain. Thisis due to the increased number of users
creating greater likelihood of locd transmissions thus
creating an unsolvable power control. This can be avoided by
intelligent loca target selection. Both ODMA systems show
similar increases in the supported number of users with
increasing processing gain, not too far below conventional
systems, however the direct routing shows greatly reduced
performance with just over double the number of users for
1/16 of the datarate for the lowest processing gain.

call (@8m)

Total power per

L L L L L L L L
14 15 16 17 18 19 20 21 22 23 24 25
Number of supported calls

Fig. 3: Total power per call against number of supported
cdlsfor all locd traffic
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Fig. 4: Total power per call against number of supported
cdls for 50% locdl traffic, 50% non-local

Figs. 3-5 show the average power levels for the entire call,
i.e. for a relaying scenario with two hops, this is the sum of
the power for the two links. Fig. 3 shows the situation for all
locd traffic. Both the direct and interference based ODMA
have similar power levels, though it must be considered that
the direct system has been required to put far more users into
outage, e.g. to achieve 19 cadls the interference based ODMA
has placed one call into outage where the direct system has
removed 13 calls. With the admission control described in
section |1, this outage will have removed the worst interferers
creating a more favourable scenario than the interference
based ODMA is experiencing as ODMA is more able to cope
without forcing problem users into outage. In Fig. 4, for equal
locd and non-locd tréffic, interference based ODMA shows
a transmission power reduction over direct transmission for
most scenarios. In Fig. 5, with dl non-locd traffic, the
transmission power is much less than the scenarios with local
treffic due to power controlling only to one point. The
interference based ODMA requires increased transmission
power at high user densities as paths are chosen with greater
path lossto avoid high interference regions.

In dl treffic conditions the smple ODMA produces the
lowest power for low user densties, due to some outage of
problem users and the reduced transmission power and
interference of ODMA. At higher user densities the required
power isincreased due to the higher number of links used.

VI. CONCLUSIONS

In this paper, a network topology has been investigated that
alows both peer-to-peer and non-loca traffic. We have
presented a new admission control that alows congested
aress to be identified and problems users to be removed. It
has been shown that a conventiond CDMA system is unable
to produce performance comparable with a star topology.
Path loss based ODMA shows a capacity improvement over
the non-rdaying system and in most cases reduced
transmission power. A new ODMA algorithm based on
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Fig. 5: Total power per call against number of supported
cdlsfor al non-locd traffic

interference is presented that dlows for greater capacity than
a star topology when scenarios involve a least 50% local
traffic and comparable capacity when non-locd traffic
dominates.
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