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Lay Summary

Micro-organisms are everywhere, and carry out many important chemical

reactions that control the chemistry of our planet. For example, micro-organisms

produce more carbon dioxide every year than human beings do. Because of the

environmental importance of micro-organisms we want to try to predict how they

might be affected by changes like global warming, or the runoff of pollution into

the ocean. However, this a very difficult problem because microbial communities

are so hard to understand. This is partly because microbial communities contain

so many different species (often tens of thousands), and partly because the

relationships between different types of micro-organism are not understood, even

at a very simple level.

We use a combination of mathematical modelling and experimental work in our

research. In the first project, we use mathematical models to look at how

microbial communities respond to environmental changes that affect nutrient

availability. We find that gradual environmental changes can cause very dramatic,

sharp changes in the microbial community. We then make predictions about

where you might find this behaviour in the environment.

In the second project, we use experiments to look at how a real microbial

ecosystem responds to changes in nutrient availability. Our experiments consist of

plastic tubes containing pond mud and water, which develop into an interesting,

layered microbial ecosystem over time. We find that different groups of micro-

organisms respond in very different ways to changes in nutrient availability.

In the third project, we attempt to reproduce some of our experimental data in

a mathematical model which includes more realistic chemical reactions that are

not carried out by micro-organisms. We find that these chemical reactions can

also cause microbial ecosystems to undergo sharp changes.
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Abstract

The habitability of Earth is dependent upon the global recycling of elements

essential for life, such as nitrogen, sulfur and carbon. Nutrient-cycling by micro-

organisms is vital to these biogeochemical cycles because many key steps are

mediated primarily, or exclusively, by microbial life. The dynamics of these cycles

are highly complex, and environmental perturbations (such as changes in the

oceanic oxygen concentration) can have unexpected or catastrophic effects; often

causing abrupt switches between chemical states. Despite the importance of these

environmental perturbations however, few theoretical models have addressed how

they affect the dynamical behaviour of nutrient-cycling microbial ecosystems.

In this work, we investigate the effect of environmental perturbations on

microbially-mediated nutrient cycles and assess the likelihood of “sudden transi-

tions” between chemical states of the ecosystem occurring in a variety of ecological

contexts. To do this, we first use computational modelling of microbial nutrient-

cycling, using a “box model” approach. We then move on to an experimental

study using the microbial sulfur cycle as a model ecosystem, with freshwater

pond sediment/water microcosms. These microcosms have the advantage

of retaining many of the features of the real ecosystem (such as microbial

diversity, spatial structure, and abiotic interactions) while allowing the controlled

manipulation of environmental perturbations. We study these microcosms using

a combination of chemical measurements and high-throughput sequencing of

the microbial community. Finally, we return to the computational side, and

attempt to reproduce chemical data from our experiments in a mathematical

model containing realistic abiotic chemical interactions.
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Chapter 1

Introduction

1.1 The Importance of Microbial Life for the

Global Cycling of Chemical Elements

All of life depends on the continual recycling of essential chemical elements, such

as carbon, nitrogen and phosphorus between different chemical forms. Many

of the chemical transformations involved in this recycling are abiotic, such as

the supply of sulfur to the atmosphere by volcanoes [2], or the weathering of

limestone, which removes billions of tons of carbon dioxide from the atmosphere

annually [3]. Chemical cycles that involve only such abiotic reactions are known

as “geochemical cycles” because they are mediated by geological effects.

However, many important chemical transformations in the Earth-system are

mediated primarily or exclusively by micro-organisms [4–6]. These microbially-

mediated global element cycles are referred to as “biogeochemical cycles”, because

they are mediated by both biological and geological effects.

Without these microbially-mediated biogeochemical cycles our planet would be

completely unable to support any higher order life. For example, for most of the

1



1.1. THE IMPORTANCE OF MICROBIAL LIFE FOR THE GLOBAL
CYCLING OF CHEMICAL ELEMENTS

Earth’s history (before the invention of the Haber process) micro-organisms were

almost solely responsible for converting atmospheric gaseous nitrogen (N2), which

is inert, into biologically available forms, i.e. forms that can be used by plants and

animals, in a process known as microbial nitrogen fixation. Indeed, the apparent

ability of many plants, such as legumes, to perform nitrogen fixation, is actually

the result of symbiotic bacteria associated with their roots [7]. Even today, micro-

organisms have a huge effect on global chemical cycles. For example, the microbial

decomposition of soil carbon exceeds the anthropogenic contribution of carbon

dioxide to the atmosphere by an order of magnitude [8].

An important factor in explaining why micro-organisms are so important on a

global scale is their ubiquity. Micro-organisms are adapted to live in extremes of

temperature, pH, pressure, salinity and radiation [9]. This extreme adaptability

means microbial life inhabits a wide range of environments, including hundreds

of metres below the surface of the Earth [10], below the Antarctic ice sheet

[11] and deep sea hydrothermal vents [12]. This led the microbiologist Lourens

Baas Becking to remark that “everything is everywhere: but the environment

selects”, meaning that all microbial taxa, or species, are found in all habitable

environments but local environmental conditions select which taxa thrive [13].

To cope with such a diversity of environmental conditions, micro-organisms have

evolved a diverse array of metabolic strategies. They are able to “breathe”,

or extract energy from the environment, using many different chemicals, to

name a few: sulfate, iron, carbon, nitrogen [6], uranium [14] and mercury

[15] compounds. This metabolic and functional diversity is compounded by

further diversity within functional groups of microbes with the same fundamental

metabolism. For example, many different sulfate reducing taxa can co-exist in

the same environment [16].

Despite their importance, key questions related to the composition and dynamics

of microbial ecosystems remain unanswered. For example, how does the incredible

diversity of microbial ecosystems affect their overall composition, and furthermore

what is the cause of this diversity? Do microbial communities in a given
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1.2. THE RESPONSE OF BIOGEOCHEMICAL CYCLES TO
ENVIRONMENTAL CHANGE

environment converge to a single specific composition over time, or are there

many different community compositions that can give rise to similar overall

environmental processes? In this thesis, we focus on a question that is particularly

important in the light of current global environmental change: can we use simple

mathematical models, together with simple laboratory experiments to predict

how microbial communities will respond to an environmental change?

1.2 The Response of Biogeochemical Cycles to

Environmental Change

Understanding biogeochemical cycles is an extremely challenging problem because

of the complex feedbacks between Earth system processes and microbial life. Ge-

ological processes drive the evolution of different microbial metabolic strategies.

For example, a massive increase in the availability of inorganic carbon in the

ocean 250 million years ago may have led to the evolution of a new metabolic

pathway; the microbial production of methane, known as methanogenesis [17].

At the same time, microbes themselves influence large scale global processes, and

have shaped the history and development of our planet. For example, without

microbes our atmosphere would not be oxygenated [18], and it has even been

suggested that microbial life is responsible for the formation of continents as well

as plate tectonics [19].

The existence of these feedbacks between the Earth’s geology and microbial

population dynamics can create non-linearities in the dynamics of biogeochemical

cycles, such that a perturbation to a biogeochemical cycle can have drastic

and unpredictable environmental consequences. For example, the previously

mentioned perturbation to the global carbon cycle 250 million years ago led to

the runaway production of sulfide by micro-organisms, resulting in the poisoning

of the oceans and the subsequent extinction of as much as 90% of the marine
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ENVIRONMENTAL CHANGE

biodiversity on Earth [17, 20].

Moreover, a change in one biogeochemical cycle can have a knock-on effect on

another one. For example, the oxygenation of the atmosphere (between 2.3

and 2.0 billion years ago) significantly altered the chemistry of the oceans and

permanently changed the global iron, carbon and sulfur cycles (among many

others) [21].

Also of great current interest is the effect of anthropogenic perturbations on

biogeochemical cycles. In particular, a major concern is the increase in mean

global temperature due to human CO2 emissions. This global temperature

rise is likely to have diverse effects on biogeochemical cycles, for example,

changing the solubility of oceanic oxygen [22] and changing the rate of the

microbial decomposition of carbon [23]. Consequently, predicting the response

of biogeochemical cycles to environmental changes, including climate change, is

a central current challenge in Earth system science [24].

Mathematical modelling is essential in tackling this challenge. However, math-

ematical models for global biogeochemical cycles often represent microbially-

mediated transformations as crude “black boxes”. For example, microbial

decomposition in soil is often represented as a first-order decay process [25, 26].

Indeed, many of the models cited in the most recent Intergovernmental Panel on

Climate Change (IPCC) report use linear representations of microbially-mediated

processes [24]. Improving the representation of microbial population dynamics in

biogeochemical models will be a key focus of this thesis.

The simplified mathematical representation of microbial population dynamics

that is often used in current models contrasts strongly with the wealth of data

on microbial community diversity and functional complexity which is being

generated by recent advances in high-throughput sequencing technology [27].

This diversity, and its response to environmental perturbations, provides the

second key focus of this thesis. The connection between the diversity of a

microbial ecosystem and its response to perturbations has been a topic of

debate in the literature. Some theoretical [28] and experimental work [29]
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predicts that more diverse microbial communities should be more stable in

response to environmental changes, because they contain many “functionally

equivalent” species capable of restoring the overall ecosystem state if the

population of another species collapses. However, other work suggests that in

some circumstances, more diverse microbial ecosystems might be more prone to

collapse, because of increased antagonistic interactions [30]. In this thesis, using

experiments with microbial microcosms, we attempt to understand how diversity

affects the response of microbial ecosystems to perturbations.

1.3 Objectives and Thesis Outline

In this thesis we use a combination of mathematical modelling and experiments to

attempt to understand how microbially-mediated biogeochemical cycles respond

to environmental perturbations. First, in chapters 2 and 3, we provide some

background. Chapter 2 focuses on the mathematical modelling of microbial

growth and biogeochemical cycles. In chapters 4 and 5, we show how we can

use generic mathematical models for biogeochemical cycles to make predictions

about how they respond to environmental perturbations.

Chapter 3 focuses on experimental techniques from the biological and geological

sciences that are commonly used to study microbial ecosystems. Broadly, the

experimental techniques we discuss can be categorised into two main groups:

1. Techniques for identifying which micro-organisms are present (sequencing).

2. Chemical techniques for analysing chemistry of the environment that micro-

organisms inhabit (such as voltammetry).

In chapter 6, we present experimental work on a microbial ecosystem; examining

the impact that an environmental perturbation has on the composition of the

microbial community.

5



1.3. OBJECTIVES AND THESIS OUTLINE

In chapter 7, we attempt to reproduce some of these experimental results in a

model that incorporates more detailed geochemical processes. In chapter 8 we

draw conclusions.
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Chapter 2

Background: Models of

Biogeochemical Cycles

2.1 Introduction

In this chapter we introduce previous work relevant to the modelling of

biogeochemical cycles, focusing especially on the role of microbial population

dynamics. First, we review previous biogeochemical models of various chemical

cycles (such as the carbon cycle), many of which adopt a “box model”

approach. We then note that many of these models neglect the details of

microbial population dynamics and instead, often include highly simplified linear

representations of microbially-mediated processes. Next, we review methods

for modelling microbial population dynamics and discuss how these can be

incorporated into biogeochemical models.
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2.2. BIOGEOCHEMICAL MODELS

2.2 Biogeochemical Models

Many attempts have been made to unravel the processes that regulate global

chemistry, and how these have changed over geological time, using simple

mathematical models with small numbers of components or processes. For

example, Goldbatt et al. showed that the delay between the evolution of oxygenic

photosynthesis and the transition to an oxic atmosphere (the Great Oxidation

Event) could have been the result of a bistable global redox state [31]. Using

a similar approach, Kump et al. developed a simple model that showed that,

potentially, at multiple times in Earth history, high concentrations of hydrogen

sulfide in the deep ocean leaked out and generated toxic concentrations of sulfide

in the atmosphere, destroying the ozone shield, and delaying the evolutionary

development of life on land [32].

In a contrasting approach, other researchers have constructed very detailed

models with many components, processes and feedbacks. Examples include

the COPSE (Carbon-Oxygen-Phosphorus-Sulfur-Evolution) model [33] and the

GEOCARB model [34], which have been used to reproduce atmospheric carbon

dioxide concentrations over the past 500 million years.

Detailed models of this type are also used to make important projections about

how biogeochemical cycles might affect the climate in the future, particularly in

response to anthropogenic environmental perturbations. For example, complex

models have been used to predict the effect of greenhouse gas emissions on global

temperature [35] or how nitrogen pollution will affect reactive nitrogen availability

over the next 100 years [36].

Complex and simple models have relative advantages and disadvantages. Com-

plex models can be used to make specific quantitative predictions but may not

give much insight into underlying mechanisms. On the other hand, the predictions

made by simple models can often be understood intuitively but these predictions

typically do not give quantitative information about a specific system or problem.
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In this thesis we will focus on simple models, as our goal is to understand the

underlying mechanisms that govern microbially-mediated biogeochemical cycles.

2.2.1 Box Models

Many of the models we have already mentioned contain some representation of

spatial structure. Clearly spatial structure can have an impact on biogeochemical

cycles. For example, it is known that subsurface microbial communities are

typically separated into vertical spatial “zones” with different functional groups

of microbes predominating in each zone [37]. However, including detailed spatial

structure in a model can be complicated and make models much more difficult

to solve.

A very common simplification in modelling biogeochemical cycles involves the use

of a “box model”. This involves separating the system into separate homogeneous

boxes with flow rates for chemicals, microbial populations etc. defining the

coupling between the boxes. Parameters such as temperature or pH can be

defined independently in each box. Furthermore, each box can contain different

processes. For example, boxes representing oxygenated environments such as

the shallow ocean may only contain aerobic processes, such as microbial iron

oxidation. This simplifies the model because the effect of each process does not

have to be calculated in every box.

In geochemical models of the Earth, different boxes are often used to represent

generic environments such as the deep ocean, the shallow ocean, the ocean

sediment and the atmosphere. For example, many models of ocean dynamics

use only two boxes, representing the deep ocean and the shallow ocean. An

example of such a model is shown in Fig. 2.1; a generic model of nutrient cycling

in the ocean. Chemical concentrations (such as phosphate) are defined separately

in each box, and chemicals move between the boxes at some constant rate. There

is also a biological export term that defines the loss of each nutrient from the
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shallow ocean to the deep ocean due to the sinking of dead biomass. Many other

biogeochemical models in the literature also use a similar, coupled box approach,

often including other generic regions such as the atmosphere [32] or intermediate

ocean zones [38].

Figure 2.1 A generic two-box model of biogeochemical cycling in the ocean. v
is a vertical exchange rate and π defines the “biological pump” (the
nutrient loss due to sinking organic matter). [Cs] and [Cd] refer to
the concentration of chemical C in the shallow and deep ocean boxes
respectively. Taken from [39].

Instead of using different boxes to represent generic parts of the Earth-system (e.g.

deep and shallow ocean), other models use boxes to represent specific geographical

regions. For example, the PANDORA model of the global carbon cycle developed

by Broecker and Peng contains 11 “reservoirs” or boxes representing regions in the

modern global ocean, such as the Indo-Pacific ocean (INDO-PAC), the Atlantic

and the Antarctic. The volume of each reservoir and the couplings between them

are based on the known properties of each ocean. For example, the deep Pacific

Ocean box is much larger than the deep Atlantic Ocean box [40].

2.2.2 The Lack of Microbial Population Dynamics in Current

Biogeochemical Models

Chemical transformations mediated by microbes play a crucial role in the

biogeochemical cycling of elements. For example, microbial nitrogen fixation
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contributes an estimated 100-200 Tg of nitrogen to the world’s oceans annually

[41]. Furthermore, many reactions are exclusively carried out by microbial

populations, such as methanogenesis [6].

Because of their importance in global chemical cycling, microbial populations

cannot be ignored, and many biogeochemical models (including those already

discussed) do include terms for the production or consumption of substrates by

different microbial populations. However, most of these models include microbial

processes very crudely as linear chemical production or decay terms, or a simple

rate parameter independent of the dynamics of microbial growth, despite the fact

that microbial growth is non-linear, and their respiration rates are a function of

their population dynamics [42].

For example, a recent model which predicted the existence of vast methane

reservoirs beneath Antarctica (1000s of Pg) assumed that the production of

methane by microbes scales linearly with nutrient availability, neglecting the fact

that this rate is proportional to the size of the relevant microbial population

[11]. To give another example, a global marine ecosystem model simply included

the rate of microbial processes such as nitrification (the biological oxidation of

ammonia) as a fixed parameter, rather than including any dynamics or even

a simple mathematical function [43]. The inclusion of microbial population

dynamics in models of biogeochemical cycles will be a key aim of this thesis. To

illustrate the importance of this goal for biogeochemical models we now discuss

a specific example in more detail.

Specific example: The microbial decomposition of soil carbon

The microbial decomposition of soil organic carbon contributes ten times more

carbon dioxide to the atmosphere annually than total human emissions [25].

There is believed to be four times more carbon stored in soil than in the global

pool of plant biomass. Many models have tried to predict how the rate of
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microbial decomposition of this vast carbon pool will change in response to

anthropogenic global warming, since it is known that global warming is likely

to increase the decomposition rate [44–46]. In these models the microbially-

mediated process of soil carbon decomposition is generally represented by an

equation in the form of Eq. 2.1, where C is the size of the global soil organic

carbon pool, k is a constant, and f is a function of environmental variables such

as temperature or moisture [47].

dC

dt
= −kCf(Temp,Moisture, ...) (2.1)

Eq. 2.1 neglects entirely the population dynamics of soil micro-organisms,

representing their metabolism as linear in the size of the organic carbon pool

C. However, the need to include the population dynamics of microbial soil

decomposers in more detail has recently become more widely recognised, and some

models have attempted to include decomposer dynamics [48, 49] i.e. to replace

Eq. 2.1 by two coupled equations, one representing the population dynamics of

the decomposers and the other representing the dynamics of the soil carbon pool.

Fig. 2.2 illustrates the drastic impact of including microbial population dynamics

in a model of soil carbon decomposition. This figure shows the predicated

response of the soil carbon pool to an organic carbon influx (from increased

litterfall) for two models containing conventional first order decomposition

kinetics (similar to Eq. 2.1), compared with a model containing realistic microbial

population dynamics (similar to the dynamics we describe later in section 2.3).

The conventional models both predict that the increased litterfall results in a large

gradual increase in size of the soil carbon pool. The microbial model however,

predicts that the size of the soil carbon pool will remain constant in response

to the same perturbation. The reason for this is that the microbial population

responds to an increase in nutrient availability (in this case, brought about by

an increase in litterfall) by increasing its population size, and thus increasing

12



2.2. BIOGEOCHEMICAL MODELS

the total decomposition rate and consuming the additional carbon. Models that

assume a linear decomposition rate entirely miss this effect, because they ignore

the fact that microbial populations can grow (or shrink) in response to changes

in the environmental conditions.

Figure 2.2 Response of steady-state soil carbon pools for conventional soil
biogeochemistry models (CLM4cn, black; DAYCENT, blue) and a
model that includes growth of the decomposer microbial population
in response to changes in available nutrients (green) to a 20% global
increase in litterfall beginning in year five. Reproduced from [48]
with permission from Nature Publishing Group.

This example highlights the importance of including microbial populations in

biogeochemical models. Recently, microbial populations have also begun to be

considered in more detail in models of oceanic primary productivity (the synthesis

of organics by the fixation of carbon dioxide, mainly through photosynthesis) [50]

and global microbial nitrous oxide production [51].

However, despite these advances, the integration of microbial dynamics into

biogeochemical models remains rare. There is thus an urgent need to re-evaluate

the role of microbial population dynamics in biogeochemical models [23, 25]. The

13



2.3. MODELLING MICROBIAL GROWTH

construction of models which include microbial population dynamics needs, of

course, to be informed by an experimental understanding of microbial ecosystems

and geochemical processes.

2.3 Modelling Microbial Growth

In order to be able to incorporate microbial population dynamics into biogeo-

chemical models it is first important to understand how to model microbial

populations. In this section, we review how the dynamics of microbial populations

can be represented mathematically.

2.3.1 The Definition of Microbial Growth

The rate of change over time of the density of a microbial population n (cells/litre)

can be defined according to Eq. 2.2. This defines net growth as the difference

between a growth term, parameterised by a growth rate r (hr−1) and a loss term,

parameterised by a loss rate d (hr−1) which represents loss due to washout or

death due to, for example, viral predation [52].

dn

dt
= n(r − d) (2.2)

The specific growth rate r (growth rate per unit population density) is a function

of nutrient concentration and can be defined in multiple ways. We now discuss

the most widely used functional form for r, Monod kinetics.
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2.3.2 Monod Kinetics

In 1949 Jacques Monod published a famous paper proposing an empirical law for

the growth rate of a microbial population as a function of the concentration of

its nutrient source. This law (termed the “Monod equation”, after its proposer)

remains the most popular approach to modelling the kinetics of microbial growth

to this day. The function is defined in terms of nutrient concentration S (µM) in

Eq. 2.3, and is plotted in Fig. 2.3.

r =
vS

KS + S
(2.3)

Figure 2.3 The Monod growth function defined in Eq. 2.3. The specific growth
rate saturates at high nutrient concentration.

In Eq. 2.3 v (hr−1) defines the maximal growth rate and KS (µM) defines the

substrate concentration at which the growth rate is half the maximal growth rate,

i.e. if S = KS then r = v/2 [42]. The specific growth rate r as defined by Eq. 2.3 is

linear in S at low nutrient concentrations but saturates at higher concentrations.

This means that once the specific growth rate reaches its maximum value v, no

further increase in the availability of this nutrient can possibly push the growth
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rate of the population any higher, although the population density will continue

to increase exponentially with rate v.

Combining Eq. 2.3 with Eq. 2.2 gives an equation for the rate of change of the

population density n (cells/litre) over time.

dn

dt
=

vSn

KS + S
− dn (2.4)

The rate of change of the nutrient concentration is then given by Eq. 2.5, where

γ (µmol substrate/cell) defines a growth yield.

dS

dt
= −γ vSn

KS + S
(2.5)

Several alternatives to the Monod equation (Eq. 2.3) have been proposed. For

example, the “Contois equation” incorporates the fact that microbial populations

can have a limiting density, as well as a limiting growth rate [53]. However, none

of these alternatives have become as widely used as Monod kinetics.

2.3.3 Limitation by Additional Nutrients

The Monod equation (Eq. 2.3) assumes that the microbial growth rate depends

on the concentration of only one chemical nutrient. However, in reality microbes

require many different nutrients [5, 54]. In the environment, microbial growth

can be limited by the availability of multiple nutrients, for example, nitrogen and

phosphorus are often limiting for ocean communities [55]. Here, we discuss how

to model a microbial population limited by multiple nutrients.

Some debate exists about how best to model growth on multiple nutrients or

substrates. A commonly used approach is to use a very simple generalisation

of the Monod function in which two Monod functions are multiplied together.
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The specific growth rate of the population as a function of two nutrients S1 and

S2 (which, for instance, could be nitrogen and phosphorus) is then given by Eq.

2.6. This approach was first proposed by MeGee et al. in 1972 [56] where the

subscript notation on the half saturation constant K denotes association with

either nutrient.

r = v

(
S1

K1 + S1

)(
S2

K2 + S2

)
(2.6)

This form has been used in many studies, from large-scale global ocean models

[43], to simpler models of methanogenesis or sulfate reduction in sediments

[57]. However, the multiplicative Monod approach (Eq. 2.6) has been

criticized because it contradicts “Liebig’s law of the minimum”; a principle

from agricultural science which states that the most limiting nutrient is the one

that actually limits growth, with the concentration of the less limiting nutrient

becoming essentially irrelevant. Liebig’s law of the minimum can be implemented

into a microbial growth function by using a relation like Eq. 2.7.

r = vmin (S1K1 + S1, S2K2 + S2) (2.7)

Some experimental studies on phytoplankton have found that Eq. 2.7 fits

experimental data better than Eq. 2.6 [58, 59], and it has been implemented

in some models [60]. Despite this, the multiplicative approach of Eq. 2.6 remains

by far the most popular method.

Further complications arise if we consider the fact that the abundance of one

nutrient may affect the uptake rate of another. As an example, one nutrient

might be necessary for the production of an enzyme which facilitates the uptake

of the other nutrient [61].

It is also important to note that the representations shown in Eqs. 2.6-2.7 are for

microbial growth limited by two nutrients, but can easily be extended to model
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growth limitation by any number of nutrients.

2.3.4 Including Population Density Limitation

The growth functions presented so far describe explicit limitation of microbial

growth rate by the availability of chemical substrates. However, it can also

be useful to write functions in which growth rate is not limited by substrate

availability explicitly but instead is dependent on some external factor that is

included implicitly via nonlinear terms in the population density. This could

be a way to implicitly include dependence on a substrate that is not explicitly

modelled, or it could describe limitation by some other factor (e.g. space)[62].

To account for this, a logistic population density limitation term can be used,

as shown in Eq. 2.8. This causes the growth rate to decrease to zero as the

population approaches some maximal density nmax.

dn

dt
=

vSn

KS + S

(
1− n

nmax

)
−Dn (2.8)

This type of logistic population density limitation is a convenient and commonly-

used way to encapsulate growth-limitation by factors not explicitly included

in the model. It has been used in a range of high profile microbial models,

including models of the intestinal microbiota of rats and mice [63], models of

biodiversity in temperate lake microbial ecosystems [64] and generic models of

microbial inter-species interactions [65]. It has the advantage of being extremely

simple, and also allows the maximal population density nmax to be a controllable

parameter, allowing easy scalability of the system size (for example, scaling up

from a microcosm to an ocean).
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2.3.5 Including Thermodynamics in Microbial Growth

Kinetics

Monod kinetics alone would predict that a microbe will continue to metabolize

substrate until none remains, but in reality microbes can only grow if there is

enough energy available in the environment for them to respire [66, 67]. In this

section we introduce a term that explicitly accounts for the thermodynamics of

the metabolic reaction being performed.

The Biology of Microbial Respiration

Respiration is the process by which microbes use chemical reactions to obtain

the energy to grow and divide. In respiration, microbes extract energy from a

chemical redox reaction and convert it into the form of the adenosine triphosphate

(ATP) molecule, the universal energy currency of life. ATP is synthesized from

adenosine diphosphate (ADP) and phosphate. The ATP molecule releases a lot

of energy (∼ 50kJ/mol) when it undergoes hydrolysis, and this is what makes it

an effective energy storage molecule for life. For example the hydrolysis of stored

ATP can be used to drive biosynthetic reactions (making biomass) that would be

thermodynamically unfavourable in the absence of ATP [68].

Fig. 2.4 shows schematically how the coupling between a respiratory redox

reaction and ATP synthesis works. In the respiratory redox reaction, electrons

are transferred from an electron donor D, which is often some kind of organic

compound such as glucose or acetate. This electron is then transferred, via a

series of membrane proteins, to an electron acceptor A. For obvious reasons, the

molecule used as an electron acceptor must be electronegative (have a tendency

to accept electrons) and consequently oxygen is the most commonly used electron

acceptor because it is highly electronegative. Correspondingly, the molecule used

as an electron donor must have a tendency to lose electrons. The respiratory redox
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reaction can be written in the general form of Eq. 2.9, where D+ and A− are the

oxidized and reduced forms of the electron donor and acceptor respectively.

D + A→ D+ + A− (2.9)

The movement of an electron from donor to acceptor along the series of membrane

proteins (known as the electron transport chain) releases free energy. This free

energy is used by the proteins of the electron transport chain to pump protons

from the inside to the outside of the cell, creating a difference in both pH and

electrical potential across the cell membrane. As the pumped protons flow back

across the membrane they drive a “motor” enzyme complex called ATP-synthase

which synthesizes ATP from ADP and phosphate (PO3−
4 ) [68].

Incorporating the fact that the redox reaction given in Eq. 2.9 is coupled to the

synthesis of ATP gives the generic microbial respiratory reaction defined in Eq.

2.10, where m is the number of ATP molecules synthesized per reaction.

D + A +mADP +mPO3−
4 → D+ + A− +mATP (2.10)

Deriving a Thermodynamic Limitation Term for Microbial Growth

Since micro-organisms exploit a free energy difference to synthesize ATP it

is therefore reasonable to assume that their growth rate is controlled by the

availability of this free energy. If there were not enough free energy available

to synthesize ATP, then the microbial population should not be able to grow.

Qusheng Jin and Craig M Bethke used this fact to derive a thermodynamic

expression for the limitation of microbial growth [67]. We reproduce part of this

derivation here.

The free energy change ∆G associated with the redox reaction defining microbial
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Figure 2.4 Schematic diagram of microbial respiration [66]. An electron
is removed from some electron donor D and cycled through
intermediate compounds c1 and c2 to some electron acceptor A. This
is known as the electron transport chain. The free energy difference
this generates is used to pump protons across the membrane, this
in turn results in the synthesis of ATP, the energy current molecule
of life.

respiration given in Eq. 2.9 (not including the synthesis of ATP) is given by Eq.

2.11, where R is the ideal gas constant and T is the absolute temperature [6].

∆G = ∆G0 + RT ln

(
[D+][A−]

[D][A]

)
(2.11)

This is determined by the standard Gibbs free energy change of the reaction

∆G0 and the concentrations of the chemical substrates in the redox reaction

[D],[A],[D+],[A−]. Thus, if the concentration of the end products of the reaction

D+ and A− becomes too high then the reaction will become thermodynamically

unfeasible. This incorporates the fact that microbial growth can become inhibited

by a build-up of its waste products, a fact not included in Monod kinetics.

For ∆G, a negative value describes a reaction that favours the forwards direction

(towards D+ and A−), and a positive value describes a reaction that favours the
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reverse direction (towards D and A).

Eq. 2.11 describes the free energy change associated with any redox reaction and

must be adapted to describe microbial respiration to incorporate the fact that

microbes store some free energy by synthesizing the ATP molecule. ∆Gp ≈ 50

kJ mol−1 defines the energy required to carry out the reaction ADP + Pi ⇀↽ ATP

[67]. In other words, ∆Gp is the amount of free energy stored in the synthesis of

the ATP molecule.

Including the free energy needed to synthesize ATP allows a “thermodynamic

driving force” f for the full reaction describing microbial respiration (Eq. 2.10)

to be defined (where, as before, m is the number of ATP molecules synthesized

per reaction).

f = −∆G−m∆Gp (2.12)

Since ∆Gp is positive, the synthesis of ATP decreases the thermodynamic driving

force f . The forward rate for the respiratory reaction exceeds the reverse rate

when the net driving force f is positive, and the overall reaction proceeds

forwards. Conversely, when the net driving force is negative the population does

not grow.

The net reaction rate V of a micro-organism’s respiratory reaction can be assumed

to be the difference in the forwards and backwards reaction rates, defined as v+

and v− respectively. This gives Eq. 2.13.

V = v+ − v− (2.13)

Pulling out a factor of v+ gives:

V = v+
(

1− v−

v+

)
(2.14)
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For a generalised reaction of the form A + B ⇀↽ C + D the reaction rates are

then given by the product of the chemical concentrations and the associated rate

coefficients, so v+ = k+[A][B] and v− = k−[C][D], where square brackets denote

concentration. Substituting these into Eq. 2.14 gives:

V = v+
(

1− k−[C][D]

k+[A][B]

)
(2.15)

However, to connect the thermodynamic driving force f to the rate of reaction

we need to know v+ and v−. Here, Jin and Bethke invoke a result from the field

of nonlinear nonequilibrium thermodynamics [69]. The thermodynamic driving

force f for the generalised reaction (A+B ⇀↽ C +D) is given by Eq. 2.16

f = RT ln

(
k+[A][B]

k−[C][D]

)
(2.16)

This can be re-arranged to give:

k+[A][B]

k−[C][D]
= exp

(
f

RT

)
(2.17)

Eq. 2.17 can then be substituted into Eq. 2.15 to give:

v = v+
(

1− k−[C][D]

k+[A][B]

)
= v+

(
1− exp

(
−f
RT

))
(2.18)

Rewriting Eq. 2.18 and assuming that the microbes do not grow if their

respiratory reaction does not produce enough free energy to make ATP (i.e. if

f < 0), we arrive at the relations Eq. 2.19 and Eq. 2.18 where a thermodynamic

limitation function FT is also defined.

v = v+FT (2.19)
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FT =

1− exp

(
∆G+m∆GATP

RT

)
, if ∆G+m∆GP ≤ 0 (2.20a)

0, if ∆G+m∆GP ≥ 0 (2.20b)

Finally, the structure of the microbial electron transport chain itself can also

be taken into account. χ represents the number of protons translocated across

the cellular membrane per substrate molecule consumed. This value is known

from the structure of the respiratory chain of the specific metabolism. For

example, for sulfate reduction, 5 protons are translocated across the membrane

for every electron that is transferred through the electron transport chain and

so χ = 5 [37]. For the microbial respiration example shown in Fig. 2.4, 3

protons are translocated across the membrane for every electron transported

through the chain. Mathematically, this means that microbial respiration is

thermodynamically less limited for a higher χ. Physically, this means that if

more protons are translocated per electron, then the proton motive force available

for the synthesis of ATP is greater and so microbial respiration will become

thermodynamically limited less easily. Including this χ factor gives Eq. 2.19.

FT =

1− exp

(
∆G+m∆GATP

χRT

)
, if ∆G+m∆GP ≤ 0 (2.21a)

0, if ∆G+m∆GP ≥ 0 (2.21b)

Incorporating the limitation of microbial growth by the free energy available in

their respiratory reaction (as described by Eq. 2.19) into an equation for the rate

of change of the microbial population density n over time, would then give Eq.

2.22.

dn

dt
=

vSn

KS + S
FT −Dn (2.22)
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2.4 Numerical Solution of Differential Equations

The microbial and geochemical models that we have discussed so far generally

consist of sets of coupled ordinary differential equations of the form given in Eq.

2.23, where y(t) is a variable of interest and t is time.

dy(t)

dt
= f(t, y(t)) (2.23)

These models are often not analytically solvable, and in these cases integration

by a numerical method is required. In this brief section, we describe two such

numerical methods.

2.4.1 The Euler Method

The simplest method for solving Eq. 2.23 is the Euler method. Here, ∆t defines

the size of a timestep where tn = t0 + n∆t and n represents the number of

timesteps. One step of the Euler method from tn to tn+1 = tn + n∆t is given by

Eq. 2.24 [70, 71].

yn+1 = yn + f(tn, yn)∆t (2.24)

The idea of the Euler method is to compute the slope of tangent lines at a series

of points along the function. The Euler method has the advantage of being

extremely simple (it is the most basic method for numerically solving differential

equations). However, the Euler method can be very inaccurate; every step of the

Euler method has an associated error O(∆t2). Furthermore the Euler method

can be very unstable, i.e. for some equations the numerical solution computed

by the Euler method can diverge wildly from the true solution.
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2.4.2 The Fourth Order Runge-Kutta Method

A more sophisticated extension of the Euler method gives the Runge-Kutta

method, described by Eqs. 2.25-2.29.

k1 = f(yn)∆t (2.25)

k2 = f

(
yn +

k1
2

)
∆t (2.26)

k3 = f

(
yn +

k2
2

)
∆t (2.27)

k4 = f(yn + k3)∆t(2.28)

yn+1 = yn +
1

6
(k1 + 2k2 + 2k3 + k4) (2.29)

This method essentially combines the information from several Euler-steps. It is

more stable than the simple Euler method and importantly, is also more accurate,

because the error for each step is O(∆t5). In chapters 4 and 5 of this thesis, the

Euler method is used to solve very simple models, and the fourth-order Runge-

Kutta method is used to solve more detailed models; the exact method used is

specified in each case.
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2.5 Discussion and Conclusions

In this chapter we introduced the concept of a geochemical box model, and

discussed how such models can be used to make predictions about how a

microbially-mediated biogeochemical cycle might respond to an environmental

perturbation, in particular, an anthropogenic one. Using the example of the

microbial decomposition of soil carbon, we then showed that current models

of global biogeochemistry often represent microbially-mediated processes using

simplified linear kinetics or constants, completely neglecting the actual dynamics

of microbial growth and the fact that microbial population density changes in

response to changes in nutrient availability.

With the ultimate goal of including microbial population dynamics in a substrate-

cycling biogeochemical model, we then discussed how to model microbial

populations; introducing the Monod growth function, and also discussed different

ways that microbial population growth can be limited. In chapters 4 and 5 we will

apply this knowledge to develop a generic model of microbial nutrient cycling,

and show how the dynamics of microbial population growth itself can have a

dramatic impact on the chemical state of a ecosystem. In chapter 7 we apply

the same techniques to develop a more chemically complex model of a specific

system, the microbial sulfur cycle.
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Chapter 3

Experimental Techniques for

Studying Microbial Ecosystems

3.1 Introduction

In this thesis we have combined theoretical model development with experiments

on model systems consisting of nutrient-cycling microbial microcosms. In this

chapter we outline experimental techniques relevant to the study of microbial

ecosystems. We focus on techniques that will be relevant to our own experiments

on microbial sediment/water ecosystems, that we present in chapter 6.

We first explain how the micro-organisms in an environment can be identified

using “next generation sequencing”. The development of next generation

sequencing (also called high-throughput sequencing) techniques has caused a

revolution over the past 20 years in the study of microbial communities by

allowing DNA from many different organisms to be sequenced in parallel without

needing to first extract, isolate and culture the organisms [72]. This has revealed

an incredible diversity of micro-organisms in many environmental systems. For

example, high throughput sequencing studies on the diversity of bacteria in soil
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have revealed the presence of thousands of microbial species in a typical 1 gram

sample [73].

Our experimental work is unusual in the field as it combines high throughput

DNA sequence analysis with spatially-resolved chemical measurements of the

ecosystem state. In this chapter, we therefore also explain how spatially-resolved

chemical measurements can be made using a technique called voltammetry. We

use this technique in chapter 6 to measure sulfide gradients in our experimental

microcosms.

3.2 Sequencing Microbial Communities

3.2.1 Taxonomy in Microbial Ecology

All of life is classified in a system based on shared characteristics, and the

classification of an organism within these groups is referred to as its “taxonomy”.

In this section, we briefly discuss the classification of organisms into taxonomic

groups.

Life is divided into three “domains”: Eucarya (eukaryotes), Bacteria and Archaea

(prokaryotes). The domain Eucarya comprises all forms of multicellular life,

including all plants, animals and fungi. Bacteria and Archaea are both single

celled micro-organisms lacking a cell nucleus. However, Bacteria and Archaea

differ in cell composition and organization enough to be classified into separate

domains [74]. Life can then be classified at higher levels of taxonomy into

phylum, class, order, family, genus, and finally species. “Sequencing” a microbial

community refers to experimentally classifying the taxonomy of the micro-

organisms in a sample.
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3.2.2 DNA Extraction and the Structure of DNA

Before describing the details of how to sequence a sample of micro-organisms we

first briefly describe the structure of DNA and the process of DNA extraction.

DNA consists of the nucleobases Adenine (A), Guanine (G), Cytosine (C) and

Thymine (T). These bases form hydrogen-bonded pairs connecting the two

strands of the DNA double helix, A binds to T and G binds to C, creating a sugar-

phosphate backbone. The two strands of DNA therefore contain complementary

information.

Before the micro-organisms in a sample can be sequenced, the DNA must first be

extracted and purified. The specific details of DNA extraction are described in

detail in the methods of chapter 6, but we briefly outline the general process here.

The first step of a DNA extraction generally involves “lysing” (breaking open)

the cells in the sample with chemical or physical procedures such as grinding,

freezing-thawing, bead-beating or heating. Further chemical steps remove cellular

components other than DNA, such as proteins, lipids, carbohydrates and cell

debris. The DNA can then be purified, extracted by centrifugation, and stored

in sterile buffer solution [75].

3.2.3 Sequencing Using the 16S rRNA Gene

Modern high-throughput sequencing methods do not sequence the entire genome

at once (the entire genome of a bacterium can be as long as several million base-

pairs [76]). Instead, many short fragments of DNA (approximately hundreds of

base-pairs in length) are sequenced very rapidly, and these fragments are then

analysed [77].

There are two distinct approaches to using next generation sequencing to identify

the microbial community in a given environment. Perhaps the most obvious is to
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attempt to sequence all of the DNA in a sample, and then try to piece together

which micro-organisms the DNA fragments correspond to. This method, known

as “shotgun metagenomics”, is widely used in microbial ecology. For example,

a high profile study used shotgun metagenomics to examine the microbial

community of the Sargasso sea, and found 1.2 million previously unknown genes

from as many as 1800 genomic species of micro-organism [78]. However, shotgun

metagenomics has several disadvantages. First, the cost of sequencing such large

quantities of DNA can be prohibitively high, particularly for large numbers of

samples. Second, assembling DNA fragments into functional genes or whole

genomes can be very computationally intensive and is likely to miss rarer genomes.

A method known as “amplicon sequencing” provides a cheaper and computa-

tionally less demanding alternative. This method relies on sequencing a specific

gene, present in all micro-organisms of interest, that allows taxonomic assignment

because it differs in sequence between different species of micro-organism. By

far the most widely used gene for this purpose in microbial ecology is called

the 16S ribosomal RNA (or 16S rRNA) gene [79, 80], a technique pioneered by

Carl Woese in 1977 [81, 82]. The 16S rRNA gene encodes the core of a small

subunit of the ribosome (the cell’s protein-making machinery) and is found in

all bacteria. Some sections of this gene (or “regions”) change only very slowly

over evolutionary time, and are therefore effectively “conserved” across all micro-

organisms. Other regions of the gene sequence are highly variable between

different micro-organisms. These variable regions can be used to distinguish

between different microbial taxa.

3.2.4 The Polymerase Chain Reaction (PCR)

The “Polymerase Chain Reaction” (PCR) is used to selectively obtain fragments

of the 16S rRNA gene from our extracted DNA samples. PCR is an experimental

technique developed by Kary Mullis [83] that allows a specific DNA sequence to
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amplified (copied many times) from any complex mixture of DNA molecules; for

example, from the mixture of DNA extracted from an environmental sample. It

is an extremely widely used method in all areas of molecular biology. Fig. 3.1

illustrates the PCR process schematically.

Figure 3.1 Schematic picture of the cycle of the polymerase chain reaction
(PCR). The labels 3

′
and 5

′
refer to directionality of the sugar-

phosphate backbone (the -OH end and the PO−4 end respectively)
Taken from [84].

The PCR process relies on thermal cycling to generate millions of copies of

a particular fragment of DNA. DNA extracted from the sample, containing

a diverse mixture of sequences, is mixed with a solution containing the raw

material for making new DNA, consisting of deoxynucleotide triphosphates (or

“dNTPs”), molecules which themselves consist of the nucleotides A,C,T and G

bound to phosphate. A solution containing a thermostable enzyme called Taq

DNA polymerase (from a thermophilic hot spring bacterium, Thermus aquaticus),

and another solution containing a “primer” are then added. The primer consists

of a sequence that is designed to bind to the ends of the specific fragment of

DNA sequence that we aim to amplify (for example, a region of the 16S rRNA

gene). Furthermore, each primer can have an additional set of bases which act as

a “barcode”. Primers with different unique barcode sequences are then added to
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each sample. This allows all samples to be sequenced together, and the sample

that each sequence was initially associated with can be reconstructed later by

analysing the barcode sequences.

The steps of the thermal cycling then proceed as follows:

1. Denaturation: A very high temperature (94 − 96◦C) is applied, causing

DNA strands to separate.

2. Annealing: The temperature is lowered (50− 65◦C) to allow the primers

to bind to the now separated DNA strands.

3. Elongation: The temperature is raised to the optimum temperature of the

thermostable polymerase enzyme (72−80◦C). This enzyme then synthesizes

a new DNA strand complementary to the template strand out of the dNTPs

(deoxynucleotide triphosphates) which are present in solution. The primers

dictate directionally which sequences are to be copied (indicated by the

arrows in Fig. 3.1).

This cycle is then repeated many times (potentially 20 to 30 times), causing the

number of DNA sequences corresponding to the targeted sequence to increase

exponentially.

We note here that the PCR process does generate errors. One important error

that can occur in the PCR process is known as a “chimera”. Chimeras are created

when a partially amplified sequence representing a DNA fragment (for example,

the 16S rRNA gene) from one organism acts as a primer for the amplification

of a different sequence from a different organism, causing DNA fragments from

different organisms to become fused together [85]. However, chimeric sequences

can be removed and identified when the data is analysed (this is briefly discussed

in a subsequent section).
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Sequencing Technology

Having undergone the PCR process the samples can now be sequenced. The

samples are “run” on a sequencing machine, which identifies all of the sequences

of nucleobases present in the sample (this normally involves sending the samples

to a sequencing centre). We do not discuss this stage of the process here. However,

we note that many different sequencing machines exist, each of which has its own

associated benefits and disadvantages. In this thesis, we will focus on sequencing

using a 454 Titanium (Roche) machine [77].

3.2.5 Processing Sequence Data Using QIIME

The raw data that comes off the sequencer consists of large set of sequences (e.g.

ATCGGTCCTG....) associated with each sample. For 454 Titanium technology

there are 1 million “reads” per plate (where a read refers to a sequenced copy

of a gene) and the maximum read-length is 750 base pairs. Typically, we would

obtain 2000 to 10000 reads per sample once errors are removed. Each of these

reads should correspond to a copy of the 16S rRNA gene from one of the micro-

organisms that was in the sample. This dataset now has to be processed and

the sequences that we have obtained from the sample have to be compared to a

database of the 16S rRNA genes of known microbial taxa.

QIIME (pronounced “chime”) stands for Quantitative Insights Into Microbial

Ecology and is the standard pipeline for processing and analysing 16S rRNA

sequence data. [86]. It consists of a large set of scripts written in python that are

used to process the raw sequence data that comes off the sequencing machine (a

.fasta file and a .qual quality file in the case of 454 Titanium sequencing), into

a table of taxa and associated abundances across samples. Fig. 3.2 illustrates

the standard procedure for analysing 454 data using QIIME. In the rest of this

section we discuss the stages of QIIME analysis.
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Figure 3.2 Workflow of the QIIME pipeline when analysing 454 sequence data.
Italics indicate the package within QIIME that is used to perform
the associated function. Rounded boxes indicate inputs and outputs
that are not strictly part of the QIIME workflow. Adapted from [87].

Pre-processing and Denoising

First, the dataset is pre-processed. The sequencing platform has previously

assigned each base with a quality score, which denotes the probability that base

is actually an error. Each sequencing method has its own associated errors, for

example, 454 sequencing often incorrectly identifies bases if the same base appears
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several times in a row (e.g. AAAA...); so-called “homopolymer errors” [88]. Some

quality threshold is defined and QIIME truncates the read at the first base below

this quality threshold.

The next step in pre-processing is the removal of the barcoded primers. A

mapping file defines which barcode is associated with which sample. Each

sequence can then be associated with a sample-ID according to its barcode, and

the bases corresponding to the primers are removed. All of these pre-processing

steps are performed by one script within QIIME.

Next, a denoising algorithm identifies and removes errors inherent in the 454

sequencing procedure (the misidentification of bases) that cannot be included in

the quality score, and so were not removed in pre-processing. This denoising

algorithm is specific to the errors associated with identifying bases using 454

Titanium sequencing [89], such as the homopolymer errors that we previously

discussed.

Assigning Taxonomy

At this stage we have a collection of several thousand short DNA sequences per

sample. The next stage is to determine which micro-organism each sequence

corresponds to; this is called assigning taxonomy. In microbial ecology an

“Operational Taxonomic Unit” (OTU) is used as an operational definition of a

species. In this thesis we will use the terms “OTU” and “species” interchangeably.

Assigning sequences to OTUs relies on grouping them according to similarity.

Sequences above some threshold level of similarity (usually 97 %) are grouped

into an OTU. A representative sequence from each OTU is then picked; usually

the most abundant sequence within a given OTU. This representative sequence

is then compared to representative sequences that are more than 90% similar to

a 16S rRNA gene sequence in the database. For example from this procedure we

might find out that a particular 16S rRNA gene sequence belongs to the sulfate
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reducing genus Desulfovibrio .

Next, the taxonomy is checked using sequence alignment, which compares

sequences against one another. This is a final error-checking step which is used

to remove sequences which are highly divergent from other sequences within that

OTU. Sequences which failed to align are removed from the data table.

Finally, chimeric sequences that occurred in the original PCR process are

identified and removed [90].

3.3 Statistical Comparison of Different Microbial

Communities

The preceding sections described how to use next-generation sequencing and the

QIIME package to identify which micro-organisms are present in a particular

sample. However, to go further than a basic abundance distribution of microbial

taxa, and actually understand the microbial community in some way, we need

to apply some further analysis. We now explain some of the different statistical

techniques that are used to make comparisons between the microbial communities

that are found in different samples.

3.3.1 Transforming Sequence Data

Typically in sequence data we get different numbers of sequences per sample and

this does not necessarily reflect actual total DNA abundance in the sample. We

therefore normalise the total number of sequences across samples in one of two

ways:

1. Proportion: The number of sequences associated with an OTU is divided

by the total number of sequences in that sample.
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2. Rarefaction: A maximum number of sequences is chosen (usually the total

number of sequences in the sample containing the lowest total number of

sequences). Sequences from each sample are then randomly sub-sampled

until this maximum number is reached [91].

In chapter 6 of this thesis we use either of these methods, depending on what the

situation requires. Other, more complex data transformation methods do exist,

but we do not discuss them here [91].

3.3.2 Measuring Ecological Diversity

Ecological studies often focus on the diversity of the organisms present in a given

ecosystem. However, the study of diversity is particularly important in microbial

ecology, because the diversity of microbial ecosystems has been found to be very

high in comparison to that of macro-organisms [73]. Several approaches exist for

defining and quantifying diversity [92]. Here we outline the key principles.

α-diversity

α-diversity simply refers to the local diversity of species within an ecosystem or

sample. There are two main important concepts relevant to the measurement of

α-diversity:

1. Species richness: This measure is simply defined as the the number

of different species present in a given ecosystem [93]. For example, if

environment A contains 100 different species and environment B contains

200 different species then by this measure environment B would be

considered more diverse.

2. Species evenness: This is a measure of how numerically similar the

species abundance distributions of different samples are. For example, if
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two environments each comprising 100 individuals and four species had

the abundance distributions A = {25,25,25,25} and B = {97,1,1,1} then

environment A would be considered to have high evenness and environment

B would be considered to have low evenness [94]. Species evenness is

important in microbial ecology because microbial communities have very

low evenness. Microbial ecosystems are typically described by a long-tail

distribution, where a very small number of species comprise most of the

biomass in an environment, and a very large number of species (perhaps

tens of thousands) are in extremely low abundance [92].

For microbial communities an α-diversity measure accounting for both species

richness and species evenness is generally used. One such measure is the Shannon

index H
′
, defined by Eq. 3.1 [95].

H
′
= −

N∑
i=1

pi ln(pi) (3.1)

N defines the number of different species i in an environment, and pi defines

the proportion of the total community that species i comprises. For microbial

sequence data, i would refer to an OTU and pi would be defined in terms of the

total number of sequences in that sample. The Shannon index considers both

richness and evenness because it is a function of both the total number of species

in a sample and the proportion of the total community that a particular species

comprises.

Many studies have used the Shannon index to measures diversity. For example, a

study of microbial diversity in an anoxic zone of the tropical South-Pacific ocean

[96], and a study of the microbial diversity in a glacial outflow in Antarctica [97].
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β-diversity

Where α-diversity reflects the species diversity within a sample, β-diversity

reflects the change in species composition between different samples.

Figure 3.3 Schematic illustrating the difference between α-diversity and β-
diversity. Each coloured square illustrates a different species. The
three circles indicate three different environments/samples A,B and
C. [94].

Fig. 3.3 illustrates the difference between α and β-diversity. The three samples

pictured have exactly the same α-diversity (species number and evenness).

However, they contain completely dissimilar species. β-diversity defines the

similarity of the species composition between these environments, where βi,j

defines the β-diversity between samples i and j.

Many different statistical approaches can be used for comparing communities

(i.e. calculating β-diversity). One of these is the Bray-Curtis coefficient [98].

The Bray-Curtis coefficient between two samples j and k is defined as S
′

jk by Eq.

3.2.

S
′

jk = 100

1−

p∑
i=1

yij − yik
p∑
i=1

(yij + yik)

 (3.2)
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Here, yij defines the the abundance of the ith species in the jth sample, and

yik defines the abundance of the ith species in the kth sample. “Abundance”

here refers to the number of sequences associated with a particular OTU. p is the

number of distinct species (OTUs) and n is the number of samples, so i = 1, 2, ..., p

and j = 1, 2, ..., n. A Bray-Curtis index of 100 between 2 samples indicates

identical species compositions whereas an index of 0 indicates total dissimilarity

[94].

Using a coefficient such as Bray-Curtis allows us to construct a matrix defining

the similarity between all possible pairings of samples, Eq. 3.3.

S
′
=


S

′
1,1 S

′
1,2 · · · S

′
1,n

S
′
2,1 S

′
2,2 · · · S

′
2,n

...
...

. . .
...

S
′
n,1 S

′
n,2 · · · S

′
n,n

 (3.3)

Multidimensional Scaling: NMDS Plots

Multdimensional scaling is a method of visualising the similarity matrix defined

by Eq. 3.3. A so-called “NMDS plot” (NMDS stands for “Non-metric

multidimensional scaling”) is a 2D projection of the multidimensional Bray-Curtis

matrix in which, as far as possible, the distance between 2 points maps onto the

similarity between the species composition of those 2 samples.

The NMDS plot is in practice computed by an iterative procedure, using a package

such as the PRIMER statistical package [94]. This also produces a measure called

stress which defines how well the plot represents the real dissimilarities.
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3.3.3 Multivariate Statistics

Fig. 3.4 shows an example NMDS plot. There are clear differences between the

microbial community from environment A (red squares) and environment B (blue

squares). On this plot, the two environments are clearly grouped separately,

the datapoints representing the microbial community of each environment are

clustered together. However, to go beyond making broad qualitative statements

like these, we need to use multivariate statistics.

The PRIMER statistical package allows us to perform a multivariate statistical

test called a “PERMANOVA test”. This test can be used to determine whether

the difference between the means of two datasets is due to random variation or

not (i.e. is “statistically significant”). In microbial ecology, this could be used

to distinguish whether differences in the Bray-Curtis Coefficient (Eq.3.2) is due

to random variation or not; for example, whether the difference in microbial

community composition from replicate samples of two different environments is

statistically significant.

In Fig. 3.4 it appears likely that there is a true difference in the microbial

community comprising environments A and B. Fig. 3.4 also illustrates the basic

principle behind a PERMANOVA test. A PERMANOVA test uses a version of

the F-statistic (called a Pseudo-F), which compares the variability within groups

to the variability among different groups. A larger F-statistic thus indicates that

there is a statistically significant difference between the means of two datasets. A

PERMANOVA test calculates a version of an F-statistic by calculate the sum

of the squared distances to the mean centroid (centre point) of each group.

If the sum of the squared distances to the overall centroid is much large than

the sum of the squared distances to the mean centroid of each group, then

the PERMNANOVA test would produce a large Pseudo-F score, and a p-value

indicating statistical significance [99].

Another useful test within PRIMER is the PERMDISP test. This can be used

to establish inter-replicate variability. A PERMANOVA test also detects this
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dispersion difference but is unable to separate it from a difference in the means

of each group. For this reason, most analyses conduct both a PERMDISP and

a PERMANOVA test to determine whether the apparent difference between two

groups is entirely due to dispersive effects or not.

Figure 3.4 Example NMDS plot that also illustrates the basic principle behind
a PERMNANOVA test. Axes represent arbitrary distances. Stars
indicate the centroids of each group of points, and the overall
centroid. Red and blue squares represent replicate samples from
generic environments A and B respectively. The example data
presented here would be statistically significant for a PERMANOVA
test [94]. The axes are arbitrary units.

3.4 Chemical Measurements

In the experimental work presented in this thesis we will be measuring chemical

composition as well as looking at the microbial community composition. In

this section, we introduce and discuss the main method we use for measuring

the chemical composition of a microbial ecosystem in chapter 6; voltammetry.

Voltammetry is an electrode-based technique used to measure chemical concen-

trations in solution. It can be applied to measuring the chemical state of microbial

ecosystems, for example, it has been used to measure bacterial sulfide oxidation

rates [100] and to determine the chemistry of deep sea hydrothermal vents [101].

In this section we explain the principles behind making chemical measurements
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using voltammetric electrodes, how these electrodes are calibrated, and how they

can be used to measure dissolved chemical concentrations.

3.4.1 Voltammetry

Introduction to Voltammetry

Voltammetry is a type of microelectrode technique used to determine dissolved

chemical concentrations. Microelectrodes have been an important tool for

understanding microbial processes in the natural environment. For example,

microelectrodes have been used to determine rates of phototrophic sulfide

oxidation in an inland estuary [100] and to study the chemistry of microbial

mats surrounding deep sea hydrothermal vents [102].

The use of microelectrode techniques such as voltammetry for chemical analysis

has two main advantages. First, such electrodes are typically very versatile, and

are able to simultaneously measure the concentrations of many different dissolved

chemicals, such as iron, manganese, or sulfide [103]. Second, microelectrodes are

able to measure the spatial profiles of chemicals to millimetre degrees of spatial

resolution, and as such have been widely used to measure chemical depth profiles

in, for example, ocean sediments [104].

The principle behind voltammetry is based on different ionic species (dissolved

chemicals) dynamically reacting with the surface of an electrode in response to a

change in voltage. When the ion reacts with the electrode it produces a change

in measured current which corresponds to its concentration. This produces a so-

called “voltammagram”, a graph of voltage against current with peaks at different

specific voltages. These current peaks can be matched up to different dissolved

chemicals, because each chemical ion reacts with the electrode at a different

specific voltage

Different voltammetric methods differ in the shape of the voltage pulse over time.
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In linear sweep voltammetry the voltage is gradually increased over time, and a

current measurement is made at each voltage. In square wave voltammetry the

voltage is stepped-up in a square pulse over time, and current measurements can

be made at the peak and trough of each square. The difference between square

wave and linear sweep voltammetry is further illustrated by Fig. 3.5.

Figure 3.5 Schematic illustration of the difference between (a) linear sweep
voltammetry and (b) square wave voltammetry.

In chapter 6 of this thesis voltammetric chemical measurements are made using

square-wave voltammetry with a three electrode array consisting of a gold-

amalgam (mercury) working electrode, a platinum counter electrode and a

silver/silver chloride (Ag/AgCl) reference electrode. The reference electrode

applies a voltage against the working electrode. A range of voltages is scanned

through, and different dissolved chemicals react with the mercury surface of the

working electrode at specific, known voltages.

The counter electrode passes current to keep the effective potential between the

reference electrode and the working electrode stable. The reference electrode is

designed to have a known, stable electrode potential against which the potential

at the working electrode can be judged. The amount of current that the counter

electrode had to pass in order to keep the voltage stable corresponds to the

concentration of the chemical. Fig. 3.6 shows an example voltammagram with a

dissolved sulfide peak at -0.8V.
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Figure 3.6 Typical voltammagram. A peak at approximately -0.8 V indicates
the presence of dissolved sulfide. The height of this peak in current
corresponds to the sulfide concentration; the conversion between
sulfide concentration and peak height in current is determined by
the calibration curve shown in Fig. 3.8.

Figure 3.7 Schematic diagram of a typical setup when making voltammetric
measurements.

Fig. 3.7 shows a diagram of a typical voltammetric setup. To obtain chemical

depth profiles the working electrode can be attached to a micromanipulator.

The counter and reference electrodes do not need to be repositioned for every

measurement and so only the working electrode needs to be raised and lowered

by the micromanipulator. The system then measures chemical concentrations at
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the surface of the working electrode. The working electrode can the be gradually

lowered through the system and a voltammetric measurement can be made at each

depth. This allows chemical depth profiles to be obtained to millimetre spatial

resolution. We constructed electrodes in house using the methods described by

Luther et al. [105]. We outline this construction process in Appendix A. The

advantage of constructing electrodes in house is that, if the electrodes break, they

can be cheaply and quickly repaired.

Measuring Hydrogen Sulfide

Voltammetric electrodes must be calibrated with respect to each chemical that the

experimenter wishes to measure. In chapter 6 of this thesis we use voltammetric

electrodes to measure sulfide concentrations, and so in this section we discuss

how our system of voltammetric electrodes was calibrated for measuring dissolved

sulfide concentrations.

The voltammetric peak for sulfide is the sum of the H2S, HS−, and any polysulfide

species and is defined as total S(-II) [105, 106]. Dissolved sulfide undergoes the

following reaction (Eq. 3.4) with mercury at approximately -0.8 V (see Fig. 3.6).

HS + Hg→ HgS + H+ + 2e (3.4)

The specificity of the potential at which this reaction happens makes voltam-

metric measurements of sulfide highly accurate. Furthermore, the reliability

of voltammetric chemical measurements has been demonstrated by comparison

with chemical measurements obtained by other methods (for example, by

comparison with chemical measurements obtained spectrophotometrically [106]).

The possibility of other species reacting at -0.8 V is limited by the following:

1. Only those chemical species that react with mercury can be measured.
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2. The number of possible reactive species present in natural solution at a

measurable concentration is limited.

3. The range of pH and concentration values that exist within natural systems

is narrow, meaning that the potential at which this reaction occurs is

unlikely to vary much (although it does vary slightly).

Calibration was made using standard solutions of sodium sulfide nonahydrate

in 0.1M potassium chloride (KCl) electrolyte. Data were acquired using

an Analytical Instrument Systems DLK-60 potentiostat. Calibrations were

performed for both square wave and linear voltammetry sweeping from 0V to

-1.7V, with a scanning rate of 500 mV/s with a conditioning step of -0.8V. Each

data point is an average over 3 replicate voltammagrams. Fig. 3.8 shows the

calibration curve for the square wave mode. As square wave voltammetry is

more accurate this is the only method we use in this thesis, and linear sweep

voltammetry is not discussed further.
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Figure 3.8 Calibration curve for Square-Wave measurements with the voltam-
metry system.

3.5 Discussion and Conclusions

We have explained how high-throughput sequencing techniques allow the mem-

bers of a microbial ecosystem to be identified taxonomically. We then discussed

how multivariate statistical techniques can be used to be make statistical

comparisons between microbial communities present in different environments.

Finally, we explained how an electrode technique called voltammetry can be used

to measure dissolved chemical concentrations. In chapter 6, we apply both these

experimental techniques to study how the chemical and microbial composition of

a freshwater environment changes in response to an environmental perturbation.
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Chapter 4

Theoretical Predictions of Redox

Regime Shifts in

Microbially-Mediated

Biogeochemical Cycles

4.1 Introduction

In this chapter and the following chapter we use simple mathematical models to

show that microbial population dynamics can have important qualitative effects

on the response of microbially-mediated biogeochemical cycles to environmental

change. Specifically, limitations on microbial population size can lead to regime

shifts - abrupt changes in redox state in response to a gradual change in an

environmental parameter. We term this a “redox regime shift” i.e. a nonlinear

transition in the predominant redox state of a biogeochemical cycle in response

to a gradual change in an environmental stimulus. We note that in some other
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studies, the term “regime shift” has been associated with bistability. Here, we

use the term simply to describe a sharp response, without any implied bistability.

In the next chapter (chapter 5) we go on to show that redox regime shifts

are preserved in more detailed models containing a variety of environmentally

realistic modifications. We then discuss under what environmental conditions

these models predict such regime shifts would occur, and use this to suggest

some likely candidate ecosystems for observing this behaviour.

Regime shifts are known to occur in diverse ecosystems in response to diverse

stimuli; examples range from aquatic ecosystems in the leaves of carniverous

pitcher plants [107] to large-scale shifts in terrestrial vegetation cover [108]. These

regime shifts are usually caused by specific features of the ecosystem topology

such as feedback mechanisms [109]. The simple mathematical models outlined in

this chapter and the next suggest that for microbially-mediated biogeochemical

cycles, non-linear effects arising from microbial population dynamics can lead to

regime shifts between oxidized and reduced ecosystem states, even for ecosystems

with simple topologies.

4.2 Constructing Simple Models for

Microbially-Mediated Biogeochemical Cycles

In this section, we briefly review the concept of a microbially-mediated biogeo-

chemical cycle and discuss how they are all based on a core “redox topology”.

We then introduce a set of simple mathematical models for these cycles.

4.2.1 Microbial Redox-Cycling Systems

In a microbially-mediated biogeochemical cycle or a nutrient-cycling microbial

ecosystem, a chemical element is shuttled between its oxidized and reduced forms
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in a series of steps that may be biotically or abiotically mediated [6]. Fig. 4.1

illustrates schematically the topologies of the iron, sulfur, carbon and nitrogen

cycles (panels a-d) [4, 6, 110, 111].

A redox reaction in a microbially-mediated biogeochemical cycle couples the

oxidation/reduction of the element being cycled to the reduction/oxidation of

another chemical species. For example, in the sulfur cycle, the microbial reduction

of sulfate can be coupled to the oxidation of acetate [6], while in the nitrogen cycle,

the oxidation of ammonia can be coupled to the reduction of molecular oxygen

[6]. In order to avoid confusion, we refer to the latter chemical species (in these

examples acetate or oxygen) as the “electron donor/acceptor”. The electron

donor/acceptor may be supplied from some external source (e.g. oxygen from

the atmosphere) or may be generated by another biogeochemical process (e.g.

microbial decomposition producing acetate). Many different chemical species

can act as electron donors or acceptors; for example acetate or hydrogen can

function as the electron donor for reductive reactions while nitrate or oxygen can

function as the electron acceptor for oxidative reactions [6]. The redox-shifting

behaviour which arises in our models is generic, independent of which chemical

species performs the role of electron donor/acceptor.

Crucially, if the electron acceptor/donor is in short supply then its availability can

control the rate of the redox reaction, and hence the flux of the biogeochemical

cycle. Moreover, in natural environments, the availability of electron acceptors

and donors is strongly dependent on the environmental conditions. For example,

in aquatic ecosystems, the supply of oxygen depends on its solubility, which

is temperature-dependent [22], and on the rate of photosynthesis [112], while

the supply of acetate depends on the rate of the microbial decomposition of

organic matter, which can be drastically affected by factors like sewage effluent

or phosphorus inflow from agricultural runoff [113].

The aim of our model is to predict the response of microbially-mediated

biogeochemical cycles and nutrient-cycling microbial ecosystems to changes in

the availability of electron acceptors (such as oxygen) and electron donors (such
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as acetate). To encapsulate the basic topology of these cycles, we begin by

considering a simplified two-state model (Fig. 4.1e), in which an oxidized form of

a chemical element (here denoted so) is converted via microbial metabolism to a

reduced form (sr), which is recycled back to the oxidized form either by a second

microbial metabolism or by an abiotic reaction. The reduction step so → sr (blue

right-to-left arrow in Fig. 4.1e) is assumed to be biotic, i.e. mediated by microbial

metabolism. This step requires acetate as an electron donor. The oxidation step

sr → so may occur biotically or abiotically (indicated by the blue and red left-

to-right arrows in Fig. 4.1e), and requires oxygen as an electron acceptor. The

possibility of an abiotic reduction reaction is not included in the model because

these are minor reactions at ambient temperatures in the natural environment

(with the notable exception of the reaction of Fe(III) with sulfide [114]).

Although this model is topologically very simple, it reveals an important and non-

trivial regime shifting behaviour. In the next chapter, we show that this behaviour

is preserved in more realistic models that include features such as spatial

heterogeneity, multiple redox states and explicit coupling to the environment.
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Figure 4.1 Schematic view of the biogeochemical redox cycles involving iron,
sulfur, carbon and nitrogen (a-d) [4, 6, 110, 111], together with the
simple model investigated in this chapter (e). In all panels, oxidation
reactions proceed to the right, and reduction reactions proceed to
the left. Biologically catalysed (metabolic) reactions are shown in
blue, and abiotic reactions are shown in red. Abiotic reduction
reactions are not shown, as these are minor reactions in the natural
environment (but can be included see section 4.5). Many important
chemical states are not shown (but inclusion of extra states does not
affect modelling results; this is one of the modifications to the model
that we discuss in section 4.6.2). In panel e, sr and so represent the
reduced and oxidized forms of the chemical element being cycled.

4.2.2 Modelling Fully Biotic Redox Cycles

If both the oxidative and reductive steps in the redox cycle are mediated by

micro-organisms, the dynamics of the two-state model can be represented by the

following set of differential equations (in which the dot represents a time rate of
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change):

ṅor = norGor(so, nor)− dnor (4.1)

ṅro = nroGro(sr, nro)− dnro (4.2)

ṡr = γ [norGor − nroGro] = −ṡo. (4.3)

The variables in this dynamical system are nro and nor, the population densities

of the oxidizing and reducing microbial populations respectively, and the

concentrations so and sr of the oxidized and reduced chemical species. Eqs. 4.1

and 4.2 describe the microbial population dynamics; the reducing and oxidizing

populations have growth rates Gor(so, nor) and Gro(sr, nro) respectively, which

depend explicitly on so and sr, but also depend implicitly on the concentrations

of acetate and oxygen respectively. Both populations are assumed to die at a

constant rate d (e.g. due to viral predation). Eq. 4.3 describes changes in

the substrate dynamics due to microbial consumption and production; here γ

is a yield coefficient, which is assumed for simplicity to be the same for both

reactions. In this simple model, there is no inflow or washout of substrate, and as

such the total quantity of substrate within the system (stot = so+sr) is completely

conserved.

The microbial growth rate functions Gor and Gro play a crucial role in the model.

As outlined in chapter 2, the microbial growth rate on a limiting nutrient is often

described by a Monod function vs/(K+ s) where s is the nutrient concentration,

v is the maximal growth rate and K is the nutrient concentration at which growth

rate is half-maximal [54]. This encapsulates the key fact that the growth rate is

nutrient-dependent at low nutrient concentration but saturates at high nutrient

concentration. Importantly, however, this growth rate function assumes that

growth is limited by a single nutrient, while, in the natural environment, the

rate of microbial growth may be limited by other factors such as the availability

of carbon or micronutrients, toxin or waste product formation at high densities,

or simply competition for space [62]. To account for this in a generic way, the
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Monod term is multiplied by a population density-limitation factor (1−n/nmax),

where the parameter nmax sets a maximal population density. Again, as outlined

in chapter 2 this type of logistic population size limitation is a convenient and

commonly-used way to encapsulate growth-limitation by factors not explicitly

included in the model [63–65].

These considerations lead to the following simple forms for the microbial growth

rates:

Gor =

[
vorso

Kor + so

]
×
[
1− nor

nor,max

]
(4.4)

Gro =

[
vrosr

Kro + sr

]
×
[
1− nro

nro,max

]
(4.5)

in which the parameters are vor and vro, the maximal growth rates for the reducing

and oxidizing microbial populations respectively, Kor and Kro, the concentrations

of the chemical species so or sr at which the growth rate is half-maximal, and

nor,max and nro,max, the maximal densities of the two populations. Importantly,

the concentrations of acetate and oxygen are implicit in the maximal growth rate

parameters vor and vro: vor is expected to increase with the availability of acetate,

while vro is expected to increase with the availability of oxygen.

4.2.3 Modelling Biotic-Abiotic Redox Cycles

If the oxidation step in the redox cycle is instead abiotic, the model has only 3

variables: the population density of the reducing microbial population nor, and

the concentrations of the oxidized and reduced chemical species, so and sr. In

this case, the dynamics of the microbial population nor is still described by Eq.

4.1, but the chemical dynamics obey

ṡr = −F (sr) + γnorGor = −ṡo. (4.6)
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Here, the abiotic oxidation rate is described by the function F (sr). Abiotic

oxidation reactions can occur spontaneously (e.g. the atmospheric oxidation of

hydrogen sulfide [115]), or they can be catalyzed (e.g. some electron transfer

processes on mineral surfaces [116]) or limited by transport processes [117]. To

account for these factors in a generic way, we assume a Michaelis-Menten form

for F (sr) [118]:

F =
vasr

Ka + sr
(4.7)

where va is the maximal abiotic rate constant (which may implicitly depend on

a catalyst concentration) and Ka is the concentration sr at which the abiotic

reaction rate is half-maximal. If Ka is large such that Ka � sr, the reaction rate

becomes linear in sr.

4.3 Analytical Solutions to the Simple

Redox-Cycling Models

The simple nutrient cycling models shown in Eqs. 4.1-4.6 can be solved

analytically. In this chapter we derive and discuss these solutions, which are

presented in the following subsections.

4.3.1 Analytical Solution for the Fully Biotic Redox Cycling

Model

Setting ṅor and ṅro in Eqs. 4.1-4.2 to zero, Eq. 4.8 can be obtained:

d =

(
vorso

so +Kor

)(
1− nor

nor,max

)
=

(
vrosr

sr +Kro

)(
1− nro

nro,max

)
, (4.8)

which, upon substitution into Eq. 4.3, implies that in the steady state nor = nro,
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i.e. the two population densities are equal.

By rearranging Eq. 4.8 the following relations for the densities of the reducing

and oxidizing microbial populations can be obtained:

nor = nor,max

[
1− d[Kor + so]

vorso

]
(4.9)

and

nro = nro,max

[
1− d[Kro + sr]

vrosr

]
. (4.10)

Defining stot = so + sr and using the fact that nor = nro gives

nro,max

[
1− d[Kro + stot − so]

vro(stot − so)

]
= nor,max

[
1− d[Kor + so]

vorso

]
. (4.11)

A parameter ξ = nro,max/nor,max can be defined, which measures the ratio of the

maximal population densities, allowing Eq. 4.11 to be re-written:

ξ

[
1− d[Kro + stot − so]

vro(stot − so)

]
=

[
1− d[Kor + so]

vorso

]
, (4.12)

which, upon rearranging, gives a quadratic equation for so:

s2o[ξvorvro − dξvor − vorvro + dvro] (4.13)

+so[−ξvrostotvor + dξvor(Kro + stot) + vorvrostot + dKorvro − dvrostot]

−dKorvrostot = 0.

Defining the new parameter combinations α = vro/vor and ω = (ξ − 1)vro, Eq.
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4.13 can be re-written as

s2o[ω+d(α−ξ)]+so[dξ(Kro+stot)+dα(Kor−stot)−ωstot]−dKorstotα = 0. (4.14)

This equation has the steady-state solution

so =
−B +

√
B2 + 4dKorstotα[ω + d(α− ξ)]

2[ω + d(α− ξ)]
(4.15)

where

B = dξ(Kro + stot) + dα(Kor − stot)− ωstot. (4.16)

An expression for the steady-state concentration of the reduced chemical species

sr can be obtained from Eq. 4.15 using sr = stot− so. Expressions for the steady-

state population densities nor and nor can be calculated by substitution into Eqs.

4.9 and 4.10. The positive solution to the square root in Eq. 4.15 is the relevant

solution, as the other root gives a solution where so > stot which is not physically

realistic. (i.e. it leads to solution where the concentration of so is larger than the

total amount of substrate in the system, and the concentration of sr is negative).

The solution Eq. 4.15 is not well-defined right at the threshold between oxidized

and reduced states, since both its numerator and denominator go to zero at this

point (when ω+d(α−ξ) = 0). Here, we can use L’Hopital’s rule to show that Eq.

4.15 approaches stot/2 at this point (i.e. evaluating f ′(α)
g′(α)

as α → 1 where f(α)

and g(α) are the numerator and denominator of Eq. 4.15 respectively, gives a

solution stot/2.) Furthermore, common sense suggests that at the exact threshold

point sr = so = stot/2.
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4.3.2 Analytical Solution for the Abiotic-Biotic Redox

Cycling Model

We now repeat the calculation for the abiotic-biotic case Setting ṅor = 0 in Eq.

4.1 gives, as for the fully biotic cycle

d =

(
vorso

so +Kor

)(
1− nor

nor,max

)
. (4.17)

Setting ṡo = 0 in Eq. 4.6 gives

vasr
Ka + sr

=
γvornorso
Kor + so

[
1− nor

nor,max

]
. (4.18)

Combining Eqs. 4.17 and 4.18 gives

vasr
Ka + sr

= γnord = γdnor,max

[
1− d[Kor + so]

vorso

]
. (4.19)

Using the fact that sr = stot − so, and defining a new parameter combination

φ = γdnor,max, allows Eqs. 4.20 to be obtained

va(stot − so)
Ka + (stot − so)

= φ− φd[Kor + so]

vorso
. (4.20)

Rearranging Eq. 4.20 produces a quadratic equation for so:

s2o [φvor − φd− vorva] + so [φd(Ka + stot)− φvor(Ka + stot)− vorvastot − φdKor]

(4.21)

+ φdKorKa + φdKorstot = 0
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the solution of which is

so =
−B′ +

√
B′2 − 4(φvor − φd− vorva)(Kordφ(Ka + stot))

2(φvor − φd− vorva)
(4.22)

where B′ is

B′ = φd(Ka + stot)− φvor(Ka + stot)− vorvastot − φdKor. (4.23)

Again, the solution where the positive of the square root is taken is relevant, as

taking the negative of the square root gives a solution where so > stot which is

not physically realistic (i.e. it leads to solution where the concentration of so is

larger than the total amount of substrate in the system, and the concentration

of sr is negative). An expression for sr can be calculated from Eq. 4.22 using

sr = stot− so. An expression for the density nor of the reducer population can be

obtained by substituting Eq. 4.22 into Eq. 4.17.

4.4 The Effect of Environmental Perturbations in

Simple Redox- Cycling Models

The analytical solutions to these simple models can be studied to investigate the

ecosystem-level responses of the models to environmental change. In this section

we discuss such ecosystem level responses. First, we show that environmental

perturbations can drive an abrupt change in the global redox state of the

ecosystem. We then discuss how the corresponding microbial populations are

affected by this regime shift. We focus on environmental changes that affect the

availability of oxygen or acetate, such as temperature-related changes in oxygen

solubility [22], changes in photosynthesis rate, or changes in the abundance or rate

of decomposition of organic matter [113]. For the fully biotic cycle, the parameters
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vor and vro are proxies for the availability of acetate and oxygen respectively. For

the biotic-abiotic cycle, the equivalent parameters are vor and va.

4.4.1 Regime Shifts in the Redox State

The response of the ecosystem to changes in acetate or oxygen abundance can be

quantified via the steady-state fraction of oxidized species, so/stot, which acts as

a proxy for the global redox state of the system.

The key result of this chapter is that for both the fully biotic and the biotic-abiotic

models, the model can undergo regime shifts: sharp changes in ecosystem redox

state as the availability of oxygen or acetate crosses a critical threshold (Fig. 4.2).

These regime shifts happen under circumstances where the total concentration

of the chemical element being cycled (stot = so + sr) is high, such that stot �

Kor, Kro, Ka, implying that the microbial population density is limited by factors

other than the availability of so or sr. In contrast, for lower concentrations of

the chemical element being cycled, stot < Kor, Kro, Ka, the model predicts a more

gradual change in ecosystem state as the availability of oxygen/acetate varies. For

the biotic-biotic cycle, the model prediction is symmetric with respect to changes

in vor and vro (representing changes in acetate and oxygen; compare Fig. 4.2a

and c). Consequently, it is the ratio of vor/vro (mimicking a change in the ratio

of acetate/oxygen availability) that drives the behavior of the model. For the

biotic-abiotic cycle, the model predicts regime shifts in response both increasing

acetate (Fig. 4.2b) and increasing oxygen (Fig. 4.2d), but the shapes of these

responses are different. This is because the biotic and abiotic reaction rates have

different functional dependences on s.

The redox regime shifts which are observed in the model arise from the interplay

between microbial population density limitation and nutrient cycling. In the

model the global redox state is controlled by the balance between oxidative and
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Figure 4.2 Redox regime shifts in model microbially-mediated redox cycles.
The global redox state, as measured by the oxidized fraction so/stot,
predicted by the analytic forms of the steady-state solution of the
model equations for the fully biotic cycle (a and c, Eqs. 4.15-4.16) or
the biotic-abiotic cycle (b and d, Eqs. 4.22 and 4.23) is plotted as a
function of parameters that form proxies for the degree of reductive
or oxidative driving. These parameters are: for reductive driving,
the maximal growth rate of the reductive population, vor (a and b,
keeping vor fixed at 2 h−1 or va = 0.2µMh−1), and, for oxidative
driving, either the maximal growth rate of the oxidative population
vro (c, keeping vro fixed at 2 h−1) or the maximal abiotic oxidation
rate va (d, also with vro = 2 h−1). The results show a shift between
oxidized and reduced ecosystem states as a threshold in reductive or
oxidative driving is crossed; the sharpness of this transition increases
with the concentration of the chemical species being cycled, stot (in
panels a to c, red to blue lines; red: stot = 20µM, pink: stot = 0.2
mM, purple: stot = 2 mM blue: stot = 20 mM; in panel d, black line
stot = 2 M: dark purple line: stot = 200 mM). The other parameters
are Kor = Kro = Ka = 1µM [119], nor,max = nor,max = 9× 107 cells
per l, d = 0.1 h−1 and γ = 3× 10−8µmol per cell [120].
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reductive chemical fluxes. An increase in the availability of oxygen stimulates

the oxidation reaction, resulting in an increase in concentration of the oxidized

chemical species, so. If there were no limitation on microbial population

density, this increase in so would stimulate the growth of the reducing microbial

population, which consumes so; thus the global ecosystem state would respond

only gradually to changes in oxygen availability (and likewise for changes in the

availability of acetate), as shown in Fig. 4.2 for small values of stot (red lines).

However, the situation is different if the microbial population density is limited

by other factors. In this case an increase in the availability of oxygen increases

so, but the reducer population cannot respond to this increase in so because it is

already close to its maximal population density. Once the oxygen supply crosses

a critical threshold, the production rate of so exceeds the maximal consumption

capacity of the reducer population and the system undergoes a regime shift to

an oxidized state, as in Fig. 4.2 for large values of stot (blue lines). The same

scenario holds in reverse for changes in the availability of acetate; here, as acetate

availability increases, a redox regime shift from an oxidized to a reduced system

state occurs.

4.4.2 How Does an Environmental Perturbation Affect the

Microbial Population Density?

Fig. 4.2 shows how the global redox state of the model, so/stot, changes with

the degree of reductive or oxidative driving. This data reveals sharp transitions

(redox regime shifts), the sharpness of which increases with stot. In this section,

we discuss how the microbial population densities vary during these transitions.

Fig. 4.3 shows the density of the reducing microbial population, nor (which

for the fully biotic cycle is equal to nro) as a function of the parameters which

form proxies for reductive or oxidative driving (vor, vro and va). In all cases,

the microbial population density responds gradually to changes in reductive or
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oxidative driving, even when the global ecosystem redox state responds sharply

(compare to Fig. 4.2). As the driving increases, the population responds by

increasing in size, until it approaches its maximum density nmax which in this

case is equal to 9×107 cells/l. For the fully biotic cycle, and for the biotic-abiotic

cycle under reductive driving, the steady state population size is only weakly

dependent on the total concentration of the element being cycled (stot).
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Figure 4.3 Changes in the microbial population density as the model undergoes
a redox regime shift. For the fully biotic cycle (left panels), the
oxidizing and reducing populations have equal population densities,
nor = nro. For the biotic-abiotic cycle (right panels), the population
density of the reducing population, nor, is plotted. The top panels
show the response to increase in reductive driving (mimicking
increase in acetate) while the bottom panels show the response to
an increase in oxidative driving (mimicking increase in oxygen).
The parameters are as in Fig. 4.2 Kor = Kro = Ka = 1µM,
nor,max = nro,max = 9 × 107 cells/l, d = 0.1 h−1 and γ = 3 × 10−8µ
mol/cell. In a, vro is fixed at 2 h−1, in b and d vor is fixed at 2
h−1 and in c, va = 0.2µMh−1. Different colors represent different
values of stot, as in Fig. 4.2; however, in most cases different values
of stot produce such similar population densities that the lines are
indistinguishable when plotted. Where the analytical solution of
the model equations predicts a negative population density, we set
nor = nro = 0.

65



4.5. THE ROLE OF THE MAXIMAL POPULATION DENSITY
PARAMETER

4.5 The Role of the Maximal Population Density

Parameter

In the model, the fact that the microbial population density is ultimately limited

by factors other than the chemical being cycled (s) is represented by introducing

a “logistic” term (1− n/nmax) in the equation for the microbial growth kinetics.

In this section we discuss the parameter nmax in more detail. We first explore the

effect of varying the parameters nor,max and nro,max corresponding to the reducer

and oxidizer populations, and find that the qualitative steady-state behaviour

of the model is unaffected by these parameters, although the time-scale for

reaching the steady state is affected. We then show that redox regime shifts

are still obtained in a model where this logistic term is replaced by equations

that represent explicit growth-limitation by an additional nutrient source.

4.5.1 The Maximal Population Density in the fully biotic

model

In the fully biotic model, the steady state solution (Eqs. 4.15-4.16) depends

only on the ratio of the maximal population densities of the reducer and oxidizer

populations, ξ = nor,max/nro,max, and not on the absolute values of nor,max and

nro,max. However, the timescale at which the steady state is reached does depend

on the absolute maximal population densities; as these increase the system

responds more slowly (Fig. 4.4a). Considering only the steady-state solution,

changing the ratio of maximal population densities ξ alters the tipping point at

which the redox regime shift is predicted to occur in the model (Fig. 4.4b) but

does not change the qualitative behaviour of the model.
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4.5.2 The Maximal Population Density in the Biotic-abiotic

model

For the biotic-abiotic model, the steady-state solution (Eqs.4.22-4.23) does

depend on the maximal population density of the reducer population, nor,max.

Upon varying this parameter (Fig. 4.4c) we find that the tipping point at which

the redox regime shift happens changes; for a smaller value of nor,max, we require

a greater value of the maximal reducer growth rate vor to trigger the regime

shift. In fact, in this model, regime shifting is lost altogether if the maximal

microbial population density is too small. To observe regime shifts, we require

that va < γdnor,max. This is because, at steady state, the maximal microbial

“conversion rate” of so to sr is given by γdnor,max while the maximal abiotic

conversion rate of sr to so is set by va. For regime shifting to occur, the biotic

conversion rate must be able to exceed the abiotic conversion rate.
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Figure 4.4 The role of the maximal population density parameter. Panel (a)
shows that the time to reach the steady state increases as nor,max

increases, for the fully biotic cycle. Panel (b), also for the fully
biotic cycle, shows that changing the ratio of maximal population
sizes shifts the tipping point at which the redox regime shift happens
but does not alter the qualitative behaviour of the model. Panel
(c), for the biotic-abiotic cycle, shows that changing the maximal
microbial population density nor,max again shifts the tipping point,
but redox regime shifts are still present. For this case, if nor,max

becomes too small the regime shift is lost (the system remains oxic
for all values of vor). The parameters are as in Fig. 2 of the main
text: Kor = Kro = Ka = 1µM, d = 0.1 h−1, γ = 3× 10−8µmol/cell
and stot = 0.2 M. In panel c, va = 0.2µMh−1.
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4.5.3 Modelling Explicit Growth Limitation

In this subsection the population density limitation term g(n(t), nmax) =

(1− n(t)/nmax) is replaced with an explicit model for growth limitation by an

external nutrient source. This is important because the logistic term used

previously is density-dependent (depends directly on n(t)), and while it is possible

that in many ecosystems the microbial populations are limited in a density-

dependent way, it may not always be the case. Thus, it is important to

demonstrate that the redox switching behaviour is preserved if the microbial

populations are instead limited by the availability of an additional nutrient (in

a non-density-dependent way). This model still reproduces the regime shifting

phenomenon as the availability of acetate (or an alternative electron donor) is

varied. To represent limitation by an external nutrient we introduce additional

differential equations for the concentration x(t) of this nutrient into the model for

the fully biotic cycle. We suppose that the nutrient is supplied at a fixed rate b

and is consumed by both the oxidizer and reducer populations as they grow. Both

microbial growth rates are assumed to depend on x(t) via multiplicative Monod

growth terms (with half-saturation constant Kx). This results in the following

set of equations:

dx(t)

dt
= b− γ

(
x

Kx + x

)[(
nrovrosr
Kro + sr

)
+

(
norvorso
Kor + so

)]
(4.24)

dnro(t)

dt
=
vronro(t)sr(t)

Kro + sr(t)

(
x

Kx + x

)
− dnro(t) (4.25)
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dnor(t)

dt
=
vornor(t)so(t)

Kor + so(t)

(
x

Kx + x

)
− dnor(t) (4.26)

dsr(t)

dt
= −γvronro(t)sr(t)

Kro + sr(t)

(
x

Kx + x

)
+
γvornor(t)so(t)

Kor + so(t)

(
x

Kx + x

)
(4.27)

dso(t)

dt
= −dsr(t)

dt
(4.28)

These equations were integrated numerically using the Euler method (as outlined

in chapter 2) to compute the steady state, for the parameter set vro = 2 h−1,

γ = 3 × 10−8µmol/cell, Kro = Kor = Kx = 1µM, stot = 1 M, d = 0.1 h−1

and b = 0.001 Mh−1. Fig. 4.5 shows the resulting prediction for the redox

state of the ecosystem (so/stot) as a function of the maximal growth rate of the

reducer population (vor, which serves as a proxy for the availability of acetate).

Comparing with Fig. 4.2, it is clear that indeed this extended model does produce

a redox regime shift which is qualitatively similar to that of the model with a

logistic population size limitation term.
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Figure 4.5 Redox regime shifts are still observed in a model where the term
(1− n(t)/nmax) is replaced by explicit growth limitation by a supply
of an external nutrient. The results show the redox state of the
ecosystem (so/stot) as a function of the maximal growth rate of
the reducer population (vor). The data was obtained by numerical
solution to steady state of Eqs. 4.24-4.28, for the parameter set
vro = 2 h−1, γ = 3 × 10−8µmol/cell, Kro = Kor = Kx = 1µM,
stot = 1 M, d = 0.1 h−1 and b = 0.001 Mh−1.

4.6 The Mathematical Similarity of the

Nutrient-Cycling Model to

Phosphorylation-Dephosphorylation Cycles

An interesting mathematical analogy exists between the microbial nutrient-

cycling models introduced in this work and classic results obtained by Goldbeter

and Koshland for a phenomenon on a completely different scale, relating to

the biochemical networks that control the response of a single biological cell

to an external stimulus. Cells often mediate metabolic responses to stimuli
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Figure 4.6 The model of Goldbeter and Koshland for an enzymatic
phosphorylation-dephosphorylation cycle. Here E1 represents a
kinase enzyme, E2 represents a phosphatase enzyme, W represents
the unphosphorylated form of a protein and W∗ represents its
phosphorylated form [121].

such as changes in temperature or nutrient concentration, using phosphorylation-

dephosphorylation cycles [122, 123]. In these cycles, a target protein is activated

by addition of a phosphate group, and deactivated by removal of the phosphate

group; the kinase and phosphatase enzymes mediating these reactions act in

opposition to each other, the kinase being stimulated by the extracellular signal

(Fig. 5.2). Activation of the target enzyme leads ultimately to the cell’s response.

In this model, the “input signal” is mediated via a change in the relative activities

of the kinase and phosphatase enzymes, while the “output response” is manifest

as a change in the relative proportions of the target protein W which are in the

phosphorylated and dephosphorylated forms.

Assuming Michaelis-Menten kinetics for the phosphorylation and dephospho-

rylation steps, Goldbeter and Koshland derived steady-state solutions for the

concentration of protein substrate W in the dephosphorylated form ([W ]). These

results revealed a phenomenon which Goldbeter and Koshland termed “zero order

ultrasensitivity”: when the total substrate concentration Wtot is high, the system

responds extremely sharply to a small change in the relative activities of the

kinase and phosphatase enzymes [121, 123].
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MODEL TO PHOSPHORYLATION-DEPHOSPHORYLATION CYCLES

Goldbeter and Koshland’s steady state solution is given by

[W ] =
−B −

√
B2 − 4[Wtot][E2]KMα([E1]α− [E2])

2(α[E1]− [E2])
(4.29)

where

B = [Wtot]([E2]− α[E1]) +KM([E2] + α[E1]). (4.30)

Here, [E1] and [E2] represent the concentrations of the kinase and phosphatase

enzymes, KM is the half-saturation constant for the enzymatic reactions (assumed

to be the same for kinase and phosphatase) and α is the ratio of the maximal

reaction rates for the kinase and phosphatase.

The two-population, fully biotic, nutrient cycle models studied in this chapter

bear a striking topological similarity to the Goldbeter-Koshland model (compare

Fig. 4.1 with Fig. 5.2). In this analogy, the role of the kinase and phosphatase

enzymes is played by the reducing and oxidizing microbial populations while the

role of the protein target molecule is played by the chemical species being cycled.

This analogy extends to the mathematical solutions of the two models. Assuming

that both microbial populations have identical half-saturation constants (Kro =

Kor = K) and maximal population densities (nro,max = nor,max = nmax), then

ξ = 1 and ω = (ξ − 1)vro = 0.

The following solution for the concentration of the oxidized chemical species can

then be obtained (from Eqs. 4.15-4.16):

so =
−B −

√
B2 − 4stotKα(α− 1)

2(α− 1)
(4.31)

where

B = stot(1− α) +K(1 + α) (4.32)

and α = vro/vor. Comparing Eq. 4.31 with Eq. 4.29 one can see that the

two models are mathematically equivalent, as long as the enzyme concentrations

in the Goldbeter-Koshland model are set equal ([E1] = [E2]). Note that the
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maximal population density nmax does not play an analogous role to the enzyme

concentration, however. When the two maximal population densities are set to

be different, the more complex steady state solution shown in Eq. 4.15 can be

obtained.

It is important to note that this mathematical analogy does not extend to the

biotic-abiotic cycle model, which has a more complex steady state solution, Eq.

4.23, although with a similar functional form.

In a cycle with 2 abiotic steps, the model is exactly the same as Goldbeter-

Koshland kinetics, and therefore obviously produces redox regime shifts.

4.7 Conclusions

In this chapter, we have shown that a simple, generic mathematical model of redox

cycling microbial ecosystems can undergo abrupt regime shifts between redox

states, as the respective growth rates of the oxidizing and reducing populations

are varied. This behaviour is analogous to the well-studied behaviour of zero-

order ultrasensitivity in enzyme kinetics. In the next chapter, we extend this

model further.
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Chapter 5

Redox Regime Shifts in a More

Detailed Ecosystem Model

5.1 Introduction

To determine the relevance for the natural environment of the microbially-

mediated redox regime shifts predicted in the previous chapter, we here discuss

more detailed models. We first discuss an extension of the biotic-biotic model

presented in chapter 4, where the oxidation and reduction steps are now also

spatially separated into two boxes, following the “box-modelling” approaches to

modelling biogeochemical cycles that we introduced in chapter 2. This mimics

the fact that they are generally spatially separated in microbial nutrient cycles in

the environment [6]. The superscript notations u and d refer to the up and down

boxes respectively, so for example, suo(t) refers to the concentration of oxidized

substrate in the top box. Substrate moves between the boxes at a constant rate,

also following the approach of the box models discussed in chapter 2. Using this

two-box model we show that spatial separation actually accentuates redox regime

shifts. Full details and dynamical equations for this model are presented in the
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subsection 5.1.1 (the following subsection).

Next, we extend the two-box model even further, and introduce a more detailed

“complete ecosystem model”; this more detailed model still produces regime

shifts between redox states in response to environmental perturbations. This

model explicitly includes the population dynamics of microbial decomposers and

photosynthesizers as well as the reducers and oxidizers. It also accounts for the

concentrations of acetate and oxygen as well as the oxidized and reduced forms

sr and so of the chemical species being cycled (Fig. 5.3a). Here, oxygen is

explicitly generated by microbial photosynthesis (driven by light) and acetate is

generated by microbial decomposition of organic matter. In the model, oxidative

and reductive processes occur in different spatial zones, coupled by chemical

transport. The growth rate of the oxidizing microbial population is assumed

to depend on the concentrations of sr and oxygen via a multiplicative Monod

term, with explicit population density limitation, and the equivalent scenario

holds for the reducer population. As outlined in chapter 2, multiplicative Monod

kinetics are a common way of modelling microbial growth as a function of more

than one nutrient [120]. The growth rates of the photosynthesizer and decomposer

populations are assumed to depend (via Monod kinetics) on environmental inputs,

here taken to be the light intensity and organic matter concentration, respectively.

The effects of environmental change are mimicked by varying these inputs. The

model also includes generic competition for oxygen and acetate by other biotic

or abiotic processes. Full details and dynamical equations for this model are

presented in the subsection 5.1.2.

5.1.1 Spatial Heterogeneity Accentuates Redox Regime

Shifts

In chapter 4, we showed analytically that redox regime shifts can occur in response

to changes in oxygen or acetate availability, for a “well-mixed” model with two
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Figure 5.1 The “two population, two box” model. The oxidizing and reducing
microbial populations are shown by nro and nor, while the oxidized
and reduced forms of chemical species s are denoted so and sr. The
superscripts u and d refer to the upper and lower boxes respectively.
The double-headed arrows denote chemical diffusion.

microbial populations (reducers and oxidizers). In reality, however, microbial

reduction and oxidation processes are usually spatially separated. In this section,

we show that redox regime shifting is in fact enhanced for a simple model which

captures this spatial separation.

We extend the basic “two-population” model of chapter 4, for the fully biotic

cycle, by introducing two spatial boxes, coupled by chemical diffusion. We

assume that the reducer population is located in the lower box while the oxidizer

population is located in the upper box. The reduced and oxidized chemical

species sr and so can be located in either box and are transferred between boxes

by diffusion, as shown in Fig. 5.1. This “two population, two box model” is

described by the following dynamical equations:

dnor(t)

dt
=
vornor(t)s

u
o(t)

Kor + suo(t)

(
1− nor(t)

nor,max

)
− dnor(t) (5.1)

dnro(t)

dt
=
vronro(t)s

d
r (t)

Kro + sdr (t)

(
1− nro(t)

nro,max

)
− dnro(t) (5.2)
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dsuo(t)

dt
= −γvornor(t)s

u
o(t)

Kor + suo(t)

(
1− nor(t)

nor,max

)
− ksuo(t) + ksdo(t) (5.3)

dsdo(t)

dt
=
γvronro(t)s

d
r (t)

Kro + sdr (t)

(
1− nro(t)

nro,max

)
− ksdo(t) + ksuo(t) (5.4)

dsur (t)

dt
=
γvornor(t)s

u
o(t)

Kor + suo(t)

(
1− nor(t)

nor,max

)
− ksur (t) + ksdr (t) (5.5)

dsdr (t)

dt
= −γvornor(t)s

u
o(t)

Kor + suo(t)

(
1− nor(t)

nor,max

)
− ksdr (t) + ksur (t) (5.6)

Here, as before, Kor and Kro are the half-saturation constants for the microbial

reducers and oxidizers respectively, vor and vro are their maximal growth rates,

nor,max and nro,max are their maximal population sizes, γ is the yield parameter

(amount of chemical substrate needed to create one bacterium) and d is the

microbial death rate. Compared to the model presented in chapter 4, we now

have a new parameter k which represents the rate of diffusive chemical transport

between the two spatial boxes.

To investigate the behaviour of the two-population, two-box model, we integrated

Eqs. 5.1-5.6 numerically to steady state. Fig. 5.2 shows that indeed we obtain

redox regime shifting behaviour as we vary the parameters vor or vro, which serve

as proxies for the acetate and oxygen availabilities. Comparing Fig. 5.2a and

5.2b we see that the redox regime shift occurs over a broader range of parameter

values as the rate of chemical diffusion (k) increases.
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(a) (b)

Figure 5.2 Steady state of the fully biotic spatial heterogeneous model (a)
and (b) are phase plots where the colour key refers to the steady
state value of so/stot with parameters d = 1.0h−1, γ = 3 ×
10−8µmoles/cell, nmax = 9× 107cells/litre, and Kro = Kor = KM =
1µM. stot = 40mM (a): Slow diffusion k = 0.001h−1. (b): Fast
diffusion, k = 100h−1.

5.1.2 Defining the More Detailed Model

We now extend the two-box model to include additional microbial populations.

The equations corresponding to the model shown in Fig. 5.3a are listed below

(Eqs. 5.7-5.16), with a brief description of the meaning of each one. We

note that all of the microbial populations included in this model require many

essential nutrients such as carbon, nitrogen, phosphorus and sulfur [5, 54]; we

only explicitly model growth dependence on those nutrients that the relevant

microbial populations gain energy from, for example, for the oxidizing population

we only explicitly model growth dependence as a function of oxygen and reduced

substrate. We consider growth limitation by other essential nutrients to be

represented by the logistic growth limitation term (this point is discussed in more

detail in section 5.2.2).
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dnP(t)

dt
=
vPnP(t)L

KL + L

(
1− nP(t)

nP,max

)
− dnP(t) (5.7)

Eq. 5.7 describes growth of the photosynthesizer population, with density nP.

Photosynthesizers are located in the upper box. They grow in response to light

intensity L (which is a constant parameter in our model), with maximal growth

rate vP and half-saturation constant KL. A population density limitation term

with maximal population density nP,max and a death rate d are imposed.

dnD(t)

dt
=
vDnD(t)C

KC + C

(
1− nD(t)

nD,max

)
− dnD(t) (5.8)

Eq. 5.8 describes growth of the decomposer population, with density nD.

Decomposers are located in the lower box. They grow in response to organic

carbon concentration C (which is a constant parameter in our model), with

maximal growth rate vD and half-saturation constant KC. A population density

limitation term with maximal population density nD,max and a death rate d are

imposed.

dnor(t)

dt
= vornor(t)

[
sdo(t)

Kor + sdo(t)

] [
a(t)

a(t) +Kac

](
1− nor(t)

nor,max

)
− dnor(t) (5.9)

Eq. 5.9 describes growth of the microbial reducer population, with density nor.

Reducers are located in the lower box. Reducer growth requires both the oxidized

form of the redox chemical species, so, and acetate. This is described using

multiplicative Monod terms, with maximal growth rate vor and half-saturation

constants Kor for so and Kac for acetate. The concentration of acetate is denoted
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as a(t). The reducer population density is limited to nor,max and we impose a

death rate d.

dnro(t)

dt
= vronro(t)

[
sur (t)

Kro + sur (t)

] [
o(t)

o(t) +Kox

](
1− nro(t)

nro,max

)
− dnro(t) (5.10)

Eq. 5.10 describes growth of the microbial oxidizer population, with density nro.

Oxidizers are located in the upper box. Oxidizer growth requires both the reduced

form of the redox chemical species, sr, and oxygen. Again, we describe this using

multiplicative Monod terms, with maximal growth rate vro and half-saturation

constants Kro for sr and Kox for oxygen. The concentration of oxygen is denoted

as o(t). The oxidizer population density is limited to nro,max and we impose a

death rate d.

do(t)

dt
= γoxvPnP(t)

[
L

KL + L

](
1− nP(t)

nP,max

)
(5.11)

− γvronro(t)

[
sur (t)

Kro + sur (t)

] [
o(t)

o(t) +Kox

](
1− nro(t)

nro,max

)
− βoxo(t)

Eq. 5.11 describes the dynamics of the oxygen concentration. Oxygen is assumed

to be located only in the upper box. Oxygen is produced upon growth of the

photosynthesizers (first term in Eq. 5.11), with yield parameter γox (number of

micromoles of oxygen produced per bacterial division cycle). Oxygen is consumed

upon growth of the oxidizer population (second term in Eq. 5.11), with yield

parameter γ. A term describing consumption of oxygen by other processes is

included (third term in Eq. 5.11), such as growth of aerobes or abiotic oxidation

reactions. The parameter βox controls the strength of this “competition” term.
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da(t)

dt
= γacvDnD(t)

[
C

KC + C

](
1− nD(t)

nD,max

)
(5.12)

− γvornor(t)

[
sdo(t)

Kor + sdo(t)

] [
a(t)

a(t) +Kac

](
1− nor(t)

nor,max

)
− βaca(t)

Eq. 5.12 describes the dynamics of the acetate concentration. Acetate is assumed

to be located only in the lower box. Acetate is produced upon growth of the

decomposers (first term in Eq. 5.12), with yield parameter γac. Acetate is

consumed upon growth of the reducer population (second term in Eq. 5.12),

with yield parameter γ (here assumed to be the same as that of the reducers). A

“competition” term describing consumption of acetate by other processes (third

term in Eq. 5.12), such as growth of methanogens, is also included here. The

parameter βac controls the strength of this term.

dsuo(t)

dt
= γvronro(t)

[
sur (t)

Kro + sur (t)

] [
o(t)

o(t) +Kox

](
1− nro(t)

nro,max

)
+ ksdo(t)− ksuo(t)

(5.13)

dsdo(t)

dt
= −γvornor(t)

[
sdo(t)

Kor + sdo(t)

] [
a(t)

a(t) +Kac

](
1− nor(t)

nor,max

)
+ ksuo(t)− ksdo(t)

(5.14)

dsur (t)

dt
= −γvronro(t)

[
sur (t)

Kro + sur (t)

] [
o(t)

o(t) +Kox

](
1− nro(t)

nro,max

)
+ ksdr (t)− ksur (t)

(5.15)
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dsdr (t)

dt
= γvornor(t)

[
sdr (t)

Kor + sdr (t)

] [
a(t)

a(t) +Kac

](
1− nor(t)

nor,max

)
+ ksur (t)− ksdr (t)

(5.16)

Eqs. 5.13-5.16 describe the dynamics of the reduced and oxidized forms of the

redox chemical species, sr and so, in the upper and lower boxes. As in the two-

population, two-box model, sr and so can be transported between the upper and

lower boxes by diffusion, described by the rate parameter k.

5.1.3 Redox Regime Shifts in the More Detailed Model

Simulations show that this model indeed undergoes redox regime shifts (Fig.

5.3b). These shifts occur in response to either changes in organic matter

availability (which stimulates the degrader population and hence the reducer

population), or changes in light intensity (which stimulates the photosynthesizers

and hence the oxidizer population). As organic matter availability increases at

fixed light intensity (vertical dashed line in Fig. 5.3b), the redox state of the

ecosystem changes sharply from oxidized to reduced (red to purple) at a critical

“tipping point”. Likewise as the light intensity increases for fixed organic matter

concentration (horizontal dashed line in Fig. 5.3b), the redox state also undergoes

a regime shift, in this case from reduced (purple) to oxidized (red).

82



5.1. INTRODUCTION

Figure 5.3 Redox regime shifts in a “complete ecosystem” model. (a)
Illustration of the model. Oxidative and reductive processes take
place in separate spatial zones, linked by chemical diffusion. The
model explicitly represents the population dynamics of microbial
photosynthesizers, decomposers, reducers and oxidizers, and the
chemical dynamics of oxygen, so, sr and acetate. Light intensity and
organic matter availability are treated as control parameters. The
dynamical equations corresponding to the model are Eqs. 5.1-5.10;
these are integrated numerically to find the steady-state solution.
Parameter values are also listed in Table 5.1. (b) Steady-state
solution of the complete ecosystem model, obtained numerically
using the Runge-Kutta method, plotted as a function of the control
parameters, light intensity (relative to the typical value 10 µEinstein
s−1m−2, where an Einstein is defined as a mole of photons [50])
and organic matter concentration (relative to the typical value 100
mg cm−3 [23]). The color represents the global redox state (see
color key). The model shows redox regime shifts as the organic
matter concentration is varied at fixed light intensity (vertical
dashed line) or as the light intensity is varied at fixed organic matter
concentration (horizontal dashed line).

Table 5.1 lists the parameter values used to generate the data shown in Fig. 5.3b.

The calculations were run for different values of the light intensity L (with units

of µEinstein s−1 cm−2, where an Einstein is defined as a mole of photons, and

the organic matter concentration (with units of mg cm−3).
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Table 5.1 Parameter values used in the model of Eqs. 5.1-5.10 to generate
the data shown in Fig. 5.3b. These parameters are chosen to
correspond approximately to the microbial freshwater sulfur cycle
(with references where appropriate). Half saturation constants and
maximal growth rates are given to an order of magnitude. Growth
yields are calculated assuming a bacterial mass of 10−12 g. Kox is
set to 1µM as a conservative estimate, as previous work indicates it
could be between 1µM [124] and 20µM [125]. Kac is set to 1µM as
a conservative estimate, to represent the fact that the electron donor
could be either acetate (Kac ∼ 10µM) or hydrogen (KH ∼ 1µM),
higher values of this parameter produce the same results. Growth
rates are set to v = 1 h−1 for simplicity, but we acknowledge that
this would represent quite a fast growth rate for the photosynthetic
and degrading populations; lower values of vP and vD do not affect
the result. Furthermore all yields have been set to γ = 3 × 10−8

µmol per cell for simplicity. Although in nature yield values may
vary, this value is reasonable to an order of magnitude for all of
the microbial populations discussed. Photosynthetic parameters are
defined in terms of µ Einstein s−1 m−2 where an Einstein is defined
as a mole of photons.

Parameter Value Unit
KL 10 µ Einstein s−1 m−2 [50, 112]
KC 100 mg cm−3 [23, 25]
Kor 1 µM [126]
Kro 1 µM [111]
Kox 1 µM [124, 125]
Kac 1 µM [119, 127, 128]
vP 1 h−1 [50, 129]
vD 1 h−1 [130, 131]
vor 1 h−1 [128]
vro 1 h−1 [111]
nP,max 1× 109 cells per litre
nD,max 1× 109 cells per litre
nor,max 1× 109 cells per litre
nro,max 1× 109 cells per litre
γ 3× 10−8 µmoles per cell[120]
γox 3× 10−8 µmoles per cell [132]
γac 3× 10−8 µmoles per cell [133]
βox 0.5 h−1

βac 0.5 h−1

k 0.1 h−1

d 0.1 h−1
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5.1.4 Inclusion of Abiotic Steps in the More Detailed Model

The equation set for an equivalent model, for a biotic-abiotic cycle (in which the

reduction step is biotically-mediated but the oxidation step is abiotic), is

dnP(t)

dt
=
vPnP(t)L

KL + L

(
1− nP(t)

nP,max

)
− dnP(t) (5.17)

dnD(t)

dt
=
vDnD(t)C

KC + C

(
1− nD(t)

nD,max

)
− dnD(t) (5.18)

dnor(t)

dt
= vornor(t)

[
sdo(t)

Kor + sdo(t)

] [
a(t)

a(t) +Kac

](
1− nor(t)

nor,max

)
− dnor(t) (5.19)

do(t)

dt
= γoxvPnP(t)

[
L

KL + L

](
1− nP(t)

nP,max

)
− va

[
sur (t)

Ka + sur (t)

] [
o(t)

o(t) +Ka,ox

]
− βoxo(t)

(5.20)

da(t)

dt
= γacvDnD(t)

[
C

KC + C

](
1− nD(t)

nD,max

)
(5.21)

− γvornor(t)

[
sdo(t)

Kor + sdo(t)

] [
a(t)

a(t) +Kac

](
1− nor(t)

nor,max

)
− βaca(t)

dsuo(t)

dt
= va

[
sur (t)

Ka + sur (t)

] [
o(t)

o(t) +Ka,ox

]
+ ksdo(t)− ksuo(t) (5.22)
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dsdo(t)

dt
= −γvornor(t)

[
sdo(t)

Kor + sdo(t)

] [
a(t)

a(t) +Kac

](
1− nor(t)

nor,max

)
+ ksuo(t)− ksdo(t)

(5.23)

dsur (t)

dt
= −va

[
sur (t)

Ka + sur (t)

] [
o(t)

o(t) +Ka,ox

]
+ ksdr (t)− ksur (t) (5.24)

dsdr (t)

dt
= γvornor(t)

[
sdr (t)

Kor + sdr (t)

] [
a(t)

a(t) +Kac

](
1− nor(t)

nor,max

)
+ ksur (t)− ksdr (t)

(5.25)

In Eqs. 5.20, 5.22 and 5.24, the parameter va is the maximal abiotic reaction rate,

Ka denotes the half saturation constant with respect to so for the abiotic oxidation

reaction, and Ka,ox is its half-saturation constant with respect to oxygen.

Fig. 5.4 shows that this biotic-abiotic cycle model can produce redox regime

shifts. The steady-state global redox state of the system ((suo +sdo)/stot) is plotted

as a function of the concentration C of organic carbon, for numerical solution of

the steady-state of Eqs. 5.17-5.25. The parameter set used is as in Table 4.1, with

va = 0.2 µM h−1, Ka = 1 µM and Ka,ox = 1 µM, stot = 4 mM,βox = βac = 0.5
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Figure 5.4 Redox regime shift in the biotic-abiotic model of Eqs. 5.17-5.25,
obtained by numerical solution. The global redox state of the system
((suo + sdo)/stot) is plotted as a function of the concentration C of
organic carbon. Light intensity L = 20 µEinstein s−1m−2, where an
Einstein is defined as a mole of photons.
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5.2 How Likely Are Redox Regime Shifts in the

Natural Environment?

The analysis presented thus far provides a clear set of criteria that need to

be satisfied for an ecosystem to be susceptible to redox regime shifts. In this

section, we first briefly outline what these conditions are, before discussing

them in more detail in individual subsections. We discuss which biogeochemical

cycling ecosystems are likely to fulfil these conditions (and thus undergo redox

regime shifts) by reviewing the microbial growth parameters and environmental

concentrations of relevant nutrients associated with each ecosystem. Finally, we

examine how likely are the environmental perturbations necessary for a redox

regime shift to occur.

5.2.1 Under What Conditions Would Redox Regime Shifts

Occur in the Natural Environment?

These conditions are as follows:

1. The density of the redox-cycling microbial populations must ultimately be

limited by a factor other than the concentration of the chemical element

being cycled. It is important to note, however, that the population density

need not be small; large populations are also predicted to show regime

shifts, albeit with longer response times.

2. The total concentration of the element being cycled must be high enough

to saturate the growth rates of the microbial reducers and oxidizers (or the

abiotic oxidation reaction): stot � Kor, Kro, Ka. This ensures that the

growth of the redox-cycling populations will become saturated with respect

to s, causing a switch-like response to changes in oxygen or acetate.
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3. The growth rates of the redox-cycling populations must be unsaturated with

respect to the concentrations of oxygen and/or acetate, so that the system

responds to changes in oxygen/acetate availability (or in the availability of

an alternative electron acceptor/donor).

We now assess whether these conditions, required for redox regime shifts, are

likely to be prevalent in the natural environment.

5.2.2 Condition 1: A Factor Exists That Ultimately Limits

Population Density.

Without this condition the oxidizers and reducers would be able to continually

adjust their population size, meaning that the system would naturally stabilise

in response to an environmental perturbation instead of undergoing a regime

shift. In the natural environment, many factors exist that limit microbial

population density. Microbial growth requires sources not only of energy but also

of carbon, nitrogen, phosphorus, sulfur and other, trace, biomass components

[5, 54]. For redox cycling microbial populations, the redox reaction provides

an energy source, but cannot satisfy all the requirements for formation of

biomass. It is thus almost inevitable that growth is ultimately limited by the

availability of biomass components rather than the redox species. Indeed, carbon

limitation is common in microbial soil/sediment communities [134], while in ocean

communities nitrogen or phosphorus is often growth-limiting [55].

5.2.3 Condition 2: High Concentration of the Chemical

element Being Cycled.

This condition is necessary for the system to produce a switch-like response.

As discussed in chapter 4, this is directly analogous zero-order ultra-sensitivity
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in intracellular enzyme cycles, where a necessary condition to observe switch-

like behaviour is that the total concentration of protein is high [121, 123]. To

assess whether the condition stot � Kor, Kro (growth saturation with respect to

sr or so) is fulfilled in the natural environment, we surveyed measured values of

half-saturation constants Kor or Kro for redox-cycling micro-organisms reported

in the literature, and compared these values with typical concentrations of the

chemical species being cycled, in various environmental settings. The results

of this survey are shown in Table 5.2. For sulfur-cycling and nitrogen-cycling

organisms, these data suggest that the concentration of the chemical species

being cycled can exceed the half-saturation constant of the relevant microbial

populations, stot � Kor, Kro. For example, sulfate reducers are generally not

limited by sulfate, because sulfate is abundant (indeed it is the second most

abundant anion in the oceans [115]). In contrast, this data survey suggests that

redox regime shifts are unlikely to be associated with carbon cycles, because the

typical half-saturation constant for methanogenesis is large relative to typical

environmental concentrations of acetate.

For the iron cycle, this survey suggests that redox regime shifts are unlikely

in modern-day environments, but may have occurred in the past. While modern

oceanic concentrations of dissolved Fe2+ ions are generally low, the ancient oceans

may have contained high concentrations of Fe2+ (≈ 1mM), suggesting that redox

regime shifts could have occurred in the Archean or Proterozoic iron cycles [135].

5.2.4 Condition 3: Low Concentration of Oxygen and/or

Acetate.

Condition 3 states that, for biotic redox reactions, the concentrations of acetate

and oxygen must be low enough that the growth rate of the microbial reducers

and acceptors is unsaturated with respect to their availability. For biotic-abiotic

cycles, the abiotic oxidation step must be unsaturated with respect to oxygen,
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i.e. its rate must be controlled by the oxygen supply. This condition ensures

that the system is responsive to environmental perturbations. We note here

another analogy with zero-order ultra-sensitivity in enzymatic cycles (as discussed

in chapter 4). Intracellular enzyme cycles are often connected into “cascades”;

a change in the chemical state of an enzyme cycle further up the chain causing

the next phosphorylation cycle to undergo a transition [136]. Clearly, in order for

such a system to produce an overall response, the first enzyme in the chain has

to be responsive. The microbial ecosystem models presented in this chapter are

similar to such an enzymatic cascade, where the oxygen and acetate are analogous

to enzymatic cycles further up an intracellular chain of phosphorylation cycles.

Biotic reduction processes often take place in the presence of strong competition

for acetate (for example, sulfate-reducing micro-organisms typically compete

with methanogens [137]). The concentration of acetate in freshwater sediments

is typically about 1 µM [138]. This compares to approximate half-saturation

constants for growth with respect to acetate of 70 µM for sulfate reduction and

12 µM for methanogenesis [119, 138], suggesting that indeed these reactions are

very likely to be unsaturated.

For oxidative processes, the supply of oxygen is expected to be rate-limiting

for growth in oxygen-poor environments (which are becoming widespread in the

coastal oceans) [139]. The half saturation constant with respect to oxygen for

bacterial sulfide oxidation is 1 − 20 µM [124, 125], and while the concentration

of oxygen in oxygen-saturated water is 0.3 mM [140] significant competition for

oxygen means that the concentration is much lower in many environments [22]. It

is interesting to note that oxygen concentrations were also low in the Proterozoic

and Archean oceans [135]. Taken together, this analysis suggests that the redox

regime shifts predicted by the model are likely to be relevant in the present-day

natural environment, with respect to the sulfur and nitrogen cycles, and may also

have played a role in iron cycling in the Proterozoic and Archean oceans.
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5.2.5 What Environmental Perturbations Might Cause Redox

Regime Shifts?

How likely are the changes in oxygen and acetate availability (or the availability

of equivalent electron acceptors or donors) that could trigger redox regime shifts?

Oxygen concentrations in oceans or inland water bodies can be affected by

temperature changes (for example, a 4.8 ◦C global temperature increase has been

predicted to cause a 68% reduction in the mean oceanic oxygen concentration

[22]) and by perturbations which affect the balance between photosynthesis and

oxygenic respiration, such as eutrophication (which can lead to drastic increases

of biomass, generating “oxygen minimum zones” [139]). Furthermore, over

Phanerozoic time (the current geological aeon stretching back approximately 500

million years) pO2 has varied between 15-37%, which represents a variation large

enough to generate redox regime shifts [154].

The availability of acetate (or hydrogen) is expected to be altered by changes in

the rate of organic matter degradation, which has been predicted to increase with

temperature [113] (as described in chapter 2), and is also sensitive to changes

in the abundance of organic matter due to sewage or phosphorus influx [25].

Changes in acetate (or hydrogen) availability could also arise due to competition

effects, such as reductive degradation of pollutants [155], or perturbations in other

biogeochemical cycles. This raises the interesting possibility that a redox regime

shift in one geochemical cycle could trigger shifts in others, due to changes in the

level of competition for acetate or hydrogen.
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5.3 Environmentally Realistic Modifications to the

Four-Species Model

In this section, we introduce a variety of environmentally realistic modifications

to the model, and demonstrate that redox regime shifting behaviour is preserved.

First, we show that the strength of the “competition” term for electron donors

and acceptors is not important. Second, we show that the model results are

robust to the inclusion of intermediate redox states.

5.3.1 Competition for Electron Donors and Acceptors

The four-population, two-box model includes terms representing the loss of

oxygen and acetate from the system (controlled by the parameters βox and

βac). These losses could be due to competition from other oxidizing or reducing

microbial populations [156], abiotic processes, or diffusive loss.

Here, we show that the existence of redox regime shifts in our model is not very

sensitive to the magnitudee of these loss terms. Fig. 5.5 shows predictions of the

fully biotic, four-species model, Eqs. 5.7-5.16, for a range of values of βox = βac.

Redox regime shifts are preserved in all cases; although the strength of the loss

term affects the sharpness of the regime-shifting behaviour.
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Figure 5.5 Redox regime shifts are not sensitive to the loss of oxygen and
acetate from the system. These results were obtained by numerical
solution using the Runge-Kutta method of Eqs. 5.7-5.16 for the
steady state, for various values of the loss parameter βox = βac (here
denoted β). The global redox state of the system ((suo + sdo)/stot)
is plotted as a function of the concentration C of organic carbon.
Parameters as shown in Table 5.1, with L = 20 µEinstein s−1 m−2,
where an Einstein is defined as a mole of photons.

5.3.2 Intermediate Chemical States in Nutrient-Cycles

This chapter and the previous chapter have focused on models for biogeochemical

cycles in which a chemical species is shuttled between two redox states. In reality,

however, many biogeochemical cycles involve more than two redox states [5];

examples include the sulfur and nitrogen cycles as illustrated in Fig. 4.1. Here

we show that our main result, the existence of redox regime shifts, still holds if

additional, intermediate redox states are included.

To investigate the effect of intermediate redox species, the “4-species” model for

the fully biotic cycle was extended to include a new chemical species, denoted si,

whose redox state is intermediate between so and sr. It is assumed that microbial
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populations exist that can carry out all the possible oxidative and reductive

transformations: the oxidative reactions sr → si, si → so and sr → so, all of which

require oxygen, and the reductive transformations so → si, si → sr and so → sr,

all of which require acetate. The population densities of these 6 populations are

denoted nri, nio, nro, noi, nir and nor, respectively. It is assumed that oxidative

transformations only happen in the top box and reductive transformations only

happen in the lower box. The two boxes are coupled by chemical diffusion.

The equations corresponding to this model are:

dnP(t)

dt
=
vPnP(t)L

KL + L

(
1− nP(t)

nP,max

)
− dnP(t) (5.26)

dnD(t)

dt
=
vDnD(t)C

KC + C

(
1− nD(t)

nD,max

)
− dnD(t) (5.27)

dnor(t)

dt
= vornor(t)

[
sdo(t)

Kor + sdo(t)

] [
a(t)

a(t) +Kac

](
1− nor(t)

nor,max

)
− dnor(t) (5.28)

dnri(t)

dt
= vrinri(t)

[
sur (t)

Kri + sur (t)

] [
o(t)

o(t) +Kox

](
1− nri(t)

nri,max

)
− dnri(t) (5.29)

dnio(t)

dt
= vionio(t)

[
sui (t)

(Kio + sui (t))

] [
o(t)

o(t) +Kox

](
1− nio(t)

nio,max

)
− dnio(t) (5.30)
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dnoi(t)

dt
= voinoi(t)

[
sdo(t)

(Koi + sdo(t))

] [
a(t)

a(t) +Kac

](
1− noi(t)

noi,max

)
− dnoi(t) (5.31)

dnir(t)

dt
= virnir(t)

[
sdi (t)

(Kir + sdi (t))

] [
a(t)

a(t) +Kac

](
1− nir(t)

nir,max

)
− dnir(t) (5.32)

dnro(t)

dt
= vronro(t)

[
sur (t)

Kro + sur (t)

] [
o(t)

o(t) +Kox

](
1− nro(t)

nro,max

)
− dnro(t) (5.33)

do(t)

dt
= γoxvPnP(t)

[
L

KL + L

](
1− nP(t)

nP,max

)
− βoxo(t) (5.34)

− γvronro(t)

[
sur (t)

Kro + sur (t)

] [
o(t)

o(t) +Kox

](
1− nro(t)

nro,max

)
− γvrinri(t)

[
sur (t)

Kri + sur (t)

] [
o(t)

o(t) +Kox

](
1− nri(t)

nri,max

)
− γvionio(t)

[
sui (t)

Kio + sui (t)

] [
o(t)

o(t) +Kox

](
1− nio(t)

nio,max

)

da(t)

dt
= γacvDnD(t)

[
C

KC + C

](
1− nD(t)

nD,max

)
− βaca(t) (5.35)

− γvornor(t)

[
sdo(t)

Kor + sdo(t)

] [
a(t)

a(t) +Kac

](
1− nor(t)

nor,max

)
− γvoinoi(t)

[
sdo(t)

Koi + sdo(t)

] [
a(t)

a(t) +Kac

](
1− noi(t)

noi,max

)
− γvirnir(t)

[
sdi (t)

Kir + sdi (t)

] [
a(t)

a(t) +Kac

](
1− nir(t)

nir,max

)
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dsuo(t)

dt
= γvronro(t)

[
sur (t)

Kro + sur (t)

] [
o(t)

o(t) +Kox

](
1− nro(t)

nro,max

)
(5.36)

+ γvionio(t)

[
sui (t)

Kio + sui (t)

] [
o(t)

o(t) +Kox

](
1− nio(t)

nio,max

)
+ ksdo(t)− ksuo(t)

dsdo(t)

dt
= −γvornor(t)

[
sdo(t)

Kro + sdo(t)

] [
a(t)

a(t) +Kac

](
1− nor(t)

nor,max

)
(5.37)

− γvoinoi(t)

[
sdo(t)

Koi + sdo(t)

] [
a(t)

a(t) +Kac

](
1− noi(t)

noi,max

)
+ ksuo(t)− ksdo(t)

dsur (t)

dt
= −γvronro(t)

[
sur (t)

Kro + sur (t)

] [
o(t)

o(t) +Kox

](
1− nro(t)

nro,max

)
(5.38)

− γvrinri(t)

[
sur (t)

Kri + sur (t)

] [
o(t)

o(t) +Kox

](
1− nri(t)

nri,max

)
+ ksdr (t)− ksur (t)

dsdr (t)

dt
= γvornor(t)

[
sdr (t)

Kor + sdr (t)

] [
a(t)

a(t) +Kac

](
1− nor(t)

nor,max

)
(5.39)

+ γvirnir(t)

[
sdi (t)

Kir + sdi (t)

] [
a(t)

a(t) +Kac

](
1− nir(t)

nir,max

)
+ ksur (t)− ksdr (t)
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dsui (t)

dt
= −γvionio(t)

[
sui (t)

Kio + sui (t)

] [
o(t)

o(t) +Kox

](
1− nio(t)

nio,max

)
(5.40)

+ γvri

[
nri(t)s

u
r (t)

Kri + sur (t)

] [
o(t)

o(t) +Kox

](
1− nri(t)

nri,max

)
+ ksdi (t)− ksui (t)

dsdi (t)

dt
= −γvirnir(t)

[
sdi (t)

Kir + sdi (t)

] [
a(t)

a(t) +Kac

](
1− nir(t)

nir,max

)
(5.41)

+ γvoinoi(t)

[
sdo(t)

Koi + sdo(t)

] [
a(t)

a(t) +Kac

](
1− noi(t)

noi,max

)
+ ksui (t)− ksdi (t)

Here, new parameters voi, vir, vri and vio are defined, representing the maximal

growth rates of the four new microbial populations, Koi, Kir, Kri and Kio

representing their half-saturation constants with respect to their redox chemical

substrate, and noi,max, nir,max, nri,max, nio,max representing their maximal popula-

tion densities. For simplicity, it is assumed that voi = vir = vri = vio = vor = vro,

Koi = Kir = Kri = Kio = Kor = Kro and noi,max = nir,max = nri,max = nio,max =

nor,max = nro,max, i.e. that all populations have identical growth parameters. Also,

it has been implicitly assumed in Eqs. 5.26-5.41 that all populations have equal

yield parameter γ and equal half-saturation constants with respect to oxygen or

acetate (Kox and Kac). Finally equal diffusion constants are assumed for all three

chemical redox species.

The full parameter set used in numerical calculations is then: voi = vir = vri =

vio = vor = vro = 1 h−1, Koi = Kir = Kri = Kio = Kor = Kro = 1 µM,

noi,max = nir,max = nri,max = nio,max = nor,max = nro,max = 1 × 109 cells per litre,

k = 0.1 h−1, d = 0.01 h−1, γ = 3×10−8 µmol/cell, stot = 50 mM, L=20 µEinstein

s−1m−2, Kox = 1 µM, Kac = 1 µM, γox = 3 × 10−8 µmol/cell, γac = 3 × 10−8
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µmol/cell, βox = βox = 0.5

Fig. 5.6 shows the steady-state predictions of this model, obtained by numerical

integration of Eqs. 5.26-5.41 by the Runge-Kutta method (see chapter 2). This

model does indeed show a regime shift as the organic matter concentration is

increased (thus increasing the availability of acetate).
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(a) (b)

Figure 5.6 (a): A two-box microbial nutrient-cycling model with an
intermediate chemical species si(t). An increase in oxygen
availability stimulates all reactions within the upper red box, while
an increase in acetate availability stimulates all reactions within
the lower red box. (b): Redox regime shift in a model with an
intermediate chemical redox state. These results were obtained by
numerical solution using the Runge-Kutta method of Eqs. 5.26-
5.41 for the steady state. The global redox state of the system
((suo + sdo)/stot) is plotted as a function of the concentration C of
organic carbon.
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5.4 Conclusions

Microbial populations are key mediators of the Earth’s biogeochemical cycles

[4]. The models presented in this chapter and the previous chapter show that

microbial population dynamics can have important consequences for the response

of microbially-mediated biogeochemical cycles to environmental changes. Under

circumstances where microbial population density is limited by factors other

than the concentration of the nutrient being cycled, these models predict that

microbially-mediated redox-cycling systems can undergo regime shifts in their

redox state in response to small changes in the availability of oxygen or acetate,

which drive the oxidative and reductive redox-cycling reactions respectively.

These regime shifts arise from the interplay between the nonlinearity of microbial

population dynamics and the cyclic ecosystem topology. Diverse environmental

perturbations are expected to affect the availability of oxygen, acetate (and

other equivalent electron acceptors or donors), including temperature-mediated

changes in oxygen solubility and changes in organic matter abundance due

to eutrophication, suggesting that redox regime shifts may be a common

occurrence in the natural environment. More generally, these models reveal that

microbial population dynamics can lead to qualitative changes in the behaviour

of biogeochemical cycles, with significant ecosystem-level consequences.

Regime shifts are a well-known phenomenon in many ecosystems [109], and

have played an important role in the Earth’s history [157]. This chapter has

suggested a new mechanism by which regime shifts may occur in microbe-

mediated geochemical cycles, and provides clear criteria for the conditions under

which these shifts should be expected. These criteria are likely to be satisfied

for the natural sulfur and nitrogen cycles. Furthermore, the fact that redox

regime shifts were preserved even with all of the additional “layers” in the

model that were added in chapter 5, suggests that redox regime shifts may be

common in the natural environment. Indeed, the analogous behaviour of zero-
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order ultransensivity in intracellular enzyme cycles is known to be widespread

in nature (despite the fact that the intracellular environment contains a great

deal of stochasticity [136]) because additional layers of complexity do not

affect the core “motif” of saturated enzyme cycles producing an ultrasensitive

response. Similarly, although biogeochemical cycles can contain more layers of

complexity than we have included in any model here (for example, additional

abiotic chemical processes) this does not invalidate our modelling prediction that

redox regime shifts could occur in saturated microbially-mediated biogeochemical

cycles, provided that the necessary conditions for ultrasensitive behaviour are not

affected.

This phenomenon may also be relevant for iron cycling in the Archean or

Proterozoic oceans, due to their much lower oxygen concentrations and potentially

much higher concentrations of iron, than present-day oceans. Indeed, redox

regime shifts may even help to explain changes in the Earth’s biogeochemical

cycles associated with mass extinction events, such as the rise in ocean sulfide

levels during the end-Permian extinction event (251 My ago), which is believed

to have poisoned the oceans and killed as much as 90% of all marine macroscopic

species on Earth [20].
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Chapter 6

Experimental Work: Changes to

Microbial Community Structure and

Function in Response to

Environmental Perturbations

6.1 Introduction and Background

In this chapter we present a detailed experimental study of the response of a model

microbial ecosystem to nutrient perturbations. A set of 144 freshwater sediment-

water microcosms (known as “Winogradsky columns”) were subjected to a range

of nutrient perturbations. The effects of these chemical perturbations on the

microbial community were examined using a combination of high-throughput

sequencing and chemical analysis. Chemical data show that the nutrient

perturbations applied caused the ecosystem to transition into a different global

environmental state. Sequence data revealed that this transition imprints on the
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microbial community, causing a strong decrease in α-diversity and compositional

changes.

The microbial community was then divided into key “functional groups”,

each of which carries out a different metabolic process (for example, cellulose

degrading micro-organisms represent one of these functional groups). Analysing

our sequence data for each functional group separately revealed that different

functional groups respond to the environmental perturbation in different ways.

Some groups display a high degree of “functional redundancy”, maintaining

a stable overall relative abundance and diversity in response to the nutrient

perturbations, because different taxa within these groups appear to be adapted to

different environmental conditions and are able to substitute for each other when

conditions change. Other functional groups undergo drastic changes in diversity

and abundance in response to the chemical perturbations. This work reveals that

the relationship between function and diversity in microbial ecology may not be

a simple one, describable by theories previously formulated for macro-organisms,

but rather is specific to the ecosystem process that a microbial functional group

is responsible for.

6.1.1 The Relationship Between Diversity, Function and

Response to Environmental Change

An important unanswered question in microbial ecology concerns how the

diversity of a microbial community or population affects that communitys’

“function” [158, 159]. The function of a microbial community or population

refers to the fundamental ecosystem processes that a microbial community

or population is responsible for, e.g. sulfate reducing micro-organisms often

perform the “function” of oxidizing organic compounds and reducing sulfate.

The impact of diversity on the function of a microbial ecosystem is important for

industrial applications where functional control is required (e.g. in wastewater
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treatment plants [160]) or to maintain microbial ecosystem function despite

environmental change (e.g. in global biogeochemical cycles [4].) Many studies

have attempted to understand the relationship between diversity and function

in microbial ecosystems using experimental approaches [73, 161] or traditional

ecological theory [158, 162]. The results of these studies are contradictory. Some

work suggests that a high level of species diversity allows microbial ecosystems

to maintain a stable function whilst undergoing drastic changes in community

composition [163]. Alternatively, other experiments have found that diversity

has no impact on the response of microbial communities to perturbations [164],

or that a higher level of species diversity actually decreases stability by increasing

the number of antagonistic interactions between taxa [30].

Environmental changes can drastically affect the overall function of a microbial

community [165] by promoting or inhibiting different ecosystem processes. For

example, the Deepwater Horizon oil spill dramatically increased the abundance

of denitrification and hydrocarbon degradation pathways in the marine microbial

community of the Gulf of Mexico [166].

Previous work has focused on the overall response of a microbial ecosystem to a

perturbation [167–169], without investigating how the specific functional groups

that make up the ecosystem are affected. In reality, the observed environmental

function of a microbial community is the result of many different metabolic

processes, each of which is performed by a particular functional group of micro-

organisms; different functional groups may compete or cooperate with each other

(e.g. sulfate reducers and methanogens can compete for hydrogen [128]). In

this chapter, we use microcosm experiments to analyse the response of specific

functional groups of micro-organisms to an environmental perturbation, and

examine how changes within functional groups affect the structure and function

of the community as a whole.
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6.1.2 The Advantage of Microcosm Studies

This chapter focuses on the response of an experimental microbial ecosystem

to environmental perturbations. As our experimental system, we selected the

well-studied “Winogradsky column” [5]. Winogradsky columns are small closed

ecosystems containing pond sediment and water in which microbial populations

can proliferate, stimulated by the initial addition of nutrients (in this case a

carbon source and a sulfur source). After incubation for several weeks a complex

nutrient-cycling microbial ecosystem, driven by light energy, becomes established

in these columns. The ecosystem that develops is stratified, with an oxygenated

top layer in the water and upper-sediment, and anoxic sub-surface layers in the

lower-sediment. Winogradsky columns have been known to be self-sustaining for

many decades [170, 171].

Figure 6.1 Picture of a range of Winogradsky columns 16 weeks after setup.

Experiments with microcosm communities such as Winogradsky columns have

many advantages compared to conducting in-situ experiments in the natural

environment. The Winogradsky column retains much of the species diversity and

spatial structure of a natural nutrient-cycling microbial community. Its relative

simplicity compared to full-scale natural ecosystems allows complex whole-system

behaviour to be understood at the level of individual processes and components,

in a way that “scales up” to the real environment. Moreover, the small sizes
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and relatively short developmental timescales of microbial microcosms allow a

degree of experimental control and replication that would be impossible in macro-

ecological systems [172].

6.1.3 The Sulfur and Carbon Cycles in Our Microcosms

In this study, we apply controlled environmental perturbations to a set of

microbial freshwater microcosms. Fig. 6.2 shows a simplified schematic diagram

of the key microbial functional groups, metabolic transformations and abiotic

chemical reactions which we expect to see in these microcosms. Central to

this network is the coupling between the microbially-mediated carbon and sulfur

cycles. The microbial carbon cycle in this system is driven by cellulose that

we supply at the beginning of the experiment, and once the initial supply of

cellulose has run out, by the organic matter generated by biomass growth, such

as the growth of oxygenic phototrophs.

In the microbial sulfur cycle in our microcosms, sulfur is shuttled between its

most oxidized state (SO2−
4 ) and its most reduced state (H2S) via a series of

intermediate oxidation states (which are not shown in the diagram for simplicity)

[6]. The reduction step in the sulfur cycle, which transforms sulfate to sulfide,

is performed by sulfur reducing bacteria. This step requires an electron donor

such as hydrogen or acetate. Sulfate reducing bacteria face strong competition

for electron donors from many other functional groups of micro-organisms, such

as methanogens [128] and aerobes [173]. Electron donors are in turn supplied by

organic-matter degrading microbes, thus an increased supply of organic matter

stimulates the production of sulfide by supplying an increased quantity of electron

donors [4, 6]). This is one of the key mechanisms by which the sulfur and carbon

cycles are coupled in our system.

Indeed, perturbations to the carbon cycle are known to have a particularly

strong effect on sulfate reduction rates in the natural environment. For example,
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seasonal variations in organic matter availability can cause drastic changes in

sulfide concentrations in coastal sediments [174], and the microbial reduction of

sulfate to hydrogen sulfide is responsible for as much as 50% of organic carbon

usage in marine sediments [156].

The oxidation step of the sulfur cycle; i.e. the transformation of sulfide to sulfate,

can be performed in several ways. Firstly, sulfur oxidizing bacteria can use

oxygen to oxidize sulfide, the oxygen being supplied by oxygenic phototrophic

micro-organisms (photosynthesizers). The oxidation of sulfide can also proceed

abiotically, since oxygen reacts very rapidly with sulfide [175]. This abiotic

reaction can have the consequence that rapid sulfide production can overwhelm

oxygen recharge and cause anoxia. Importantly sulfide can also be oxidized

anaerobically, by phototrophic microbes such as green sulfur bacteria (Chlorobi).

Furthermore, sulfide reacts abiotically at different rates with various forms of

iron, including aqueous Fe2+ and reactive iron oxides such as ferrihydrite [176],

to form iron sulfides. This effectively represents a sulfide “sink”, as sulfide which

has reacted with iron is chemically inert, and is no longer available to oxidation

by micro-organisms.
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Figure 6.2 Schematic diagram of some of the key ecosystem process in our
Winogradsky columns. For the sulfur cycling components, processes
labelled with a red arrow require oxygen, and processes labelled with
a blue arrow are anaerobic. Processes labelled with black arrows are
not directly part of the sulfur cycle.

6.1.4 Experimental Strategy

In this section we briefly outline our broad experimental strategy before moving

on to discuss our methods in more detail in the next section. The purpose of

our microcosm study is to examine the effect of an environmental perturbation

on a microbial ecosystem, both chemically and in terms of the composition and

diversity of the microbial community. We apply a nutrient perturbation in the

form of different amounts of cellulose and sulfate to each microcosm at the

beginning of the experiment, and then leave the microcosms to incubate for 16

weeks. The idea is that varying the amounts of cellulose and sulfate which are

added at the start of our experiments will cause changes in both the microbial
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carbon and sulfur cycles in our microcosms, with corresponding changes in the

microbial processes that drive the ecosystem. These changes can be measured

after 16 weeks with a combination of chemical measurements and high-throughput

sequencing of the microbial community.

Our chemical measurements consist of vertical depth profiles of sulfide and oxygen

at the end of the experiment. Sulfide is measured using voltammetry (described in

chapter 3) and oxygen is measured using a florescent probe (described in section

6.2.3 of this chapter). We expect to see a change in the final concentrations of

sulfide and oxygen as a function of the initial cellulose and sulfate supplied to

each microcosm, indicating a change in overall ecosystem function.

We then examine how changes in overall ecosystem function are driven by, and

imprint on, the microbial community. We do this by sampling and sequencing

the microbial community after 16 weeks. Dividing the microbial sequence data

into functional groups then reveals how the overall changes in the microbial

community result from changes within different functional populations of micro-

organisms.

6.2 Methods

In this section we outline the methods of our microcosm experiment in terms of

sampling and setup, chemical measurements, and high-throughput sequencing.

Fig. 6.3(a) displays a schematic workflow illustrating all of the stages of the

experiment. The underlying principles of these methods are described in detail

in chapter 3.
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Figure 6.3 Schematic workflow illustrating the various stages of the experiment.

6.2.1 Sampling and Setup

We set up 144 Winogradsky column microcosms using sediment and water

sampled from a local freshwater pond (Blackford Pond, 55.92◦ N, −3.19◦ W, mean

depth=0.9 m, surface area=0.01km2, mean pH=8.70). The sediment was sieved

(1 mm pore size) to remove debris and the mixture was homogenized thoroughly
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after sieving. 25 g of sediment was added to each microcosm. Organic matter

was added in the form of cellulose, in the amounts of 0 g, 0.09 g, 0.19 g, 0.28

g, 0.38 g, 0.47 g, 0.56 g, 0.66 g, 0.75 g, 0.85 g and 0.94 g of added cellulose

per microcosm. Sulfate was added in the form of CaSO4 anhydrite to the final

concentrations 0 µmol/g, 18 µmol/g, 73 µmol/g, and 146 µmol/g, (where the

units refer to moles per g of sediment). Triplicate microcosms were set up for

each combination of initial cellulose and sulfate. Additional microcosms were set

up for redox potential monitoring, using the sulfate concentrations of 0 µmol/g

and 146 µmol/g for the organic matter amounts of 0 g, 0.19 g, 0.38 g, 0.56 g,

0.75 g and 0.94 g. The 132 triplicate microcosms combined with the 12 additional

redox potential microcosms brought the total number of microcosms to 144. Each

sediment sample was again homogenized thoroughly after each chemical addition.

0.0625 g CaCO3 per microcosm was added as a buffer. 25 g of sediment was then

added to 50 ml falcon tubes and topped up with sampled water.

These microcosms were then incubated under a cycle of 16 hours light and 8

hours dark with a light intensity of 100 µmol m−2s−1 and a temperature of

22.5◦C. As a convenient way to detect when the microcosms had reached a steady

state, redox potentials of the microcosms were monitored weekly until it appeared

the populations had stabilised and a steady state had been reached, which took

approximately 16 weeks. Redox potentials were measured (by Fiona Strathdee)

using a Pt electrode versus an Ag/AgCl reference at 3 heights in the microcosm,

in the water, in the sediment and at the water-sediment interface, according to

the method outlined in Pagaling et al (2014) [170]. Redox potentials were only

measured on a subset of the microcosms, which were not ultimately sampled and

sequenced. Redox potential is taken to be a rough measure of overall changes in

microbial activity, and has been used for this purpose in other studies [177]. Figs

6.4-6.5 shows some of this redox potential data across a range of microcosms over

the first 10 weeks of the experiment. After around 6 weeks the redox potential

measurements begin to stabilise, indicating that microcosm chemical composition

and community function is starting to approach a steady state.
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Figure 6.4 Redox potential measurements over the first 10 weeks of the
experiment for a range of microcosms for initial sulfate of 0 µmol/g
with different initial cellulose. (a): Redox measurements made in
the water. (b) Redox measurements made at the sediment-water
interface. (c) Redox measurements made in the sediment. All redox
potential measurements were made by Fiona Strathdee.
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Figure 6.5 Redox potential measurements over the first 10 weeks of the
experiment for a range of microcosms for initial sulfate of 146 µmol/g
with different initial cellulose. (a): Redox measurements made in
the water. (b) Redox measurements made at the sediment-water
interface. (c) Redox measurements made in the sediment. All redox
potential measurements were made by Fiona Strathdee.
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6.2.2 High-throughput Sequencing

Crucial to our analysis is the measurement of species composition via 16S rRNA

sequence analysis (see chapter 3). The cost of sequencing all 144 replicates would

have been prohibitively high, and therefore we chose a representative range of

initial conditions for sequencing. We sequenced one replicate for the initial

nutrient concentrations of 0 g, 0.19 g, 0.28 g, 0.38 g, 0.47 g, 0.56 g, 0.75 g,

0.94 g added cellulose per microcosm, for the sulfate concentrations of 0 µmol/g,

73 µmol/g, and 146 µmol/g.

DNA extraction and PCR

To prepare samples for sequence analysis, microcosm samples were homogenized

by vortexing the sediment and water together. Community DNA was then

extracted from 1 g sediment/water mixture using an UltraClean Soil DNA

Isolation Kit (MoBio). All PCR reactions were set up in a PCR6 Vertical

Laminar Airflow Cabinet with UV sterilisation (Labcaire Systems Ltd.). Both

reaction tubes and PCR mixtures were treated for 15 minutes with 15 W UV

light (wavelength = 254 nm) to destroy contaminating DNA, prior to addition of

dNTPs, Taq polymerase and template DNA [170].

The V4 and V5 regions of bacterial 16S rRNA genes were amplified using

515F (GAGTGNCAGCMGCCGCGGTAA) and 926R (CCGYCAATTYMTT-

TRAGTTT) primers in a two-round nested PCR procedure. To allow for

simultaneous sequencing of many samples we used a barcoding strategy (see

chapter 3). First round PCR products used unbarcoded primers and were used

as templates (1 µl) for nested PCR amplification. Second round PCR then

introduced barcoded primers. All PCR reactions contained 1 x Taq buffer plus

additional MgCl2 (to a final concentration of 3.0 mM), 0.2 mM of each dNTP, 0.2

mg/ml of BSA, 0.4 µM of each of the primers and 1.25 U of Taq DNA polymerase

(Roche Applied Science), with the volume made up to 50 µl with PCR grade water
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(Sigma).

PCR conditions were 95◦C for 5 minutes followed by 20 cycles for the first round

and 25 cycles for the second round of 95◦C for 1 minute, 58 ◦C for 1 minute and

72◦C for 1 minute with a final extension of 72◦C for 10 minutes.

After amplification, PCR products for 454 sequencing were run on 1% TAE-

agarose gels, gel purified using a Wizard SV Gel and PCR Clean-Up System

(Promega), eluting in a final volume of 50 µl of nuclease-free water, and

quantified spectrophotometrically. Prior to sequencing the samples were pooled

in equimolar amounts. Pyrosequencing of samples was carried out on a 1/4 plate

of a Roche 454 (Titanium) sequencer using both forward and reverse primers

(Centre for Genomic Research, University of Liverpool), generating a dataset of

approximately 260,000 raw sequencing reads.

Analysis of Sequence Data Using QIIME

The raw sequence data that the sequencer generates has to be processed before

it can be interpreted and analysed. Sequences generated from pyrosequencing

of bacterial 16S rRNA gene amplicons were processed using the Quantitative

Insights Into Microbial Ecology (QIIME v1.8) [86] pipeline. QIIME analysis was

carried out jointly by the author and Dr Andrew Free of the School of Biological

Sciences. An explanation of the stages in QIIME analysis of 16S rRNA sequence

data from a 454 sequencer is presented in chapter 3.

Sequences were denoised with the Denoiser algorithm [89]. Next, OTUs were

clustered at 97% pairwise identity by uclust and taxonomy was assigned to

representative sequences. These were then aligned to the Greengenes inputed

core reference alignment using PyNAST. Sequences which failed to align were

removed from the OTU table. Finally, chimeras detected by ChimeraSlayer were

removed [90]

Broad community comparison was determined using the Bray-Curtis coefficient

which accurately captures diversity differences in various types of model data
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sets [98]. An index of 100 indicates identical samples, whereas an index of 0

indicates no common species [94] (as described in chapter 3). Nonmetric multi-

dimensional scaling (NMDS) plots generated from the Bray-Curtis similarity

matrices in Primer 6 were used to represent the distance between each sample

in two-dimensional space [94]. Primer 6 was also used for additional statistical

analysis. PERMANOVA and PERMDISP analyses were carried out using the

PERMANOVA+ add-on to Primer 6 to test for significant differences in the

distribution and dispersion, respectively, of sets of communities based on Bray-

Curtis similarities [94].

Bray-Curtis similarities were calculated on a relative abundance dataset, where

each value was normalised to the number of OTUs within that sample [91]. All

other analyses were performed on data rarefied down to a depth of 1546 sequences

per sample. The reason for this is that the overall number of sequences per sample

can vary wildly, and this must be accounted for so that comparisons can be made

(see chapter 3). α-diversity was determined using the Shannon index, as described

in chapter 3.

6.2.3 Chemical Measurements

To assess the functional state of our microcosms we measured vertical profiles of

sulfide and oxygen at the end of the experiment. Vertical profiles of sulfide were

taken for all replicates. Vertical profiles of oxygen were taken on a representative

subset of microcosms.

Voltammetry: Sulfide Measurements

Sulfide depth profiles were acquired using square wave voltammetry sweeping

from 0 V to -1.7 V, with a scanning rate of 500 mV/s with a conditioning step

of -0.8 V (see chapter 3). The purpose of the conditioning step is ensure there
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is no sulfide attached to the electrode before the measurement is made. Each

data point is an average over 3 replicate voltammagrams. The working electrode

was attached to a micro-manipulator so that chemical depth profiles could be

obtained. The counter and reference electrodes were positioned statically at the

top of the microcosm. Fig. 6.6 shows a typical voltammagram with a peak at

-0.8 V indicating the presence of sulfide. We then integrated the sulfide depth

profiles to get measures of total sulfide content in each microcosm.

Figure 6.6 Typical voltammagram from a sulfidic microcosm. A peak at
approximately -0.8 V indicates the presence of sulfide. The height
of this peak in current corresponds to the sulfide concentration; the
conversion between sulfide concentration and peak height in current
is determined by the calibration curve presented in chapter 3.
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Oxygen Measurements

Oxygen depth profiles were acquired using a Pyroscience Optical Oxygen Meter

- FireStingO2 system. This system has a 3 mm diameter florescent probe which

measures dissolved oxygen concentrations. This probe can also be attached to a

micro-manipulator so that depth profiles of oxygen can be obtained.

6.2.4 Reactive Iron Extraction

It is important to establish the concentration of the iron available to react with

sulfide in our microcosms. The availability of iron or oxides could strongly affect

the sulfide concentrations that we measure at the end of the experiment, because

many iron oxides react rapidly with sulfide (see Fig. 6.2).

To determine the availability of so-called “reactive iron”, a sequential extraction

was carried out on the initial sediment (i.e. a sample of sediment from before the

experiment started). This extraction consists of three steps of shaking and heating

a sediment sample in different chemical solutions each of which liberates the free

ions Fe2+ and Fe3+ from different iron compounds [178]. The concentrations of

these free ions in each solution can then be quantified using spectroscopy (ICP-

OES), which was performed by Dr Lorna Eades of the School of Chemistry.

Different chemicals are used to target different types of iron compound. Sodium

acetate targets iron carbonate phases such as siderite and ankerite. Sodium

dithionite targets iron oxides that easily react with sulfide, such as hematite

and goethite. Ammonium oxalate targets the less reactive iron oxide, magnetite.

However, iron carbonates and magnetite are unreactive with sulfide over the

timescale of our experiment, and are therefore not discussed further [176]. Full

details of the iron extraction protocol are given in Poulton and Canfield (2005)

[178].
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6.3 Results: A Shift in Chemical Composition in

Response to the Nutrient Perturbation

We now move on to discussing the results of the experiment. In this section, we

briefly discuss the results from the chemical analysis, before moving on to discuss

the microbial community analysis, which is the focus of this chapter.

The purpose of the experiment was to investigate how microbial ecosystem

function and composition change with the chemical perturbations that we apply

(the addition of varying amounts of cellulose and sulfate at the start of the

experiment). The results of our chemical analysis (measurements of sulfide depth

profiles) show that indeed there is a strong response of the functional state of the

ecosystem to these chemical perturbations.

6.3.1 A Transition to a Sulfidic Ecosystem State

Depth Profiles of Sulfide and Oxygen and Their Integration to Measure

Overall Ecosystem State

Fig. 6.7(a) shows depth profiles of sulfide and oxygen from a range of microcosms.

In these depth profiles, we observe a clear transition point in the vertical direction

between oxic and sulfidic regions. We expect to see oxygen at the top of the

microcosm, due to oxygenic photosynthesis in the water. We expect to see sulfide

at the bottom of the microcosm because sulfate reduction is known to occur deep

in the anoxic zone of the sediment [179, 180]. In most microcosms we do not see

overlapping zones of oxygen and sulfide: this is as expected because oxygen and

sulphide react rapidly together [175]. We note that the depth profiles of sulfide

and oxygen observed in our experiment are similar in shape to those obtained in

studies of freshwater and marine sediments in the natural environment[181, 182].
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Figure 6.7 Set of plots displaying some of the chemical data from our microcosm
experiment. On each plot shown the black dashed line marks
the water-sediment boundary. (a) Depth profiles of sulfide (red
lines) and oxygen (blue lines) plotted for microcosms with a range
of concentrations of cellulose (increasing bottom to top) and for
2 different sulfate concentrations. Error bars generated by a
combination of the error on the calibration and the error on
the voltammetric measurement of current. The initial sulfate is
displayed at the top of each column. The initial cellulose (g) supplied
to the microcosm is displayed on each plot. (b): The total sulfide
in each microcosm after 16 weeks as a function of the initial organic
matter supply, averaged over replicate microcosms. Shown for the
two initial sulfate concentrations of 73 µmol sulfate /g (black line)
and 146 µmol sulfate /g (red line). At a threshold quantity of
organic matter, a transition occurs to sulfidic state. (c) Depth of
the transition point between oxic and sulfidic zones as a function
of the initial organic matter supply. A depth of 50 mm means that
no transition point occurred because no sulfide was ever measured
(since the height of the microcosms is 50 mm). Shown for the two
initial sulfate concentrations of 73 µmol sulfate /g (black line) and
146 µ mol sulfate /g (red line). For (b) and (c) errors come from
averaging over measurements from triplicate microcosms.
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To obtain a simple measure of the overall state of the ecosystem, sulfide

depth profiles were numerically integrated and the result of this integration was

multiplied by the cross sectional area of each microcosm to calculate the total

amount of sulfide in each microcosm. These amounts were then averaged over

triplicate microcosms with the same initial conditions to produce the results

described in the next section.

A Shift in Ecosystem State with Initial Organic Matter Concentration

Plotting the total sulfide in each microcosm after 16 weeks as a function of the

initial mass of cellulose supplied to the microcosm we obtain interestingresults.

Fig. 6.7(b) shows that below a critical concentration of added cellulose (in this

case between 0.2 g and 0.38 g per microcosm) no sulfide can be measured. Above

this threshold concentration, the system transitions into a state where detectable

sulfide is present at the start of the experiment. In the remainder of this chapter,

we will refer to microcosms containing measurable sulfide (i.e. on the right of the

transition in Fig. 6.7(b)) as “sulfidic” and microcosms containing no measurable

sulfide (i.e. on the left of the transition in Fig. 6.7(b)) as “non-sulfidic”.

The presence of this sulfidic transition is dependent on the concentration of sulfate

that is present. While we observe a transition for the initial conditions of 73

µmol sulfate/g and 146 µmol sulfate/g , when we plot the equivalent data for

0 µmol sulfate/g and 18 µmol sulfate/g, no such transition is visible: for these

lower concentrations of added sulphate, no measurable sulfide is present after 16

weeks. This suggests that an initial sulfate concentration between 18 and 73 µmol

sulfate/g sediment is necessary in order for us to observe a transition to a sulfidic

state as a function of the initial organic matter supplied.

A further interesting point is worth noting here. Fig. 6.7(c) plots the depth of

the transition point between oxic and sulfidic zones as a function of the initial

cellulose concentration (i.e. organic matter supply). After the dramatic transition
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to a sulfidic state at approximately 0.2 g of initial cellulose, the transition depth

remains approximately flat with organic matter loading. In our microcosms the

depth of the transition point between the oxygenated zone at the top and the

sulfidic zone at the bottom does not seem to be changed by the applied nutrient

perturbations.

Clearly, the applied environmental perturbations of sulfate and cellulose have

had a dramatic impact on the function of this freshwater microbial community.

Having observed that there is an interesting transition an obvious question that

arises is how this transition emerges from the biotic and abiotic reactions that

we expect to be happening in our microcosms. We address this topic in much

greater detail with a modelling analysis in chapter 7. However, in this chapter

we only briefly discuss the cause of the transition. We thus address just one

possible hypothesis here: the idea that the transition might be caused by an

abiotic buffering effect, due to the reaction of sulfide with iron. Iron and iron

oxide minerals (such as ferrihydrite) are known to react rapidly with sulfide, and

thus can have a strong effect on observed sulfide concentrations [176]. This could

produce a buffering effect, where at low concentrations of initial organic matter all

of the sulfide that the micro-organisms produce reacts with iron in the sediment,

and is thus not observed by our electrodes when we make chemical measurements

after 16 weeks. To determine whether this buffering effect is possible, we needed

to analyse the amount of iron present in the initial sediment.

Quantifying the Amount of Iron in the Initial Sediment

To test our hypothesis that the shift shown in Fig. 6.7(b) could be caused by the

reaction of sulfide with iron or iron oxides we carried out a reactive iron extraction

(as described in the Methods section) to determine whether the reactive iron

pool was large enough to produce the sulfidic transition seen in Fig. 6.7(b).

This showed that there are 100 µmol Fe2+/g sediment available for sulfidation

(reaction with sulfide) in each microcosm. This equates to approximately 2.5
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mmoles of reactive iron per microcosm in total. This is larger than the quantity

of sulfide measured in our microcosms (of the order of 1 µmoles), and this makes

it possible that the transition seen in Fig. 6.7(b) is related to a buffering effect by

the reactive iron pool. The size of the iron pool available for reaction with sulfide

that we have determined comprises many different iron oxides such as goethite,

hematite, and akaganeite, and free iron (Fe2+) each of which reacts with sulfide

on different timescales (from days to months, or even years)[183]. Thus, a full

understanding of the relationship between sulfide and iron in our microcosms

would require a detailed kinetic model.

However, the focus of this chapter is not the cause of the sulfidic transition, and

thus we do not discuss this further here. Instead, in this chapter, we focus on

the effect of the transition on the microbial community. For a more detailed

discussion of the cause of the transition to a sulfidic state as a function of organic

matter loading, see chapter 7.

6.4 The Microbial Community

Chemical analysis has demonstrated that increased organic matter availability

causes a transition to a sulfidic environmental state. Since the sulfide in our

system is microbially produced, this transition must be linked to the dynamics

and structure of the microbial community (although abiotic reactions can also

play a role, which we discuss in chapter 7). Furthermore, since sulfide is toxic

to most micro-organisms, it is likely that this chemical transition will itself affect

the microbial community. Our microcosms therefore represent an interesting case

of an environmental perturbation causing an ecosystem change which then itself

generates a different ecological state. In the ecological literature, this phenomenon

is known as “niche construction” [184]. In this section we examine the changes

in the microbial community, after 16 weeks incubation, as the initial amount of

cellulose and sulfate is varied. We first carry out this analysis at the level of the
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microbial community as a whole, then at the level of different functional groups

of micro-organisms, and finally within these functional groups.

6.4.1 The Response of the Microbial Community as a Whole

Fig. 6.8 details “raw” results of our sequencing analysis, in terms of the phyla

comprising the community for the range of microcosms sequenced. Some clear

trends are immediately apparent. For example, the phylum Chlorobi is generally

more abundant in microcosms with higher initial sulfate. This is not surprising

since Chlorobi oxidize sulfide, and is therefore likely to be more abundant in

microcosms with higher initial sulfate because they contain more sulfide.

However, to go further than broad qualitative statements about which phyla

are more or less abundant in different conditions, we need to apply some of the

multivariate statistical techniques that were discussed in chapter 3, and this is

presented in the next subsection.
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Figure 6.8 The microbial community composition (at the level of phylum) at
the end of the experiment for the range of initial sulfate and cellulose
concentrations sequenced. Any phylum comprising <5% of the
community was grouped into “other”. Initial sulfate conditions (a):
0 µ mol/g, (b): 73 µmol/g, and (c): 146 µmol/g. Initial cellulose
added increases left to right across each plot.
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The Effect of the Initial Chemical State on the Microbial Community

Fig. 6.9(a) shows an NMDS plot generated from the full set of sequence

data at OTU (species) level. The theory behind NMDS plots is discussed

in chapter 3. In simple terms, each datapoint on an NMDS plot represents

the microbial community of one microcosm and datapoints are clustered closer

together if the microbial communities are more similar. In Fig. 6.9(a), colours

represent the initial cellulose concentration and shapes represent the initial sulfate

concentration. We see that there is no obvious clustering of datapoints according

to cellulose (colour). However, statistical analysis shows that initial cellulose does

drive a somewhat statistically significant change in the community composition

(PERMANOVA: P = 0.016, Pseudo-F = 1.3754 ).

However in Fig. 6.9(a) there does seem to be a clustering according to initial

sulfate (shape), and this is borne out by statistical analysis which shows that

initial sulfate concentration is a key driver of the overall composition of the

community (PERMANOVA: P = 0.001, Pseudo-F = 2.5953). Furthemore

PERMDISP tests showed no statistical significance for sulfate, indicating that

sulfate produces no change in the variability between non-replicate microcosms

(β-diversity).

Fig. 6.9(c) examines the change in α-diversity according to the Shannon index (as

described in chapter 2). Because α-diversity was calculated using the Shannon

index, it considers both richness (the number of OTUs) and the evenness of the

abundance distribution of OTUs (see chapter 3). We see that the α-diversity is

significantly lower for higher initial sulfate concentrations but not for higher initial

cellulose concentrations. We can calculate a mean diversity for the 3 increasing

sulfate conditions of 7.7 ± 0.4, 6.6 ± 0.5 and 4.7 ± 0.4 respectively. Again this is

borne out by statistics, which shows that initial sulfate drives a significant change

in diversity, but initial cellulose does not (Two-way ANOVA: Sulfate statistics:

P = 1×10−5; F = 23.5. Cellulose statistics: No significance).
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The Effect of the Sulfidic Transition on the Microbial Community

Fig. 6.9(b) shows an NMDS plot generated from the same data as the NMDS plot

shown in Fig. 6.9(a), i.e. the community composition of the entire community,

at the OTU level. However, this time the datapoints are coloured based on

whether the microcosm corresponding to that microbial community contained

measurable sulfide after 16 weeks or not (i.e. what side of the transition seen in

Fig. 6.7(b) the microcosm was on). Plotting the data in this way shows that

the transition to the sulfidic state produces a drastic change in the composition

of the microbial community. There is a clear difference between the microbial

community of a sulfidic and a non-sulfidic microcosm, which again, is borne out by

statistical analysis (PERMANOVA: P = 0.001, Pseudo-F = 2.9582). Furthermore

we also observe greater variability in community composition among the non-

sulfidic microcosms than among the sulfidic ones (PERMDISP: F = 13.154; P =

0.005, mean distances to centroid = 60.2 and 56.6 respectively), indicating that

the environment being sulfidic or not does impact on the β-diversity.

The presence of sulfide also drives a statistically significant decrease in α-diversity

(One-way ANOVA: P=0.001, F = 4.3). In a non-sulfidic microcosm mean

diversity was 7.4 ± 0.4 whereas in a sulfidic microcosm mean diversity was 5.3 ±

0.4.

6.4.2 Assigning Functional Groups

Clearly, the transition to a sulfidic state causes a change in both the composition

and the diversity of the microbial community. However, the detailed nature of the

compositional change, and the reason for the decrease in diversity are not clear.

To gain a deeper understanding of the effects of environmental perturbations on

community composition in our microcosms we tried to probe our sequence data for

information on functional changes to the community. To this end, the community
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was divided into different functional groups, each of which is responsible for a

different metabolic process, as shown in the schematic of Fig. 6.2. This is not a

simple task, since 16S rRNA data does not automatically provide information on

metabolic function. In this section we discuss how the community was divided

into functional groups, before discussing the results of our community analysis at

the level of each functional group in the next section.

Predicting the functional capabilities of microbial communities from 16S rRNA

data is a central problem in microbial ecology, and many tools have been

developed for this purpose. For example, PICRUSt (Phylogenetic Investigation

of Communities by Reconstruction of Unobserved States) is a tool that uses 16S

rRNA sequence data to predict a distribution of functional genes [185]. However,

tools such as PICRUSt were optimised for studying the human microbiome, and

as such are poorly suited to analysing environmental data likes ours.

Consequently, we impose our own functional classification scheme on our sequence

data. Our classification is able to assign between approximately 40% and 90% of

the microbial community with known metabolic “functions” (depending on the

sample). Functional groups were assigned according to the following list, using

code written by Catherine Mills.

1. Anoxygenic phototrophs: This group anaerobically oxidize sulfide

using anoxygenic photosynthesis [137]. In doing so, they compete with

oxygenic phototrophs for CO2. We define this group as the green sulfur

bacteria phylum Chlorobi, green non-sulfur bacteria class Chloroflexi, purple

sulfur bacteria order Chromatiales, and purple non-sulfur bacteria family

Rhodospirillaceae [186].

2. Oxygenic phototrophs (photosynthesizers): This group generate

oxygen which performs the important ecosystem function of abiotically

oxidizing sulfide, as well as providing an electron acceptor for aerobic

metabolism. We define this group as the phylum Cyanobacteria which

also includes chloroplasts sequenced from Eukarya. This is a peculiarity
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of the sequencing, because of the close evolutionary relatedness between

chloroplasts and Cyanobacteria; chloroplasts were once free bacteria, that

were swallowed up by other bacteria and became so-called “endosymbionts”

[187]. Although these chloroplasts are not bacteria, they are included as

they contribute to oxygen production and thus can be considered part of

the same functional group.

3. Degraders: This group are responsible for degrading cellulose and other

long chain organics, which then supplies electron donors such as acetate

and hydrogen for other groups (such as the sulfate reducers) to use.

We define this group as the phyla Bacteroidetes, Firmicutes, Plancto-

mycetes, Fibrobacteres and Spirochaetae. Bacteroidetes and Firmicutes are

biodegraders of long chain organic molecules such as cellulose in many

environments [188]. Fibrobacteres are known as a cellulose degrading

phylum [189]. Spirochaetae are known for degrading some organics [190–

192], and although not all members of this phylum are able to degrade

cellulose specifically they are known to contribute to rates of cellulose

degradation by contributing to fermentation [190, 193]. Planctomycetes

are known degrades of various heteropolysaccharides [194–196].

4. Sulfate reducers: This group produce sulfide by coupling the reduction

of sulfate to the oxidation of electron donors that are generated by the

degradation of the organic matter (mainly cellulose) by the degrader

population. All currently known sulfate reducers can be grouped into

seven phylogenetic lineages [137]. In our sequence data, we mainly observe

sulfate reducers within the class Deltaproteobacteria in orders such as Desul-

farculales,Desulfobacterales,Desulfovibrionales,Desulfomonadales [137]. We

also observe the family Thermodesulfovibrionaceae within the phylum

Nitrospirae as well as the two sulfate reducing genera Desulfosporosinus

and Desulfotomaculum from the phylum Firmicutes [137] (obviously these

two genera were not also included within the group “degraders”, which
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includes all other taxa within Firmicutes).

The procedure described here for classifying into functional groups is necessarily

somewhat arbitrary and involves various assumptions. All taxa within the level

of taxonomy specified are assumed to perform the associated ecosystem process

or function, for example, all taxonomic levels within the phylum Chlorobi are

assumed to be performing anoxygenic photosynthesis. Moreover, the list above

does not necessarily include all known bacteria able to carry out these reactions,

rather, it only includes the ones that we found in our microcosms. To analyse a

different dataset, we would need to add more groups in each class, to account for

taxa that might be found in that dataset. Furthermore, some metabolic groups

are very hard to classify in this way. For example, in our dataset, aerobic organic

matter oxidizers were not assigned due to the difficulty of pinpointing exactly

which taxa are responsible for this process, because so many organisms possess

the capability to perform aerobic metabolism.

Functional Groups That Are Not Included

Here, we briefly note that some of the functional groups shown in Fig. 6.2 are

not included, in our analysis, for various reasons. These groups were as follows:

1. Aerobic sulfide oxidizers: This group aerobically oxidize sulfide pro-

duced by the sulfate reducers. However, surprisingly, no common aerobic

sulfide oxidizing bacteria such as Beggiatoa or Thiothrix, were found in any

of our microcosm datasets, and therefore they do not feature in our analysis

[197].

2. Methanogens: This group compete with sulfate reducers for electron

donors. Since all methanogens are Archaea [198], our primers (which

were designed for bacteria) were unable to detect them, and they are not

discussed further in this chapter.
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6.4.3 Functional Group Abundances Change with Ecosystem

State

We first assess how the overall functional composition of the microcosm commu-

nities changes as we vary the amounts of added cellulose and sulfate. To this end,

we plot the total relative abundance of each functional group (i.e. its fraction of

the whole community), as well as the α-diversity (calculated using the Shannon

index) of each functional group, as a function of the amount of added cellulose,

for the various concentrations of added sulfate. These data are shown in Fig 6.10.

We note that by relative abundance here we refer to abundance relative to the

entire set of sequences for each sample (as before), and not abundance relative

to just those sequences that were assigned into functional groups. We do not

know absolute abundances (because the number of sequences recovered from a

given sample is not a measure of how much DNA was in it) but only relative

abundances.

It is immediately apparent from this data that the response to the nutrient

perturbation in terms of relative abundance and diversity is unique to each

functional group. The relative abundance and diversity of some functional

groups is not affected by the nutrient perturbations. Other groups undergo

strong changes in relative abundance and/or diversity in response to the nutrient

perturbations we apply.

Degraders and sulfate reducers (panels (c) and (d) in Fig. 6.10) both maintain

a stable abundance and diversity in response to an increase in the availability of

sulfate and cellulose.

On the other hand, both groups of phototrophs (panels (a) and (b) in Fig.

6.10) respond strongly to changes in initial sulfate and cellulose, but in very

different ways. Both oxygenic and anoxygenic phototrophs show a collapse in

diversity as nutrient availability increases. The only difference is that anoxygenic

phototrophs are stimulated by sulfide, and oxygenic phototrophs are poisoned
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by sulfide, meaning that increasing sulfide in the microcosm causes the relative

abundance of the oxygenic phototrophs to decrease, and the abundance of the

anoxygenic phototrophs to increase.

However, the increase in relative abundance of the anoxygenic phototrophs is

coupled to a drastic decrease in α-diversity (the diversity of taxa within this

group). Conversely, the collapse in the diversity and abundance of the oxygenic

phototrophs with initial sulfate and cellulose is probably related to sulfide toxicity,

as sulfide is toxic to most oxygenic phototrophs in high concentrations, and can

inhibit oxygenic photosynthesis even in low concentrations [199, 200].

To summarize, we see that different functional groups show different changes in

abundance and diversity with ecosystem perturbations. To understand in more

detail how community composition is changing with these perturbations, we also

investigate community changes at the level of individual taxa within functional

groups. In the next section, we analyse the changes in the composition of each

functional group.
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6.4.4 Compositional Changes Within Microbial Functional

Groups

We have seen that nutrient perturbations cause the relative abundance and

diversity of some functional groups to change, but how are these changes

manifested within these functional groups? Furthermore, what is the explanation

for why other functional groups do not undergo changes in abundance and

diversity? To try to answer these questions we now “zoom in” to unravel

changes occurring at a deeper taxonomic level by analysing changes in the relative

abundance of individual taxa within each functional group, and changes in the

overall composition of each functional group.

Multivariate Statistical Analysis of Functional Groups

To investigate how the taxon composition within each functional group changes

in our experiments, we first make NMDS plots, in which each point represents the

taxonomic composition of a given sample, taking into account only taxa within a

specific functional group. These plots are generated using Bray-Curtis similarity

at OTU level, for each functional group.

We note here that the multivariate statistics and NMDS plots for the oxygenic

phototrophs are not included. This is because many of the high nutrient

microcosms contain no oxygenic phototrophs at all and a Bray-Curtis comparison

between two samples, both containing no oxygenic phototrophs produces no

output in PRIMER. As a result, PRIMER is not able to generate NMDS plots

or statistical analysis for this functional group.

To look for effects of environmental perturbations, we first represent datapoints

in colour and shape by the initial chemical state of the system (sulfate and

cellulose) in Fig. 6.11. We then colour the datapoints by the presence of the

sulfidic transition in Fig. 6.12. The statistical analyses on both these plots is
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shown in Fig. 6.13 which presents PERMANOVA and PERMDISP statistics

analysing whether a statistically significant compositional change occurs within

each functional group, in response to the sulfate and cellulose perturbations, and

the sulfidic transition.

There is no obvious clustering by cellulose (colour), but there is some observable

clustering by sulfate (shape) in Fig. 6.11. However, PERMANOVA analysis

(see Fig. 6.13) shows that sulfate drives a compositional change in all functional

groups, and cellulose drives a compositional change in both the degraders and

sulfate reducers. This is interesting, because the analysis presented in the

previous section (see Fig. 6.10) showed that both the sulfate reducers and

cellulose degraders undergo no changes in abundance and diversity in response

to nutrient perturbations. Taken together, our analysis shows that the degraders

and sulfate reducers are highly functionally redundant; these groups maintain

a stable abundance and diversity in response to nutrient perturbations, while

undergoing strong compositional changes.

In Fig 6.10 we instead colour code according to the sulfidic transition. Once

again, clustering of the datapoints is much clearer in this representation (as

in Fig. 6.7(b)). It is clear from Fig. 6.12 that the sulfidic transition

drives a change in the composition of all functional groups, and this is also

borne out by the PERMANOVA analysis presented in Fig. 6.13. Again, this

supports the hypothesis that the degraders and sulfate reducers are functionally

redundant, because although this analysis shows that both of these groups

undergo compositional changes over the sulfidic transition, neither group changed

in overall diversity or abundance over the sulfidic transition (see Fig. 6.10).
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Figure 6.11 NMDS plot at OTU level for each functional group where colours
represent initial cellulose and shapes represent initial sulfate.
Statistical analysis on these data is presented in Fig. 6.13.

Figure 6.12 NMDS plot at OTU level for each functional group where colour
represents whether the microcosm contained measurable sulfide
or not after 16 weeks. For all functional groups there is a clear
division. Statistical analysis on these data is presented in Fig.
6.13.
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Figure 6.13 Statistical analysis for individual functional groups at OTU level.
Effects with a P value <0.01 are coloured blue. Effects with
0.01 <P value< 0.05 are coloured orange. (a): PERMNANOVA
statistics. (b): PERMDISP statistics.

6.4.5 Combined Analysis of Functional Groups

To understand in more detail which individual taxa are causing the changes in

community composition shown in Fig. 6.11 and Fig. 6.12 and 6.10 we analyse

this data at an even deeper level. Fig. 6.14 shows how the relative abundance of

individual species within each functional group changes with initial sulfate and

cellulose.
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Figure 6.14 Individual OTUs within each functional group. An OTU is
included in this analysis if it represents one of the top two most
abundant OTUs in at least one microcosm. Plot generated by
Catherine Mills.

141



6.4. THE MICROBIAL COMMUNITY

We now discuss the results of Fig. 6.14 within the context of all of our other

analysis for each functional group. Taken together, our analysis clearly shows that

the nutrient perturbations have different effects on different functional groups.

1. Anoxygenic phototrophs: Increasing initial sulfate caused the abun-

dance of anoxygenic phototrophs to increase dramatically (Fig. 6.10).

However, this increase in the abundance of anoxygenic phototrophs is

(perhaps surprisingly) combined with a decrease in α-diversity. Fig. 6.14

reveals the reason for this. The increasing sulfide concentration selects for

a particular species of green sulfur bacteria; a genus of Chlorobi within the

family Chlorobiaceae. Furthermore, this species is also the most abundant

taxon in the low sulfate condition. This is also the explanation for the

changes in community composition of the anoxygenic phototrophs as a

function of both initial sulfate and the sulfidic transition (Figs. 6.11 and

6.12).

It is interesting to speculate on the possible reasons for these trends. In

the natural environment, different bacteria of the family Chlorobiaceae are

adapted to exploit different light intensities at different depths [201]. It is

possible that in our microcosms this diverse range of light intensities is not

available, removing many of the ecological niches that some Chlorobiaceae

are adapted to. Furthermore, anoxygenic phototrophs do not have a

versatile metabolism, for instance, they cannot use multiple alternative

electron donors like sulfate reducers can. Potentially, in our microcosms,

all anoxygenic phototrophs are competing for carbon dioxide and sulfide

at the same light intensity (i.e. in the same ecological niche) and thus we

hypothesize that increasing nutrient availability selects for the fittest species

of sulfide oxidizing anoxygenic phototroph, causing a collapse in α-diversity.

Another explanation is that the increase in sulfide availability caused

the anoxygenic phototrophs to follow a predicted ecological relationship

between diversity and nutrient availability; many ecological studies have
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found that the diversity of a microbial functional group is low at low

nutrient availability, peaks at intermediate availability and is low at high

nutrient availability [202, 203](a so-called “unimodal” relationship). It

is possible that the increasing sulfide availability pushed the diversity of

anoxygenic phototrophs past an intermediate diversity peak, and into a

region of predictable low diversity.

2. Oxygenic phototrophs: Our data show that, increasing sulfate causes

a decrease in the diversity and abundance of oxygenic phototrophs (Fig.

6.10). We speculate that this happens because a threshold of sulfide

toxicity has been crossed. It is known that in high ly sulfidic environments

(such as hot springs) oxygenic photosynthesis can be completely replaced

by anoxygenic, sulfide-dependant photosynthesis [199]. Furthermore, even

relatively low concentration s of sulfide (10 µM or less) are known to inhibit

oxygenic photosynthesis in many cyanobacterial strains [200]. It is likely

that the presence of sulfide selects for those few oxygenic phototrophs

that are able to either resist sulfide toxicity, or switch to an anoxygenic

metabolism.

The analysis of the species present within the oxygenic phototrophs

presented in Fig. 6.14 supports this suggestion. For example, for the 73

µmol sulfate/g condition Pseudanabaena became established; this taxon is

known to show some sulfide tolerance [204]. Furthermore in the 146 µmol

sulfate/g condition all of the most abundant oxygenic phototrophs were part

of the genus Phormidium which is known to be able to carry out oxygenic

photosynthesis in the presence of sulfide [199, 205].

However, we do note that that many microcosms did not contain sulfide

extending up into the water column (as Fig 6.7 shows). It is possible that

there was sulfide in the water earlier in the experiment that had been re-

oxidized by the time measurements were made. However, it is also possible

that there was never any sulfide in the water layer meaning that in theory,
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many cyanobacteria could have been able to avoid toxic concentrations

of sulfide. Consequently, we also note an alternative explanation for the

decrease in abundance and diversity of oxygenic phototrophs that was

observed in high sulfide microcosms. Potentially, the bloom of anoxygenic

phototrophs in high nutrient microcosms caused a depletion of other

essential nutrients, such as nitrogen and phosphorus, meaning that these

microcosms were not nutrient-rich enough to also support a population

of cyanobacteria. In essence, this would mean that high levels of sulfide

stimulate anoxygenic phototrophic bacteria to such an extent that they

dramatically outcompete oxygenic phototrophs for essential nutrients (as

opposed to direcly poisioning the cyanobacteria).

3. Degraders: In our data, the abundance and diversity of the degraders (Fig.

6.10) does not change in response to changes in initial sulfate or cellulose, or

the presence of the sulfidic transition. We speculate that this arises due to

a high degree of functional redundancy. Looking in more detail (Fig. 6.14)

we see that this may be related to the fact that there are many different

species of degrader present in our microcosms, which apparently coexist. We

hypothesize that different members of this coexisting community may prefer

different environmental conditions. However, Figs. 6.11-6.13 show that the

sulfidic transition causes a change in the composition of this functional

group and Fig. 6.14 shows that different species become abundant at

almost every condition of sulfate and cellulose. For example, in medium

and high sulfate microcosms the most abundant degrader was a member

of the phylum Bacteroidetes, whereas at zero sulfate the most abundant

species was of the genus Clostridium which is a member of the Firmicutes

phylum. This indicates suggests that different taxa within the degrader

community are adapted to different concentrations of sulfate and organic

matter.

It is possible that this apparent functional redundancy of the degrader
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population is related to the fact that there are many different metabolic

strategies for degrading cellulose. At very high sulfate and cellulose the most

abundant cellulose degrader is Fibrobacteres succinogenes which is known to

have a unique method of cellulose degradation that does not rely on cellulase

enzymes like most cellulolytic bacteria [206]. At low cellulose and sulfate

concentrations the most abundant degrader was Clostridium. A previous

study reported that Clostridium degrades cellulose more effectively when

concentrations are low due to the accumulation of intracellular inhibitory

compounds [207]. Furthermore Clostridium does use cellulase enzymes.

We speculate the difference in the cellulose-degrading mechanisms between

Fibrobacteres succinogenes and Clostridium may be what makes them best

adapted to high and low cellulose conditions respectively. Interestingly,

Treponema is thought to degrade cellulose in a consortium with classic

cellulose degraders (it is known to do this with Fibrobacteres succinogenes

in particular [208]) and is abundant across almost all cellulose and sulfate

conditions. This potentially indicates that Treponema is able to form

a consortium with many different cellulose degraders, regardless of the

mechanism being used.

4. Sulfate reducers: Sulfate reducers, like the degrading population,

maintain a stable relative abundance and diversity across environmental

gradients, indicating functional redundancy. Fig 6.13 shows that different

taxa proliferate at different concentrations of sulfate and organic matter.

In our microcosms most sulfate reducers were in the class Deltaproteobac-

teria, with the most abundant orders being Desulfobacterales, Desulfovib-

rionales, Desulfuromonadales, Desulfarculales (in order of most to least

abundant). Fig. 6.14 shows that different initial sulfate conditions

produce a very different species composition for the sulfate reducers. For

example, at high cellulose and sulfate Desulfovibrio mexicanus became

dominant. Desulfovibrionaceae and Desulfovibrionales were associated
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with the highest sulfate concentration, and Desulfobulbaceae was associated

with a lower sulfate concentration. The lowest sulfate concentration (zero

added) was associated with Thermodesulfovibrionaceae from the phylum

Nitrospirae.

Again, similarly to the degrading population, this functional redundancy

may be related to the diversity of metabolic strategies for reducing sulfate.

Sulfate reducers are able to utilise a wide variety of electron donors such as

lacate, acetate or hydrogen, creating a variety of exploitable environmental

niches, and making them able to adapt to variations in the abundance of

these electron donors as a functional group [137]. It is also likely that sulfate

reducers have adapted to various depth-defined micro-niches in terms of

factors such as pH or redox potential [16].

6.5 Discussion and Conclusions

6.5.1 The Relationship Between Function and Diversity is

Unique to Each Functional Group

We carried out a detailed microcosm study of the microbial freshwater sulfur

cycle and found that organic matter induces a transition to a sulfidic state above

a threshold value of 18 µmol sulfate/g sediment. The transition to a sulfidic

state occurs at a threshold cellulose concentration of 0.2 g added cellulose per

microcosm. We note here that the exact threshold point in both cellulose and

sulfate could be anywhere between 18 µmol sulfate/g sediment and 73 µmol

sulfate /g sediment, and between and 0.2 g and 0.38 g added celullose per

microcosm.

We suspect that when the organic matter concentration is low, any sulfide

produced by sulfate reduction is re-oxidized quickly. Indeed, it is known that, in
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marine environments, the system often quickly re-oxidizes any sulfide produced

[209]. In our system sulfide is likely to be re-oxidized by abiotic reaction with

iron and with oxygen, and by biotic oxidation by micro-organisms. The biotic

oxidation of sulfide by micro-organisms appears to be carried out by anoxygenic

phototrophs (which are abundant in our microcosms) and not by aerobic sulfide

oxidizers (which we do not observe in our microcosms). When the organic matter

concentration exceeds a critical threshold however, the sulfide production rate

exceeds the capacity of the system to re-oxidize sulfide. The ecosystem then

transitions into a sulfidic state.

We then show how this chemical transition imprints on the microbial community.

High-throughput sequencing analysis revealed that the chemical changes in our

microcosms were accompanied by a transition in the composition of the microbial

community. Increasing sulfate concentrations and the presence of sulfide at steady

state are both associated with a drastic decrease in α-diversity when measured

across the whole community.

We then divided the community into functional groups of microbes, each of which

is thought to be responsible for different metabolic processes. The effect of the

sulfate and cellulose perturbations on these functional groups was non-trivial.

Some groups undergo drastic changes in relative abundance and diversity, causing

the chemical pathways that characterise the ecosystem to change fundamentally.

Other microbial groups display a high degree of “functional redundancy”, with

different taxa being adapted to take advantage of changing chemical conditions

while maintaining a stable group-level abundance.

We suggest that whether a functional group is stable or unstable in response

to an environmental perturbation may be related to the diversity of metabolic

strategies that can potentially carry out that ecosystem process. Both the organic

matter degrading and sulfate reducing communities seem well adapted to take

advantage of fluctuating nutrient availability, and both of these processes are

characterized by a diverse suite of microbial metabolic strategies to carry them out

(sulfate reducers can use many different electron donors, and degraders can use
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externally secreted cellulase enzymes, an internal cellulosome, or degrade cellulose

in symbiotic consortia). Both the phototrophic communities show a decrease in

diversity as nutrient availability increases, and for both of these processes there

is only one metabolic strategy that can be used to carry them out.

In particular, these results show that it is difficult to establish general laws

about the relationship between diversity and function in microbial ecology. For

example, increasing nutrient availability (sulfide) caused a drastic increase in

abundance and a drastic decrease in the diversity of the anoxygenic phototrophs,

while an analagous increase in nutrient availability (sulfate) for sulfate reducers

causes no such change. Our work suggest that an understanding of the

specifics of the ecosystem processes and geochemistry of individual environments

is necessary to understanding the effects of environmental perturbations on

microbial ecosystems.

6.5.2 Sharp Transitions in Microbial Communities

This work also represents a novel contribution to the study of transitions between

ecosystem states in microbial communities. Although the existence of sharp

transitions in response to perturbations has previously been a high-profile topic

in systems ecology (with many examples, such as changes in the microbial

community in response to organic matter loading in the leaves of carniverous

pitcher plants [107]), the study of such “regime shifts” in microbial ecosystems has

been largely neglected [165, 210]. As such, microcosm communities represent the

ideal model system for understanding the response of microbial nutrient-cycling

communities to environmental perturbations, since they have the advantage of

retaining many of the features of the real ecosystem (such as moderate microbial

diversity, spatial structure, and abiotic interactions) while allowing the controlled

manipulation of environmental perturbations.

Some previous work has suggested that microbial ecosystems may be highly
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resistant to perturbations due to micro-organisms’ ability to modify their own

growth rate, and change their respiratory mechanism [165]. For example,

one study suggested that the soil microbial community is largely composed

of facultative anaerobes, allowing the community to remain stable in response

to rapid changes between oxic and anoxic conditions [211]. However, a few

observations of the existence of sharp transitions in microbial communities in

response to environmental perturbations seem to contradict this picture, with

3 examples being: 1) a shift between iron reducing and sulfate reducing states

in a sediment ecosystem in response to changes in overlying groundwater flow

rate [212], 2) a nitrogen-cycling batch reactor undergoing abrupt transitions in

microbial community composition in response to chemical changes [161], 3) a

shift in the resident microbial community of a coral in response to transient

temperature changes [213]. Despite these key examples, very few studies

have focused on the stability of solely microbial ecosystems in response to

environmental perturbations [210].

6.5.3 Is the Experimental Sulfidic Transition A Redox

Regime Shift?

The models presented in chapters 4 and 5 predicted that a gradual increase

in the availability of organic matter should produce a “redox regime shift” in

biogeochemical cycles where the concentration of the substrate being cycled

is very high (saturating the kinetics of microbial growth). These models also

predicted that the microbial sulfur cycle might be particularly likely to produce

such a redox regime shift. Given we observed a similar sulfidic transition in

the experiment (see Fig 6.7b), it is interesting to speculate as to whether the

experiment has truly reproduced the model prediction.

Unfortunately, we are unable to state that Fig 6.7b proves our model prediction,
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because there are many processes that could give rise to similar behavior, in

particular, abiotic buffering of sulfide by reaction with iron and oxygen is likely

to produce such a shift. In the next chapter, we attempt to construct a model of

our microcosm experiment that includes these buffering reactions, to see if we can

show that the sulfidic transition seen in Fig 6.7b is produced by abiotic buffering

effects instead of being a true “redox regime shift”. In order to conclusively

demonstrate that a redox regime shift has been observed in this experiment, a

detailed chemical analysis of all of the possible oxidation states of the sulfur cycle

as well as other relevant chemicals such as iron and iron oxides, compared to a

model that accounts for these abiotic chemical reactions, would be required.

6.5.4 The Environmental Relevance of this Experiment

Environmental perturbations similar to the ones that we applied have a profound

impact on the modern day climate. In coastal regions, increased marine

deposition of organic matter has led to the proliferation of large “oxygen minimum

zones”, these are anoxic “dead zones” in the ocean which are completely devoid of

complex marine life [139]. Furthermore global warming is thought to be causing

the expansion of these oxygen minimum zones by driving a decrease in oceanic

O2 solubility [214].

However, despite the fact that this is a key environmental issue, the response

of microbial communities to environmental change remains poorly understood

[215]. For example, increases in global mean temperature are likely to increase

the rate of the microbial decomposition of soil carbon, but predictions of

the strength of this effect vary wildly (as discussed in chapter 2) [48]. The

effects of anthropogenic perturbations on microbial ecosystems are particularly

important; for example, up to one third of the world’s oceans are estimated

to be under medium to high impact from ecological stresses created by human

activities [216]. As another example, nitrogen inflow from agricultural waste is
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fundamentally altering ecosystems and microbial communities in coastal regions;

often generating large anoxic “dead zones” [139]. This work raises the possibility

that an understanding of ecosystems processes in experimental model ecosystems

(such as Winogradsky columns) may ultimately allow these consequences to be

managed in natural ecosystems.
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Chapter 7

Including Realistic Chemistry in

Models of Microbial Ecosystems

7.1 Introduction

The experimental results presented in chapter 6 showed that stimulating a

microbial freshwater sulfur-cycling ecosystem with organic matter can cause a

shift, or transition, to a sulfidic state. Furthermore, the effect of this transition

on the microbial community was examined in detail. However, the cause of the

transition to a sulfidic state has not been fully explained.

The models presented in chapters 4 and 5 suggest that such transitions

between oxic and anoxic states in nutrient-cycling ecosystems may result from

nonlinearities in the underlying microbial population dynamics. However, it is

also entirely possible that effects arising from abiotic chemical reactions could

cause a shift to a sulfidic state. For example, as discussed in chapter 6, the abiotic

reaction of sulfide with iron can affect environmental sulfide concentrations [176].

Fully deciphering the cause of the transition to the sulfidic state that we see in our

experiments thus requires an understanding of the abiotic chemical reactions in

152



7.2. BACKGROUND: THE GEOCHEMIST’S WORKBENCH

the system, as well as the reactions mediated by microbial life. In this chapter we

discuss computational models for our experimental microcosms that incorporate

realistic abiotic chemistry. These models also include microbial dynamics for

some of the functional groups of microbes that were identified in the previous

chapter; sulfate reducers, methanogens and organic matter degraders.

The models described in this chapter reveal two processes that can give rise to

transition to a sulfidic state in this system: 1) a buffering effect arising from the

abiotic reaction of sulfide with oxygen and iron and 2) effects arising from the

thermodynamic limitation of microbial respiration.

7.2 Background: The Geochemist’s Workbench

7.2.1 Introduction to The Geochemist’s Workbench

Previous models (chapters 4 and 5), were implemented using custom-written

software. In this chapter, however, a software package called “The Geochemist’s

Workbench” will be used for all mathematical modelling [217]. The Geochemist’s

Workbench is a numerical solver for thermodynamic and kinetic chemical

equations which is widely used by engineers, geologists and environmental

chemists. It has been used to model arsenic rich landfill sites [218], acid mine

waste [219], nuclear waste [220] and the chemistry of ancient oceans [221]. The

Geochemist’s Workbench has also been applied to modelling microbial processes.

For example, to model the bacterial reduction of uranium [14], bacterial sulfate

reduction [222] and many other microbially-mediated processes [223, 224].

Implementing a model using The Geochemist’s Workbench has many advantages

compared to using custom-written software. The Geochemist’s Workbench

comes already equipped with detailed thermodynamic datasets defining many

environmentally important chemical reactions, and it uses these databases to

calculate the equilibrium state of very chemically complex systems. Since the
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number of relevant reactions may be in the tens or hundreds this is much easier

than implementing them all from scratch in a custom-written code. Furthermore

it is possible to easily enable or disable reactions at will, and thus determine the

effect of each individual reaction on the system.

The basic principles underlying the way The Geochemist’s Workbench works are

as follows. Consider a generic reversible reaction in which chemical components

A and B react to form the products C and D.

aA + bB ⇀↽ cC + dD (7.1)

This reaction has an associated equilibrium constant (Keq) defined in Eq. 7.2.

log (Keq) = log

(
[C]c[D]d

[A]a[B]b

)
(7.2)

In Eq. 7.2, Keq is defined is defined in terms of the chemical concentrations at

equilibrium (when free energy is minimised). This is essentially a mass-balance

equation, meaning that, for example, if the concentrations of chemicals B, C and

D were known, Eq. 7.2 could be used to predict the concentration of chemical A

at equilibrium. The Geochemist’s Workbench uses the Newton-Raphson method

to solve a set of mass balance equations like Eq. 7.2 for all of the abiotic reactions

in the system [217].

The Geochemist’s Workbench contains several different “modules” that are

designed for modelling different types of processes. The modules that are used to

model microbial processes are React, X1t and X2t. X1t and X2t are designed to

model spatially heterogeneous systems in 1-D and 2-D respectively, whereas the

React module assumes spatial homogeneity. In this chapter the React module

of The Geochemist’s Workbench will be used. Fig. 7.1 shows a schematic

diagram detailing the “workflow” of The Geochemist’s Workbench for a model

implemented in the React module.
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Figure 7.1 Schematic diagram indicating the components of the React module
in The Geochemist’s Workbench package.

The basic principle of the React module is to calculate the effect of kinetic

processes on the system, assuming chemical equilibrium for the associated abiotic

geochemical reactions. For example, the effect of gradually titrating a chemical

into to system at some rate, or the effect of processes such as microbial respiration.

In the React module, a set of differential equations describing the kinetic processes

is iterated numerically, while at the same time the abiotic equilibrium solution for

the entire chemical system is still calculated separately using a Newton-Raphson

method. More specifically, the implementation of a model in React consists of

three parts:

1. The thermodynamic dataset: An in-built thermodynamic dataset

which contains information on many abiotic chemical reactions. All work

in this chapter uses the Lawrence Livermore National Laboratory (LLNL)
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Thermodynamic Database as the thermodynamic dataset [225].

Within this thermodynamic dataset all chemicals are classified within one of

several groups, such as a mineral, a redox species or a “basis species”. The

set of basis species defines the set of chemicals that are the building blocks

for every other chemical in the thermodynamic dataset. Furthermore, all

basis species are linearly independent, meaning no basis species can be

defined in terms of any other basis species. Examples of basis species are

H+, Cl− and Na+ [217].

Every mineral, redox species or aqueous species must be defined by some

chemical reaction of formation, like the generic reaction described in Eq.

7.1. Equilibrium constants (see Eq. 7.2) defining the propensity for the

reaction to occur are defined at different temperatures (up to 500◦C). If,

at some temperature, the reaction tends strongly towards the left hand

side, then the concentration of the reactants will be higher than the

concentrations of the products at equilibrium, making log (Keq) positive

because
(

[C][D]
[A][B]

)
< 1.

For example, sodium phosphate (NaHPO−4 ) is defined as an aqueous species

that forms out of one sodium ion (Na+, a basis species) and one phosphate

ion (HPO−4 , a basis species). At all temperatures (up to 500◦C) the log (Keq)

for this reaction is negative. This means that sodium and phosphate ions

tend to to react together and form a sodium phosphate precipitate (i.e.

come out of solution). As a counter example, sodium chloride is defined

as an aqueous species that forms out of one sodium ion and one chloride

ion, but in this case, at all temperatures the log (Keq) for this reaction is

positive. This means that the sodium chloride molecule is highly soluble.

2. The initial system: A requirement of the React module in The

Geochemist’s Workbench is that the initial state of the system has to

be specified. This is specified in terms of properties such as the mass of

solvent water, the temperature and the quantities of any minerals or the
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concentrations of any dissolved chemicals.

Furthermore, a “charge balance” chemical must be specified. In The

Geochemist’s Workbench, a charge neutrality condition must be always be

fulfilled. This condition could be broken immediately if the set of specified

chemicals in the initial system does not achieve charge neutrality (which is

likely). To maintain charge neutrality, the system adjusts the concentration

of a a “dummy” ion specified by the user. For obvious reasons, this

component will be an ion that does not participate in the chemical reactions

of interest for the system; typically this is Na+ or Cl−. In this chapter, Na+

is adjusted to maintain electroneutrality, because this ion has little effect

on the microbial sulfur cycle, which is the subject of this chapter.

3. User-defined kinetic processes: A set of user-defined processes of

interest that alter the chemical state of the system. These could be

microbial population growth or metabolism or the removal or addition of

chemicals from the system. Including microbial populations requires the

user to define the required kinetic equation to describe microbial metabolism

and the corresponding set of growth parameters; no microbial growth

parameters are included within The Geochemist’s Workbench dataset per

se. Modelling microbial populations within The Geochemist’s Workbench

is described in more detail in the next subsection.

7.2.2 Modelling Microbial Growth With the Inclusion of

Thermodynamic Terms

In this chapter, we have chosen to model microbial growth using slightly different

kinetic equations to those used in chapters 4 and 5. Here, the kinetic equations

used will include a term that explicitly accounts for the thermodynamics of the

metabolic reaction being performed, as discussed in chapter 2. This is important,

because Monod kinetics alone would predict that a microbe will continue to
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metabolize substrate until none remains, but in reality microbes can only grow if

there is enough energy available in the environment for them to respire [66, 67].

In microbial respiration an electron is removed from some electron donor D and

added to some electron acceptor A (as described in chapter 2); the free energy

released in this reaction is then used to synthesize ATP, which is used for growth.

A generic microbial respiratory reaction is defined in Eq. 7.3, where mATP

molecules are synthesized and D+ and A− are the oxidized and reduced forms of

the electron donor and acceptor respectively.

D + A +mADP +mPO3−
4 → D+ + A− +mATP (7.3)

The standard method for describing microbial kinetics within The Geochemist’s

Workbench is as follows. The rate of change of the microbial population

density is defined according to Eq. 7.4, where n defines a biomass density

(mg biomass/kg water), Y defines a growth yield (mg biomass/mol), r defines

a nutrient consumption rate (mol/s) and D defines a death rate (s−1). nw (kg)

is the mass of water in the system.

dn

dt
=
Y r

nw

−Dn (7.4)

The nutrient consumption rate r is given by Eq. 7.5

r = nwvn

(
[D]

KD + [D]

)(
[A]

KA + [A]

)
× FT (7.5)

where the terms in brackets are Monod terms describing saturating dependence

on the concentrations of electron donor and acceptor respectively. KD and KA are

the half saturation constants associated with the electron donor and the electron

acceptor respectively. v is a specific nutrient consumption rate per unit biomass

in mol/(mg biomass)−1s−1.
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In Eq. 7.5, FT is the thermodynamic limitation function for microbial growth,

that we introduced in chapter 2. This imposes the limitation that microbes are

not able to grow if conditions are such that their respiratory reaction fails to

provide enough free energy to synthesize ATP. Specifically, following Jin et al

[67] we use:

FT =

1− exp

(
∆G+m∆GATP

χRT

)
, if ∆G+m∆GP ≤ 0 (7.6a)

0, if ∆G+m∆GP ≥ 0 (7.6b)

For simplicity, for all microbial populations discussed in this chapter, we set

m = 1, assuming 1 ATP molecule is synthesized per electron transferred through

the electron transport chain. χ defines the number of protons translocated across

the membrane per reaction (see chapter 2). For example, for microbial sulfate

reduction with acetate χ = 5 because 5 protons are pumped per cycle of the

electron transport chain [37].

As Fig. 7.1 shows, custom kinetics for microbial processes can also be defined

to replace the standard kinetic equations described in Eqs. 7.4-7.6. Later in

this chapter, we describe how to define custom rate laws for a population of

cellulose degraders for which the thermodynamic limitation term (Eq. 7.6) is not

appropriate.

7.2.3 Implementation of The Geochemist’s Workbench in

this Chapter

Once the initial chemical state of the system, physical parameters, and microbial

kinetics are specified, the React module can then proceed to perform numerical

solutions of the relevant kinetic and chemical thermodynamic equations. In this

chapter, we set up models, implemented in React, designed to mimic the chemical

and physical conditions of our microcosm experiments (described in chapter 6).
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All models simulate a 50 ml system and are run for 16 weeks to simulate the

length of time the microcosm experiment was run for. For all models in this

chapter, dissolved chlorine and sodium concentrations are both set initially to

3 mM, this initial concentration is chosen to allow easy variation to achieve

charge neutrality. Where direct attempts are made to reproduce experimental

data chemical concentrations for oxygen, iron, sulfate and cellulose are set to

experimentally measured values for our microcosm experiments.

7.3 Results: Models of Important Abiotic

Processes

Before introducing the microbial population dynamics in the next section, in this

section, we briefly discuss abiotic reactions that will be particularly important

for the system modelled in this chapter.

7.3.1 The Abiotic Oxidation of Sulfide

In the previous chapter, we tested the hypothesis that our experimentally-

observed transition to a sulfidic state could have been caused by the buffering

of sulfide by reactive iron. By experimentally measuring the concentration of

reactive iron, we found that the concentration was large enough (100 µmol/g)

to allow the reaction of iron with sulfide to generate the switchlike behaviour

through a buffering effect.

However, the reaction of sulfide with abiotic iron is not the only abiotic reaction

that could potentially buffer the sulfide concentration in our experiments, and

thus cause a sudden transition in the observed sulfide concentration. The abiotic

oxidation of sulfide, shown in Eq. 7.7, is also an important redox reaction in this
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system [175].

HS− + 2O2(aq) ⇀↽ SO2−
4 + H+ (7.7)

To examine the potential effect of this redox reaction in our experiments, we first

simulate a very simple model containing no microbial populations. Fig. 7.2 shows

the effect of titrating sulfide into a box containing a fixed amount of dissolved

oxygen (in water) into which sulfide is added. In these simulations, sulfate and

oxygen concentrations are set to environmentally representative concentrations

(O2(aq) = 100 µM, SO2−
4 = 1 mM [115]). The results are markedly different

depending on whether the abiotic oxidation of sulfide (Eq. 7.7) is included in the

model (solid lines) or is disabled completely (dashed lines). When the oxidation

of sulfide is included in the model then any sulfide titrated into the box reacts

very quickly with oxygen. This decreases the dissolved oxygen concentration until

only trace concentrations remain once enough sulfide has been added, and the

system is anoxic. At this point the addition of further sulfide causes the system to

abruptly transition into a sulfidic state. In contrast, when the abiotic oxidation

of sulfide is disabled, the observed sulfide concentration gradually increases as

sulfide is titrated into the system.

Clearly the simple abiotic oxidation of sulfide can produce a sharp transition

between oxic and sulfidic system states upon addition of sulfide. This transition

happens when the amount of sulfide added to the system exceeds the capacity of

the oxygen present to react with it. In our microcosms, sulfide is produced by

sulfate reducers in response to organic matter decomposition; thus it makes sense

that the more organic matter we add, the faster sulfide will be produced in the

microcosms. Thus it seems plausible that the transition to a sulfidic state which

we see in our microcosm experiments might be related to the abiotic oxidation of

sulfide.
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Figure 7.2 Graph showing the effect of titrating sulfide into a homogenous
oxygenated system. Dissolved HS− (black lines) and O2 (blue lines)
are plotted as a function of the quantity of sulfide added to the
system. A sharp transition between oxic and sulfidic states occurs
in the case where the redox reaction of sulfide with oxygen (shown in
Eq. 7.4) is turned on (solid lines) but not when this redox reaction
is turned off (dashed lines). Initial conditions: SO2−

4 = 1mM,
Na+ = 3000µM, Cl+ = 3000µM, O2(aq) = 100µM.

7.3.2 The Abiotic Oxidation of Acetate

Acetate (CH3COO−) is likely to be an important chemical species in our

microcosms because it is used as an electron donor by sulfate reducers and

methanogens. In our microcosms, acetate it is produced by decomposition of

cellulose. When acetate comes into contact with oxygen, it can react according

to Eq. 7.8.

CH3COO− + 2O2 ⇀↽ 2HCO−3 + H+ (7.8)

In principle, the reaction shown in Eq. 7.8 could also be included in our models,
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like the abiotic oxidation of sulfide. In our microcosms, however, acetate is

unlikely to come into contact with oxygen because acetate production via the

degradation of cellulose occurs deep in the anoxic zone of sediment (deeper than

the zone where sulfate reduction occurs) [179, 180]. In this chapter, we thus

disable the reaction corresponding to Eq. 7.8. Furthermore, we note that this

reaction is unlikely to be significant even if enabled, as the spontaneous oxidation

of acetate proceeds very slowly at normal temperatures.

7.4 Results: Including Microbial Populations to

Replicate our Microcosm Experiment

7.4.1 Introduction

In this section, we develop a model, implemented in the React module, which

includes microbial populations representing some of the key functional groups of

microbes discussed in chapter 6. The key advantage of using a Geochemist’s

Workbench model is that it allows us to account for all possible abiotic

reactions that may affect the system, as well as account for the kinetics and

thermodynamics of microbial growth. To examine the effect of each population

we gradually add these populations one by one to the model, building up to the

most detailed model containing all of the populations at the end of the section.

We first include sulfate reducers, followed by methanogens, before moving on

to including cellulose degraders. We then move on to attempting to reproduce

the experimental switch to a sulfidic state, by examining how the final chemical

state of the microcosm (after 16 weeks) responds to increasing organic matter

availability. The models presented in this chapter are simulated for 4 months

(16 weeks), to reproduce the length of time that the microcosms were incubated.

We note that, although we assumed that the microcosm experiment presented
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in chapter 6 had reached steady state when we made chemical measurements

and took samples after 16 weeks (based on redox potential data) this is not a

necessary assumption of our model (although our model simulations do seem to

reach a steady state after 16 weeks).

The Geochemist’s Workbench solves microbial kinetics numerically, finding an

equilibrium solution for all abiotic reactions at the end of each timestep. This

means the kinetics of the microbial populations may not have reached steady

state by the end of the run (although all abiotic reactions will be at equilibrium).

In all these simulations a homogeneous 50 ml volume is assumed, to reproduce

the volume of each microcosm from the experimental work. The full set of kinetic

parameters for the microbial populations included in this chapter are as shown

in Table 7.1. We note here a specific limitation of the fact that this model

is spatially homogeneous. In reality, the growth of anaerobes such as sulfate

reducers and methanogens, is inhibited by the presence of oxygen. (This was also

a limitation of the spatially homogeneous model presented in chapter 4). By not

explicitly including the inhibition of these populations by oxygen in this spatially

homogeneous model, we are assuming that in reality, these populations would be

growing in sediment zones where they are spatially separated from oxygen.

7.4.2 Simulating the Dynamics of a Single Microcosm

In our experiments, electron donors (such as acetate) generated by cellulose

degradation are used by sulfate reducers to reduce sulfate to sulfide. Increasing

the initial supply of cellulose to the microcosm produces a transition to a sulfidic

state because increased cellulose increases the production of electron donors which

in turn increases sulfide production rates. We first simplify the model by replacing

cellulose degradation by a constant supply of acetate over the entire 16 weeks,

whose rate is assumed to increase with the amount of added cellulose. To mimic

changing the cellulose concentration, we examine the effect of varying this acetate
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Table 7.1 Microbial growth parameters used in the React model within The
Geochemist’s Workbench. Cellulose degraders have no ∆GP or χ
because the thermodynamic limitation function FT is not used to
model this population. Methanogens have no half saturation constant
for an electron donor KD because for acetoclastic methanogenesis,
acetate functions as both electron donor and an electron acceptor (it is
a disproportionation reaction, where one carbon atom is oxidized and
one carbon atom is reduced). ∆GP is the amount of energy conserved
in the synthesis of ATP and is estimated to be −45 kJ(mol)−1 for all
populations in this chapter. The initial biomass density was estimated
based on literature values of the biomass density of sulfate reducers
for similar lake systems [226].

Parameter Sulfate reducers Methanogens Cellulose degraders

v (molmg−1s−1) 1× 10−9 [119] 1× 10−9 [148] 1× 10−9 [227]
KA (molal) 5× 10−6 [119] 1× 10−3 [148] ≈ 1mM [228]
KD (molal) 7.0× 10−5 [37, 126] NA NA

χ 5 [37, 173] 2 [37, 173] NA
∆GP (kJ/mol) −45 [120] −45 [120] NA

Initial Biomass (mg/kg) 1.0× 10−3 [226] 1.0× 10−3 [226] 1.0×10−3 [226]
Y (mg/mol) 1.0× 103 [119] 1.0× 103 [148] 3.6× 104 [229]
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supply rate across a range of microcosms. Finally, towards the end of the chapter,

we include explicitly a population of cellulose degrading micro-organisms.

Including Sulfate Reducers

We first include a population of sulfate reducing bacteria in the model. Because

these produce the sulfide that we measure in the microcosm experiment, even the

simplest possible model must include a population of sulfate reducers.

The sulfate reducers respire according to the reaction shown in Eq. 7.9.

CH3COO− + SO2−
4 + H+ ⇀↽ 2HCO−3 + H2S(aq) (7.9)

Eq. 7.9 describes the respiratory reaction of a population of micro-organisms that

couple the reduction of sulfate (the electron acceptor) to the oxidation of acetate

(the electron donor). This is a very common sulfate reduction pathway in nature,

although hydrogen, pyruvate, lactate, and many other compounds can also be

used as electron donors [137]. Some of the taxa found in our sequencing analysis of

our microcosm experiments are known to use acetate, such as Desulfobacteraceae

[137, 230].

In our model, the microbial growth parameters associated with microbial sulfate

reduction are chosen as follows. The half saturation constant with respect to

the electron acceptor (KA) has been measured to be 4.8µM and 7.3µM for

sulfate reducing genera that were present in the microcosms (Desulfovibrio)

[126] . Furthermore KA has been measured to a similar order of magnitude

for Thermodesulfovibrio [231], another genus that was present in the microcosms.

In this chapter we take KA = 5.0µM, following these experimental results, as well

as other modelling approaches [37, 173].

The half saturation constant with respect to the electron donor (KD) has been

measured experimentally to be in the range 10 − 70 µM [119]. We set KD = 70
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µM. The growth yield Y is set to 1× 103mg biomass/mol [119, 120]. The specific

growth rate v = 1 × 10−9 mol/(mg biomass)−1 s−1 [119, 232]. For microbial

sulfate reduction with acetate χ = 5, because 5 protons are pumped per cycle of

the electron transport chain [37].

The Response of Sulfate Reducers to Acetate Influx in the Absence of

Abiotic Buffering

We have already seen that the abiotic reaction of sulfide with either iron or oxygen

can generate a switch to a sulfidic state via a buffering effect. To understand the

effect of the underlying microbial dynamics in this model, we first simulate a

model without these abiotic buffering effects. A simple schematic of this model

is shown in Fig. 7.3

Figure 7.3 Schematic diagram indicating the key processes in the simple
homogeneous React model containing only sulfate reducers. Red
lines indicate disabled abiotic processes.

Fig. 7.4 shows the change in chemical state of our model as acetate is titrated into

the system at a constant rate over 16 weeks. This models the supply of electron

donors via cellulose degradation over time in our experiment. The model consists

of sulfate reducers in a homogeneous system with initial chemical conditions
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simulating a sulfidic and anoxic sediment (HS− = 0.1mM, O2(aq) = 0). 10 g

of acetate are supplied in total over 16 weeks, meaning there is an acetate inflow

rate of ≈ 2× 10−8mol/s.

Fig. 7.4(a) shows that a transition to a sulfidic state as acetate is added over

time. It is important to note that, in this model the abiotic oxidation of sulfide

as described in Eq. 7.4 is disabled, and thus cannot have been the cause of

the transition (unlike the transition seen in Fig. 7.2, which was caused by this

reaction). Furthermore, there is no iron present, and so the transition cannot have

been generated by a buffering reaction with reactive iron. Instead, this transition

is related to thermodynamic limitation of the microbes respiratory reaction by

the thermodynamic limitation function FT, as Fig. 7.4(b) shows.

Figure 7.4 Time-course graphs showing the impact of gradual acetate input
on sulfate reducers over 16 weeks. All abiotic redox reactions
are disabled. Solid lines are for initial biomass = 1 mg/kg,
dashed lines are for initial biomass = 0.001 mg/kg. Initial con-
ditions: pH = 8.1, SO2−

4 = 1mM, Na+ = 3000µM, Cl+ = 3000µM,
CH3COO− = 0.1nM, HCO−3 = 0.8µM, HS− = 0.1mM. (a) Chemi-
cal concentrations: Sulfide = Red. Sulfate = Black. Bicarbonate =
Turquoise. (b) FT and the biomass density of the sulfate reducers.
Once the sulfate availability collapses, and the carbonate builds up,
the population switches to becoming thermodynamically limited.

We note that the transition to a sulfidic state seen in Fig. 7.4 is not the same

type of transition as the redox regime shifts discussed in chapters 4/5; Fig. 7.4
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displays a transition to a sulfidic state over time in a model containing only sulfate

reducers, whereas chapters 4/5 discuss how transitions at steady state arise from

the dynamics of a full microbial nutrient cycle (i.e. in models with both sulfate

reducers and sulfide oxidizers). In general, the models presented in this chapter

will discuss transitions to a sulfidic state as a result of abiotic buffering effects

or the thermodynamics of microbial growth, whereas the models presented in

chapter 4/5 discussed regime shifts arising from the saturating growth kinetics

of microbial populations. We can understand why we see a transition to a

sulfidic state in this new model, using the following reasoning. At low acetate

concentrations the respiration of the sulfate reducers is not thermodynamically

limited (FT = 1) because the high availability of sulfate generates enough free

energy in their respiratory reaction to synthesize ATP. The respiration rate

(and therefore the sulfide production rate) is instead limited by the availability

of acetate. Increasing acetate availability then increases the sulfate reduction

rate and causes the sulfide concentration to increase. However, as the sulfate

reducers grow they produce carbonate as a waste product (see Eq. 7.9). This

carbonate builds up in the system, contributing to the thermodynamic limitation

of the population, since the thermodynamic limitation function FT decreases with

increasing carbonate (see Eq. 7.6)

Furthermore, in this particular model we have assumed that sulfate (which is

consumed by conversion to sulfide) is not replaced (i.e. there is no “inflow”

of sulfate). Thus, at some critical total mass of added acetate the sulfate

concentration drops low enough relative to the concentration of carbonate that

the thermodynamics of sulfate reduction become limiting (in the growth equation,

FT = 0), meaning that the population is no longer able to produce sulfide, and

the sulfide concentration abruptly “flattens out”. From Fig. 7.4 we see that this

flattening out happens quite abruptly. This is because FT imposes a strict cutoff

on microbial respiration; as soon as the population is not able to synthesize ATP

its respiration stops completely.

Fig. 7.4 also shows that nature of the transition to a sulfidic state in this model
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is dependent on the initial biomass density. The solid lines show the modelling

results if the initial biomass density is high (1.0 mg/kg) and the dashed lines

show the results if the initial biomass density is low (0.001 mg/kg). If the initial

biomass density is low, the system remains in a non-sulfidic state for longer. This

is because with low initial biomass density, the population first has to grow to

a large enough density to produce noticeable quantities of sulfide. If the initial

biomass density is much higher, then the population is already able to produce

large quantities of sulfide and so the transition to a sulfide state occurs sooner

(i.e. at a lower concentration of added acetate, and sooner in time).

Including Both Abiotic and Biotic Sulfide Oxidation in the Model Can

Lead to a Double Transition as Acetate is Added

The simple models presented so far have revealed two mechanisms that can cause

a transition to a sulfidic state in our microcosms.

1. Abiotic buffering effects: Sulfide reacts very rapidly with oxygen [175].

In our first model (Fig. 7.2) we saw that for a purely abiotic system,

increasing the concentration of exogeneously added sulfide could lead to a

switch-like transition in the steady-state sulfide concentration, because the

fixed quantity of oxygen in the system is only able to buffer a threshold

quantity of sulfide. Below this threshold the system is oxic because any

sulfide produced would react with oxygen; above the threshold measurable

sulfide was present. In the natural environment, or in our microcosm

experiments, such a transition could occur due to a shift in the balance

between the oxygen production rate from photosynthetic bacteria and the

sulfide production rate from sulfate reducers. Furthermore, iron or iron

oxides can also buffer sulfide, potentially producing a similar effect [176].

2. Thermodynamic limitation: Our second simple model, Fig. 7.4, showed

that the biotic reduction of sulfate could also lead to transition from a
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system where oxygen dominates to a system where sulfide dominates. It is

important to note that this transition is driven by the thermodynamic term

(Eq. 7.6) in the growth reaction (Eq. 7.5). Specifically the strict condition

that the microbes cannot grow if they cannot obtain enough energy from

their respiratory reaction to synthesize ATP can cause a transition. If there

were no thermodynamic limitation term (FT), then the sulfide concentration

would continue to increase indefinitely as more electron donors (acetate)

are supplied to the system (although Monod kinetics would cause the

respiration rate to slow down gradually as sulfate becomes less available).

However, so far, these effects have been observed in separate models; in the

first model we neglected microbial population dynamics while in the second we

neglected the abiotic buffering of sulfide by reaction with oxygen and iron. We

now simulating a model including both of these effects, as well as a population

of methanogens.

Including Methanogens

In the environment, methanogens compete with sulfate reducers for electron

donors such as acetate [128]. Since both our experiments and models have shown

that acetate is limiting for sulfate reduction, it possible that the presence of

methanogens in the model would affect acetate availability and thereby affect the

concentrations of sulfide produced. In this subsection, we discuss the inclusion of

methanogens.

The primary methanogenic pathways in the natural environment use either

acetate or hydrogen as an electron donor [233]. In this chapter we consider

acetate as the electron donor (acetoclastic methanogenesis); i.e. we model

methanogenesis according to the reaction of Eq. 7.10.

CH3COO− + H2O ⇀↽ CH4(aq) + 2HCO−3 (7.10)
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Importantly, in reaction 7.10 acetate functions as both an electron donor and

acceptor; i.e. reaction 7.10 is a disproportionation reaction, where one carbon

atom of the acetate is oxidized and one carbon atom is reduced. Thus only one

saturation constant, for acetete, is needed, and this is estimated in the literature

to be 1 mM [148]. For simplicity in this model we set the maximal growth

rate and the yield to be the same as for the population of sulfate reducers, but

experimental studies also suggest that this is a reasonable assumption [148]. It

has been estimated that χ = 2 for methanogenesis, meaning that 2 protons are

translocated per respiratory reaction [37, 173].

Fig. 7.5 shows a schematic diagram of this two population model, also illustrating

key abiotic processes.

Figure 7.5 Schematic diagram indicating the key processes in the two
population homogeneous React model containing sulfate reducers
and methanogens.
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Figure 7.6 Time-course graphs showing the impact of gradual acetate input
on sulfate reducers and methanogens over 16 weeks. Acetate
inflow rate of 1 × 10−5g/day. (a) Initial O2(aq) = 150 µM. (b)
Initial O2(aq) = 50 µM. Top: Chemical concentrations: Red =
Sulfide, Blue = Oxygen, Purple = Methane, Turquoise = Carbonate,
Black = Sulfate. Bottom: Thermodynamic limitation function
FT: Black = Sulfate reducers, Red = Methanogens. Initial
conditions: pH = 8.1, SO2−

4 = 1 mM, Na+ = 3000 µM, Cl+ = 3000
µM, CH3COO− = 0.1 nM, O2(aq) = 150 µM, HCO−3 = 10.0 µM,
HS− = 0.1 mM, CH4(aq) = 0.1 µ M. A “cascading transition”
occurs, where first sulfate reducers become limited, followed by
methanogens.

Fig. 7.6 shows the effect of gradually adding acetate (at a rate of 1× 10−5g/day)

in a model containing sulfate reducers, methanogens and the abiotic buffering of

sulfide by oxygen and iron.

The transitions we see in this model are driven by both abiotic buffering effects

and the thermodynamic limitation of microbial growth. Because both sulfide and

methane react with oxygen the transition point is controlled by the initial oxygen

concentration, as the comparison between Fig. 7.6(a) and Fig. 7.6(b) shows.

Once there is no oxygen remaining, we see two transitions; first a transition to a

sulfidic state and later a transition to a state in which both sulfide and methane

are at high concentration. The reason the sulfidic transition occurs first (at a lower

quantity of added acetate) is that sulfate reducers out-compete methanogens for

acetate when acetate concentrations are low, because the half saturation constant

for acetate is 1000 times smaller for the sulfate reducers. Indeed, it is known that
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in the natural environment, sulfate reducers generally out-compete methanogens

for electron donors for this reason [234]. The behaviour of this model can be

thought of as a “cascading series of transitions”, in which a shift in the sulfide

concentration is followed by a shift in the methane concentration.

This “cascading regime shift” can also be seen in the thermodynamic limitation

functions of each population (FT ) shown in the right panel of Fig. 7.6. At

low amounts of added acetate neither population is thermodynamically limited.

Increasing the amount of added acetate causes the sulfate reducers to start

becoming limited once carbonate builds up and sulfate becomes depleted, at some

threshold quantity of added acetate. Once this happens, the methanogens start to

respire faster, before they in turn become thermodynamically limited as carbonate

builds up even more. Eventually, both populations become thermodynamically

limited.

7.4.3 Reproducing the Experimental Transition in a Two

Population Model

Thus far (Figs. 7.4 and 7.6), we have investigated what happens as acetate is

gradually titrated into a model of a single microcosm over time, to mimic a

steady supply of electron donors from the degradation of cellulose by a microbial

population. We have seen that once the total amount of acetate added reaches a

critical threshold, the model can undergo a transition to a sulfidic state. However,

the experimental transition discussed in chapter 6 was a transition after 16 weeks,

for a series of microcosms with a range of initial organic matter concentrations.

To reproduce this, in our simulations, we need to run a series of simulations

with varying acetate inflow rates. This mimics supplying an increased amount

of cellulose to the microcosms initially (assuming that a higher initial cellulose

concentration would stimulate the cellulose degrading population and result in a

higher acetate supply rate). We then record the total amount of sulfide in the
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microcosm after 16 weeks.

Fig. 7.7 shows the effect of varying the acetate inflow rate on the final chemical

state of the system for the model shown in Fig. 7.5. A transition to a sulfidic state

occurs at a critical value of the acetate inflow rate, mimicking the experimental

transition as a function of added celllulose seen in chapter 6. Furthermore, Fig.

7.7 shows that the presence of methanogens actually has very little effect on

the final chemical state of the system. The circular symbols show the result of

simulating a model containing only sulfate reducers, the lines show the result

of simulating a model containing both sulfate reducers and methanogens. This

shows that methanogens actually have very little effect on the final system state.
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Figure 7.7 Graph showing the effect of varying the acetate inflow rate on
the chemical state of the system after 16 weeks. Symbols =
Model without methanogens Lines = Model with methanogens.
Initial conditions: pH = 8.1, SO2−

4 = 1mM, Na+ = 3000µM,
Cl+ = 3000µM, CH3COO− = 0.1µM, O2(aq) = 150µM,
HCO−3 = 0.8µM, CH4(aq) = 0.1µM. Fe++ = 0.1mmoles/g to
reproduce the quantity of iron available for reaction with sulfide
that was determined in the reactive iron extraction (as discussed in
chapter 6). (a) Final chemical state of the system: Oxygen = Blue.
Sulfide = Red. Sulfate = Black. Methane = Violet. Bicarbonate
= Turquoise. (b) Thermodynamic limitation function. Black =
Sulfate reducers. Red = Methanogens.

However, although this model appears to qualitatively reproduce the transition

to a sulfidic state seen in the microcosm experiment, there is a complication. So

far, we have assumed a constant acetate supply rate, proportional to the initial

cellulose concentration. In reality though, cellulose may not be degraded at a

rate that is constant in time throughout the 16 week experiment. To account for

this we need to actually include a population of cellulose degraders in the model

and vary the quantity of initial cellulose supplied to the system.
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7.5 Including Cellulose Degraders

Thus far, for simplicity, we have mimicked the degradation of organic matter

in our experiments by a constant external supply of acetate. We mimicked

the experimental variation of the initial quantity of cellulose supplied to the

microcosm by increasing this acetate supply rate, and found that doing so does

drive a transition to a sulfidic state when measured after 16 weeks. However, in

our experiments the microcosms were not directly supplied with acetate. Instead

they were supplied with cellulose which was then degraded and fermented by

microbes to produce electron donors such as acetate and hydrogen. A more

realistic model of this system should include the kinetics of cellulose-degrading

microbes, which we discuss in this section.

In this chapter we assume that all cellulose degradation is anaerobic, because

the cellulose was mixed into the anaerobic sediment in our experiments. In fact,

cellulose can be degraded either aerobically or anaerobically [235].

Accurately modelling the process of microbial organic matter degradation can be

difficult. There are two main reasons for this difficulty.

1. Cellulose degradation is an ecologically complex process. Cellulose degrada-

tion in anaerobic environments is typically undertaken by symbiotic consor-

tia of cellulolytic microbes that directly degrade the cellulose macropolymer

via hydrolysis to produce cellobiose and glucose, and fermentative microbes

that convert these products into lactate, acetate, ethanol, CO2 and H2 [235].

This makes cellulose degradation much harder to model than processes

that can be more easily attributed to one functional group, such as sulfate

reduction.

2. The biochemical mechanisms involved in the degradation of the cellulose

molecule are complex and diverse. Some bacteria excrete enzymes that

perform extracellular cellulose degradation (cellulases). Others have a
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cellulosome, a membrane bound multicomponent system that mediates the

attachment of the bacterium to cellulose fibres [235]. This biochemical

complexity means that assigning a thermodynamic limitation term (Eq.

7.6a) based on the free energy of the microbe’s respiratory reaction (as we

have done for the other microbial populations in this chapter) is not feasible.

Thus we are forced to reply on simpler assumptions for the microbial growth

kinetics.

7.5.1 The Kinetics of Cellulose Degradation

Because of the difficulty in representing accurately the thermodynamics of

cellulose degradation, we choose to model the growth kinetics of the cellulose

degraders in our model via a simple Monod term multiplied by a logistic

population size limitation as in chapters 4 and 5. Eq. 7.11 describes the dynamics

of a cellulose degrading population as represented in our model.

dn

dt
=
Y r

nw
−Dn (7.11)

For the cellulose degrading population the nutrient consumption rate r is defined

by Eq. where [C] represents the cellulose concentration, KC represents the half

saturation constant with respect to cellulose, and all other terms are defined as

before.

r = nwvn

(
[C]

KC + [C]

)(
1− n

nmax

)
(7.12)

This consists of Monod growth kinetics and a logistic population size limitation

term (of the same form as the populations modelled in chapters 4 and 5). Eqs.

7.11-7.12 can then be solved numerically along with the other equations that

define the model.
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Most studies on the growth kinetics of cellulolytic bacteria have focused on the

gut microbiome of ruminant animals so we take our parameter values from this

literature. The important parameters are the half saturation constant KC , the

maximal growth rate v and the growth yield Y . A specific nutrient consumption

rate per unit biomass of v = 1 × 10−9mol(cellulose)mg−1(biomass)hr−1 has

been experimentally determined [227]. The yield is estimated to be 3.6 × 104

mg(biomass)/mol(cellulose)[229]. The half saturation constant of the cellulase

enzyme is roughly 1mM [228], although this value can be subject to temperature

dependence [25]. We set the maximal population density of the cellulose degraders

to be nmax =10.0 mg (biomass)/kg [236].

7.5.2 Reproduction of the Experimental Transition in a

Model with Cellulose Degraders

Having included a population of cellulose degraders in the model we now ask

whether our model can quantitatively reproduce the experimental transition to a

sulfidic state as a function of the initial cellulose supplied to the microcosm (seen

in chapter 6). Fig. 7.8 shows a schematic diagram of this model.
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Figure 7.8 Full schematic of the model containing cellulose degraders, sulfate
reducers and methanogens. Also illustrates some of the key abiotic
processes in the system.

Fig. 7.9 shows the result of varying the initial quantity of cellulose supplied

to this model. A transition to a sulfidic state does occur, and this transition is

caused both by an abiotic buffering with oxygen and iron, and the thermodynamic

limitation of the population of sulfate reducers by the build-up of carbonate.

Abiotic buffering with oxygen causes the sudden appearance of observable sulfide

after 16 weeks once the organic matter availability is high enough to stimulate

the production of enough sulfide to remove all of the oxygen from the system.
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Comparing Figs. 7.9(a) and (b) shows that the initial oxygen concentration

controls the quantity of organic matter at which a sulfidic transition occurs; if the

initial oxygen concentration is lower, the transition occurs at a lower threshold

concentration of organic matter, because less sulfide needs to be produced to

remove all of the oxygen. Eventually, at some organic matter loading, enough

carbonate is produced to cause the respiration of the sulfate reducers to become

thermodynamically limiting. At this point FT transitions to zero and the

concentration of sulfide produced after 16 weeks abruptly flattens outs.

Figure 7.9 Graph showing the effect of varying the initial cellulose supply
on the chemical state of the system after 16 weeks. Sulfate
is not shown because it is so high as to be unaffected across
the simulation. (a) Initial O2(aq) = 150µM. (b) Initial
O2(aq) = 50µM. Other initial conditions: pH = 8.1, SO2−

4 = 73mM
to represent the middle sulfate condition in our microcosm
experiment, Na+ = 3000µM, Cl+ = 3000µM, CH3COO− = 0.1µM,
HCO−3 = 0.8µM, CH4(aq) = 0.1µM. Fe++ = 0.1mmoles/g to
reproduce the quantity of iron available for reaction with sulfide
that was determined in the reactive iron extraction (as discussed
in chapter 6). (a) Final chemical state of the system: Oxygen =
Blue. Sulfide = Red. Sulfate = Black. Bicarbonate = Turquoise.
(b) Thermodynamic limitation function. Black = Sulfate reducers.
Red = Methanogens.

However, the model does not accurately reproduce the quantity of added cellulose

that induces a transition. In the experiment, a transition to a sulfidic state

181



7.6. DISCUSSION AND CONCLUSION

occurred at approximately 0.2 g of added cellulose per microcosm. Fig. 7.9

shows that this model predicts a sulfidic transition at a much lower quantity of

added cellulose (between 20 and 40 µg). This discrepancy could be explained

by some feature not currently included in the model, such as spatial resolution.

Further work extending this model to include proper spatial resolution could allow

it to reproduce this more accurately. It is known that the separation of microbial

processes into biogeochemical “zones” at different depths is an important factor

controlling the dynamics of microbial sediment-water ecosystems in the natural

environment. For example, the production of sulfide by sulfate reduction occurs

in an anoxic zone, below the zone of nitrate reduction but above the zones

of methanogenesis and fermentation [179]. This “zoning” causes the rates of

microbial processes to be strongly affected by the spatial dynamics of system, for

example, if oxygen begins to penetrate deeper into the sediment, it can inhibit

sulfate reduction. Including spatial resolution in our model will be necessary to

capture these effects.

7.6 Discussion and Conclusion

The models presented in this chapter have revealed new processes that can give

rise to oxic-anoxic transitions in systems like those of our experiments. First, the

abiotic reaction of sulfide with oxygen causes a buffering effect that can give rise

to a transition to a sulfidic state. The abiotic reaction of sulfide with iron can

also cause a similar buffering reaction. Combined, iron and oxygen produce an

overall buffering effect on sulfide concentrations, in a way that can result in a

transition to a sulfidic state.

Second, the thermodynamic limitation of microbial respiration causes respiration

rates to transition to zero once some chemical threshold is crossed. This threshold

is defined by there being enough free energy available for the microbe’s respiratory
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reaction to allow the synthesis of ATP (∆GP = −45 kJ/mol). Once the

environment does not provide enough energy for ATP to be synthesized, growth

stops completely.

The model succeeds at qualitatively reproducing our experimental results, by

reproducing a transition to a sulfidic state as a function of the initial cellulose

supplied, in a model system with realistic abiotic chemistry mimicking the

chemistry of our microcosms. The quantitative result, i.e. the amount of cellulose

that needs to be added to cause the transition is not reproduced however.

The methanogens and sulfate reducers in this model become thermodynamically

limited because of a build up of carbonate. In the environment, there can

be other populations of micro-organisms called homoacetogens that consume

this carbonate [137]. Consequtently, these homoacetogens could potentially

prevent the sulfate reducing and methanogenic populations from becoming

thermodynamically limited. It would be very interesting to simulate a version of

this model containing homoacetogens to see how they affects the thermodynamic

limitation of the other populations.

However, the fact that this model qualitatively succeeds at reproducing a sulfidic

transition as a function of added cellulose, raises the intriguing possibility that,

if improved, similar models could be used to make predictions about the levels of

organic matter loading that could cause a sulfidic transition in the environment,

a key environmental issue. Organic matter loading is known to lead to the

proliferation of so-called sulfidic “dead zones” in coastal oceans [139], however,

these remain highly unpredictable, and a model that can reliably predict how

much nutrient loading will lead to a transition to an anoxic system state could

be valuable.
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Chapter 8

Conclusions

In this thesis we have examined the effect of environmental changes on microbial

ecosystems using a combination of experimental and modelling approaches.

This has relevance to both understanding specific microbial ecosystems, such as

microbial freshwater ecosystems, and also to understanding microbially-mediated

biogeochemical cycles on a global scale. Overall, the work presented in this

thesis has revealed that a wide variety of effects can cause transitions between

environmental states in response to environmental changes in microbial nutrient-

cycling ecosystems.

Inspired by the lack of microbial population dynamics in current models for global

microbially-mediated biogeochemical cycles, we first developed generic microbial

nutrient-cycling models. We found that the inherent nonlinearity of microbial

growth can lead to abrupt regime shifts between redox states (“redox regime

shifts”) in response to changes in the availability of electron donors and acceptors,

or in response to changes in environmental parameters that drive the production

of electron donors and acceptors. This model makes specific predictions about the

environments where we would expect to observe redox regime shifts. In particular,

we predict that microbial growth must be saturated with respect to the chemical
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element being cycled, must be sensitive to changes in the availability of electron

donors and acceptors, and the microbial population density must be limited by

some factor other than the concentration of the element being cycled (such as

carbon availability). These conditions lead to the prediction that redox regime

shifts are likely in the microbial nitrogen and sulfur cycles, and also potentially

the microbial iron cycle in the ancient oceans.

There are many potential avenues for further work with this model. The “redox

regime shifts” that we observe in biogeochemical cycles are mathematically

analogous to the well-known phenomenon of zero-order ultrasensitive switching in

intracellular enzyme kinetics because the dynamics of both are driven by a directly

analogous saturating function (called Michaelis-Menten kinetics in intracellular

enzymatic systems, and Monod kinetics in microbial ecosystems). It would be

interesting to extend the mathematical analogy between these systems, to see if

some of the well-established understanding of ultrasensitivity in enzymatic cycles

applies to microbially-mediated biogeochemical cycles. For example, intracellular

enzymatic cycles are coupled such that a shift in one enzymatic cycle can generate

a cascading series of transitions throughout the entire system [237]. Microbially-

mediated biogeochemical cycles are coupled together in a similar way, for example,

it is known that the oceanic sulfur and nitrogen cycles are closely related via

a coupling between microbial sulfide oxidation and nitrate reduction [238]. It

would be interesting to predict similar cascading transitions between global redox

states of biogeochemical cycles in a more detailed model containing many coupled

nutrient cycles.

We then examined the effect of a nutrient perturbation on an experimental

microbial ecosystem containing closely coupled microbial sulfur and carbon cycles.

We found that a threshold quantity of initial organic matter drives a transition in

the final sulfide concentration of these microcosms after 16 weeks of incubation.

This transition to a sulfidic state is driven by, and imprints on, the microbial

community, meaning that these microcosms represent an interesting case of a

system generating its own environmental state, that it then responds to (this is
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known as “niche construction” in the ecological literature [184]).

Analysing the microbial community at the level of populations responsible for

specific ecosystem processes (“functional groups”) revealed that each functional

group of microbes responds to the perturbation in a distinct way. Some groups

are highly functionally redundant and maintain a stable relative abundance and

diversity across the environmental gradient (sulfate reducers and organic matter

degraders). For the oxygenic phototrophs, relative abundance and diversity

appear to be strongly coupled, and both dramatically decrease in response to

the environmental change. For anoxygenic phototrophs, relative abundance and

diversity were decoupled, and the abundance of the group increased while the

diversity decreased.

Further experimental work could attempt to construct a “synthetic ecosystem”

formed from known and culturable species to test the relationship between the

abundance and diversity of different functional groups, and the environmental

role of different functional groups. For example, we could attempt to establish a

synthetic ecosystem in sterile sediment with certain functional groups missing, or

with certain functional groups being more or less diverse than normal. However,

this could be very challenging. A potentially easier way of doing something

similar would be to take the microcosms from the end of an experiment and

innoculate them with consortia of micro-organisms in an attempt to re-establish

an earlier community composition. For example, the diversity of the anoxygenic

phototrophs completely collapsed in the high initial sulfate microcosms, because

this condition selected for one particular taxon, which became highly abundant.

We could re-inoculate this microcosm with a diversity of anoxygenic phototrophs,

to observe if a diverse community of anoxygenic phototrophs could become re-

established.

We then constructed a model incorporating realistic abiotic chemical interactions

in an attempt to understand the cause of the sulfidic transition in the experiment.

To do this we used the software package “The Geochemist’s Workbench” which

is able to calculate the equilibrium state of complex chemical systems. An
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important feature of the microbial kinetics which we used in these models is a

thermodynamic limitation function that limits microbial growth by the amount of

free energy that is available in their respiratory redox reaction; imposing the strict

limitation that the micro-organisms are not able to grow if they are not able to

obtain enough free energy to synthesize ATP. This thermodynamic limitation of

the microbial growth kinetics was able to generate a transition between chemical

states. Furthermore, this model revealed that abiotic buffering reactions of sulfide

with both oxygen and iron are also able to generate a transition to a sulfidic state.

Including cellulose degraders in this model allowed us to qualitatively reproduce

our experimental observation of a transition to a sulfidic state as function of

initial added cellulose, after 16 weeks incubation. However, the model predicted

a transition at a lower concentration of added cellulose than was observed in the

experiment.

Further work will need to extend this model to establish the cause of the transition

to a sulfidic state in the microcosm experiment and account for this discrepancy

between the model and the experiment. It is very likely that spatial effects

will be important to solving these problems. Biogeochemical zoning is known

to be an important factor driving the evolution of similar microbial ecosystems

in nature [37, 179, 180]. Therefore, extending “The Geochemist’s Workbench”

model to include spatial dynamics will be essential to understanding whether

the sulfidic transition in our experiments is really driven by saturation of the

microbial population dynamics (as in chapters 4 and 5) or whether it is instead

generated by either abiotic buffering reactions or the thermodynamic limitation

of the microbial population (as the models in chapter 7 predict).

Another potentially interesting angle would be to include oxygenic phototrophs

in The Geochemist’s Workbench model, and include a term that represents the

poisoning of oxygenic phototrophs by sulfide. Sulfide begins to inhibit oxygenic

photosynthesis even at low concentrations [200]. Thus, the production of sulfide

generates a negative feedback loop, where sulfide removes oxygen by abiotic

buffering, and then destroys the capacity of the system to produce new oxygen by
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oxygenic phototsynthesis. Including this process in our models might be expected

to produce interesting effects, like hysteresis.

A very ambitious idea for further work would be to combine all of the results

presented in this thesis into one model. This model would incorporate realistic

abiotic chemistry, microbial dynamics and a diversity of microbial functional

groups (such as sulfate reducers). Such a model could allow us to reproduce

and explain both the transition in the microcosm experiment and the effect of

this transition on the abundance and diversity of different functional groups.

Furthermore, such a model, if successful, could potentially be used to predict and

manage the consequences of environmental catastrophes in microbial ecosystems

in the environment.

Overall, the work presented in this thesis has revealed the advantages of

constructing simple models to unravel the dynamics of microbial ecosystems.

However, such models need to be informed by experimental work to be useful.

The link between computational models and experimental model systems such as

microcosms is potentially a very fruitful one, because the degree of experimental

control afforded by a microcosm experiment can allow model predictions to be

directly tested.

188



Appendix A

Constructing Voltammetric

Electrodes

Using the methods described by Luther et al. [105] a 100 micron gold-amalgam

working electrode (PEEK-Epoxy body) was constructed. A 100 µm diameter

gold (Au) wire was soldered to the conductor wire of BNC cable within a body

of 0.125-diameter PEEK (polyethyletherketone) tubing. Epoxy is injected into

the tip of the tubing which contained the gold wire that was previously soldered

to the conductor wire of the BNC cable (this stage of the process was performed

by Dr Ian Butler from the School of Geosciences).

Once constructed the electrode surface was sanded with 400 grit paper, and then

polished with four diamond polishes of successively smaller size (15; 6; 1; and

0.25 m) using a small electrical polisher. Then the electrode was plated with

mercury (Hg) by reducing Hg(II) from a solution of 0.1 M mercury dissolved in

0.05 M nitric acid (0.1 M Hg/0.05 M HNO3 solution) for 4 min at a potential of

0.1 V, while purging with nitrogen (N2) to remove any oxygen. The mercury/gold

amalgam interface was conditioned for 90 seconds at 9 V in a 1 M sodium

hydroxide (NaOH) solution, with the electrode on the negative terminal and

platinum wire on the positive terminal. This was to ensure that the mercury

interface was strongly attached to the electrode surface. The electrode was then

ready for calibration.
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Appendix B

Including Cellulose in the

Thermodynamic Dataset

Including cellulose degradation in a model to be solved by the React module

of The Geochemist’s Workbench also presents a technical challenge. The

Geochemist’s Workbench requires all chemicals to be defined in terms of

equilibrium constants across the temperature range of the thermodynamic

dataset, but cellulose is not present in the database and needs to be added by

the user. Thus a reaction describing cellulose within a Geochemist’s Workbench

model needs to be defined and added to the database. However, this presents the

problem that cellulose could degrade abiotically into these chemical components

in the model. Including cellulose therefore requires the definition of a “fictive

redox species” as follows.

Eq. B.1 describes the formation of a redox species Celluloseaq out of chemical

components that are already within the thermodynamic dataset. It is termed a

“fictive redox species” because the system is set up such that Celluloseaq should

never be present in the model. Eq. B.2 then describes the formation of the

desired chemical (cellulose) in terms of the fictive redox chemical Celluloseaq.

Celluloseaq ⇀↽ 3CH3C00− + 3H+ (B.1)

190



Cellulose ⇀↽ Celluloseaq (B.2)

The equilibrium constants are set up such that Eq. B.2 predominates strongly

towards the formation of cellulose and Eq. B.1 predominates strongly towards

the formation of acetate. Furthermore the reaction in Eq. B.1 is decoupled, to

prevent acetate from precipitating out as the fictional compound Celluloseaq.
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Abstract. Understanding how the Earth’s biogeochemical

cycles respond to environmental change is a prerequisite for

the prediction and mitigation of the effects of anthropogenic

perturbations. Microbial populations mediate key steps in

these cycles, yet they are often crudely represented in bio-

geochemical models. Here, we show that microbial popula-

tion dynamics can qualitatively affect the response of bio-

geochemical cycles to environmental change. Using sim-

ple and generic mathematical models, we find that nutri-

ent limitations on microbial population growth can lead to

regime shifts, in which the redox state of a biogeochemical

cycle changes dramatically as the availability of a redox-

controlling species, such as oxygen or acetate, crosses a

threshold (a “tipping point”). These redox regime shifts oc-

cur in parameter ranges that are relevant to the present-day

sulfur cycle in the natural environment and the present-day

nitrogen cycle in eutrophic terrestrial environments. These

shifts may also have relevance to iron cycling in the iron-

containing Proterozoic and Archean oceans. We show that

redox regime shifts also occur in models with physically

realistic modifications, such as additional terms, chemical

states, or microbial populations. Our work reveals a pos-

sible new mechanism by which regime shifts can occur in

nutrient-cycling ecosystems and biogeochemical cycles, and

highlights the importance of considering microbial popula-

tion dynamics in models of biogeochemical cycles.

1 Introduction

Metabolic conversions mediated by microorganisms play

a key role in the Earth’s biogeochemical cycles (Falkowski

et al., 2008; Madigan et al., 2009; Fenchel et al., 1998).

For example, microbial nitrogen fixation contributes an es-

timated 100–200 Tg of nitrogen to the world’s oceans an-

nually (Karl et al., 2002), while the microbial decomposi-

tion of soil carbon exceeds the anthropogenic contribution of

carbon dioxide to the atmosphere by an order of magnitude

(Aguilos et al., 2013). Predicting the response of these cy-

cles to environmental changes, including climate change, is

a central current challenge in Earth system science (IPPC,

2013). However, mathematical models for global geochemi-

cal cycles often represent microbially mediated transforma-

tions as crude “black boxes” (Allison and Martiny, 2008):

for example, microbial decomposition in soil is often rep-

resented as a first-order decay process (Todd-Brown et al.,

2012; Westrich and Berner, 1984). Indeed, many of the mod-

els cited in the most recent IPCC report use linear repre-

sentations of microbially mediated processes (IPPC, 2013).

This simplified picture contrasts strongly with the wealth of

data on microbial community diversity and functional com-

plexity which is being generated by recent advances in high-

throughput sequencing technology (Nikolaki and Tsiamis,

2013). There is thus an urgent need to re-evaluate the role

of microbial population dynamics in biogeochemical models

(Todd-Brown et al., 2012; Allison et al., 2010).

Here, we use simple mathematical models to show that

microbial population dynamics can have important qualita-

tive effects on the response of microbially mediated biogeo-

chemical cycles to environmental change. Specifically, nu-

Published by Copernicus Publications on behalf of the European Geosciences Union.
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trient limitations on microbial population growth can lead

to abrupt changes in redox state in response to a gradual

change in an environmental parameter. Sharp transitions, of-

ten described as regime shifts, are known to occur in diverse

systems in response to diverse stimuli; examples range from

aquatic ecosystems in the leaves of carnivorous pitcher plants

(Sirota et al., 2013) to large-scale shifts in terrestrial vegeta-

tion cover (Higgins and Scheiter, 2012). These shifts are usu-

ally attributed to specific features of the system structure (or

“topology”; Scheffer et al., 2009). Our work suggests that,

for biogeochemical cycles, nonlinear effects arising from mi-

crobial population dynamics can lead to sharp transitions

between broadly oxidized and reduced system states, even

for systems with simple topologies. We term this a “redox

regime shift”, i.e., a nonlinear transition in the predominant

redox state of a biogeochemical cycle in response to a grad-

ual change in an environmental stimulus. In some other stud-

ies, the term “regime shift” has been associated with bista-

bility. Here, we use the term simply to describe a sharp re-

sponse, without any implied bistability.

In a biogeochemical cycle, a chemical element is shuttled

between its oxidized and reduced forms in a series of steps

that may be biotically or abiotically mediated (Falkowski

et al., 2008). Figure 1 illustrates simplified topologies of

the iron, sulfur, carbon, and nitrogen cycles (Fig. 1a–d)

(Falkowski et al., 2008; Fenchel et al., 1998; Galloway et al.,

2004; Canfield et al., 2005). To encapsulate the basic topol-

ogy of these cycles, we begin by considering a simplified

two-state model (Fig. 1e), in which an oxidized form of

a chemical element (here denoted so) is converted via mi-

crobial metabolism to a reduced form (sr), which is recy-

cled back to the oxidized form either by a second microbial

metabolism or by an abiotic reaction. Although this model is

topologically very simple, it reveals an important and non-

trivial regime shifting behavior. Later in this paper we show

that this behavior is preserved in more realistic models that

include features such as spatial heterogeneity, multiple redox

states, and explicit coupling to the environment.

A redox reaction in a biogeochemical cycle couples the

oxidation/reduction of the element being cycled to the re-

duction/oxidation of another chemical species. For example,

in the sulfur cycle, the microbial reduction of sulfate can be

coupled to the oxidation of acetate (Rickard, 2012), while in

the nitrogen cycle, the oxidation of ammonia can be coupled

to the reduction of molecular oxygen (Fenchel et al., 1998).

In this paper, in order to avoid confusion, we refer to the latter

chemical species (in these examples acetate or oxygen) as the

“auxiliary electron donor/acceptor”. The auxiliary electron

donor/acceptor may be supplied from some external source

(e.g., oxygen from the atmosphere) or may be generated by

another biogeochemical process (e.g., microbial decompo-

sition producing acetate). Many different chemical species

can act as auxiliary electron donors or acceptors; for exam-

ple, acetate or hydrogen can function as the electron donor

for reductive reactions, while nitrate or oxygen can function

Figure 1. Schematic view of the biogeochemical redox cycles in-

volving iron, sulfur, carbon, and nitrogen (a–d) (Falkowski et al.,

2008; Fenchel et al., 1998; Galloway et al., 2004; Canfield et al.,

2005), together with the model investigated in the first part of this

work (e). In all panels, oxidation reactions proceed to the right,

and reduction reactions proceed to the left. Biologically catalyzed

(metabolic) reactions are shown in blue, and abiotic reactions are

shown in red. We note that abiotic reduction reactions are not

shown, as these are minor reactions in the natural environment (but

can be included in our model; see Sect. S1). We also note that many

intermediate chemical states are not shown (particularly for the ni-

trogen and sulfur cycles) but inclusion of extra states does not affect

our conclusions; see Supplement. In panel (e), sr and so represent

the reduced and oxidized forms of the chemical element being cy-

cled.

as the electron acceptor for oxidative reactions. The redox-

shifting behavior which arises in our models is generic, in-

dependent of which chemical species performs the role of

auxiliary electron donor/acceptor.

Crucially, if the auxiliary electron acceptor/donor is in

short supply then its availability can control the rate of the

redox reaction, and hence the flux of the biogeochemical cy-

cle. Moreover, in natural environments, the availability of

electron acceptors and donors is strongly dependent on the

environmental conditions. For example, in aquatic ecosys-

tems, the supply of oxygen depends on its solubility, which

is temperature-dependent (Shaffer et al., 2009), and on the

rate of photosynthesis (López-Urrutia et al., 2006), while the

supply of acetate depends on the rate of microbial decompo-

sition of organic matter, which can be drastically affected by

factors like sewage effluent or phosphorus inflow from agri-

cultural runoff (Conant et al., 2011).

Here, we show that changes in the supply of auxiliary elec-

tron acceptors or donors (such as oxygen or acetate) caused

by environmental perturbations can have drastic effects on

microbially mediated biogeochemical cycles. We first show

that these perturbations can cause regime shifts in redox state

for simple, spatially homogenous models. We then demon-
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Table 1. Description of the notation used in the text.

Notation Meaning

so Concentration of the oxidized form of the chemical species being cycled

sr Concentration of the reduced form of the chemical species being cycled

nro Population density of the oxidizing microbial population

nor Population density of the reducing microbial population

strate that the same phenomena can also occur in more re-

alistic models which include features such as explicit sup-

ply of auxiliary electron acceptors or donors via microbial

metabolism, intermediate redox states, and spatial hetero-

geneity (such that the nutrient supply is limited by transport

processes). These regime shifts do not depend sensitively on

the detailed structure of our equations or model, but instead

result from the interplay between cyclic system topology and

nonlinear microbial population growth requiring multiple nu-

trients. These redox regime shifts are predicted to occur in

parameter ranges relevant to the natural sulfur and nitrogen

cycles, and may also be relevant to iron cycling in the iron-

containing ancient oceans.

2 Mathematical models for redox-cycling dynamics

Our aim is to predict the response of microbially mediated

biogeochemical cycles to changes in the availability of aux-

iliary electron acceptors and donors, such as oxygen and ac-

etate. We begin with a simple and generic “two-state” repre-

sentation of a biogeochemical cycle; later we show that the

same phenomena also occur in more complex models. In our

two-state model (Fig. 1e), a chemical element is cycled be-

tween its oxidized and reduced forms, whose concentrations

are denoted by so and sr, respectively. The reduction step

so→ sr (blue right-to-left arrow in Fig. 1e) is assumed to

be biotic, i.e., mediated by microbial metabolism. This step

requires an auxiliary electron donor, such as acetate. The ox-

idation step sr→ so may occur biotically or abiotically (indi-

cated by the blue and red left-to-right arrows in Fig. 1e), and

requires an auxiliary electron acceptor, such as oxygen. We

have not included the possibility of an abiotic reduction reac-

tion in our model because these are typically minor reactions

at ambient temperatures in the natural environment (with the

notable exception of the reaction of Fe(III) with sulfide; e.g.,

Canfield, 1989); further work could extend this model to in-

clude such reactions. It is important to note that, in reality,

a given biogeochemical function may be performed by many

coexisting microbial species (taxa); for example many differ-

ent genetically distinct taxa can use acetate to reduce sulfate

(Madigan et al., 2009). In our models, we group together all

these “metabolically equivalent” taxa into a single effective

population.

2.1 Fully biotic redox cycles

If both the oxidative and reductive steps in the redox cycle are

mediated by microorganisms, the dynamics of our two-state

model can be represented by the following set of differential

equations (in which the dot represents a time rate of change):

ṅor = norGor(so,nor)− dnor, (1)

ṅro = nroGro(sr,nro)− dnro, (2)

ṡr = γ [norGor− nroGro]=−ṡo. (3)

The variables in this dynamical system are nro and nor, the

population densities of the oxidizing and reducing microbial

populations, respectively, and the concentrations so and sr of

the oxidized and reduced forms of the chemical species being

cycled (Table 1 presents a key for this terminology). Equa-

tions (1) and (2) describe the microbial population dynam-

ics; the reducing and oxidizing populations have growth rates

Gor(so,nor) and Gro(sr,nro), respectively, which depend not

only explicitly on so and sr but also implicitly on the concen-

trations of the auxiliary electron donor and acceptor, respec-

tively. Both populations are assumed to be removed from the

system at a constant rate d (e.g., due to viral predation and/or

washout). Equation (3) describes changes in the substrate dy-

namics due to microbial consumption and production; here γ

is a yield coefficient, which is assumed for simplicity to be

the same for both reactions.

The growth rate functions Gor and Gro play a crucial role

in the model. The microbial growth rate on a limiting nutrient

is often described by a Monod function vs/(K + s), where s

is the nutrient concentration, v is the maximal growth rate,

and K is the nutrient concentration at which the growth rate

is half-maximal (Ingraham et al., 1983). While other, more

complicated growth rate functions have been proposed (But-

ton, 1985), the Monod form encapsulates the key fact that

the growth rate is nutrient-dependent at low nutrient concen-

tration but becomes saturated at high nutrient concentration.

For a microbial population performing a redox reaction, the

“nutrient” s is likely to be the chemical species being cy-

cled, while the concentration of the auxiliary electron accep-

tor/donor can be implicitly included in the value of the max-

imal growth rate v.

Importantly, however, in the natural environment, the rate

of microbial growth may be limited by other factors such as

the availability of carbon or micronutrients, toxin or waste

product formation at high densities, or simply competition

for space (Hibbing et al., 2010). To account for this in

a generic way, we multiply the Monod term by a population

density-limitation factor (1− n/nmax), where the parameter

nmax sets a maximal population density. This type of logistic

population density limitation is a convenient and commonly

used way to encapsulate growth limitation by factors not ex-

plicitly included in the model (Marino et al., 2013; Jones and

Lennon, 2010; Berry and Widder, 2014). To check the va-

lidity of this approach, we also simulated a model in which
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population growth is instead explicitly limited by availabil-

ity of an additional nutrient (e.g., carbon). These simulations

gave qualitatively similar results to those presented here; see

Supplement.

These considerations lead to simple forms for the micro-

bial growth rates in our “two-state” model:

Gor =

[
vorso

Kor+ so

]
×

[
1−

nor

nor, max

]
, (4)

Gro =

[
vrosr

Kro+ sr

]
×

[
1−

nro

nro, max

]
, (5)

in which the parameters are vor and vro, the maximal growth

rates for the reducing and oxidizing microorganisms, re-

spectively; Kor and Kro, the concentrations of the chemical

species so or sr at which the growth rate is half-maximal;

and nor, max and nro, max, the maximal densities of the two

populations. Importantly, the concentrations of the auxiliary

electron donors and acceptors (e.g., acetate and oxygen) are

implicit in the maximal growth rate parameters vor and vro:

we expect vor to increase with the availability of the auxil-

iary electron donor, while vro will increase with the avail-

ability of the auxiliary electron acceptor. By including the

auxiliary electron acceptor/donor concentrations as param-

eters controlling the maximal growth rates, we neglect the

possibility that they may be depleted by utilization. This is,

however, included in the more realistic versions of the model

presented later in the paper.

2.2 Biotic–abiotic redox cycles

If the oxidation step in the redox cycle is instead abiotic, the

model has only three variables: the population density of the

reducing microbial population nor and the concentrations of

the oxidized and reduced forms of the chemical species being

cycled, so and sr. In this case, the dynamics of the microbial

population nor are still described by Eq. (1), but the chemical

dynamics obey

ṡr =−F(sr)+ γ norGor =−ṡo. (6)

Here, the abiotic oxidation rate is described by the function

F(sr). Abiotic oxidation reactions can occur spontaneously

(e.g., the abiotic oxidation of hydrogen sulfide; Goldhaber,

2003), or they can be catalyzed (e.g., some electron transfer

processes on mineral surfaces; Schoonen and Strongin, 2005)

or limited by transport processes (Roden, 2004). To account

for these factors in a generic way, we assume a Michaelis–

Menten form for F(sr) (Naidja and Huang, 2002):

F =
vasr

Ka+ sr
, (7)

where va is the maximal abiotic rate constant (which may

implicitly depend on a catalyst concentration) and Ka is the

concentration sr at which the abiotic reaction rate is half-

maximal. If Ka is large such that Ka� sr, the reaction rate

becomes linear in sr, describing a spontaneous process.

2.3 Steady-state solutions

Analytical predictions for the steady-state population densi-

ties and the concentrations of the oxidized and reduced forms

of the chemical species being cycled (so and sr) can be ob-

tained for both the fully biotic model (Eqs. 1–3) and the

biotic–abiotic model (Eqs. 1 and 6). These are given in the

Supplement, Sects. S1 and S2.

3 Regime shifts caused by population-density

limitation

Our models allow us to investigate system-level responses to

environmental change. We focus on environmental changes

that affect the availability of auxiliary electron acceptors or

donors, such as temperature-related changes in oxygen sol-

ubility (Shaffer et al., 2009), changes in photosynthesis rate,

or changes in the abundance or rate of decomposition of or-

ganic matter (Conant et al., 2011). For the fully biotic cycle,

the parameters vor and vro are proxies for the availability of

auxiliary electron donors and acceptors, respectively. For the

biotic–abiotic cycle, the equivalent parameters are vor and va.

We quantify the response of the ecosystem to changes in aux-

iliary electron donor or acceptor abundance via the steady-

state fraction of the oxidized chemical species, so/stot, which

acts as a proxy for the global redox state of the system.

Our main result is that, for both the fully biotic and the

biotic–abiotic models, our model can undergo regime shifts:

sharp changes in the predominant redox state of the system

as the availability of auxiliary electron acceptors or electron

donors (such as oxygen or acetate) crosses a critical thresh-

old (Fig. 2). These regime shifts happen under circumstances

where the total concentration of the chemical element being

cycled (stot = so+ sr) is high, such that stot�Kor,Kro,Ka,

implying that the microbial population density is limited by

factors other than the availability of so or sr. In contrast,

for lower concentrations of the chemical element being cy-

cled, stot <Kor,Kro,Ka, the model predicts a more gradual

change in system state as the availability of the auxiliary elec-

tron acceptor or donor varies.

Figure 2a and c show results for the fully biotic cycle

model; in Fig. 2a, we vary the maximal reducer growth rate

vor, mimicking a change in auxiliary electron acceptor abun-

dance, while in Fig. 2c we vary the maximal oxidizer growth

rate vro, mimicking a change in auxiliary electron donor

abundance. As expected, these perturbations lead to profound

changes in the system’s global redox state (as measured by

the fraction of the oxidized chemical species so), from oxi-

dized to reduced (Fig. 2a) or vice versa (Fig. 2c). Crucially,

the sharpness of this transition increases as we increase the

total abundance of the chemical species being cycled, stot.

When stot is large enough to saturate the growth rates of the

relevant microbial populations (stot�Kor,Kro), we obtain a

“switch-like” response, which we term a redox regime shift.
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Figure 2. Redox regime shifts in model nutrient cycles. The global

redox state, as measured by the oxidized fraction so/stot, predicted

by the steady-state solution of the model equations for the fully bi-

otic cycle (a and c, Eqs. 1–3) or the biotic–abiotic cycle (b and d,

Eqs. 1, 2, and 6) is plotted as a function of parameters that form

proxies for the degree of reductive or oxidative driving. vor is taken

as a proxy for electron donor (acetate) availability, and vro is taken

as a proxy for electron acceptor (oxygen) availability. These pa-

rameters are, for reductive driving, the maximal growth rate of the

reductive population, vor (a and b, keeping vor fixed at 2 h−1 or

va = 0.2 µM h−1), and, for oxidative driving, either the maximal

growth rate of the oxidative population vro (c, keeping vro fixed at

2 h−1) or the maximal abiotic oxidation rate va (d, also with vro =

2 h−1). The results show a shift between oxidized and reduced

ecosystem states as a threshold in reductive or oxidative driving is

crossed; the sharpness of this transition increases with the concen-

tration of the chemical species being cycled, stot (shown in the color

bar). The other parameters are Kor =Kro =Ka = 1 µM (Ingvorsen

et al., 1984), nor, max = nor, max = 9× 107 cells L−1, d = 0.1 h−1,

and γ = 3× 10−8 µmoles cell−1 (Jin et al., 2013). The analytic

forms for the steady-state solutions are given in Sect. S1.

For the fully biotic cycle, the model prediction is symmetric

with respect to changes in vor and vro (electron donor and

acceptor; compare Fig. 2a and c). Consequently, it is the ra-

tio of vor / vro (mimicking a change in the ratio of auxiliary

electron donor/acceptor abundance) that drives the behavior

of the model.

Figure 2b and d show equivalent results for the biotic–

abiotic cycle model. In this case also, the model predicts

regime shifts in response to both increasing auxiliary elec-

tron donor or acceptor availability (Fig. 2b and d, respec-

tively), for large concentrations of the chemical species being

cycled (stot�Kor,Kro,Ka). However, in contrast to the situ-

ation for the fully biotic cycle, here the responses to changes

in auxiliary electron acceptor and donor are qualitatively dif-

ferent in shape (compare Fig. 2b and d). This is because the

biotic and abiotic reaction rates (the two terms in Eq. 6) have

different functional dependences on s.

Importantly, the behavior of our model does not depend

strongly on its other parameters. In particular, the total mi-

crobial population density is not important for the results

of Fig. 2, as we show analytically in Sect. S3. For the fully

biotic cycle, the steady-state solution of the model depends

only on the ratio of the maximal population density param-

eters (nro, max/nor, max) and not on the absolute values of the

maximal population density nro, max and nor, max. Moreover

the ratio nro, max/nor, max affects only the threshold point at

which the regime shift happens, not the qualitative switching

behavior (see Sect. S3 for more details). Thus we expect to

see redox regime shifts across environments with very dif-

ferent microbial population densities, even for systems with

very large microbial populations, and for those where the

sizes of the oxidizing and reducing populations are differ-

ent, as long as the microbial population density is ultimately

limited by a factor other than the concentration of the chem-

ical element being cycled. It is important to note, however,

that the timescale over which the system responds to envi-

ronmental change does depend on the population density;

for large populations, the system responds more slowly. For

the biotic–abiotic cycle, the mathematical results are slightly

more complicated but the conclusions are broadly similar

(see Sect. S3).

3.1 Regime shifts also occur in models with spatial

heterogeneity and chemical sinks

The oxidation and reduction steps in natural microbial nu-

trient cycles are usually spatially separated (Fenchel et al.,

1998). Extending our model, we find that our prediction of

redox regime shifting behavior is robust to the inclusion of

spatial separation between reductive and oxidative zones; in-

deed, the resulting transport limitation of chemical species

so and sr actually enhances the switching phenomenon (see

Sect. S5).

In the natural environment, coupling between the differ-

ent redox cycles shown in Fig. 1 may also be important. For

example, sulfide reacts with iron ultimately to form pyrite,

which represents a stable sink for iron and sulfide (Raiswell

and Canfield, 2012). We find that our model still produces

redox regime shifts when we include extra terms to simulate

these sink effects (see Sect. S6).

3.2 Origin of the regime shifts

The redox regime shifts which we observe in our model arise

from the interplay between nonlinear population growth,

which can be limited by factors other than the chemical

species being cycled, and the topology of the biogeochemi-

cal cycle. In our model, the global redox state is controlled by

the balance between oxidative and reductive chemical fluxes.

An increase in the availability of the auxiliary electron ac-
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ceptor stimulates the oxidation reaction, resulting in an in-

crease in concentration of the oxidized chemical species, so.

If there were no other growth-limiting factor, this increase

in so would stimulate the growth of the reducing microbial

population, which consumes so; thus the global redox state

would respond only gradually to changes in electron acceptor

availability (and likewise for changes in the electron donor

availability), as shown in Fig. 2 for small values of stot (red

lines). However, the situation is different if the microbial

population density is limited by other factors (such as car-

bon availability). In this case an increase in auxiliary electron

acceptor availability increases so, but the reducer population

cannot respond to this increase in so because it is already

close to its maximal population density. Once the auxiliary

electron acceptor supply crosses a critical threshold, the pro-

duction rate of so exceeds the maximal consumption capacity

of the reducer population and the system undergoes a regime

shift to an oxidized state, as in Fig. 2 for large values of stot

(blue lines). The same scenario holds in reverse for changes

in the availability of the auxiliary electron donor; here, as

electron donor availability increases, a redox regime shift

from an oxidized to a reduced system state occurs.

4 Mapping to enzyme kinetics

Interestingly, the system-scale regime shifts that we ob-

serve in our biogeochemical models can be mapped di-

rectly onto a well-known molecular-scale phenomenon in

intracellular biochemical signaling networks. In biological

cells, responses to environmental signals are often medi-

ated by phosphorylation–dephosphorylation cycles, in which

a target enzyme is activated by addition of a phosphate

group, and deactivated by removal of the phosphate group;

the kinase and phosphatase enzymes mediating these re-

actions act in opposition to each other (Alberts et al.,

2002). Phosphorylation–dephosphorylation cycles can ex-

hibit “zero-order ultrasensitivity”, in which they respond ex-

tremely sensitively to changes in the level of signal, because

the enzymes have become saturated, decoupling the enzy-

matic conversion rates from the concentration of substrate

(Goldbeter and Koshland, 1981). Although they act on very

different length and timescales, biogeochemical cycles are

topologically similar to phosphorylation–dephosphorylation

cycles. In fact, one can show mathematically that our models,

in the steady state, map exactly onto the classic Goldbeter–

Koshland model for phosphorylation–dephosphorylation cy-

cles (Goldbeter and Koshland, 1981), and that the regime

shifts observed in our models are equivalent to the ultrasensi-

tive signal responses predicted by this model (see Sect. S7).

This raises the interesting possibility of mapping molecular-

level dynamic phenomena onto biogeochemical models more

generally – a direction that may prove fruitful in future work.

5 Redox regime shifts in a more realistic model

Thus far our investigation has focused on a rather simpli-

fied model for microbially mediated biogeochemical cycles.

In this simple model, varying vro and vor was assumed to

be analogous to varying the availability of auxiliary electron

acceptors (such as oxygen or nitrate) and electron donors

(such as acetate or hydrogen), respectively. In reality, how-

ever, auxiliary electron acceptors or donors may be supplied,

or utilized by, other biotic or abiotic processes, and thus we

expect their concentrations to vary with the system dynam-

ics. We now introduce a more ecologically realistic model

in which the concentrations of the auxiliary electron accep-

tor/donor are explicitly represented, and allowed to vary. For

this model, we find the same redox regime-shifting behavior

as in the simple model described previously.

Specifically, we focus on an example in which acetate is

the auxiliary electron donor and oxygen is the auxiliary elec-

tron acceptor. We suppose that acetate is produced by mi-

crobial decomposition of organic matter (long-chain organ-

ics such as lignin or cellulose; Rickard, 2012); we repre-

sent explicitly in the model not only the concentration of ac-

etate but also the population density of the decomposer pop-

ulation. Likewise, we suppose that oxygen is generated by

photosynthetic microorganisms; the model includes explic-

itly the dynamics of the photosynthesizer population as well

as the oxygen concentration. External environmental inputs

control the population dynamics of the decomposers and the

photosynthesizers; these inputs are the organic matter con-

centration and the light intensity, respectively. Our model

is shown schematically in Fig. 3a; we assume that oxida-

tive and reductive processes occur in different spatial zones,

represented by boxes and coupled by chemical transport of

so and sr. For simplicity, we consider transport only of the

chemical species being cycled (so and sr); allowing transport

of oxygen/acetate would cause spatial shifting of the redox

zones, which, although interesting, would be better investi-

gated in a model with more detailed spatial resolution. In

the model, the growth rate of the oxidizing microbial pop-

ulation (nro) is assumed to depend on the concentrations of

both sr and the auxiliary electron acceptor (i.e., oxygen), via

a multiplicative Monod term, with explicit population den-

sity limitation, and the equivalent scenario holds for the re-

ducer population. Multiplicative Monod kinetics is the most

widely used method of modeling microbial growth limitation

by multiple substrates (Moore et al., 2002; Jin and Bethke,

2005). However we note that Liebig’s law of the minimum

provides an alternative (Saito et al., 2008), which would not

affect our qualitative results. Our model also includes a lin-

ear loss term for the auxiliary electron acceptors or donors,

which represents competitive consumption by other popula-

tions. Full details and dynamical equations for this model are

presented in Sect. S8.

Our simulations show that this model indeed undergoes

redox regime shifts (Fig. 3b). In particular, the system re-
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Figure 3. Redox regime shifts in a “complete ecosystem” model.

(a) Illustration of the model. Oxidative and reductive processes take

place in separate spatial zones, linked by chemical diffusion. The

model explicitly represents the population dynamics of microbial

photosynthesizers, decomposers, reducers, and oxidizers, and the

chemical dynamics of oxygen, so, sr, and acetate. Light intensity

and organic matter availability are treated as control parameters.

The dynamical equations corresponding to the model are presented

in Sect. S8, Eqs. (S45)–(S54); these are integrated numerically to

find the steady-state solution. Parameter values are also listed in the

Supplement. (b) Steady-state solution of the model illustrated in (a),

obtained numerically, plotted as a function of the control param-

eters, light intensity (relative to the typical value 10 µE s−1 m−2;

Huisman et al., 2006) and organic matter concentration (relative to

the typical value 100 mg cm−3; Allison et al., 2010). The color rep-

resents the global redox state (see color key). The model shows re-

dox regime shifts as the organic matter concentration is varied at

fixed light intensity (vertical dashed line) or as the light intensity

is varied at fixed organic matter concentration (horizontal dashed

line).

dox state, as measured by the ratio so/stot (shown by color

in Fig. 3b), changes sharply in response to changes in either

organic matter availability (which stimulates the decomposer

population and hence the reducer population), or to changes

in light intensity (which stimulates the photosynthesizers and

hence the oxidizer population). As organic matter availabil-

ity increases at fixed light intensity (vertical dashed line in

Fig. 3b), the redox state of the system changes sharply from

oxidized to reduced (red to purple). Likewise, as the light in-

tensity increases for fixed organic matter concentration (hor-

izontal dashed line in Fig. 3b), the redox state also under-

goes a regime shift, in this case from reduced (purple) to ox-

idized (red). We observe similar regime-shifting behavior in

equivalent models where the oxidation step is abiotic (see

Sect. S8). We have also shown that the qualitative behav-

ior of the model is not dependent on the strength of the loss

term representing competition for auxiliary electron accep-

tors/donors (see Sect. S10).

Since many natural redox cycles involve intermediate

steps between the most oxidized and most reduced states

(e.g., the nitrogen and sulfur cycles in Fig. 1), we have also

simulated a version of the model which includes a redox

state intermediate between so and sr. This model also shows

regime shifts between predominantly oxidized and predomi-

nantly reduced system states (see Sect. S9).

6 Conditions for redox regime shifts

Our analysis provides a clear set of criteria that need to be

satisfied for redox regime shifts to occur. These are as fol-

lows:

1. The density of the redox-cycling microbial populations

must ultimately be limited by a factor other than the

concentration of the chemical element being cycled.

This factor could be the concentration of another nu-

trient (see Sect. S4), or space limitation. It is important

to note, however, that the population density need not

be small; large populations are also predicted to show

regime shifts, albeit with longer response times.

2. The total concentration of the element being cycled

must be high enough to saturate the growth rates of the

microbial reducers and oxidizers (or the abiotic oxida-

tion reaction): stot�Kor, Kro, Ka. This ensures that

the growth of the redox-cycling populations will be-

come saturated with respect to s, causing a switch-like

response to changes in auxiliary electron acceptor or

donor availability (as in Fig. 2).

3. The growth rates of the redox-cycling populations must

be unsaturated with respect to the concentrations of the

auxiliary electron acceptor and/or donor, so that the sys-

tem responds to changes in auxiliary electron acceptor

or donor availability.

7 Are redox regime shifts likely in the natural

environment?

Thus far we have established our model, demonstrated that

the predicted redox regime shift is robust as complications

are introduced, and defined the conditions required for redox

regime shifts to occur. We now assess whether these condi-

tions are likely to be prevalent in the natural environment.

7.1 Condition 1: a factor exists that ultimately limits

population density

In the natural environment, there are many possible lim-

iting factors for microbial population density. Microbial

growth requires sources not only of energy but also of car-

bon, nitrogen, phosphorus, sulfur, and other, trace biomass

components (Madigan et al., 2009; Ingraham et al., 1983).
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For redox-cycling microbial populations, the redox reaction

provides an energy source, but cannot satisfy all the re-

quirements for formation of biomass. It is thus almost in-

evitable that growth is ultimately limited by the availability

of biomass components rather than the redox species. Indeed,

carbon limitation is common in microbial soil/sediment com-

munities (Demoling et al., 2007), while in ocean communi-

ties nitrogen or phosphorus is often growth-limiting (Mills

et al., 2008).

7.2 Condition 2: high concentration of the chemical

element being cycled

Our second condition states that stot�Kor,Kro (i.e., the oxi-

dizer/reducer growth rate must be saturated with respect to sr
or so). To assess whether this condition is fulfilled in the nat-

ural environment, we surveyed measured values of the half-

saturation constants Kor or Kro for redox-cycling microor-

ganisms reported in the literature, and compared these val-

ues with typical concentrations of the chemical species be-

ing cycled, in various environmental settings. The results of

this survey are shown in Table 2. For sulfur-cycling organ-

isms, these data suggest that the concentration of the chemi-

cal species being cycled can exceed the half-saturation con-

stant of the relevant microbial populations, stot�Kor,Kro.

For example, marine sulfate reducers are generally not lim-

ited by sulfate, because sulfate is highly abundant (indeed

it is the second most abundant anion in the oceans; Gold-

haber, 2003). For nitrogen-cycling organisms these data sug-

gest that redox regime shifts are unlikely to occur in “typi-

cal” nitrogen-cycling environments, such as the open ocean.

However, there are many examples where anthropogenic in-

fluences such as agricultural runoff can lead to very high con-

centrations of nitrate such as lakes or groundwater aquifers.

For example, groundwater sources often contain in excess of

400 µM nitrate. Data on the proportion of groundwater bod-

ies across the EU in 2003 with a mean nitrate concentration

in excess of 400 µM reported 80 % in Spain, 50 % in the UK,

36 % in Germany, 34 % in France, and 32 % in Italy (Rivett

et al., 2008). Such high nitrate levels exceed the relevant half-

saturation constant of 10 µM, and for this reason, we would

expect redox regime shifts in the nitrogen cycle to occur in

eutrophic terrestrial ecosystems.

In contrast, our data survey suggests that redox regime

shifts are unlikely to be associated with carbon cycles, be-

cause the typical half-saturation constant for methanogene-

sis is large relative to typical environmental concentrations

of acetate.

For the iron cycle, our survey suggests that redox regime

shifts are unlikely in modern-day environments, but may

have occurred in the past. While modern oceanic concentra-

tions of dissolved Fe2+ ions are low, the ancient oceans may

have contained high concentrations of Fe2+ (≈ 1 mM), sug-

gesting that redox regime shifts could have occurred in the

comparatively iron-rich Archean or Proterozoic iron cycles

(Canfield, 1998).

7.3 Condition 3: low auxiliary electron acceptor or

donor availability

Condition 3 states that, for biotic redox reactions, the con-

centration of the auxiliary electron donor or acceptor must

be low enough that changes in their availability affect the

growth rate of the microbial reducers/oxidizers (i.e., the ox-

idative and reductive microbial metabolic reactions must

be unsaturated with respect to the auxiliary electron accep-

tor/donor).

Biotic reduction processes often take place in the presence

of strong competition for auxiliary electron donor, for ex-

ample, sulfate-reducing microorganisms typically compete

with methanogens for acetate (Muyzer and Stams, 2008).

The concentration of acetate in freshwater sediments is typ-

ically about 1 µM (Roden and Wetzel, 2003) but can be as

high as 100 µM (Burdige, 2002). This compares to approxi-

mate half-saturation constants for growth with respect to ac-

etate of 70 µM for sulfate reduction and 12 µM for methano-

genesis (Roden and Wetzel, 2003; Ingvorsen et al., 1984),

suggesting that indeed these reactions are very likely to be

unsaturated with respect to acetate.

For oxidative processes, oxygen is the most widely used

auxiliary electron acceptor. The supply of oxygen is ex-

pected to be rate-limiting for growth in oxygen-poor envi-

ronments (which are becoming more common in the coastal

oceans; Diaz and Rosenberg, 2008). The half-saturation con-

stant with respect to oxygen for bacterial sulfide oxidation is

1–20 µM (Klok et al., 2012; González-Sánchez and Revah,

2007), and while the concentration of oxygen in oxygen-

saturated (i.e., fully aerated) water is 0.3 mM (Kamyshny

et al., 2011), significant competition for oxygen means that

the concentration is much lower in many environments

(Shaffer et al., 2009). It is interesting to note that oxygen

concentrations were also low in the Proterozoic and Archean

oceans (Canfield, 1998).

Taken together, this analysis suggests that the redox

regime shifts predicted by our model are likely to be relevant

in the present-day natural environment, with respect to the

sulfur and nitrogen cycles, and may also have played a role in

iron cycling in the iron-containing Proterozoic and Archean

oceans.

7.4 What perturbations might cause redox regime

shifts?

How likely are the changes in auxiliary electron accep-

tor/donor concentrations that could trigger redox regime

shifts in biogeochemical cycles? Focusing on oxygen as the

most significant natural auxiliary electron acceptor, oxygen

concentrations in oceans or inland water bodies can be af-

fected by temperature changes (for example, a 4.8 ◦C global

Biogeosciences, 12, 3713–3724, 2015 www.biogeosciences.net/12/3713/2015/

200



T. Bush et al.: Redox regime shifts in microbially mediated biogeochemical cycles 3721

Table 2. Typical values for the half saturation constantsKor orKro for microbial growth, for various nutrient-cycling organisms, compared to

typical values for the concentrations of the relevant nutrients in marine environments. All values are given rounded to an order of magnitude.

Nutrient Reaction Organism Kor or Kro Concentration range

cycle

Sulfur H2S→ SO2−
4

Thiothrix or

Thiobacillus

1 µM (Canfield et al., 2005) 0.1 µM≤ [H2S]≤ 100 µM

(Goldhaber, 2003)

SO2−
4
→H2S Desulfovibrio 1 µM (Ingvorsen and Jorgensen, 1984;

Tarpgaard et al., 2011)

0.1 µM≤ [SO2−
4

]≤ 10 mM

(Goldhaber, 2003)

Iron Fe2+
→Fe3+ Thiobacillus

ferrooxidans

1 mM (Wichlacz and Unz, 1985) 1 pM≤ [Fe2+]≤ 100 µM

(Landing and Bruland, 1987; Canfield

et al., 1993)

Fe(III) oxide→Fe2+ Shewanella

putrefaciens

1 mM (Bonneville et al., 2004) 0.1 µM≤ [Fe(III) oxide]≤ 10 mM

(Thamdrup and Canfield, 1996; Can-

field et al., 1993)

Carbon CH4→CO2 Methylocystis 0.1 µM (Baani and Liesack, 2008) 1 nM≤ [CH4]≤ 100 µM

(Reeburgh, 2007)

CH3CO−
2
→CH4 Methanosarcina 1 mM (Dale et al., 2006) 0.1 µM≤ [CH3CO−

2
]≤ 100 µM

(Burdige, 2002)

Nitrogen NH+
4
→NO−

3
Nitrosomonas 1 µM (Koper et al., 2010) 0.01 µM< [NH+

4
]≤ 100 µM

(Rees et al., 2006; Blackburn et al.,

1993)

NO−
3
→NO−

2
Flavobacterium 10 µM (Betlach and Tiedje, 1981) 0.01 µM< [NO−

3
]≤ 10 µM

(Rees et al., 2006; Blackburn et al.,

1993)

temperature increase has been predicted to cause a 68 % re-

duction in the mean oceanic oxygen concentration; Shaf-

fer et al., 2009) and by perturbations which affect the bal-

ance between photosynthesis and oxygenic respiration, such

as eutrophication (which can lead to drastic increases of

biomass, generating “oxygen minimum zones”; Diaz and

Rosenberg, 2008). Furthermore, over Phanerozoic time, pO2

varied between 15 and 37 %, which represents a variation

large enough to generate redox regime shifts (Berner, 1999).

Further work could parameterize our model to investigate

whether a redox regime shift is possible within the range

of published values for atmospheric oxygen and oceanic

iron and sulfate on the early Earth, taking into account

the evidence for the progressive changes in these parame-

ters through geologic time from the Paleoproterozoic to the

Phanerozoic.

The availability of auxiliary electron donors (such as ac-

etate, lactate, or hydrogen) is expected to be altered by

changes in the rate of organic matter degradation, which has

been predicted to increase with temperature (Conant et al.,

2011), and is also sensitive to changes in the abundance of

organic matter due to sewage or phosphorus influx (Todd-

Brown et al., 2012). Changes in electron donor availability

could also arise due to competition effects, such as reductive

degradation of pollutants (Beaudet et al., 1998), or perturba-

tions in other biogeochemical cycles. This raises the interest-

ing possibility that a redox regime shift in one biogeochemi-

cal cycle could trigger shifts in others, due to changes in the

level of competition for auxiliary electron donors.

Furthermore, it is possible that redox regime shifts could

occur in response to changes in the inflow rates of auxil-

iary electron donors and acceptors, instead of changes in the

growth rates of the microbial populations within the environ-

ment that supply them. It is highly likely that such a system

would produce redox regime shifts in response to variation

in these fixed input rates. For example, future models could

look at whether seasonal temperature-induced mixing effects

can generate redox regime shifts.

8 Discussion

Microbial populations are key mediators of the Earth’s bio-

geochemical cycles (Falkowski et al., 2008). Our work shows

that microbial population dynamics can have important con-

sequences for the response of biogeochemical cycles to en-

vironmental changes. Under circumstances where the micro-

bial population density is limited by factors other than the

concentration of the chemical being cycled (e.g., by the con-

centration of another limiting nutrient), our models predict

that redox-cycling systems can undergo regime shifts in their

predominant redox state in response to small changes in the

availability of auxiliary electron acceptors or donors (such

as oxygen and acetate), which drive the oxidative and re-

ductive redox-cycling reactions, respectively. These regime
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shifts arise from the interplay between the nonlinearity of

microbial population dynamics, multiple nutrient limitation,

and the cyclic system topology. Diverse environmental per-

turbations are expected to affect the availability of auxil-

iary electron acceptors and donors, including temperature-

mediated changes in oxygen solubility and changes in or-

ganic matter abundance due to eutrophication, suggesting

that these redox regime shifts may be common in the natural

environment.

Regime shifts are a well-known phenomenon in many

ecosystems (Scheffer et al., 2009), including microbial

ecosystems (Bürgmann et al., 2011). They are known to oc-

cur in biogeochemical cycles (Blodau and Knorr, 2006) and

have played an important role in the Earth’s history – a no-

table example being the transition to an oxic atmosphere

around 2.3 Ga (Lenton and Watson, 2011). Our work sug-

gests a new mechanism by which regime shifts may occur

in microbially mediated biogeochemical cycles. This mech-

anism is identified here in a very simple and generic model

but also shown to exist in more realistic models. Further work

could extend our models to include detailed spatial or tempo-

ral dynamics and/or additional environmental variables such

as temperature or pH.

Our analysis also predicts clear criteria for the conditions

under which redox regime shifts should be expected. By

analyzing parameter values for a range of natural environ-

ments, we show that these criteria are likely to be satisfied

for the natural sulfur and nitrogen cycles. This phenomenon

may also be relevant for iron cycling in the Archean or Pro-

terozoic oceans, due to their much lower oxygen concentra-

tions and potentially much higher concentrations of iron than

present-day oceans. Indeed, redox regime shifts may even

help to explain changes in the Earth’s biogeochemical cycles

associated with mass extinction events, such as the rise in

ocean sulfide levels during the end-Permian extinction event

(251 Ma), which is believed to have poisoned the oceans and

killed as much as 90 % of all macroscopic species on Earth

(Benton and Twitchett, 2003). More generally, our work re-

veals that microbial population dynamics can lead to qualita-

tive changes in the behavior of biogeochemical cycles, with

significant system-level consequences. Better understanding

of microbial population dynamics is vital for accurate pre-

diction of the effects of anthropogenic changes on the Earth’s

systems, both on small and large scales.

The Supplement related to this article is available online

at doi:10.5194/bg-12-3713-2015-supplement.
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Konstantinidis, K. T. The Chimeric Genome of Sphaerochaeta : Nonspiral
Spirochetes That Break with the Prevalent Dogma in Spirochete Biology.
MBio, 3(3):1–9, 2012. doi: 10.1128/mBio.00025-12.Editor.

[192] Brune, A. Symbiotic digestion of lignocellulose in termite guts. Nat. Rev.
Microbiol., 12(3):168–80, 2014. doi: 10.1038/nrmicro3182.
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