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Abstract

Pressure is a powerful thermodynamic variable, capable of inducing dramatic
changes in the structure and therefore the properties of matter. An accurate de-
termination of these changes in structure provides an essential starting point for
the interpretation of dynamical measurements, and a necessary foundation upon
which computational ab-initio simulations are built. Diffraction studies utilis-
ing both powder and single-crystal techniques provide this impqrtant structural

information and, as such, are a powerful investigative tool.

An in-depth analysis of neutron powder-diffraction data from a sample of ice VII
is presented. This study involved an attempt to extract information about the
detailed nature of the atomic disorder present in the water molecule, informa-
tion only accessible via neutron techniques. The resulting difficulties lead to an
exploration of the fundamental limits of powder-diffraction. This investigation
highlighted a need to extend the maximum accessible pressure for single-crystal
techniques that, for structural neutron-diffraction, is currently limited to 2.5 GPa.
The majority of the work constituting this thesis was devoted to increasing this

limit.

In order to realise this advance, two different techniques were developed in paral-
lel. The first of these centred on the use of the Paris-Edinburgh (PE) cell to com-
press single-crystal samples. The new instrumentation, experimental methodolo-

gies and software developed by the author included modifications to both the cell
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and diffractometer and are presented here. These successfully facilitated a signif-
icant increase in accessible pressure up to at least 7.2 GPa. This new capability
was used in a comparative powder and single-crystal study of the structure of
potassium di-hydrogen phosphate (KDP). The results of this study challenged the
previously published structure. This study also gave an important opportunity

to test fully the newly developed experimental methods.

The second technique to be developed by the author used a new large-volume
diamond-anvil cell (DAC). This device provides optical access to the sample and
thus presents the possibility of the in-situ growth of high-pressure phases. This
property, combined with large apertures for the diffracted beam, gives the DAC
significant advantages over the PE cell. The techniques developed to perform
neutron diffraction with the cell are presented, as are those for crystal growth.
It was found that the DAC is currently limited in maximum pressure by the
size of available anvils. However, this was sufficient to enable an investigation of
D,-D,0O clathrate, a compound only formed under high pressure. The results of
this first neutron study are discussed in comparison with the previous published
structure, as determined by x-ray diffraction, which was unable to resolve the
hydrogen atoms. This brought to light the possibility that the original structure

was, in fact, incorrect.

Finally, these two new techniques are compared and contrasted, with a general
look forward to the possibilities for new high-pressure science. These develop-
menté are assessed in light of the imminence of a new ultra-intense neutron source
due to come on-line in 2006 in the USA. In addition, recent significant advances
in growth techniques for artificial diamonds will also have a large effect on the
design of future high-pressure cells, that will further widen the landscape that

can currently be explored by single-crystal neutron diffraction.
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Chapter 1

Introduction

It is true to say that many advances in experimental science follow in the wake of
the development of new technology, or from the advancement of available tech-
niques. This is perhaps especially the case in the field of high-pressure research,
where the application and control of pressure has proved to be especially chal-

lenging.

One dramatic historical example of this trend is the wealth of science that bur-
geoned following the invention of the diamond anvil cell (DAC). For the first time,
this device allowed the application of very high pressures whilst still providing
access to a variety of structural and dynamical probes. The success of diamond
anvil cells as tools for high-pressure diffraction is also intrinsically linked to the
development of extremely bright synchrotron-radiation sources. This powerful
combination has made structural measurements possible at extreme pressures of

several megabars simply by reducing the volume of the sample.

It is due to the relative power of the respective sources that a dichotomy exists
between neutron diffraction and x-ray diffraction. Sources of neutron radiation
are intrinsically much wéaker than synchrotrons and this has lead to neutron
diffraction lagging behind x-ray diffraction in terms of the maximum accessible

pressure. Despite this, it is still an essential probe of atomic structure, providing
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both the only means by which light elements can be accurately located, and a
far more accurate probe of subtle structural effects such as disorder and atomic

thermal motion.

In addition to the choice of radiation, an important aspect of any diffraction
experiment is whether the sample is single-crystal or poly-crystalline (powder) in
nature. Techniques employing samples of the former type are the most powerful,
yet they have not been the most commonly implemented for several reasons,
not least a lack of appropriate sample environment equipment and corresponding
experimental techniques. However, this situation is changing and, certainly in the
field of x-ray diffraction, more and more high-pressure work is being performed on
single-crystal samples [1]. This has arisen because the quality of modern powder
diffraction is such, that its intrinsic limitations have become more evident. The
nature of these limitations is introduced in Section 1.2, which is then followed by

a more detailed exposition of the powder technique in the following Chapter 2.

This situation has highlighted a need for single-crystal neutron-diffraction tech-
niques to be developed to higher pressures than those currently accessible. Indeed,
it is only with single-crystal diffraction that some of the important benefits of
neutron diffraction experiments can be exploited fully. Finally, having empha-
sised the importance of technology, a certain context is given to this work by a
new spallation-neutron source due to come on-line in the United States in 2006.
The combined improvements in source and detector technology are expected to
reéult in an increase in effective flux of factors of 40-100 over the most powerful

sources available today.



1.1 Pressure as a Thermodynamic Variable and

its Use in Neutron Diffraction

The phase of bulk matter is not a constant but instead has a, sometimes complex,
dependence on the experimental variables of temperature and pressure. Changes
in phase can lead to dramatic changes in properties, and, therefore, any complete
. characterisation of a material requires exploration over a wide range of conditions.
Whilst the limelight has often been ceded to the effects of temperature variation,

pressure is a far more powerful variable in terms of its effect on structure.

Indeed, high pressures can induce more dramatic changes in the volume of the
solid phase than is observed on warming or cooling. This can be as much as a
factor of ~ 3 by 10 GPa in the case of the soft metal caesium [2]. Additionally,

exotic changes in properties can arise including:

e Insulator—metal transitions. For example this is believed to have been

observed in hydrogen [3], xenon [4] and oxygen [5].

e Pressure-induced amorphisation. This phenomenon has been observed in

ice [6], clathrate structures [7], and in several minerals (8], notably quartz
[9]-

e Electronic s — d transitions. See for example [10] for a discussion of Lan-

thanum, Uranium and Thorium.

e Pressure-induced superconductivity. This has recently been observed in

iron [11], and boron [12]

e Molecular dissociation. A dramatic recent example of this is the observation

of semi-conducting, non-molecular nitrogen [13].

Additionally, pressure is a clean variable allowing large changes in bondlength

without complications arising from anharmonic thermal motion. In particular, it
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lends itself to systematic investigations of the effects of bondlength on material

properties and transitions.

A good example of this richness of behaviour under high-pressure is given by the
phase diagralm of water shown in Figure 1.1 up to 4 GPa. At ambient pressure,
water freezes into the hexagonal ice I; structure at 0°C, and no further structural
transition is observed from there down to absolute zero. However, under the
application of even modest pressures of several tenths of a gigapascal, the true
complexity of the solid phase of water begins to be revealed, and up to ~ 70 GPa,
twelve distinct structural phases are known to exist. At the very highest pres-
sures, water loses its molecular character entirely as the hydrogen bond centres

and ice becomes a simple oxide of hydrogen.

It is worth commenting on the bressures relevant to this thesis. Throughout this
thesis, the gigapascal (GPa), as the S.I. unit of pressure, is used. Another common
unit in this pressure range is the kilobar: 1 kbar = 0.1 GPa. It has already been
mentioned that large sample volumes limit the maximum accessible pressures for
neutron diffraction. To put this quantitatively, the maximum accessible pressure
for (non-magnetic) neutron diffraction is below 30.0 GPa [15], which is a full order
of magnitude below that achieved using x-ray diffraction and diamond-anvil cell

technology ( see for example [16],{17] and [18]).

1.2 Highv Pressure Diffraction Work

In many ways powder diffraction is the natural technique for'high-pressure stud-
ies. Structural phase-transitions induced by pressure are often violent, and will
reduce large single-crystals into fine grained powders. It is for this reason that
powder diffraction has come to dominate high-pressure structural work in recent
decades. Such an extended period of use has honed powder diffraction into an

extremely powerful tool. These advances have been facilitated by the advent of
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Figure 1.1. The low pressure phase diagram of H,O ice up to 4 GPa [14]

sophisticated algorithms for refinement of the data and, of course, the remarkable

increase in the available computer processor speed.

However, despite these strengths, powder diffraction has fundamental limitations.
These are a direct consequence of the reduction of inherently 3d diffraction in-
formation - from a 3d structure - to a 1d powder pattern. This problem comes
to the fore in circumstances where subtle structural effects are of interest. The
measurement of effects such as atomic disorder and the determination of thermal

motion depends on the accurate measurement of Bragg intensities in the region



below 0.7 A in d-spacing. In this region, distinct Bragg peaks are very close
- together and become heavily overlapped. Additionally, patterns collected at high
pressure are often superposed on a large background arising from the pressure
cell itself. Where this background includes powder scatter from components of

the cell, it exacerbates these problems.

Another difficulty arises in the solution of complex structures. Often the most
taxing step in structure solution from powders is the accurate assignment of in-
dexes to the observed reflections. For complex, low symmetry structures, there
are many Bragg reflections and over-laps can render unambiguous indexing ex-
tremely difficult or even impossible. The powder pattern of ice VII shown in the
following chapter (Figure 2.7) reveals the extent of the overlap even for a high-
symmetry cubic structure. The situation is far worse, and indeed can become
intractable, for lower symmetry structures which have a much higher number of

allowed reflections.

It is for these reasons that, in the last few years, there has been a resurgence of
single-crystal diffraction in x-ray studies at high-pressure [1]. Now that super-
megabar pressures are routinely achievable, attention is turning more and more
to the details of the structures. As the full 3d nature of the diffraction pattern
is retained, far more accurate structural information can be determined. In ad-
dition, single-crystal diffraction has the advantage that all of the diffraction is
concentrated into sharp diffraction spots, whereas in powder diffraction, for any
given reflection, that scattering is spread around the full Debye-Scherrer ring.
This lends the technique to measurements were incident flux, or sample volume,

are fundamentally limited.

Much of the work described in this thesis was motivated by a need for a parallel
development in neutron diffraction. Neutron diffraction is the most successful
technique for determining the structure of hydrogen bonds, as a consequence of

its unequaled ability to ‘see’ hydrogen atoms. In addition, because the scattering



is from the nuclei, which are pointlike, the form factor is constant and correspond-
ingly there is no drop in intensity with decreasing d-spacing. This, in principle,
allows the probing of extremely subtle atomic disorder effects but, in order to
take full advantage of this particular trait of neutrons, recourse to single-crystal

techniques is required.

1.3 Neutron and X-ray Radiations

Unlike modern synchrotron x-ray sources, neutron reactors or spallation sources
are characterised by rather low fluxes. The impressive increase in maximum
achievable pressure in structural work over the last fifteen years, has largely been
achieved by minimisation of sample volumes. This illustrates an important aspect
of high-pressure research following directly from the definition of pressure (P) as
the force (F') per unit area (A).

F
P=7

As a general rule the state-of-the-art is not defined solely by the maximum achiev-
able pressure, but by the scéttering power at that pressure, which is proportional

to the sample volume.

The low flux of neutron sources forces the use of sample volumes which are
often a factor of 1000 larger than equivalent x-ray samples, and thus severely
limit the accessible pressures. In the case of single-crystal neutron diffraction,
this limitation has been considerable, and accurate structural work using the
technique has been limited to 2.5 GPa. The development of high pressure single-
crystal techniques is also timely: a new spallation neutron source (SNS) is planned
to come online in 2006. Advances in moderator technology, detector technology
and the increasing use of focusing optics for neutrons has lead to claims of up
to a hundred-fold increase in effective neutron flux. It is likely that much of this

increase in flux will be directly communicated to higher operating pressures, thus |

opening up a vast field of scientific interest. Yet, this will only be possible with
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the development of new experimental techniques.

1.4 The Thesis Layout

Chapter 2: An Introduction to Crystalline Diffraction

An introduction is given to the essential theory that underpins all diffraction ex-
periments. The discussion extends to some depth in order to provide an adequate
context for the development work that comprises Chapter 4. Additionally, differ-
ent experimental techniques are contrasted, with specific emphasis on the relative
advantages and disadvantages of the different radiations used in diffraction work.
Finally, a description of the important technique of powder diffraction is given

along with an outline of its fundamental limitations.

Chapter 3: Exploring the Limits of Powder Diffraction: High Pressure

Ice

An introduction to the issues surrounding the high-pressure ice phases VII, VIII
and X is given with specific reference to previous structural work. The impor-
tance of determining accurately the nature of the disorder of the oxygen atom
in ice VII is highlighted. A study of this structural parameter, utilising neutron
powder diffraction with the Paris-Edinburgh (PE) high-pressure cell, is described.
The subsequent analysis of the data rapidly concentrated on the details of the
correction procedures applied prior to refinement. This highlighted several prob-
_lems with routinely employed methods when applied to thermal motion studies.
Despite successful identification and correction of these problematic areas, the
investigation was unable to shed further light on the nature of the atomic disor-
der. This provided an impdrtant motivation for the main focus of this thesis: the

development of single-crystal techniques.



Chapter 4: Single Crystal Time-of-Flight Diffraction With the Paris-
Edinburgh Cell

The extensive development of both the PE cell and the PEARL HiPr diffrac-
tometer at ISIS to facilitate single-crystal diffraction is described. This evolution
required the introduction of new experimental equipment, including a cell rota-
tion and encoding mechanism, which is described in detail. A new detector with
2d resolution was installed, and a scanning methodology was developed in order
to use the lower resolution powder detectors for measuring accurate single-crystal
intensities. In order to extract structural information from these intensities, new
calibration techniques were developed to determine the exact position of the de-
tectors. For these new technical capabilities to be exploited, a range of software
also had to be developed. This work, based on adaptation of existing crystal-
lographic routines, is also briefly discussed. In parallel with the development of
the diffractometer, the exploitation of new gasket technology to safely compress

single-crystals up to pressures of > 7.0 GPa is presented.

Chapter 5: A Comparative Siﬁgle—Crystal and Powder Diffraction
Study of KDP up to 7 GPa

An introduction is given to the structure of potassium di-hydrogen phosphate
(KDP). The importance of the geometry of the hydrogen-bond in certain phase
transitions is underlined. In particular, the observation of Endo et al. [19] that
the hydrogen bond symmetrises at a critical pressure F. is presented.  Powder
neutron-diffraction data were collected to specifically investigate this interesting
property. The results of this analysis revealed that the original determination of
the hydrogen bondlength, which had been seen to increase with pressure, were

incorrect.

Additionally, this compound was used to test the techniques outlined in Chapter
3, and high quality single-crystal data were measured up to 7.2 GPa. Despite



the presence of severe extinction, these data lent support to the powder measure-
ments. The attempt to correct the data for the effect of extinction has highlighted
the limitation of the available theoretical models of the effect, as applied to time-

of-flight diffraction.

Chapter 6: Neutron Diffraction with Large-Volume Diamond-Anvil

Cells

A parallel development of diamond anvil cell (DAC) techniques for neutron work
is discussed here. These cells have significant advantages over PE type cells
(which are highlighted), but have previously been limited by a working volume
that was too small for neutron diffraction. Recent advances in the growth of
artificial diamonds [20] and Moissanite [21] have made large anvils available for
the first tirhe. The use of new large volume DACs on the SXD diffractometer
at ISIS is presented. In addition, these techniques were applied, for the first
time, to a study of hydrogen clathrate, a compound which can only be formed
at high pressure. This study suggested that the structure, previously determined

by x-ray diffraction, was incorrect.

Chapter 7: Conclusions and A Look to the Future

Finally, an overview is given of the steps that have been taken towards routine
neutron single-crystal diffraction at pressures of up to 10 GPa and higher is given.
These conclusions suggest directions for the further development of high-pressure
cells, which must utilise the advantages of both PE cell and DAC technology.
Following this, a view of the near future is expounded with the implications of

new ultra-intense neutron sources.
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Chapter 2

Crystalline Diffraction at High

Pressure

2.1 Introduction to Crystalline Diffraction

- A large component of the work of this thesis has centred on the development
of new experimental techniques and methodology. In order that the reader can
appreciate the motives and method behind these developments, a reasonably in-
depth introduction is given here to the under-lying theory of diffraction measure-
ments. Whilst much of this theory is an important part of undergraduate degrees |
in physics, and as such is covered at length in a variety of text-books (see for ex-
ample [22]), the author has found that its specific application to poly-chromatic
neutron diffraction is less well recorded. It is thus the goal of the following section
on essential diffraction theory to collate the appropriate elements of the theory,

and emphasise their specific application to poly-chromatic neutron techniques.

The theoretical discussion is followed by a generalised introduction to the different
types of diffraction experiment currently used in structural studies. Here, the

relative merits of neutron and x-ray diffraction are juxtaposed.
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A central theme throughout this thesis is the comparison of single-crystal and
powder diffraction. Therefore, an introduction to powder diffraction techniques

is given to clarify the contrast between the two experimental methodologies.

2.1.1 Essential Diffraction Theory

In the theory given here it is assumed that the energies involved are such that
there is no momentum transfer between the incident radiation and the atoms in
the sample. In this case, the diffracted beam of radiation will have the same
energy as the incident beam and waves scattered from different points in space
will differ only in their phase. It is convenient to define the scattering vector K
as the difference between the final (scattered) and initial (incident) wave vectors
K = k; —k;. The phase difference between radiation scattered at the origin, and
at a point r from the origin, can then be shown to be equal to the dot product

K-.r.

Thus for an incident wave with amplitude A,, the amplitude of a wave scattered

at r is given by

A(r) = A,Be KT (2.1)

The additional term B is the scattering factor, a function that includes the details
of the interaction between the incident radiation and the atoms of the sample.
It is the precise nature of the scattering factor which determines the relative
advantages and disadvantages of the different radiations used in diffraction ex-
periments. The implications of this for the experimenter are discussed further in

Section 2.2.

The expression above is extended to describe the diffracted amplitude from bulk
matter by performing a summation over all of the atoms in the solid. In the

special case of an ideal crystalline material, r can be decomposed into the sum

12



of a lattice vector and a basis vector giving r = 1+ b. Substituting this into
Equation'?.l' and performing the summation over all atoms in the solid (taken

to be infinite in extent) gives

N
A= A,,B § eiK-(ha+kb+lc){Z eiK-b,.} (2.2)
hyk,l=1 n=1

Where the integers h,k,l rhultiply the basis vectors a, b and ¢ to map out every
point of the infinite spacial lattice. The second summation runs over all N atoms

comprising the basis of the crystal structure.

The first exponent in this sum is called the diffraction condition: unless this is
satisfied, then the entire expression is 'zero and there is no scattered amplitude. It
depends only on the lattice (specifically it does not depend on the basis of atoms)
and the scattering vector K. When the diffraction condition is satisfied, it is the
second exponent, called the structure factor, which then dictates the amplitude
_of the diffracted wave. The Equation 2.2 is readily identified as giving the Fourier
transform of the crystal structure. This leads to the interpretation of a diffraction
experiment as the measurement of Fourier components that, consequently, allow
the reconstruction of the crystal structure by inverse Fourier transform. Thus,

at it’s most elemental level, it consists of:

e The determination of which particular Fourier component a diffraction peak

is associated with, and

e The measurement of the intensity of that diffraction peak.

These two experimental procedures are called, respectively, indexing and struc-

ture factor extraction.
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2.1.2 The Diffraction Condition and Indexing

The diffraction condition contains two components: the crystal lattice and the
scattering vector K. Of these two, it is the latter which is the experimental
variable. Throughout an experiment, K will be varied such that as many diffrac-
tion peaks as possible are accessed. As a vector possesses both a direction and
a magnitude, this can be achieved by variation of the wavelength of the inci-
dent radiation A, or the anglebbetween the incident beam and the detector. The
difference between these two approaches are discussed in the following Section

2.2).

Careful inspection of the form of the diffraction condition reveals that the values
for K for which it is satisfied, also lie on the points of a lattice. As K has
dimensions of inverse length, this lattice is called the reciprocal lattice. Its basis
vectors are simply related to the corresponding basis vectors of the direct-space
lattice. They are written with an asterisk to indicate their reciprocal nature, thus

a general vector will be given as G = ha* + kb* + Ic*.

Following this interpretation, the diffraction condition may be rephrased K = G
where G is a general reciprocal lattice vector (This concept is explained further in
the caption of Figure 2.1 showing the Ewald sphere construction). Furthermore,
it can be shown that the scalars h,k and [ correspond to the miller indices of
planes of scatterers within the solid. Indeed Bragg’s well known formulation of
the diffraction condition begins with a consideration of specular scattering from
planes of atoms within a solid. This quickly leads to the derivation of Bragg’s
law A = 2dsin@ where ) is the wavelength of the incident radiation, d is the
separation between planes and 6 is the incident angle. Although the physics
behind this derivation is incorrect, it is easily shown that the resulting law is
mathematically equivalent to the diffraction condition described above. Thus, it
is valid (and often useful) to think in terms of scattering from distinct planes,
and it is for this reason that observed diffraction intensities are referred to as

reflections.
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Incident beam
direction

Figure 2.1. The figure shows a 2d slice through the Ewald sphere. This
reciprocal-space construction reflects that, for elastic diffraction where |k;| = |kj|,
the locus of all possible values of the scattering vector K define the surface of
a sphere. From the scattering condition K = G it follows that diffraction will
occur where this sphere traverses a reciprocal-lattice point. In poly-chromatic
diffraction, each wavelength will correspond to a sphere with a different radius.
Therefore, if two Ewald spheres are drawn, representing the maximum and min-
imum wavelengths of the radiation, every lattice point contained in the volume
between these two surfaces is, in principle, accessible.

The problem of indexing then requires the assignment of indices h, k and [ to each
of the observed reflections. Many algorithms exist to perform this task which,
in the case of single-crystal diffraction, is often trivial. The task is frequently
more exacting in the case of powder diffraction (see Section 2.2.2), and more
sophisticated algorithms (for instance using genetic algorithm techniques [23])

are often required.

2.1.3 Structure Factor Extraction and Structure Deter-

mination

Once the diffraction pattern has been indexed, the next stage is then to measure

the structure factors corresponding to each indexed reflection F**¥. Here, we
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immediately encounter a fundamental problem: with any detector, it is only ever
possible to measure an intensity, that is to say | F"**|2. The phase of the diffracted
radiation is stored in the amplitude of the diffracted wave as an imaginary com-
ponent of F**_ In the process of squaring this quantity, or more correctly, multi-
plying it by its complex conjugate, we are only left with the real component, and
this information is lost. This means that in any real experiment, it is impossible
simply to inverse-transform the data to recover the structure. However, if the

full crystal structure is known, then the phase information can be calculated.

A full indexing of the diffraction pattern will involve the assignment of one of
seven Laue classes. These classifications are then combined with 32 point groups
to give 230 possible space groups. A unique space group must be assigned in
order to determine fully the crystal structure. This assignment is achieved by
methodically examining the observed structure factors for every accessible, in-

dexed reflection.

The first step towards solving a crystal structure is usually to examine the data
set for systematically absent reflections. The International Tables for Crystallog-
raphy: Volume A [24] dictates those reflections that are forbidden for every space
group. Typically, this procedure will narrow the possibilities down to a small
subset of space groups. The next stage of classification is then to determine the
point group. This is found by looking for different but symmetry related reflec-
tions which have equivalent intensities. Again, full listings of these are given in
the International Tables. This procedure is usually sufficient to unambiguously

determine the space group of the crystal structure.

Once the full symmetry of the structure is determined, the structure itself is found
by refinement techniques. Here, an initial model structure is used to calculate a
set of structure factors F%! for each indexed reflection hkl. The parameters of the
model are then allowed to vary until the best statistical match is found between
these calculated factors (or rather their squares) and those actually observed in

: hkl|(2
the experiment |F|%.
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An important technique for establishing the ‘best fit’ between a given model and
real data is the least-squares technique. This is appropriate where the measured
data is subject experimental ‘noise’ that can be modeled by a simple Gaussian
distribution [25]. In experiments where the data consist of counts (be they of
neutrons, photons or any other quanta), this turns out to be a very good approx-
imation [25]. Consider, initially, the measurement of a single structure factor
that has the value F** in the absence of experimental noise. As a consequence
hkl

of the noise, the likelihood that a particular value F;; is measured is given by

Equation 2.3, the right hand side of which describes a Gaussian centred on F!,

(2.3)

hkl _ pohkl\2
Prob(F) oc exp [u—)——]

2
2041

The quantity opx is a measure of the severity of the experimental noise, as it
determines the width of the Gaussian curve. Generally, the measurement of oy
is an intrinsic part of the experiment, and its determination is no less important

than that of Fik.

In the real experiment, having measured Fji', we must then infer the most likely

value for the noiseless datum F*!. Tt follows directly from Bayes’ theorem [25]
that we must choose that value for F** that maximises the likelihood of our

having measured F¥ in the experiment.

In the refinement procedure we determine a set of values for F which takes

the place of F*¥_ It follows that the refinement must proceed until the value of

F! is found that gives the maximum value for Equation 2.3.

The probability of determining an entire data set of observed values D, consisting
of many F%'’s is given by the product of the individual probabilities for each

reflection, given by Equation 2.3 [25].
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: (FhkL _ phkly
Prob(D) o [J]exp |-—c&e o~ (2.4)
hkl 204k

- oo (-) e

where

hkl Ohkl

Fhkl _ phkt 2
X2 — Z ( calc obs ) (26)

and is summed over all of the observed data hkl. It follows from differentiation
of Equation 2.4, with respect to the set of calculated structure factors F2% that
the maximum of the probability distribution occurs where the quantity x? is a
minimum. Correspondingly, the structural model that minimises x? is the ‘best-
fit’ to the measured data, because it would give the maximum likelihood of the

experimenter having measured the observed data set.

The numerical value of x? is one of several commonly used indices that assess
the quality of a refinement. It should ideally have a value close to 1.0 as, if it is
much higher than unity, then the calculated structure does not closely match the
observed data. If, however, it is much lower than unity, then it suggests some
problem with the estimate of uncertainties opr. Another common measure of
the quality of a fit, used in this thesis, is the crystallographic R-factor given by
Equation 2.7.

o S|P — El
k= et Fopy ° ®1)
8

The R-factor is normally multiplied by 100 and quoted as a percentage.

There is an additional caveat in assessing the quality of a refinement in crys-

tallography, and that is that the resulting structural model must make sensible
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chemical and physical sense. If, for instance, a bondlength refines as unusually
short or long, it may be indicative that either structural model is incorrect, or

the data are insufficient to determine the structure.

Many algorithms exist to perform structural refinements using the least squares
method. In this thesis the SHELXL-97 refinements in the Crystallographic suite
WinGX [26] were used for single-crystal data and GSAS [27] was used for powder

refinements.

Finally, there are a few instances whereby the examination of absences and equiv-
alences is insufficient to determine the space group precisely. In these cases re-
finements may be used to solve the crystal structure, as calculations using the
correct space group must maximise the quality of the fit and at the same time

give ‘sensible’ crystal structures.

Structure Factor Extraction

Before the space group assignment and structural refinement can commence, it
is necessary to measure as large as possible a set of structure factors. This is
undertaken in two steps: first the intensity for each Bragg peak is measured and

second, this intensity is converted into a structure factor.

The intensity of a Bragg peak is typically determined by fitting some kind of
idealised peakshape and then integrating. An important aspect at this stage
is accurate determination of any background that mé,y lie underneath the Bragg
peak itself. This means that the experimentally-measured intensity of each Bragg
peak will be subject to some uncertainty associated with the integration pro-
cess 61, and some uncertainty associated with the background measurement ¢ B.

Therefore, the measured value of the intensity I(h, k,!) must be quoted as

I(h,k,1) = I'(h, k,1) & (61 + 6B) (2.8)
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where I'(h, k,1) is its most likely value, and a measure of this likelihood is given

by the sum of the terms within the brackets.

An important corollary of this is that the act of minimising the background
will minimise our uncertainty in the intensity measurement. This is especially
important in assessing if a reflection is absent, as it can only be said to have zero
intensity within the limit of our knowledge, as determined by the experimental

accuracy.

Once the intensities have been measured as accurately as possible, they must then
be corrected for a variety of systematic effects arising from the physical progress
of the radiation through the solid and the actual mechanics of detection. These
correction terms are summarised in the Buras-Gerward equation [28] which is

shown in Equation 2.9 below for polychromatic radiation

I(h k1) o« Lol K, DL(6)

M, (Ne(m NANED) (29)

Throughout the work described in this thesis, no attempt is made to calculate
absolute structure factors, and the constant of proportionality is taken as a uni- |

versal scale factor applied to all reflections in a given run.

The various terms in Equation 2.9 (defined below) are, in general, dependent
on the nature of the incident beam: specifically whether the radiation is mono-
chromatic or poly-chromatic, neutron or x-ray. They also depend on the details of
the diffractometer geometry and detectors used. The following functional forms
are given for the case of poly-chromatic neutron radiation, both because they
are the relevant forms applicable to the work of this thesis and, additionally,
because the mono-chromatic x-ray case has been expounded upon at length in
many publications (see for example [22], [29] or any elementary text on x-ray

diffraction).

e In a polychromatic experiment, the incident flux i,(A) will be a function
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of wavelength. The measured intensities will be collected over a range of

different energies, and, therefore, must be corrected for this variation.

Any real detector will have some efficiency €(n, ) that is less than 100%.
In general, this will be a function of wavelength, decreasing at higher ener-
gies where particles are less likely to interact with the detecting material.
The variable n is simply a label required where more than one detector is
present (e.g. in the case of a multi-element CCD array, or a pixelated scin-
tillation counter), each of which may, in general, have different efficiencies.
Typically, the relative efficiencies will vary from detector to detector in a
pseudo-random manner, even if the they are made of the same material and

have the same design.

The reflectivity term A* arises from the integration of the radiation over
the finite divergence over which the incident beam is non-zero, i.e., the
diffraction vector k will typically be associated with some small divergence
such that k = k' + dk. The total diffraction is integrated over the three
components of the diffraction vector ki, k, and k3 giving rise to a 1/)3
term in the monochromatic case. In the polychromatic case, the magnitude
of the scattering vector [k| = 27 /) must also be integrated over, giving the

additional factor of 1/A.

The Lorentz Factor L(6), recognizes that any data collection will take the
form of a continuous scan over various values of the scattering vector. Con-
sequently, each diffraction condition will only be satisfied for a finite time.
This is best visualised in reciprocal space, where, in the case of time-of-flight
diffraction, the time-varying magnitude of scattering vector is represented
by a collapsing Ewald sphere moving between radii of ka2 t0 kmin as time
elapses. At very high 20 angles the sphere collapses at a faster rate than
at very low angles and therefore reflections observed at high angle will be
correspondingly weakened (see Figure 2.2) as they satisfy the diffraction

condition for a shorter length of time. The exact correction factor in the
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time-of-flight case is L(#) = sin®#6.

Incident beam
direction

Figure 2.2. The figure shows projections of the Ewald sphere corresponding to
the maximum and minimum wave-vectors. Observe that along the direction of
the incident beam, a greater length of reciprocal space is traversed as the sphere
collapses from ke t0 kmin. Consequently, the Ewald ‘front’ moves the most
rapidly along this direction and the scattering condition for a vector such as G;
(which is almost anti-parallel to the incident beam and at a correspondingly high
scattering angle) is satisfied for a shorter time than that for a vector such as G,

e The absorption factor A(A,[) takes account of the weakening of the trans-
mitted beam due to a variety of processes within the sample and any com-
ponents of sample environment. It is dependent both on the nature of
the radiation, the atomic constituents of the sample, and the pathlength
through the sample taken by the radiation, .

The mathematical form of this factor is an exponential reduction of the

incident intensity, I, given by

I = Ie #) (2.10)

The severity of the absorption effect depends on the absorption coefficient
w(A) which has dimensions of inverse length and has been experimentally

measured for many atomic elements and isotopes. In neutron diffraction,
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the absorption coefficient has two components: real absorption fiyeq, and

absorption due to incoherent scattering events p;p,.

Over the range of energies used in inelastic diffraction work, nuclear reso-
nances are generally unimportant and g, has a simple linear form. This
linear dependence has a negative slope with energy as material becomes
increasingly transparent, until finally becomes zero at infinite energies.
Therefore, p(A) can be taken to have the form of a straight line passing
through the origin. Meanwhile incoherent scattering of the incident beam
is independent of wavelength and, the corresponding coefficient p;,., is a
constant. Consequently, the total absorption coefficient will have the form

Kot = Preal + Hine = A\ + B.

The extinction term E()) describes the reduction of the transmitted beam
as a result of coherent Bragg scattering. This effect is often divided into two
different types both of which are illustrated in Figure 2.3. The first case,
that occurs within highly perfect crystals, is called Primary extinction.
Here, when the scattering condition is satisfied, the incident beam will be
strongly scattered by the crystal, thus, weakening the transmitted beam.
However, most real crystals are not perfect, and instead can be modeled
as being composed of many mosaic blocks, the volume of which is much
smaller than the total volume of the crystal. Within a block the crystal
will be highly perfect, but the orientation of each given block relative to
another will be randomly distributed about some mean value. In this case,
the incident beam scattered from a given mosaic block will have to travel
deep into the crystal (traversing many other mosaic blocks) until another
block of identical orientation is encountered. In this case, the resulting
attenuation of the beam is called secondary extinction. In either instance,
the effect of extinction is a reduction of intensity of those Bragg reflections
that scatter the most strongly. The most commonly employed model of

the extinction effect is that of Zachariasen [29] which is proportional to the
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structure factor squared. Extinction is a complex problem, that has been
the subject of much theoretical endeavour for over fifty years [29],{30],[31].
However, dufing the work of this thesis, the author encountered difficulty

in the application of its correction. This is discussed further in detail in

Chapter 5.3.

a) Incident  Diffracted Diffracted
Incident Diffracted beam  beam beam
beam beam
n \// Transmitted

beam
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Transmitted
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Figure 2.3. The figure on the left (a) illustrates the case of primary extinction
for a highly perfect crystal. It shows the diffraction of the incident beam from
successive Bragg planes. At each plane of atoms, part of the beam is reflected
and part is transmitted. Now, consider the geometry of the beam reflected from
plane ‘b’: it is also in the diffraction condition and can be reflected back off
plane ‘a’ such that it continues in the same direction as the original incident
beam. Each successive reflection introduces a phase change of m/2, therefore,
radiation that has been scattered twice (or any even number of times) will in-
terfere destructively with the transmitted beam reducing the intensity of both
the transmitted and diffracted beams. On the right, Figure (b) illustrates the
case of secondary extinction, where the crystal is only ideal within small ‘mosaic
blocks’. These regions are separated by distances much larger than their size so
radiation successively scattered from the two blocks in the figure will no longer
add coherently as was the case for primary extinction. The result is a reduction
in the transmitted beam purely as a result of the loss of intensity due to Bragg
diffractions from successive mosaic blocks.

24



2.2 Different Types of Diffraction Experiment

The diffraction experiments used to determine structural information can be
broadly classified according to the basic technique used. In the first instance,
an important distinction is the physical nature of the radiation used, as this
has important consequences for the kind of measurements that can be made.

High-pressure diffraction work is exclusively performed with x-ray and neutron |

radiations and these are juxtaposed in the following Section 2.2.1.

A second important experimental consideration is whether the incident beam
of radiation used is poly-chromatic or mono-chromatic. In the first case, the
radiation is composed a smooth spectrum of energies between some maximum
and minimum value. Experiments of this kind are called energy-dispersive, as
it is the magnitude of the scattering vector that is varied in order to explore
reciprocal space. In the second case, a single wavelength (with some experimental
divergence) is pre-selected and, therefore, the magnitude of the scattering vector
is fixed. In this instance, reciprocal space is explored by varying the angle of
the scattering vector and consequently, experiments of this type are called angle-

dispersive.

Finally an important experimental realisation of angle-dispersive scattering is
obtained by the use of powdered samples. Here, the angie of the incident beam
is kept constant and a poly-crystalliné sample is used. In an ideal sample, these
crystallites are of identical size and perfectly randomised, such that all possible
orientations are equally well represented. Therefore, for any given set of lattice
planes, there will be an equally-sized subset of crystallites at the correct angle to
satisfy the diffraction condition. Since the 70s, powder experiments have tended
to dominate high-pressure diffraction. This technique is discussed in detail in
Section 2.2.2 and Chapter 3 reviews the use of this technique in a high-pressure
neutron-diffraction study. However, powder techniques have intrinsic limitations

which are also discussed in detail in this section and the following chapter, as
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they provided the motivation for much of the subsequent work of this thesis.

2.2.1 Different Radiations

There are three kinds of radiation used in the determination of atomic structure:
x-ray radiation, neutron radiation and electron radiation. The last of these, used
in electron diffraction, is only capable of distinguishing structure on the surface
of solids (typically electrons cannot penetrate more than 100 A below the sur-
face) and, as such, is not relevant to the work of this thesis and is not discussed
further. Of the other two, by far the more widely used is x-ray radiation. It
benefits from a number of extremely powerful synchrotron sources based around
the world. Neutron diffraction is used to a much lesser extent, partly because
- of the significantly higher cost, and partly because the sources are many orders
of magnitude weaker than modern synchrotrons: There is also an issue of ac-
cessibility, with only a handful of intense neutron sources available around the

world.

X-ray and neutron radiafions are, of course, very diﬁ'erent; physical entities. Con-
sequently, the physics describing their interaction with the atomic constituents
of a solid is entirely different. These different characteristics lend themselves
to different kinds of experiment and each radiation has relative advantages and
disadvantages to consider when planning a measurement. The consequences, for

diffraction experiments, are discussed in detail below.

The Interaction of X-rays With Matter

X-rays are a form of electromagnetic radiation and interact with matter via the
extended electron cloud surrounding individual atoms. The negatively-charged
electron cloud is forced into oscillation by the EM field and in-turn becomes the

source of the secondary, scattered radiation. This has important consequences:
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1. The strength of the scattered wave is proportional to the total amount of
negative charge surrounding an atom. Consequently, it is extremely difficult
to observe diffraction from the lighter elements and, in particular, hydrogen
is almost impossible to detect with x-rays. An additional difficulty is a lack
of contrast between atoms of similar atomic weights. For example, gold and

lead are essentially indistinguishable to x-ray diffraction techniques.

2. The electron cloud is an extended object in space as opposed to a point.
This introduces an additional component to the scattering factor, called the
form factor that is a function of %, tending to reduce the scatter at large
angles (corresponding to small d-spacings). This effect introduces a lack of
resolution in the determination of structure that hinders the measurement
of subtle effects such as atomic thermal-motion and multi-site disorder. An

example of the functional form of the form-factor is shown in Figure 2.4.

3. Absorption effects are rather high for x-rays as their interaction with mat-
ter is relatively strong as a consequence of the long range of the electro-

magnetic force.

The Interaction of Neutrons With Matter

Unlike x-rays, neutrons are massive particles possessing no éharge. Their interac-
tion with other atoms is inter-nuclear via the strong nuclear force and this leads

to several important characteristics of neutron-diffraction experiments.

1. The interaction that scatters neutrons from the nucleus has a rather com-
plex dependence on the atomic number which is illustrated in Figure 2.5.
In particular it should be noted that hydrogen, and other low Z atoms, have
a comparatively large scattering strength in comparison with other heavier

elements.
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Figure 2.4. The intensity of scattered x-ray radiation is modulated by the
form factor shown above. At shorter wavelengths, or larger angles, the extended
electron cloud surrounding the atom appears less and less as an infinitesimal
point. The effect on the scattering is a reduction in intensity from low d-spacing
reflections. Conversely, the neutron-nucleus interaction is truly pointlike and,
therefore, the form factor is a constant term

Unlike in x-ray diffraction, there can also be a strong isotope effect on the
scattering power of the nuclei. A major contribution to this contrast be-
tween isotopes is the effect of the nuclear spin of both the incident neutrons,
and the nuclei of the sample. In general, the spins of both sample and beam
are completely randomised (this might not be true for extremely low sample
temperatures or when working with a spin-polarised neutron beam). The
distribution of spins gives rise to a range of scattering lengths for the in-
dividual nuclei, when these are averaged over the entire scattering volume
of the sample they separate into two components: giving rise to both a co-
herent and incoherent scattering length. It is the coherent scattering that
gives rise to the Bragg peaks that are measured in a diffraction experiment.

Meanwhile, incoherent scattering is mostly independent of the scattering
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Figure 2.5. An illustration of the varying cross-sections for neutron (top) and
x-ray (bottom) diffraction. In particular, notice that on this scale the deuterium
D x-ray cross-section isn’t visible (see the main text for a discussion of why the
heavy, rather than the naturally occurring, isotope is displayed). Also highlighted
is the resolution between, for instance, atoms of iron and magnesium, which are
indistinguishable to x-rays.

vector K and gives rise to a smooth wavelength-independent background.
The variation between coherent and incoherent scattering lengths between

two isotopes can be dramatic.

A particular example of this, which is important for most of the work in
this thesis, is the element hydrogen, the respective incoherent and coher-
ent cross-sections are given in Table 2.1 for 2200 ms™! (room temperature)
neutrons [32]. It can be seen that the stable isotope has an extremely
large incoherent-scattering cross-section: almost 46 times its coherent cross-

section. In contrast, the second isotope, deuterium, has a low incoherent
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Isotope Coherent xs | Incoherent xs
(barns) (barns)
'H (hydrogen) 1.758 80.27
2H (deuterium) 5.592 2.05
SH (tritium) 2.890 0.14

Table 2.1. The coherent and incoherent scattering cross-sections (xs) of the three
isotopes of hydrogen (for room temperature 2200 ms™' neutrons) [32]. Note the
high incoherent cross-section of the stable hydrogen isotope.

scattering cross-section. The consequence of this, for diffraction experi-
ments, is that in almost all cases deuterated samples must be used. This is
the case for the powder studies of the high-pressure ice phases in the fol-
lowing chapter, and in the clathrate studies described in Chapter 6. Some
of the consequences of using a hydrogenous sample were encountered in
the diffractions studies of potassium di-hydrogen phosphate described in

Chapter 5.

2. As a consequence of the point-like interaction between the neutron and the
atomic nucleus there is no form-factor contribution to the scattering factor.
This means that, in principle, a far higher resolution can be obtained from
neutron measurements making them ideal to study effects such as thermal
motion and multi-site disorder. As both of these effects are extremely subtle
(for example, the disorder of the oxygen atom in ice VII, that is discussed in
the following Chapter is of the order of ~ 0.15 A in size.), they require the
measurement of the high frequency Fourier components that correspond to

the low d-spacing reflections.

3. The neutrality of the neutron is both an advantage and a disadvantage
in experiments. The lack of an electro-static interaction makes it difficult
both to extract and accelerate neutrons. This is a fundamental reason for
the intrinsic weakness of available neutron sources. However, the lack of

interaction also results in an ability to penetrate very deeply into matter,
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an attribute that comes in extremely useful when the use of bulky sample

environment equipment (e.g. pressure cells or cryostats) is required.

4. There are many other advantages, such as contrast-matched scattering and
magnetic scattering,.that arise from the physical nature of the neutron.
However these are not directly relevant, and have been discussed in detail

elsewhere!.

Experimental Sources

In addition to the different physical distinctions listed above, the choice of ra-
diation is perhaps most strongly affected by the available experimental sources.
The most striking difference between neutron sources and x-ray sources is in their
relative fluxes. At the current time, the most powerful sources of x-ray radiation
are synchrotrons, which can deliver up to 10° times the flux of the most powerful
sources of neutron radiation (reactors or spallation sources). It is the weakness
of the sources that is the major drawback of neutron diffraction. Especially for
high-pressure work, the correspondingly large sample volumes that are required;

severely limit the maximum accessible pressure.

A further advantage of x-ray sources is that small tube-sources are available
allowing many experiments to be performed ‘in-house’. Conversely, neutrons
in sufficient quantities for diffraction work are only available from large scale

facilities. Consequently, neutron work is extremely expensive.

2.2.2 Powder Diffraction

One particular and widely used experimental application of the angular-dispersive
diffraction technique is powder diffraction. This is a technique whereby the sam-

ple is composed of many small crystallites, ideally of uniform size, and with an

1see for example the books of Squire [33] or Ardnt and Willis [34]
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entirely random distribution of orientations. If this is the case, then for incident
radiation of a given wavelength, some sub-set of crystallites will always satisfy
the diffraction condition. For a given set of lattice planes (corresponding to a
definite point on the reciprocal lattice) and a given incident wave-vector, k;, the
scattering angle 28 is fixed, that is to say k; - k; = const. This gives rise to a
set of concentric cones of diffracted radiation maintaining cylindrical symmetry
about the incident beam. When these cones are incident on an area detector, say
a phosphor based image plate or a CCD detector, they give rise to a pattern of
concentric circles called Debye-Scherrer rings. A schematic of a typical experi-

mental set-up is illustrated in Figure 2.6 for a monochromatic incident beam.

It is also possible to perform powder diffraction with polychromatic radiation. In
this instance, an energy-resolved detector at any fixed position in space will see an
entire powder-diffraction pattern as a function of energy. Although, of course, the
wavelength at which peaks are observed will vary with angle according to Bragg's
law. A specific example of the energy dispersive technique is the time-of-flight
(TOF) method used in neutron diffraction. This technique, which is described
in detail in Chapter 4, utilises the fact that the velocity v of a (non-relativistic)

neutron is related to is energy E by the equation

(2.11)

Consequently, if a pulse of poly-chromatic neutrons is produced at time T, the
time T required for them to travel a given distance L is then given by T =
\/m,,T/ZE. If a timer is set to begin at T,, the arrival time of a neutron at a
detector can be used to give a direct measure of its energy. This technique is used
exclusively in the neutron work of this thesis and is discussed in an appropriate
level of detail in Chapter 4. An example of the resulting TOF powder pattern is

given in Figure 2.7

In the ideal powder experiment, reflections from individual crystallites should be
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Figure 2.6. The Figure shows a schematic of a powder experiment using mono-
chromatic radiation. By intercepting the diffracted cones of radiation with a
plane (typically some form of detector), concentric rings are obtained with a
radius directly related to the scattering angle 26 and the distance between the
sample and the plane. The insert shows how only a sub-set of crystallites with
a given orientation (symmetric about the incident beam direction) satisfy the
diffraction condition for a given set of lattice planes

unresolved. The pattern becomes statistical in nature, the 3d-diffraction pat-
tern collapsed onto a single dimension (that of the angle 26 for mono-chromatic

experiments or that of some function of energy in the polychromatic case).

An inherent feature of the powder-diffraction pattern is that peaks that would
be separate in space in the full three-dimensional pattern might now overlap. In
any real experiment, a given Bragg peak will have some inherent width. If the

mono-chromatic case is considered, this will arise from
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Figure 2.7. A refined fit to an ice VII powder pattern collected on the PEARL
diffractometer at ISIS and displayed as a function of time-of-flight. Also present

is a second diffraction pattern

from the diamond anvils of the pressure cell, the

strongest peaks of this phase are marked with a red ‘D’. The tick marks below
the peaks indicate the calculated positions of peaks indexed on the unit cell of
each phase (the upper row corresponds to diamond, and the lower row to ice
VII). Notice the rapidly increasing density of reflections at lower d-spacing and

the corresponding overlapping

of adjacent peaks.

e The divergence of the incident beam such that the actual incident wave-

vector k; will have some

variation about its central value k;. Typically, a

monochromated beam will have some finite distribution of energy about

the nominal value ), such that A = X' & d)\. Additionally, the finite size of

the source will result in some angular divergence.

e There may be divergence due to the sample itself. This can arise from

deviation away from perfect crystallinity. An important aspect of this in

high-pressure diffraction

work is pressure induced strain broadening. This
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effect becomes more pronounced at higher pressures, and presents signifi-

cant difficulties in powder diffraction [35].

At low d-spacings, the density of diffraction peaks increases dramatically. This
can be easily seen by considering the density of reciprocal-lattice points, between
radius 7 and ér from the origin, as r increases. This fact, combined with the
non-zero width of the Bragg peaks means that at low enough d-spacings powder
peaks will begin more and more to overlap (this effect is evident in the powder
pattern shown in Figure 2.7). This problem can be addressed to a certain extent
by improving the resolution of the instrument. However, this does not help when
peak width is dominated by sample effects and in the case when reflections that

need not be symmetry related share the same d-spacing.

This means that whilst indexing a crystal structure given single-crystal data is
often trivial, it can become exceedingly difficult when only a powder pattern is
available. Additionally, the determination of the correct intensity for a given
Bragg peak, when it is overlapped with several other peaks, can be problematic.
For these reasons, it is usually the case that the crystal structure will be known
prior to the powder-diffraction experiment being performed, and the data only
used to refine the structural parameters as, say, a function of temperature or

pressure.

Despite these seemingly serious disadvantages, modern powder-diffraction has
become an extremely powerful tool, generally as a result of advances .in computer
technology. The most important of these advances was the developmeht of the
Rietveld refinement technique in 1967 [36], which is now almost ubiquitous in
the analysis of powder data. The line through the data points in Figure 2.7 is
actually a Rietveld fit (generated using the GSAS refinement software [27]).

In order to apply the Rietveld method, the observed powder pattern is digitised
by sampling at a large number of points along the diffraction parameter, x (x =

20, time-of-flight, energy etc.). A powder-diffraction pattern is then calculated
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using the available structural and experimental parameters, and a least squares
technique applied to refine the best fitting structure (see Section 2.1.3). In this

case, x? is summed across the each bin 7 of the entire digitised profile [37]

=Y (s — )" (2.12)
i=1 Yi

Here y; is the observed intensity at %, y.; is fhe calculated intensity and N is the
total number of sampled points. This is a characteristic feature of Rietveld anal-
ysis - that every element of the observed powder pattefn is fitted simultaneously
without any prior attempt to extract individual peak intensities. It thereby in-
trinsically acknowledges the reduced information content of the powder- pattern.
It should also be noted that the measure of uncertainty 7,, has been replaced by
the intensity y;. This reflects the statistics of counting experiments, where the

uncertainty associated with a measurement of N; counts in bin ¢ is proportional

to v/N; [25].

An important aspect of the definition of x? given in Equation 2.12 is that the
background, in addition to the Bragg intensities, is also being fitted. Correspond-
ingly, especially in high-pressure diffraction where the backgrounds are generally
high as a consequence of presence of the pressure cell, it must be treated carefully
as an index for the quality of the fit. Consider the limiting case where the diffrac-
tion signal is extremely weak, a x? that is approximately equal to one could be

obtained by only fitting the background and ignoring the sample signal.

As has been mentioned previously, high-pressure diffraction has tended to have
been dominated by powder experiments. This is often for the important reason
that single-crystal samples have not been available either because a destructive
phase transition is encountered, or simply because the experimental techniques
do not exist to compress single-crystal samples to the required pressures. Powder
experiments have been extremely successful. However, as experiments become

more ambitious the intrinsic limitations of powder diffraction, as described above,
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have become more apparent.

2.3 Conclusions

The purpose of this chapter has been to provide an introduction to the underlying
principles of diffraction theory. This has been attempted in order to familiarise
the reader with the main issues affecting the experimenters choices whilst plan-
ning a diffraction experiment. In addition, this background will clarify many of

the challenges encountered in the work described in the following chapters.

Certain problems that have been introduced here will be explored in more detail
in the specific manifestations in which they appear in the following description of
development work in Chapter 4. In particular the correction of data for absorp-
tion and extinction effects will be seen to be non-trivial. Often these problems
are best avoided by improvements in the experimental methodology employed

and, where relevant, these changes will be reported in detail.

An introduction has been given to the different kinds of diffraction experiment
available to the crystallographer. Specifically, the discussion has focused on the
implications of the choice of radiation for a given type of structural measurement.
This background emphasises the need to use neutron diffraction for the studies

comprising this thesis.

Finally, the method of powder diffraction has been expounded at some length.
Many of the limitations of the method, that were highlighted in this section, will

be encountered directly in the following chapter.
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Chapter 3

Exploring the Limits of Powder

Diffraction: High-Pressure Ice

One of the first projects in which the author became involved as part of this thesis
work was a powder diffraction study of the high-pressure phases VII and VIII of
ice - using neutron radiation. In particular, it was hoped that these measurements
might elucidate the nature of the disorder of the oxygen atom in ice VII. Several
different models exist for this effect, and its accurate characterisation could have

important consequences for our understanding of hydrogen bonding.

These experiments used the Paris-Edinburgh (PE) cell to coﬁlpress samples of
water ice up to pressures approaching 25 GPa. The experiments were performed
on the PEARL HiPr instrument at the ISIS pulsed neutron source in Oxfordshire
(the instrument is described in detail in the following chapter as is the time-of-

flight technique used to collect the data').

All of the neutron data used in this study were collected in the transverse mode of

the instrument (see the following chapter). In this geometry, the incident beam

1A full description of the time-of-flight technique and the HiPr diffractometer is postponed
until the following chapter 4. It is hoped that this clarifies the description of developments of
the diffractometer which are given there.
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travels through the front anvil of the cell to reach the sample. Whilst the resulting
anvil scatter can be removed from the pattern by careful shielding, this would also
remove a significant amount of the signal from the sample. Consequently, in order
to maintain the signal level for very-high pressure experiments, the experimenter
is forced to live with a certain amount of anvil scatter in the data. The diffraction
study of ices VII and VIII was concerned specifically with determination of the
atomic displacement parameters (ADP) of the oxygen atom. As such, a central
goal was to probe possible limits on the accuracy of these measurements with
these contaminated data. The effects of attenuation arising from the cell were also
expected to correlate strongly with atomic thermal-motion, as both are described

by exponential terms, and the significance of this effect was also investigated.

Despite these complications, the PE cell is the only device capable of taking
powdered samples of sufficient volume for accurate study by neutron diffraction
to the high pressures required. Additionally, these data still represent a ‘best

case scenario’ for neutron work at these pressures for the following two reasons:

e ISIS is a highly intense source of neutrons (it is currently the most powerful
pulsed source in the world) and deuterated ice? is a very strongly scattering
sample. Additionally, the sintered diamond anvils used in these particular
experiments have the highest level of transparency of all the available anvil
materials. Therefore, the signal-to-noise ratio was one of the best obtained

on PEARL for samples at such high pressure.

e The high pressure structures of ice have a high symmetry (cubic in the case
of ice VII and tetragonal in the case of ice VIII). The diamond structure
of the anvils also has an extremely simple (cubic) structure. The relatively

small number of Bragg peaks should minimise the problems of overlapped

2In all the neutron studies described here, deuterated samples are used to avoid the large
incoherent scattering from the naturally occurring isotope. This effect was discussed in detail
in Section 2.2.1
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peaks at lower d-spacings, and additionally reduce effects rising from con-

tamination of the data by anvil scatter.

As such, these experimental studies presented an ideal opportunity to explore the

limits on the quality of neutron powder-diffraction data at high pressure.

In this chapter the scientific background is given for this neutron study of the
high-pressure ices, with reference to previous structural work. The significance
of thermal motion measurements, as a measurement of atomic disorder, is ex-
plained. The data measured on PEARL are presented, as is an in-depth analysis
of the various corrections that it is necessary to apply in order to extract accurate
thermal parameters. This study revealed several factors as having a measurable
effect on resulting ADPs, which had not previously been considered. This pre-
sented several changes in procedure that should be implemented in subsequent

studies using the PE cell for high-pressure, neutron powder-diffraction.

However, ultimately, it was realised that a study of the detailed nature of atomic
disorder of this type was probably beyond the resolution of powder data. That
this was so, even for ‘best case’ data and with the most careful analysis, high-
lighted that a fundamental limit of powder diffraction had been encountered.
Consequently, the study described here was one of the motivating factors for the

work described in subsequent chapters in developing single-crystal techniques.

3.1 The High-Pressure Structure of Ice

The hydrogen-bonds that bind water molecules in the solid phase are highly
versatile. This is evidenced by the complex phase-behaviour observed in ice: 12
distinct phases are known to exist. A glance at the phase diagram [14] (shown in
Figure 3.1) reveals that much of this complexity occurs at relatively low pressures.
Thus, above ~ 1.9 GPa only the two phases, ices VII and VIII (the structures of

which are related by an ordering transition on cooling) are observed. At higher
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pressures still, the VII-VIII transition temperature drops until it reaches 0K
at around 60 GPa. Above this pressure, the dominant phase VII transforms
into phase X, in which the hydrogen bond becomes centred, and the molecular

character of the solid is lost.
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Figure 3.1. The phase diagram of H,0 ice up to 100 GPa [14] (The correspond-
ing diagram for D,O has a very similar general form, although actual transition
pressures can deviate significantly). The onset of ice X has been reported over
a range of values, here it is indicated at 60 GPa in H,0 as found by Goncharov
[38] using infrared spectroscopy.

From a fundamental perspective, the structure of a ‘centred-ice’ has held great
interest for condensed matter physicists and chemists for three decades now.
Holzapfel predicted in 1972 that the application of extreme pressures would cause
the hydrogen potential to symmetrise with a single minimum at the mid-point of

the oxygen atoms [39]. A full characterisation of this phase would have important
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consequences for the study of the hydrogen bond, and more generally would shed
light on the quantum chemistry of the hydrogen atom. As such, a knowledge of

its structure holds great significance in many spheres of science.

Whilst the structure of ice X has been investigated indirectly by dynamic mea-
surements (infrared spectroscopy [40][41][38] and Raman spectroscopy [42]) and
directly by x-ray diffraction [18], the only way to characterise fully the structure
of ice X would be to perform a neutron diffraction experiment which is sensitive
to the hydrogen positions. Unfortunately, the pressures involved (> 60 GPa) are
far higher than those currently accessible to neutron techniques. However, phase
VII is well within accessible limits, and a full characterisation of its structure

provides an insight into the VII — X transition.

3.1.1 Previous Structural Work

The structures of ices VII (cubic - Pn3m) and VIII (tetragonal - 14, /amd) were
first studied under their conditions of stability by Kuhs et al. in 1984 [43], who
used powder neutron-diffraction. Both structures consist of two interpenetrating
diamond-like oxygen sub-lattices. However, the protons in the VII structure are
disordered, occupying 50% of four tetrahedrally arranged sites about the oxygen
atom. Upon cooling into ice VIII, the protons order with the resulting tetragonal
distortion of the unit cell. The molecular arrangement adopted in ice VIII gives
rise to anti-ferroelectric order. Diagrams of the two structures are shown in Figure

3.2.

Kuhs et al. [43] reported a bondlength in ice VII (at 2.4 GPa) that was much
smaller than expected: ~ 0.89 A compared to the distance they refined in ice
VIII (at 2.4 GPa) of ~ 0.968 (7) A and a normal (gas phase) O-D distance of
0.98 A [44]. The authors were unable to account for such a large discrepancy
as a result of strong librations of the deuterons, and therefore proposed that the

oxygen atoms must also be disordered.
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@ Hydrogen
@ Oxygen

Figure 3.2. The structures of a) ice VII b) ice VIII. The respective unit cells
are marked as dotted lines. Both structures are composed of two diamond-like
sub-lattices, one of which is indicated by a green outline. Upon cooling from VII
to VIII, the molecules on this sub-lattice order such their vertices are all pointing
down. On the second sub-lattice, the molecules order in the opposite direction,
resulting in the anti-ferroelectric order of the ice VIII phase.

Neutron diffraction measurements survey the bulk of a sample and also the scat-
tering of neutrons occurs on a timescale far in excess of any molecular or atomic
motion. For this reason, they give an image of the crystal structure that is av-
eraged both temporally and spatially. Figure 3.3 illustrates one of the disorder
models proposed by Kuhs et al. in green. In this model the oxygen atom is
disordered over six sites displaced along the (100) directions of the unit cell. The
resulting diffraction 5picture is of a single averaged site marked in red on the
figure. The figure also demonstrates how the resulting averaged bondlength can
be much shorter than the real bondlength.

The data obtained by Kuhs et al. had insufficient resolution to allow free refine-
ment of the oxygen atoms probability distribution. However, by using a model

that constrained the oxygen atoms to lie on position 2a of the space group Pn3m
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Figure 3.3. A schematic of the water molecule in ice VII demonstrating how
disorder of the oxygen atom can explain a short apparent O-D bondlength [45]
(note the labels z,y and z mark the directions of the unit cell axes a,b and ¢
respectively). If the oxygen atom was disordered about the six-fold sites marked
as green circles, a diffraction measurement would locate its average position at
the centre of the distribution (marked as a red circle). Thus, the dotted lines
indicate the real O-D bondlength whilst the solid line indicates the shorter, av-
erage bondlength that is actually measured. Also marked by a purple triangle,
and a blue square are two other possible locations for a disordered oxygen atom
proposed by Nelmes et al. [45] (They correspond to the (110) and (111) models
respectively - see main text). The scale of the disorder effect is measured by the
parameter § equal to the radius of the sphere drawn through the disordered sites.

they were able to refine an anisotropic thermal parameter with gave clearly visi-
ble density bulges along the (100) unit cell directions. Subsequently, they applied
a structural model where the water geometry was restricted to those values ob-
tained for ice VIII at the same pressure (O-D = 0.968 A and D-O-D = 105.6°
[43]). The oxygen density was then modeled as a smooth distribution about the
high-symmetry, average sites (corresponding to the central red circle in Figure
3.3) with a freely refined radius. This model refined to give a radius, ¢ of 0.0963
(55) A for the oxygen sphere (this is also marked on the figure).

A short time after this, Jorgensen and Worlton [46] performed a time-of-flight
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neutron diffraction experiment on ice VII. They also reported an O-D distance
of 0.943(2) A that is too short, although not quite as small as that of Kuhs et al.
They could not improve the quality of their fit by applying Kuhs (100) disorder
model. They also reported evidence of site disordering of the D atom, but this
gave D-O-D angles of 98.2°, 100.7° and 114.0° that differ markedly from the gas
phase value of 104.5°. Kuhs et al. had commented on disorder of the hydrogen

atom, but were unable to distinguish it from anharmonic thermal motion.

The most recently published study on the disorder of the oxygen atom in ice
VII was by the Edinburgh group of Nelmes et al. in 1998 [45]. The structure
was studied up to much higher pressures (20 GPa) with the aim of clarifying the
situation. The problem with all of the previous studies is that the experimen-
tal resolution was far smaller than &, which gives the scale of the disorder effect.
This was also the case for the Nelmes’ study, but they attempted the different ap-
proach of studying the atomic thermal-motion obtained from free refinements as
an indirect measure of the disorder. Their refinements used an isotropic thermal-
parameter U;,,(O) to describe the oxygen atom. Meanwhile, the thermal motion
of the hydrogen atom was refined as anisotropic, although symmetry restricted

it to only two components: one parallel and one perpendicular to the O-D bond.

Their experimental work (using the PE cell) took advantage of a 10 K hysteresis
in the VIISVIII transition temperature T, to collect diffraction data, from both
phases, under the same conditions of temperature and pressure. It was expected
that any disorder would appear as an additional contribution to the thermal

motion in ice VII compared to ice VIII.

The results obtained at 3.3 GPa gave:

e A clear increase in Us;o(O) from VII to VIII of around 0.0064(5) A2.

e An increase of 0.004(1)A? in the component of the deuterium thermal-

motion perpendicular to the O-D bond, U, (D).
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e No change within error in parallel component, U(D).

Their interpretation was that the lack of change in Uy (D) implied that the real
thermal motion remained constant through the transition. Meanwhile the change
in both U;,,(0) and U, (D) was direct evidence of the onset of multi-site disorder
in both the oxygen and the hydrogen atom at the transition. The size of the jump
in U;,0(O) was shown to correspond to & = 0.135(10) A by taking the radius of
the (spherical) thermal ellipsoid.

In order to obtain further information about the ice VII disorder, the dat# were
refined with the ADP parameters fixed at the values refined for the ice VIII
data. In these refinements, a total of twelve disorder models were used, covering
all possible combinations of four oxygen-disorder models and three hydrogen-
disorder models. The models were then examined to see which gave a molecular

geometry closest to that observed in ice VIII.

This lead the authors to state that (contrary to Kuhs et al.) only oxygen sites on,
or within 15°, of the (111) directions could give plausible geometries given their
determination of § using ADP measurements. Additionally, they also investigated
the hydrogen-bond geométry resulting from both the (100) and (111) models.
They found marked differences in the resulting O...O hydrogen bondlengths, no-
tably that their (preferred) (111) model gave rise to the presence of a mixture
three possible H-bondlengths of 2.75 A, 2.92 A and 2.93 A that are respectively
~ 0.1 A shorter and ~ 0.1 A longer than the values obtained for ice VIII. They
comment on the scale of this effect: “Such changes in .the H bondlength are not

small; 0.1 A is ~ 20% of the total change in O...O from 2 GPa to centering [47].”
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3.2 Further Investigation of Multi-site Disorder
in Ice VII

After publication of their study of multi-site disorder up to 20 GPa, Nelmes
and co-workers became interested in extending their study to higher pressures.
This was achieved using double-toroid diamond anvils [15], and the value of
UYIT(Q) for ice VIII was measured up to 27 GPa (both here and subsequently,
the superscripts VIII and VII are used to denote parameters of either phase).
The data shown in Figure 3.4 are a collation of all of the high-pressure ice work

performed on the POLARIS instrument at ISIS.
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Figure 3.4. Refinements of an isotropic oxygen thermal-parameter Uj,,(O) for
both ice VII and ice VIII samples on the POLARIS instrument at ISIS [48]. The
ice VII values are the upper ones (shown in red) and the ice VIII values are the
lower ones (shown in blue). Notice the large offset between the thermal parameter
for both phases, the higher value for ice VII is taken to be an indirect measure
of the oxygen disorder in this phase [45].

An intriguing aspect of these data was that, in all of the experimental runs
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extended up to 20 GPa or higher, there appeared to be a minimum in the value of
UYHI(Q). Whilst this trend is observed in all of the experimental runs, the actual
position of the minimum varies strongly in the region ~ 15 to ~ 20 GPa. If this
corresponded to a real structural change in the nature of the disorder, it would
be extremely interesting, potentially impacting on the present understanding of

the VII—=X transition.

The author became involved in the experimental program of the Edinburgh group
in October 1998 by which time the work had been transferred from POLARIS
to a purpose built high-pressure diffractometer (HiPr). Around this time, it was
decided to revisit the problem of the disorder in ice VII, hopefully taking advan-
tage of the higher flux and detector coverage available on the new instrument.
Of special interest would be an attempt to remeasure U},J/7(O) with the aim of

unambiguously establishing if the minimum was a real effect.

Experimental Details

All experiments described here were carried out on the PEARL HiPr diffractome-
ter at the ISIS neutron source and used the Paris-Edinburgh high-pressure cell
(see Chapter 4 for more details on this and the following). Data were collected
in the transverse setting where the detectors used are contained in a bank at 90°
to the incident beam. A cylindrical boron nitride (BN) collimator with a 3.5 mm
diameter circular cross-section reduces the size of the beam which then travels

through the front anvil to reach the sample.

The anvils used were deBeers ‘Syndie’ sintered-diamonds, with double toroidal
profiles [15]. The microstructure of the sintered diamond is poly-crystalline and
this results in a strong powder pattern arising from the anvils themselves. This
requires an important additional collimation system provided by 0.25 mm sheets
of cadmium that are glued to the faces of the anvils. Across the spectrum of

energies used, these sheets are entirely opaque and absorb radiation most of the
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diffraction from the diamonds. The inner diameter of the Cd shielding used was
35 mm, this was larger than the more commonly used size of 25 mm in order
to maintain the aperture for the diffracted beam as the anvils close at very high

loads.

Samples of 99.5% isotopically pure D,O from EURISO-TOP were loaded into the
cell at ambient temperature as liquid samples. A sealing load of ~ 5 tonnes was
then applied and the cell cooled to around 200 K prior to further compression
to ensure that the sample was compressed as a solid (the minimum of the water
melting line is around 250 K as shown in Figure 3.1). This precaution was neces-
sary as the anvils become porous after their first use, thus making it difficult to
generate pressure with liquid samples. Loéds of ~ 30 tonnes were then typically
applied, taking the sample to pressures 1.8-2.0 GPa and thus ensuring that the
sample was in a solid phase (ice VI or VII) when re-warmed to room tempera-
ture. Taking this route to ice VII had an advantage in that it traversed several
phase boundaries, and the resulting transitions combined to produce a fine, well

randomised powder.

Several experimental runs were performed between December 1998 and February

1999 as summarised in Table 3.1

Pressure Determination

The equation-of-state of hydrogenous ice VII was determined by energy dispersive
x-ray diffraction measurements by Hemley et al. in 1987 [16] at pressures up to
128 GPa. Their data were fitted with a Birch-Murnaghan furiction [49] with the
parameters V, = 12.3£0.3 cm®mol~}, K, = 23.7+0.9 GPa and K’ = 4.15+0.07.
In'1995, Besson et al. [50] published the equation-of-state for ice VIII at pressures
up to 10 GPa that was determined from neutron diffraction measurements. The
Birch-Murnaghan parameters of for Besson’s ice VIII equation of state (at 300K)

are V, = 12.45 cm®mol~!, K, = 20.4 GPa and K’ = 4.7 (the standard deviations
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Date of Ice VIII IceVII
Experiment { Run P Integrated {| Run P Integrated
(GPa) | proton flux (GPa) | proton flux
(uAhrs) (nAhrs)
Dec 1998 | 23252 | 4.3 484 232471 4.3 300
23263 | 8.1 632 23257 | 8.1 423
23273 | 12.1 500 23268 | 12.1 966
23287 | 17.1 621 23282 | 17.1 1194
23296 | 20.4 1506 23291 | 204 760
Feb 1999 |24109 | 3.2 601 24107 | 3.2 700
24115 9.9 515
24124 | 16.0 757 24121 { 16.0 479
24131 | 19.5 584
24139 | 22.4 728
24156 | 24.0 502 24148 | 24.0 204

Table 3.1. A comprehensive list of the experiments carried out on the high
pressure ice phases. Each data point is labeled by a unique run number which,
along with the instrument name, uniquely specifies its location in the ISIS data
archive. The total number of neutrons incident on the sample is related to the
integrated proton flux on the spallation target. This is given by the product of
the incident proton beam current and the time for which data is collected and
measured in pAhrs (see Section 4.1.2).

of the fit were not given), the authors also discuss the effects of temperature

variation.

However, as the experiments described here reach pressures as great as 24 GPa,
much higher than those reached by Besson et al., it was preferable to use the ice
VII equation of state to avoid any errors arising from extrapolation. Therefore, all
pressures reported here were determined from refinements of room temperature
ice VII powder patterns. It is assumed that the pressure change on cooling to
ice VIII is small enough to not affect the results of this study. Additionally, the

effect of deuteration on the equation-of-state is expected to be negligible [51].
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3.2.1 Correction of Data I: Attenuation Correction and

Background Subtraction

An important aspect of high-pressure powder diffraction is the effect of the (often
bulky in the case of neutron diffraction) sample environment on the diffraction
signal. It is neceésary to attempt to correct the data for these effects prior to
subsequent structural refinement. This is not a trivial problem, and it is well
known that absorption-type effects can strongly correlate with thermal motion

effects, as both are described by exponential factors [34].

The problem can be broken down into the two separate tasks of

e Fitting and subtracting the background

e Correcting for the attenuation of the cell on a) the incident beam and b)

. the scattered beam.

The attenuation correction is tackled by a first principles calculation using the
program ATTEN written by Marshall [52]. The input for this calculation is
the geometry of the anvil assembly, as shown in Figure 3.5, and the measured
absorption coefficients for each of the materials present. The sample is idealised as
a sphere occupying the sample position which is then divided into many elements.
For each of these elements, the é.ttenuation of both the incident and diffracted
radiation is caiculated. The attenuation experienced by the diffracted radiation
is then integrated across the range of angles accessible to the detectors and,
finally, this attenuation is integrated over each of the elements defining the sample

position, and all angles surveyed by the detectors.
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Figure 3.5. The figure on the left shows a schematic of the double toroidal anvil
(1) and seat (2) assembly that applies pressure to a sample contained in a metal
gasket. A more detailed description of the generation of pressure on the sample
is given in Section 4.3.3 of the following chapter. The incident beam diameter
is collimated down to 3.5 mm, it then travels through the aperture in the seat
and then through the front anvil itself to reach the sample. The diffracted beam
(d) is then measured by the transverse detector bank, which is centred at 90° to
the incident beam. The detector modules subtend a solid angle of 15° in 26 and,
thus, can view the diffracted beams from the entire aperture. Marked in blue
on the figure is the cadmium shielding that absorbs the powder scatter from the
anvils. The figure on the right illustrates a close-up of the double toroidal anvil
profile on which several beam paths have been drawn. Points ‘a’ and ‘b’ illustrate
two instances of scatter from the anvil material. In the case of ‘a’ the diffracted
beam is absorbed by the Cd shielding and doesn’t reach the detectors, whilst
scatter from point ‘b’ (which is closer to the sample position) can still escape
to the detectors. Points ‘c’ and ‘d’ illustrate two instances of scatter from the
sample. Notice how radiation scattered from ‘c’ must traverse a complex path
through sample, anvil and gasket to reach the detector, whilst scatter from ‘d’
will experience a much less complicated attenuation effect.

In order to illustrate fully the difficulties inhibiting accurate calculation of the cell
attenuation, a schematic of the PE-cell and anvils is given in Figure 3.5. Here, it

is clear that the dominant effects in the calculation are:

1. Attenuation of the incident beam by the front anvil. In this case, the
anvil material is sintered diamond which is a strong scatterer of neutrons.
Consequently, the anvil attenuation is complicated by the presence of ‘Bragg

edges’. This effect is a reduction of the transmitted intensity arising from
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coherent scattering from the anvils. This effect is strongly dependent on
preferred orientation of the anvils and is subsequently difficult to calculate,

so it is instead measured in transmission tests

. Attenuation from the sample. In general, the absorption of neutrons by the
sample is not a strong effect and can be neglected. However in some cases,
for example where the sample contains protons (see Section 5.2.1) or for
strongly attenuating substances, such as B4C, this can be a strong effect

and must be included.

. Gasket attenuation. Radiation scattered from the sample position must
pass through a certain amount of gasket material. The material used is
Ti:Zr alloy, which does not scatter the radiation coherently and therefore
introduces no Bragg-edge effects. Nevertheless, it is relatively strongly ab-

sorbing (see Appendix A) and this effect must be included in the calculation.

. Attenuation of the diffracted beam by the anvil material. Careful exami-
nation of the geometry of Figure 3.5 reveals that the parts of the diffracted
beam scattered from sample in the bottom of each anvil cup must travel

though sections of anvil in order to reach the detectors.

Whilst the geometry of the anvils is well known, their separation, and the outer

radius of the gasket both vary during the course of the experiment. Other impor-

tant factors, which can affect the calculation and yet are impossible to determine

accurately, are the packing density (when sample absorption is a significant fac-

tor) and the thickness and exact position of the Cd shielding used on the anvil

face (this can be especially troublesome for very high pressure work as extru-

sion of the gasket can force the cadmium out of shape). Therefore, there is an

element of uncertainty in the calculated attenuation function. Additionally, the

present calculation is an integration across only an idealised sample volume and,

consequently, does not accurately correct the scatter that arises from the anvils

themselves.
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An example of the resulting attenuation correction function, illustrating the com-
plexity of the Bragg edges is given in Figure 3.6. The powder pattern is divided
through by this in order to apply the correction.
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0.12—-

0.10 4

- Attenuation correction function

0.08

0.06

T M T

o 1 2 i 4 5
d-spacing (A)

Figure 3.6. Attenuation correction for double toroid, deBeers sintered diamond
anvils with 1 mm separation. This was calculated by the program ATTEN [52].

It is at this stage of the pre-refinement data processing that the problem of
background subtraction is encountered. In addition to {;he diffraction intensity
from the sample and the anvils, some background B will also be present. In
the most general case, the background function is represented as the sum of two

components, both of which are, in general, wavelength dependent.

B(A) = Bo(A) + Bine(), 5) (3.1)

The first term B, describes background that arises from sources external to the
cell, and is therefore independent of changes in the cell geometry as the sample
is compressed. The second term B,; describes the ‘internal’ background that

originates at the locality of the sample position, and consequently is affected by
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the same attenuation effects experienced by the sample that, in turn, depend on
the anvil separation s (this separation is indicated in Figure 3.5). It is impor-
tant for the subsequent refinement procedure that the background is a smooth
function. However, as B;,; is also affected by the Bragg edges introduced by the

front anvil, this will superimpose sharp features onto the background.

The complete measured pattern Iy can thus be represented as follows where
Lsampie is the component due to coherent scattering form the sample and I,,,

that arising from the anvils

I¢(A) = Bo(A) + [Lsampie(A) + Bine(A, 8)]A(A) + Iony (M) A'(N) (3.2)

Here A is the attenuation affecting the sample (as calculated by ATTEN) and A’
is the attenuation affecting the diamond that will be, in general, different frpm
A. At present, A’ is not calculated by the program ATTEN as it is likely that
uncertainty in the input parameters would render the calculation susceptible
to error. Instead, the approximation A’ = A is universally applied in powder
diffraction work on fhe PEARL instrument. The failure of this approximation
most obviously manifests itself in unphysical refined ADP parameters for the
diamond phase, however, this is not thought to be a serious problem as long as
the sample is not strongly absorbing (as it will be seen to be in Section 5.2.1

later). This approximation simplifies Equation 3.2 to

It () = Bo(A) + [Lsampie(A) + Iano(A) + Bing(A, )] A(A) (3.3)

In many cases By, is also negligible and the procedure used is to fit some kind
of background to the focused data prior to attenuation correction. Typically
a simple polynomial fit is applied but, a more sophisticated approach would
use a pattern decomposition technique. In the latter case, the fit recognises

that the data includes intensity in the form of diffraction peaks in addition to
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the background®. This background is then subtracted and the resulting pattern
corrected by division by A. Indeed, this was the method used in the analysis of

previous ice diffraction data of Nelmes’ [48] giving the values in Figure 3.4.

A striking feature of the ice VII data for the lowest and highest pressures shown
in Figure 3.7 is a strong reduction in the background. As the external background
is expected to be constant, any observed reduction is expected to be in B;,;. Fur-
thermore, sharp Bragg-edges are clearly visible as structure in the background of
the low pressure pattern. Therefore, the observed change in background between
the lowest and highest pressure is a direct observation of the reduction in B;y,
as the cell aperture closes with pressure. The magnitude of this change thus
gives a lower limit on the size of B;y that is seen to be almost three times B,
in the lowest pressure data and, consequently, is non-negligible. Additionally,
the reduction in the intensity of the sample peaks should be proportional to the
reduction of Bj,;. The intensity of the largest sample peak (the [110]) at the
maximum pressure is only 12.5% of that observed at the lowest pressure. It is
also dramatically clear from the figures that the B;,; component observed in the
ice VIII measurement is much less than that present in phase VII (see figure
caption). It can therefore be expected that, to a good approximation, B, could

be estimated using a background fitted to the highest pressure ice VIII data.

The de-coupling of the two background terms was attempted, but, on closer
inspection, it became clear that the situation was complicated by an unexpected
factor. It was noticed that whilst the total background at intermediate energies
reduced monotonically with pressure, at the highest energies (corresponding to
the lowest d-spacings), the background actually began to increase with pressure
after an initial drop, and finally ended with a higher value than it that observed
in the lowest pressure run. As has already been stated, the change in B;,; must

be proportional to the coherent diffraction signal which can be estimated by

3The GSAS suite of software includes an algorithm to perform the decomposition by a Lebail
fit [53], this was used throughout to fit the backgrounds. _
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Figure 3.7. The figure on the left shows the reduction in background between
the lowest and highest pressures achieved during the December 1998 ice VII
measurements. The figure on the right shows the equivalent patterns for ice
VIII performed on the same experimental loading. It is worth mentioning that
the far larger component of the internal background in the ice VII measurement
is directly attributable to diffuse scattering arising from the molecular disorder
and, therefore, actually contains structural information. By de-coupling the two
background components B, and By, this information is retained in the pattern
that is eventually refined. However, at present, no software is available that can
attempt to fit the background as part of the refinement procedure. Consequently,
it is simply fitted by the refinement background-parameters, and the implicit
information that it contains is discarded.

measuring the change in area of a particular diffraction peak. This measurement
was made, and revealed an almost linear decrease in intensity from the sample
position with pressure. It followed that any increase in the total background must
be due to some change in the external background B,, which had been expected

to be constant. .

This result prompted an investigation of variation in the incident flux as an
explanation. This study revealed that there was a time dependence of the incident
flux and the effects of this are described in the following section, but, this could

not account for the changes in B, that were observed.

The most likely explanation is that this feature is an artifact, perhaps arising
‘from failure of the vacuum of the cryostat tank (a relatively common occurrence

at the time the measurements were made), which resulted in water collecting on
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the exterior of the tank and the cell. Due to its high hydrogen content, even a
small amount of water in the path of the direct beam could result in a significant
amount of incoherent scatter which may have found its way into't}.xe detectors.
Any such water would probably be shielded from the detectors by various parts
of the cell and tank, and only the highest energy component would penetrate far

enough to be measured.

The presence of a non-constant external background presents a difficult problem
for the data analysis. Ultimately, a second set of measuréments was conducted
in February 1999. These data showed no evidence of a time-dependence of the
external background (confirming that it was not intrinsic to the method or the
sample), and the data could subsequently be corrected by the preferred method
of subtraction of a background fitted by the LeBail (HP Lebail) technique [53] to

the highest measured ice VIII pressure point.

It was important to quantify the effect, on the refined thermal parameter, of the
different background corrections. To this end, ice VII data were corrected by
subtraction of a polynomial background (A Lebail background was also refined,
but was almost identical to the polynomial fit) and subtraction of a HP LeBail

approximation of B,. The resulting thermal parameters were

e UYI(0) = 1.319(44) for the polynomial background

180

e UYI(0) = 1.382(42) for a HP LeBail background

180

This difference is certainly significant as the postulated minimum in U}J"(O) is

not much bigger than a single standard deviation. This illustrates the importance
of careful background subtraction for thermal motion studies, especially in cases

where a significant amount of background is due to the sample.

Finally, it is clear that whilst the background of the highest pi‘essure run gives

a good approximation to B,, the external background could be unambiguously
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measured experimentally. In order to perform this measurement, a piece of shield-
ing that completely enclosed the sample assembly would have to be built. This
was not attempted by the author, but perhaps should be considered for future

work.

3.2.2 Correction of Data II: Time Variation of the Inci-

dent Flux from the Methane Moderator

One possibility that was investigated as a cause for variation in B, was that
rather than being constant (as has been assumed), the incident flux might actu-
ally be a function of time. This could occur as a result of time-dependent changes
in the methane moderator that acts as the effective source of radiation for the
PEARL HiPr beamline (see the following chapter, Section 4.1.2 for a description
of the function of moderators in neutron sources). It is a known phenomenon
that radiation damage produces a build up of carbon-rich matter in the modera-
tor, resulting in a gradual reduction of its total flux (although this effect occurs
gradually over a period of many months). Additionally, as the moderator is main-
tained at 130K, it was possible that temperature variations might shift the flux
distribution, and these might occur on a much faster timescale. Evidence for this
effect should be visible in the flux measured by the beam monitor installed on

the PEARL beamline upstream of the diffractometer.

The flux profile measured by the monitor I},,,(}) for the nth run must be cor-
rected for the efficiency of the monitor to give the true incident flux I*()). Thus

the detected and true fluxes are related by

LX) = N IF(X) (3-4)

Dividing the measured fluxes for each run by that measured in one particular

reference run gives a correction function C*()). Division of the measured powder
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profile by C™ results in data that would be measured if the flux were equal to the
reference run. The most appropriate choice for the reference run would be that
used for the vanadium correction that defines the incident flux in the focusing
procedure. In practice, however, it was found that a change of moderator since the
vanadium correction had been measured had resulted in changes in the aluminium
Bragg edges (from the moderator casing) in the incident beam. This produced
sharp features in the C™ functions, and consequently, the first ice VII run was

arbitrarily used as a reference?.

n n

- Ao
This was dohe for the all of the data collection runs using the final ice VIII run
as the reference. The resulting C™ functions are shown in Figure 3.8 and show
that there is some variation, most pronounced at lower energies, which in the case
of run 24156 is as great as 10% at long wavelength. This was observed to have
an effect on the extracted thermal motion parameters of an increase of several
standard deviations, consequently, all data were corrected by dividing through
by the appropriate C™ correction function. However, the changes in the incident
spectrum at short wavelength are far less affected (the maximum change is 2-
3%), and indeed this effect cannot account for the observed increase in external

background.

41n principle, an additional correction term ¢°()) (defined exactly as before) is also required
to correct for flux variation between the reference run and the vanadium calibration runs.
However, this was not possible as a consequence of the change of moderator since the vanadium
calibration runs had been performed
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Figure 3.8. Correction functions for temporal variation in the incident flux. The
reference run in this case was 24109, the run numbers for each Cy()A) function

are included in the plot. The largest change is seen for run 24156 where the flux
at long d-spacings is lower than the reference run by 10%.

3.2.3 Correction of data III: The Refined Absorption Cor-
rection and the Vanadium Correction for Incident

Flux and Detector Efficiency

The attenuation correction (described above) that is applied prior to refinement
includes the effect of absorption expected from the various components of the cell
and sample. Consequently, subsequent refinement of absorption is only necessary
if the geometry of the cell changes. This,.of course, is the case: as the load
increases the gasket becomes thinner and wider and, thus, the anvil separation
reduces. As this is a powder diffraction experiment, it is only necessary to correct
for effects that change the relative intensities of the diffraction peaks. The only
such effect is that of an increased pathlength that the diffracted beams must follow
through the gasket material. This pathlength can be determined as a function of
load by examining the dimensions of pre-compressed gaskets (although some error

must be attributed to varying packing densities of the sample between different
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loadings), and a plot of is shown in Figure 3.9. As the absorption coefficient
of the gasket material pr;.z,()) is known (by transmission measurements) it is

possible to calculate the expected change in absorption as a function of load.
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Figure 3.9. The figure shows spline fits to measured values of the inner and
outer diameter of the gasket as a function of load. The resulting pathlength
traversed by the diffracted beam is shown in red.

The GSAS Rietveld routine allows the refinement of a single absorption param-
eter. This is clearly problematic for these data, where the diamond component
is known to experience a different absorption than the sample. Therefore, it was

necessary to compare the refined value of absorption with the expected value to

assess its validity.

The GSAS absorption correction [54] [55] is calculated according to the empirical

formula
Agoas = exp[~T1ApA — T A5N?] (3.6)

where
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T, = 1.7133 — 0.0368sin*60 (3.7)
and

T, = —0.0927 —0.3750sin?6 _ (3.8)

By comparing this with the expected increase in absorption as the gasket deforms,
it is possible to calculate a value of the absorption coefficient Ag for a given load

on the cell.

In order to investigate the effect of the diamond contaminant phase on the re-
fined absorption, selective ‘focusing’ of the data could be used. Focusing is a
technique whereby the data measured in each of the diffractometers many detec-
tors is combined into a single spectrum. This technique is described in detail in

the following chapter (Section 4.1.4).

Two different focusing methods were employed: full-focus and mid-focus. The
former sums the data fneasured across the complete face of the detector modules
(83°-97° in 20), whilst the latter sums only that measured in the middle half
(86.5° to 93.5° in 26). As a consequence of the cadmium shielding the anvil face,
the diamond scatter is much reduced towards the middle of the detector and,
consequently, mid-focused data have a smaller diamond component. Rietveld

refinements to both mid and full focused data are given in Figure 3.10 over the

page.
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Figure 3.10. Rietveld refinements to ice VIII data, at approximately ambient
pressure, illustrating the effect of full focusing (top) and mid-focusing (bottom).
In both Figures, the positions of Bragg reflections are indicated by ticks under-
neath the powder diffraction pattern. Upper ticks indicate the diamond phase,
whilst the lower ticks indicate the sample ice phase. Note the difference in size
of the largest diamond peak at around 2.05 A (indicated with the red arrow)
between the two images.

The values of the refined GSAS absorption coefficients for both mid and full-
focused data are shown in Figure 3.11 along with the expected values from the
changes in gasket geometry. It is immediately clear that there is a large offset
between the refined values for the different focuses. Also, the refinements of
either types of focused data are quite different from the expected values. The
large increase in the refined absorption is almost certainly an indication that it

is being incorrectly fitted.
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Figure 3.11. The figure shows the refined values for absorption for both mid and
full-focused data as solid symbols. The hollow symbols show the values expected
from the known geometrical changes in the gasket.

It was also clear that the oxygen thermal parameter was strongly correlated
with the refined absorption. This was demonstrated by fixing the absorption at
different values during refinements of a given data set. It was observed that the
refined value of Uj,,(O) had a linear dependence on the chosen value of Ag. The
refined values of the thermal parameters are shown in Figure 3.12. The previous

values measured by Nelmes et al. [48] are also plotted for comparison.

The absolute values for UYZ7(0) for both data sets are offset to lower values than
those of the previous study, with the mid-focused data having the lower offset.
It was noted by the author that this offset could be modeled by introducing
an additional constant ‘dummy’ component to the absorption. As the expected
cell absorption is already corrected for, the effect is not a physical absorption,
but must come from another source. One possibility that presented itself was a
possible error in the vanadium correction that is applied as an integral part of

the focusing procedure. This was not pursued by the author, and the data were
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Figure 3.12. The figure shows the refined values of Uj,;"(O) for mid and full-
focused data. For comparison, data from a previous measurement of Nelmes et
al.’s [48] is also shown

put to one side for a time.

The vanadium correction is described in detail in Chapter 4, its purpose is to cor-
rect for the wavelength distribution of the incident flux, and the energy response
of the detectors. At the time of the first refinements of these data, the vanadium
measurements were made using a 8mm rod of vanadium that was suspended at
the centre of the instrument. A known flaw of this method was that each of the
detectors which are distributed in an arc about the centre of the instrument (see
the description of the instrument geometry in Section 4.1.3) viewed a vanadium
spectra that had travelled through a different pathlength of vanadium. This made
the necessary absorption correction applied to these data before focusing, much

more complicated. The two vanadium samples are shown in Figure 3.13.

The problem was tackled by the PEARL instrument scientist who had imple-

mented the use of a spherical vanadium target. The resulting change in the
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Figure 3.13. The ‘rod’ and ‘sphere’ vanadium samples shown relative to the
incident beam. Whilst both have a circular cross section in the equatorial plane
(that is a plane rising vertically out of the paper through the incident beam), the
rod will present progressively different cross-sections as this angle changes. The
sphere, on the other hand, is completely isotropic, and is the same when viewed
from any direction. Consequently, the resulting attenuation is easier to calculate
for the spherical sample.

profile of the vanadium correction function was dramatic, as is shown by the

ratio of the rod and sphere functions given in Figure 3.14.

Upon seeing this ratio, it was immediately clear that data corrected by the older
vanadium-rod function would be modified in a way that would simulate an in-
creased absorption. This was confirmed by re-correcting the original data, using
the new vanadium measurement. Subsequent refinements performed with the

absorption fixed at the expected values are shown in Figure 3.15.

These refinements show that the offset observed in the original refinements can
indeed be attributed to the error in the vanadium correction function. Unfor-
tunately, when the absorption correction was permitted to refine, the mid and
full-focused data again assumed offsets, with the absorption coefficients differing

widely from their expected values, although they now refined to large negative
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Figure 3.14. The figure shows the ratio between the old (rod) vanadium cor-
rection function and the new (sphere) correction function.

values, again the variation was much larger than could be attributed to the geo-

metrical changes in the gasket.

It seems clear that the refinements should be carried out with the absorption
fixed. This constraint causes a small increase in the x? of the fit of 2-5% in the
case of mid-focused data and a much larger increase of 6-19% for the full-focused
data. This is strong evidence that it is the presence of diamond in the patterns

that is causing the absorption correction to mis-refine.

3.2.4 Final Refinements and Results

Having investigated all of the effects described in the previous section, final refine-
ments were carried out on the February 1999 data using both mid and full-focused
data. Rietveld fits to mid-focuses of both the ice VII and ice VIII data are shown

in Figures 3.16 and 3.17 respectively.

The various corrections applied to these data, as described above, are summarised

here:
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Figure 3.15. The figure shows the refined U},"/(O) parameters with the new,
spherical-vanadium correction applied. The offset evident in Figure 3.12 is no

longer evident.

e A background fitted to the highest pressure ice VIII measurement (run

24156) was subtracted from all runs

e The effect of cell attenuation was corrected by the program ATTEN. During
the refinements, the GSAS absorption parameter was fized at the value

calculated to reflect the changes in the gasket geometry with load

e Time variation of the incident flux was corrected by scaling to the first run

(24109).

e Finally, the data were all corrected using the most recent vanadium incident
flux and detector efficiency measurement, determined from the measured

scatter from an 8mm diameter vanadium sphere.

All refinements contained two phases: an ice phase and a diamond phase. The Ice
VII data were refined in the space group Pn3m using a single-site model with the
oxygen atom fixed at (1,1, 1) (corresponding to the average position of the atom).
Deuterium atoms were placed on 8-fold (z, z, z) sites with a 50% site occupation
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Figure 3.16. Rietveld fit of mid-focused ice VII data. The upper tick marks
below the powder diffraction profile correspond to the refined positions of the
diamond-anvil diffraction peaks, whilst the lower ticks correspond to the ice VII
peaks. Measured data points are indicated as crosses, whilst the Rietveld fit is
the solid line running through points. Below the tick marks, a difference curve is
plotted showing observed minus calculated intensity.

factor reflecting their disorder. An isotropic thermal motion parameter was used
to model both the real thermal motion of the oxygen atom, and its disorder,
whilst anisotropic thermal motion was refined for the deuterium. Within the
constraints of symmetry, the positional parameters of the atoms were allowed to

vary freely.

The ice VIII refinements were performed in the space group 14, /amd with the
oxygen atom on 8-fold (0, i, z) sites and again refined with an isotropic thermal

motion parameter. The deuterium atoms were placed at 16-fold (0,y, 2) sites
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Figure 3.17. Rietveld fit of mid-focused ice VIII data. The upper tick marks
below the powder diffraction profile correspond to the refined positions of the
diamond anvil diffraction peaks, whilst the lower ticks correspond to the ice VII
peaks. Measured data points are indicated as crosses, whilst the Rietveld fit is
the solid line running through points. Below the ticks marks, a difference curve
is plotted showing observed minus calculated intensity.

and the thermal motion was constrained to have components parallel and per-
pendicular to the O-D bondlength®. Again, the atomic positional parameters

were allowed to vary freely.

In all cases, the lattice parameters of the ice phase and diamond phase were
permitted to freely refine. The peak shapes themselves were modeled using a
pseudo-Voigt function [27] that is a linear combination of a Lorentzian and Gaus-

sian functions that is a good approximation for the time-of-flight peak shape. The

5This constraint was also applied by Nelmes et al. [45] and simplifies comparison with ice
VII where the symmetry constrains the D thermal motion to be parallel and perpendicular to
the O-D bond. Nelmes et al. demonstrated that this constraint did not have any significant
impact on the quality of the fit.
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only peak variables that were refined were the parameters o, and 7, that govern
the Gaussian width and the extent of the Lorentzian tail respectively. Any in-
ternal background that was not removed prior to refinement was fitted using a

Chebychev polynomial with 8 terms during refinement.

GSAS allows the refinement of an extinction parameter that models the effect of
primary extinction E, within the grains of the powder. The presence of extinction
was explored by allowing this parameter to refine, however in all but the lowest
pressure ice VII data, it refined to zero. For the one data set where extinction
did refine, it had a large effect on the thermal motion parameter, which refined to
only 1.382 (42) x1072A2, when E, was not refined. The reduction of extinction
with pressure is to be expected, especially under the non-h&drostatic conditions
of these loadings, as increasing strain tends to reduce the crystal quality of the

powder grains.

The extracted thermal motion parameters are shown superposed on the previous,

POLARIS, results in Figure 3.18, also plotted are Nelmes’ values at 5 GPa.

Firstly, it is noted that the difference between mid and full-focus is within error
for all but one of the measurements. However, in the 16 GPa measurement,
the mid-focus refines to a larger value for both the ice VII and the ice VIII
measurement. The difference is of the order of three standard deviations, which
is extremely large. In all refinements, the relative amounts of each phase were
independent of pressure, with sample accounting for 50(2)% of the pattern in the
full-focused data and 80(2)% in the mid-focused data. Clearly, any difference
between the two focusing methods is a consequence of the relative amount of
diamond. Therefore, where the two give different values, the mid-focus is to be

preferred.

The February 1999 data follows the same trend as the earlier measurements,
with perhaps a small upwards offset in the ice VIII measurement that actually
places it more in-line with Nelmes’ data. Noteably, there is no evidence for the

broad minimum observed in the POLARIS data. In refinements of these data,
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Figure 3.18. The final refined UY/!/(0) and Uj;'(O) parameters shown for
both mid and full refinements. For comparison, all of the earlier POLARIS data
are shown in grey, and superposed in magenta are the measurements published
by Nelmes at 5 GPa [45].

the absorption was permitted to vary, and the most likely explanation of the
minimum is a failure of the absorption correction as the sample signal weakens
at higher pressures. This would also explain the wide variation observed in the
location of the minimum, which would then be expected to vary as a function of

load and sample packing density rather than pressure.

3.3 Conclusions

The work described in this chapter clearly illustrated some of the difficulties in-
herent in measurement of thermal motion using powder techniques. The analysis
of factors affecting the data suggested some changes in experimental procedure

for such measurements.
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In particular, the problem of accurate correction of absorption effects was en-
countered. Whilst it proved possible to approximate the absorbing pathlength
traversed by the diffracted radiation, it would be more desirable to determine this
directly, as it will vary depending on the exact packing density of the sample.
Unfortunately, it appears that the contaminant scatter from the anvils prevents
accurate refinement of the absorption, however, it could be determined exper-
imentally. This could be readily achieved with the current alignment system
which uses a video camera and monitor to centre the sample. With correct cal-
ibration, the image of the gasket could be used to determine its outer diameter,
this method would have a sufficient level of accuracy, but might fail at the high-
est pressures where the optical (and neutron) aperture is very small. A second
experimental tactic, which could be readily employed to simplify the absorption
correction, would be to collect the data on download. In this instance the sample
is immediately taken to the maximum pressure of the study, at which stage the
gasket has reached its maximum level of plastic deformation. Successive, lower
pressure, data points are then collected without further significant change in the

geometry of the gasket.

Also highlighted, was the need for accurate calibration of the measured data
for incident flux. Whilst the newer vanadium sphere measurements clearly gave
more precise thermal parameters than the earlier ‘rod’ measurements, they take
no account of time variation of the incident flux. Comparisons of the monitor
spectrums of the experimental runs clearly demonstrated that such variation can
be as large as 10% at long wavelengths and is consequently non-negligible. This
problem is readily overcome using the monitor spectrum from a reference run,
and comparing it with the monitor spectrum in the each experimental run. This

should be implemented as part of the standard focusing procedure.

In conclusion, however, no new information on the disorder of the oxygen atom
in ice VII was found. It had become clear that in order to directly distinguish

between the (100) and (111) models, it would be necessary to exploit the higher
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accuracy of single-crystal techniques. To this end, a significant development

project was embarked upon, and it is this that constitutes the remaining content

of this thesis.
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Chapter 4

Single-Crystal Time-of-Flight
Laue Diffraction With the
Paris-Edinburgh Cell

4.1 Introduction

This chapter contains the first section of the authors development of single-crystal
neutron diffraction techniques at high pressure. These are developments which
apply to sample crystals that are pre-grown prior to loading and to the applica-
tion of pressure. Furthermore, all of the work described here is based around the
PEARL-HiPr diffractometer at ISIS and use of the Paris-Edinburgh cell. Devel-
opments involving in-situ growth of sample crystals at high pressure are described
later in Chapter 5. Whilst, in its nature, much of the work is instrument specific
to HiPr, many of the conclusions which were derived are of general use and are

summarised in the concluding section of this chapter.

In order to take the following discussion to a suitable level of detail, it will be
necessary to go into some depth in explaining the nature of the neutron source and

the detectors used. In addition, the PE cell will be described, as its use to apply
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pressure to single-crystal samples (for diffraction work), is new. It was necessary
to develop specialised techniques to measure single-crystal intensities on the HiPr
powder detectors and the development of the mechanics of the experiment in

addition to the methodology will be discussed.

However, it is in the analysis which follows the initial ‘counting of neutrons’ in
which much of the gritty detail resides, and suitable time will be dedicated to
describing this process. The end result has been the accurate measurement of
single-crystal intensities and structure factor extraction at pressures up to (but
not limited to) 7.2 GPa. This has increased the pressure range available for
neutron single-crystal diffraction (NSCD) by a factor of three, and in doing so

makes a large sphere of new crystallography, and thence science, accessible.

The remainder of this introductory section is devoted to describing the set-up on
HiPr, and the procedures in use for powder diffraction which existed prior to the

development of single-crystal techniques.

4.1.1 The Paris-Edinburgh Cell and the PEARL Beam-

line

PEARL (the Pressure and Engineering Advanced Research Line) came into being
in 1995 and was the home for an instrument specifically designed to perform high-
pressure powder-diffraction measurements using the Paris-Edinburgh cell. Named
after the two Universitjes collaborating in its design inception and commissioning,
this recently developed high-pressure cell had demonstrated an ability to perform
high quality neutron-powder diffraction at pressures a factor of ten higher than

that which was previously accessible ([15] [56]).

The diffractometer, known as HiPr (High Pressure), was designed around the PE
cell. This provided a large scope for optimisation of data collection. Notably,

it has resulted in the use of two complimentary geometries for data collection
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which, as of 1999, have been supported by a full complement of thirteen ZnS
scintillator detector-modules. Whilst HiPr has been demonstrably successful in
high-pressure powder diffraction prior to the work described here [57] [58] [59)],
no attempt had been made to use it to measure single-crystal intensities. The
strong motivation for such measurements has been discussed previously, and its

technical realisation comprised a major part of the work presented in this thesis.

The PE cell itself has been an important tool in many fields of high-pressure
research for over a decade now. The cell has been described in detail before (see
for example [56] [15] and [60]) so here only a brief introduction will be given.
All of the specific developments comprising the subject matter of this thesis have
involved modification of subsidiary components (eg. mechanisms to rotate the
cell, and collimation specific to the HiPr diffractometer), and it is on these that

the author will concentrate.

All of the different incarnations of the PE cell have the same basic design. They
are comprised of a hydraulic piston-cylinder arrangement which applies a force
against a platen held in place by four ‘tie-rods’. The various versions of the cell
have different sizes and load capacities, but all of the single-crystal developments
described here used a V4 type cell, which has a maximum load capacity of 200
tonnes. A schematic of the V3 cell is shown in Figure 4.1, this is identical to the

V4, apart from the lack of a rear channel through the cylinder.

The application of pressure to the sample is achieved by the arrangement of
opposed anvils and seats between the piston and the platen. The anvils compress
a metal gasket which communicates the pressure to the sample (see Section 4.3.3).
Access to these parts is through the breech in the platen. The anvils and gaskets
used in regular powder work with the PE cell have a toroidal geometry [61]. This
design minimises the ratio of sample radius to gasket radius which is crucial for
a cell where diffracted beams must exit through the attenuating material of the
gasket. The standard anvils used at ISIS are made from tungsten-carbide but

are also available in sintered diamond which although expensive is a superior
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Figure 4.1. A schematic of the V3-type PE cell (note the aperture through the
breech for incident radiation in the transverse mode. The V4 is identical, but
has a rear channel through the piston and cylinder section as indicated by the
red line. On the right of the figure is a close up of the two opposed anvils. Note
the toroidal groves on the faces of the anvils.

material in terms of both its mechanical and neutron properties. The gaskets

used are multi-part assemblies made from Ti:Zr alloy (see Appendix A).

An important element of the design of HiPr was the use of a tank and cradle
arrangement which supports the PE cell and facilitates rotation about its axis.
The purpose of the tank is to provide a vessel for containment of liquid nitrogen,
which is used to cool the cell during low temperature diffraction work. However,
it is also an integral part of the alignment system for the cell and consequently
is used even for room temperature work. The entire tank-cradle arrangement
weighs around 150kg and is lowered onto the beamline with a small crane. Once
in its berth on the beamline, alignment consists of translating the cell along
the incident beam direction using a camera system which is pre-aligned to a
laser-centred target. This simplicity of alignment is a major benefit of TOF
measurements, which allows for fixed detectors which can be surveyed accurately

into place.
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Figure 4.2. The right-hand image shows a computer generated image of the
PEARL-HiPr diffractometer, the tank is mounted in its berth within the instru-
ment, and the cradle - complete with PE cell - is being lowered into it. Note the
direction of the incident radiation and the transverse and longitudinal banks of
detectors (they are respectively perpendicular and parallel to the incident beam).
The left hand image shows a schematic of the two detector banks - the longitu-
dinal bank is in red, whilst the transverse bank is in black (note that detector
module 3 is shared by the two banks). The numbers of each individual module are
recorded with the single-crystal module indicated by an S and by a blue outline.

As the anvils have a very limited aperture of £7° about the cells equatorial plane,
only one of the perpendicular detector banks can access the diffraction signal at
any one time. For example, in the transverse mode where the cell is perpendicular
to the incident beam, the accessible angle is 83° to 97° in 26. In this setting, the
longitudinal bank (which extends from 19.5° to 161.5°) is entirely occluded (by
the body of the cell itself), apart from module 3, which is perpendicularly below

the sample, and is shared between the two banks.

For this reason, the entire arrangement of tank and cell must be rotated by hand

between the two positions. In Figure 4.2, the cell is seen being lowered into the
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transverse position. A rotation of 90° about the vertical axis brings the cell into
the longitudinal setting where both incident and diffracted beams pass through
the gasket. In either orientation, the cell has one more degree of freedom and this
is a possible rotation about an axis coincident with the load axis and therefore
coincident with the incident beam in the transverse mode and perpendicular in

the longitudinal mode.

4.1.2 Time-of-Flight Laue Diffraction

The ISIS facility is one of five routinely functioning spallation neutron sources
(SNS) in the world. The initial energy for neutron generation in sources of this
kind comes from a particle accelerator, usually a synchrotron. At ISIS, a linear
accelerator is used to accelerate H™ ions up to energies of 70M eV which are then
injected into a synchrotron ring. At this stage, the electrons are stripped off the
hydrogen ions by 0.3um of aluminium oxide foil and the remaining protons are
then accelerated up to 800MeV. When this energy is reached, the protons are
ejected from the ring by powerful ‘kicker’ magnets, and channeled down a vacuum
path to a target composed of sheets of heavy metal which, in the case of ISIS, is

tantalum. This entire process is repeated fifty times a second.

The protons colliding with the target have sufficient energy to excite the Ta nuclei,
which then decay by a variety of routes. Spallation is one of the prominent decay
processes that results in the ejection of some tens of neutrons per incident proton.
As the number of neutrons produced is approximately proportional to theé number
of protons incident to the target, the latter is often used to quantify the former.
The number of incident protons> in a given run is given by the product of the
proton beam current and the time for which data is collected. This number is
conventionally given in units of microamp hours (uAhrs), and its total is recorded

for all runs in the files that contain the experimental data.

The neutrons produced by the arriving protons tend to have rather high energies
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(of the order of 1 MeV) and, as with reactor sources, must be moderated to
reduce their energy to a useful level. What constitutes a useful level depends
on the particular science which is being performed and typically several different

moderators are used to provide a wide range of available neutron energies.

Any given neutron entering the material of the moderator is subjected to many
collisions which dramatically reduce its energy. Within a timescale (of the order
of 1 ps) far shorter than the 20 ms separating the pulses from the target, the
majority of neutrons will equilibriate with the moderator. This results in the
production from the moderator of polychromatic pulses with a smoothly varying
energy distribution which peaks at the characteristic energy of the moderator
(given by its temperature). For most experimenters, the moderator can be con-

sidered the effective ‘source’ of the neutron radiation.
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Figure 4.3. The neutron-flux profile from the ISIS 100K methane moderator
as a function of wavelength. The energy E of the neutrons is related to the
wavelength A via E,, = —2% (m,, is the neutron mass) two reference energies are
marked on the diagram. Note the faint presence of Bragg edges that arise from

the aluminium material of the moderator containment vessel.

For diffraction studies low-energy, long-wavelength (of the order 1A) neutrons
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are appropriate. The PEARL beamline views a liquid methane moderator main-
tainedva.t 100K. The flux profile of this moderator is shown in Figure 4.3. At
these low energies (of the order 3-300 meV ) neutrons are non-relativistic, and
their energy E is related to their momentum p by E = p?/2m,,. Consequently, as
the neutrons travel away from the moderator they disperse themselves in space
according to their energies, the more energetic overtaking the less. In the time-
of-flight technique (TOF), timing electronics, which are synchronised with the
pulses from the target, measure the exact arrival time of a detected neutron. As
the flightpath is known, the arrival time determines the velocity and therefore

the energy of an arriving neutron.

It is important to note that the physics of the moderator results in an asymmetric
peakshape for TOF diffraction. This is due to the gradual (over a period of tens
of ps) diffusion of neutrons from the moderator material after the initial pulse, an
effect that can be described by a decaying exponential function. In the absence of
this diffusion effect, the diffraction peaks are symmetric in time, having a finite
width as a consequence of both the divergence of the beam, and the distribu-
tion of domains within the crystal samples. This symmetric peakshape can be
accurately modeled with a Gaussian distribution, which is then convolved with
the decaying exponential to give the a good model of the measured peakshape
[62]. This function, often abbreviated to GEC (Gaussian-exponetial convolu-
tion), is encountered in the subsequent two chapters, as it is used to integrate

single-crystal reflections.

Spallation neutron sources are naturally suited to TOF methods, but they are
also possible on continuous reactor based sources (For instance the ILL research
reactor in Grenoble has five TOF instruments: IN4,IN5,IN6,D7 and BRISP). This
is achieved by use of a rapidly rotating ‘chopper’. In essence this device is simply a
disk made from neutron-opaque material placed in front of the moderator which
contains a small groove through which neutrons can pass. When the chopper

is rotated, the moderator is only revealed in flashes through this groove, thus,

83



effectively creating a pulsed source.

A given moderator may be viewed by several beam-guides. These tubes, leading
to the different neutron instruments themselves, are evacuated to remove air ab-
sorption (which can be significant, especially if the air is humid or if the flightpath
is long.). In addition to the material comprising the moderator, the properties
of a beam-guide also strongly affect the characteristics of a TOF neutron instru-
ment. By far the most significant property is the length of the beamline. Here
a trade-off is made between flux (decreasing with distance from moderator in
accordance with the inverse-square law) and resolution. The energy resolution
increases with pathlength, as neutrons with differing energies will disperse more
widely in their times-of-flight. Also, the divergence of the beam is dependent on
the angular size of the moderator viewed from the sample position, and, as such,

becomes narrower as the pathlength increases.

4.1.3 The PEARL-HiPr Detector Bank

The detectors on HiPr all make use of ®Li-doped ZnS scintillator material. Indi-
vidual neutrons interacting with the strongly absorbing °Li atoms produce alpha
particles, which then interact with the ZnS generating a flash of visible light.
Subsequently, this is channeled by a fibre-optic cable into a photo-multiplier tube

which detects the flash, sending a digital signal to the counting electronics.

The shape of the scintillator part of the detector is designed to optimise the
competition between absorption of neutrons and absorption of light. The prob-
ability of a neutron interacting with the ZnS is proportional to its pathlength
through the active material. However, the probability that light generated by
this interaction will escape to reach the optical fibre decreases exponentially with

depth.

All of the twelve powder detector-modules on HiPr use a ‘V’ design as shown in

cross-section in Figure 4.4. The active material of the detector is entirely enclosed
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Figure 4.4. Part A shows a powder-detector element in cross-section contained
in its diamond-shaped containment cell. Part B illustrates the interaction of a
neutron with the scintillator ‘V’ and the resulting light being reflected towards the
optical fibre by the cell. The insert shows how the diamond cells are stacked along
rows within the modules resulting in an up-down-up arrangement of detectors.

in a diamond-shaped opaque cell. This cell ensures that only light originating
from the arrival of a neutron is detected. It also has a second purpose, which is
to act as a reflector which re-directs emitted light towards the optical fibre at the

rear of the detector.

Each detector presents an active area of 50x5 mm?, (with the long dimension
running perpendicular to the ‘V’) and a complete detector module is comprised
of 120 of these, which are stacked as indicated in the insert of Figure 4.4. These
stacks are tilted such that the detectors all lie at a constant distance from the

sample position

The rectangular area of the detectors (viewed from the sample position) results
in a non-uniform spacial resolution across the face of the modules. For powder
diffraction, it is most important to have a high resolution along the direction of
26, so that accurate d-spacings can be extracted. The detectors are arranged

within the modules in a way such that this is the case.

As described previously, these powder modules are suspended around the sample

position along two perpendicular arcs as shown in Figures 4.2 and 4.5. The first
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Detector | 20 angle azimuthal angle | Detector Bank
name subtended subtended

TPMO1 | 83-97° 192.5-212.5° T
TPMO02 | 83-97° 152.5-172.5° T
TPMO03 | 80.5-95.5° 172.5-192.5° T+ L
TPMO04 | 83-97° 260-280° T
LPMO05 | 19.5-39.5° 172.5-187.5° L
TPMO06 | 83-97° 240-260° T
TPMO7 | 83-97° 280-300° T
TPMO08 | 83-97° 100-120° T
TPMO09 | 83-97° 80-100° T
TPM10 | 83-97° 60-80° T
LPM11 | 89.5-119.5° | 83-97° L
LPM12 | 141.5-161.5° | 83-97° L
SXM 120.5-140.5° | 83-97° L

Table 4.1. Shows the positional parameters of all of the thirteen modules com-
prising the two detector banks. The azimuthal angle is defined with zero vertically
up, and increasing clockwise looking along the neutron beam direction (note that
the values for the modules in the transverse bank are nominal, whilst those in
the longitudinal bank have been accurately determined using the single-crystal
techniques described in Section 4.2.1).

of these banks, which lies at 90° to the incident beam, is the main workhorse for
powder diffraction. This ¢ransverse bank contains nine modules, and the signal
observed in each constituent detector can be combined to give a high signal-to-
noise ratio. The second longitudinal bank, which contains the remaining three
powder modules, gives access to a wide range of 26 values between 20° and 156°.
It should be noted that one detector module is shared by both the transverse and
longitudinal banks. The positions of the detectors are given in Table 4.1, along
with the naming convention used (which reflects the chronological numbering

scheme and the type of module).

In order to maintain the required high-resolution in the 26 direction, two different
arrangements of detector within the modules of the transverse and longitudinal
bank are required. These will be referred to as transverse powder modules TPMs

and longitudinal powder modules LPMs respectively. Figure 4.6 illustrates how
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Figure 4.5. A map of both detector banks on PEARL indicating the angular
position of each detector module. The figure on the left shows the transverse
bank with the beam travelling into the page. The figure on the right shows the
longitudinal bank with its modules distributed along the 26 direction.

the detector elements are arranged within each module.

It is vital for the subsequent analysis of the recorded neutron data that the
detector elements have an unambiguous number-scheme. On HiPr, the data

analysis was complicated by the existence of three different modes of operation:
1. The transverse mode: Only data in the transverse detector bank are
recorded.

2. The longitudinal mode: Only data in the longitudinal detector bank are

recorded.
3. The all mode: Data in all detector modules are recorded.
Unfortunately, each of these modes has a different numbering scheme and through-
out analysis of data care must be taken not to confuse these. Furthermore, the
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Figure 4.6. Figure shows the different arrangements of detectors comprising
both the LPMs and TPMs.

numbering scheme of the detectors in the longitudinal mode was unknown, and

had to be determined experimentally by the author (see Section 4.4.1).

The detector modules are suspended around an arc that has a radius of 600 |
mm, this results in each subtending angles of approximately 20° by 15°. The
thin dimension of the modules was chosen to match the angular aperture of the

standard toroidal anvils used with the PE cell: & 7°.

Whilst these detectors banks are sufficient for powder diffraction, for single-
crystal diffraction, a high resolution is also required in the direction perpendicular
to 26. For this reason, it was necessary to install the 13t detector module into
the longitudinal bank of HiPr. This, so called, single-crystal module (SXM) does
not use V type scintiilator, but instead is comprised of a single continuous sheet
of ZnS. This is then divided into 1280 square elements, each of 0.5x0.5 mm?, by
a grid of neutron-opaque material. A separate fibre-optic connects each of these

elements to the photomultiplier tubes.
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Such a detector operates at approximately 30% of the efficiency of the V-
detectors, as it presents a signiﬁcantly shorter pathlength of ZnS for the incoming
neutrons. However, its increased resolution is vital for determining the orienta-
tion of sample crystals. The surface area of the SXM was chosen to match that
of the TPM and LPMs, and this resulted in a grid that divides the surface into

40 x 32 elements.

4.1.4 Calibration of Detectors for Powder Diffraction

In order to determine accurately the energy of a neutron from it’s time-of-flight,
it is necessary to know exactly the flight path. However, in order to only obtain
“d-spacings it is sufficient to determine the product Lsin@. This follows directly
_from Bragg’s law, writing the wavelength in terms of the neutron momentum pn,

thus giving

. h h _ (R\T
2dsinf = A = o = T (mn) I (4.1)

where T is the time-of-flight and L is the flightpath.

For the full extraction of structure factors, though, it is necessary to perform
wavelength dependent corrections. This is a more complicated problem, as it
involves the de-coupling of L and sinf. As each detector module on HiPr has
been accurately surveyed in place, the absolute error on L can be taken to be
<1 mm. Additionally, the total flightpath from moderator to detector is large
(12.6124 m) and, thus, the contribution to the error in X is at the £0.01% level.
The error in measuring 20 for each element is far more significant, and this will

be discussed further in Section 4.2.1.

For powder diffraction, the problem of determining the pathlength is side-stepped.
This follows from the fundamental assumption of powder diffraction itself: that

the intensities measured on any part of the Debye-Scherrer ring are equivalent.
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This means that, as long as the relative intensities observed in each detector
are the same, then the patterns may legitimately be merged without any loss
of information!. This is achieved by a procedure known as focusing were each
pattern is converted (using the Lsin@ constant) into a function of d-spacing,

corrected for incident flux and detector efficiency, and then summed.

The Lsin# constant is typically measured experimentally by placing a calibrant
powder-sample with a known structure at the sample position. For this purpose,
a strong scatterer with a simple structure (typically Si or Ge) is most convenient.
The resulting powder diffraction pattern is then recorded in each detecting ele-
ment as a function of time-of-flight. As the structure of the calibrant is known,
the powder pattern can be fitted by refining the Lsin6 constant of proportion-
ality. This is done accurately by performing a Rietveld refinement [36] on the

observed pattern in each element.

In order to extract accurate structure factors, it is also necessary to calibrate the
efficiency, €(a, A) of each detector . The denominator in the Buras-Gerward
Equation 2.9, which is rewritten below in Equation 4.2, may be taken to contain
an effective flux term ior; = €(e, A)io(A), which includes both the wavelength
dependence of the detector efficiencies and that of the flux emitted from the

moderator.

I(h, k1) & ~— Io(h, k, 1) L(6)

M Vem, VAN E) (42)

An assumption used for powder-diffraction analysis on HiPr is that the wave-
length dependence of the efficiency is the same for all detectors. Furthermore,
the incident-flux term 4,()\) will also be the same for each element, as they all lie

at a constant distance from the moderator (although it must be remembered that

114 is well known that this assumption breaks down for non-perfect powders which may suffer
from preferred orientation and texture effects [35]. Indeed it was the need to investigate these
kind of effects (which are especially prevalent at high-pressure) that lead to the development
of the two detector geometries available on HiPr [63].
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as a function of d-spacing this will depend on the particular 26 of a detector).
Combining these results, it is possible to separate the equation for the incident

flux into wavelength-dependent and wavelength-independent parts

leff = 6ae()‘)io(’\) = 6o:e":o(’\) (4'3)

The combined term €iy()\) can be determined by measuring the incident flux as
observed by each detecting element. The technique employed is common to all
ISIS detectors and takes advantage of the nuclear properties of the element vana-
dium. This has a very small coherent-scattering cross-section, ocon, constituting
less than 0.4% of the total scattering cross-section, o;,;. Consequently, the bulk
of the scattering is incoherent and thus wavelength independent and directly re-
flects the incident flux. As a result, the TOF spectrum measured in each element
is closely related to the required function €io(A). It is only necessary to correct
this for absorption and multiple-scattering effects within the vanadium calibrant
itself. To simplify the absorption correction, a spherical sample is used and then a
Monte-Carlo simulation [64] applied to calculate the combined correction factors.
These are then applied to the flux measured in the detectors to give the correct

functional form of €i,(\).

As this is taken to be the same for all detectors, it can be well determined by
combining all of the vanadium spectra measured in individual elements. This
assumption allows a significant saving of time in the measurement of the effective
flux. Of course, when the correction is subsequently applied to powder patterns
measured in individual spectra, it must be converted into a function of d-spacing

using the appropriate Lsin @ value for each specific detector.

Finally, the term €, is a constant unique to each element. It reflects non-
wavelength dependent effects which occur after the scintillation event. These
effects are due to factors such as the efficiency of the photo-multiplier tubes and

the exact positioning of the connecting fibre-optic cable. It is possible to obtain
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¢, from the same vanadium measurement which gives the wavelength-dependent
part of the efficiency. Again, the constant L approximation is employed, and
the flux profile observed in each detecting element is integrated across a constant

TOF range. The value of this integral is then taken to be proportional to €,.

4.2 Single-Crystal Measurements in the PEARL-
HiPr Powder Modules

Detectors which have been primarily designed for powder diffraction are likely
to present inherent difficulties for the measurement of single-crystal intensities.
These difficulties had to be overcome in order to take advantage of the far larger
area of active detector surface that constitutes the powder modules. All of the de-
velopmental single-crystal work was confined to the longitudinal bank, so full use

could be made of the SXM whilst tackling the primary issues of data collection.

4.2.1 Calibration of Detectors for Single-Crystal Diffrac-

tion

One of the first problems which was encountered was the calibration of the detec-
tors for single-crystal measurements. In single-crystal diffraction, the diffraction
pattern is fully three dimensional, therefore, individual Bragg reflections are ob-
served at different angles instead of an entire diffraction pattern being observed
at every point in space. This means that structure factor extraction must occur
individually for each reflection, and this requires the decoupling of L and sin 0.
Additionally, the values of Lsin@ were not known for the SXM. This is because
the individual elements are too small, and too inefficient to accurately determine

a powder pattern from the calibrant sample.
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In principle, the decoupling of L and sinf can be achieved by a complex pro-
cess using a non-stationary sample. In this approach, a powder sample is used
to refine Lsin® (as in Section 4.1.4). The sample is then displaced a known
amount along the incident beam direction, and the procedure repeated. From
the observed variation of the refined L sin @ and the known change resulting from
the displacement of the sample, it is possible to decouple the two terms. Un-
fortunately, in practice this approach is impractical and prohibitively expensive
in terms of the required beamtime. A more practical approach was developed
using the reflections from a single-crystal sample to calibrate the position of the

detectors.

The crystal structure determines the scattering vectors for each reflection for any
given orientation of the crystal relative to incident beam. If both the structure
and orientation are known, then this translates into a knowledge both of d-spacing
and scattering angle, therefore giving us A by default through the application of
Bragg’s law. Whilst, in principle, this provides a means to calibrate accurately

the detector banks, orientating a crystal had not been attempted before on HiPr.

The techniques for determining the orientation of a crystal in a diffractometer
have been described in detail elsewhere (see for example [22]). This standard

approach requires the application of two matrix operators describing

1. The rotation of the basis vectors of the reciprocal lattice onto a Cartesian set
fixed relative to the crystal - the crystal frame, C, a matrix conventionally

called B, and

2. An operator describing the rotation of C onto a second Cartesian frame
fixed relative to the diffractometer - the diffractometer frame D, conven-

tionally called U.

The successive application of these two oﬁerators, UB, applied to a general recip-

rocal lattice vector will thus give the coordinates of that vector in the frame D.
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In a standard single-crystal experiment, this matrix operator is used to identify
the hkl indices of observed reflections. However, its inverse may also be used con-
versely to give the diffraction vector for a given reflection in the frame D. This is
the approach which was used to calibrate the powder modules for single-crystal

work.

Vital to this procedure for orienting the calibration crystal was the full two-
dimensional resolution of the single-crystal module. For a known crystal struc-
ture, it is sufficient to measure the scattering vector of only two reflections in
the diffractometer frame to determine fully the UB matrix. But, as even the
resolution of the SXM is still fairly coarse, it was necessary to measure several

reflections and then refine the UB matrix.

The procedure developed was as follows:

e The sample crystal is placed in the PE cell in the cradle arrangement with

the encoding mechanism as described in Section 4.3).

e Strong reflections observed in the longitudinal bank are then indexed from

their observed d-spacings and the approximate angles separating them.

e The cell is then rotated about its axis to bring these reflections one-by-one

into the SXM. For each of these reflections four coordinates are determined

1. The coordinates in pixels of the reflection on the SXM face 1, j.

2. The time-of-flight of the reflection, determined by fitting a Gaussian
to the peak.

3. The angular position of the cell about its rotation axis w.
e This information is then used to refine the UB matrix using generalised

software for multi-element detectors [70].

Several variables are required in this procedure and several assumptions are made.

The most important of these is the angle 7, defined as that between the incident
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beam and the vector d,4 joining the sample position and the centre of the detec-
tor. The pathlength from sample to detector is known, and it is assumed that the
detector is flat and perpendicular to d,4. This allows the conversion of pixel coor-
dinates into a vector in the diffractometer frame D. This information, combined
with the known index of a measured reflection, and the lattice parameters, allows
the angle v to be determined from the measured TOF. If a sufficient number of
reflections are measured, these assumptions can be relaxed and both the angle v

and the tilt of the SXM can be refined freely in the UB determination.

Once the UB matrix has been determined, it can be used to calibrate the positions
of the powder modules. In principal, this would require tracking a single-crystal
reflection of known index into each element - a very time consuming and expensive
procedure. In practice, it appears sufficient to do this for only a few elements
and extrapolate using the known geometry of the modules and to exploit the

measured product Lsin 6.

Also, it is worth noting that for the majority of single-crystal experiments there
will not be any structural transition. In this situation (and given that the lattice
parameters are known), the UB matrix can be determined for each pressure point.
In this case, the required calibration information is determined by default for
each siﬁgle—crystal reflection that is measured, and, therefore, the comprehensive

mapping out of the detectors is not required.

4.2.2 Single-Crystal Intensity Measurement

Intensity measurement is the single most important process in a single-crystal
experiment. For any multi-detector instrument - like HiPr - it is vital that in-
tensities are measured in an exactly equivalent fashion in each element. Where
detector modules like the SXM are used, this simply means that each element
must be correctly calibrated. However, the powder modules presented a partic-

ular difficulty in this respect. This was a consequence of the geometry of the
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active scintillator used. As has been described in Section 4.1.3, they have a non-
continuous V-type arrangement. Furthermore, each detector is handmade, and
consequently there is the possibility of a rotation of the V about its vertex. This
could result in the presence of a gap in-between the rows constituting the active

face.

This being the case, one of the first uses of the single-crystal module was to inves-
tigate the possibility of gaps between the up-down arrangement of rows. This was
achieved by measuring a singlefcrystal reflection in the SXM and then rotating
the same reflection into the powder modules. As the SXM is constructed from
a single continuous sheet of scintillator, there is no possibility that neutrons will
be lost down gaps. Thus, the integrated intensity of a reflection measured here

can be used as a reference against which the powder detectors can be compared.

The measurement that was performed was to locate the 400 reflection of a sample
crystal? into the SXM and both TPM03 and LPM12 (each at lower and higher 26
angles, respectively, than the SXM). These two powder modules are separated by
a large 20 angle, allowing wavelength-dependent effects to also be investigated.
The crystal was ground by hand into a disk with radius 2.0 mm and thickness
1.0 mm, this was large enough to produce a reflection which spanned several
elements in each detector. In each of these elements, the number of neutrons in
the observed peak was integrated with respect to TOF by fitting with a Gaussian-

exponential convolution (GEC) function (as described in Section 4.1.2).

By reducing these intensities to structure factors using the Buras-Gerward Equa-
tion 4.2, any geometric and detector-specific effects are removed. At this stage,

both absorption and extinction effects were ignored.

Each integration will sample the single-crystal peak at the position of the detec-
tor, measuring its average value across the width of that particular element. The

full peak can then be reconstructed by fitting these sampled intensities with some

2In this case, the sample crystals used were potassium di-hydrogen phosphate (KDP) and
its deuterated analogue (DKDP).
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Figure 4.7. Gaussian fits to the corrected intensity of a DKDP 004 reflection
measured in the SXM and - more weakly - in both TPM03 and LPM12.

peakshape. It was assumed that a simple Gaussian would provide an acceptable
peakshape for the purpose. This is justified as the angular size of the reflection
on the detector face is comparative with the divergence of the incident beam. If
this were not the case, one would expect the peak to exhibit a flat-top. The form
used was that of Equation 4.4. The same fit was performed in both of the powder
modules with the peakwidth (w) constrained to be the same as that fitted in the
SXM.

T—Tc 2
e 2u? (4.4)

Y=Y+
wy/m/[2

In this equation, y, is a flat background, A is the area of the Gaussian. The peak
is a function of angle on detector face z (measured in degrees) and is centred on

Lo

The corrected intensities are shown in Figure 4.7 and the fitted parameters are
recorded in Table 4.2. The area of the Gaussian, (A) is proportional to the square

of the observed structure factor |F,|?, whilst the parameter y, measures a simple
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h k 1 | parameter TPMO03 | SXM | LPM12
004 | y, (neutrons per degree) | 44 29 27

A (neutrons) 682 974 | 422

w (degrees) 0.531 0.531 | 0.531

A (A) 2.529 | 3.232 | 3.399
008 | y, (neutrons per degree) | 478 30 307

A (neutrons) 3189 3149 | 3249

w (degrees) 0.519 0.519 | 0.519

A (A) 1.264 | 1.616 | 1.700

Table 4.2. The parameters of Gauss fits to both the 004 and the 008 single-
crystal reflections in two powder modules, and the single-crystal module.

l